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Preface

Materials science is a very quickly developing area of modern science, techniques
and technologies. It requires corresponding development of theoretical, experi-
mental and numerical methods, directed on researching and designing numerous
advanced materials, composites and structures. Industrial needs are aimed on the
manufacture of devices, demonstrating very high accuracy of measurement, relia-
bility and durability. These goods must operate under temperatures and pressures
changing into broad limits, as well as in aggressive media. Besides pure scientific
and technical problems, they should decide sharp social tasks of modern life
(ecology, medicine, rehabilitation, etc.). At the same time, the quality of these
devices and technologies is directly caused by the structure-sensitive properties,
physical and mechanical characteristics of used materials. The investigation of
modern physical, technical and technological processes also requires the manu-
facture of materials and devices demonstrating optimal and outstanding properties.

This collection of 50 chapters presents selected reports of the 2019 International
Conference on “Physics, Mechanics of New Materials and Their Applications”
(PHENMA-2019), which has been taken place in Hanoi, Vietnam, November 7–10,
2019 (http://phenma2019.math.sfedu.ru). The conference was sponsored by the
National Foundation for Science and Technology Development (Vietnam),
Vietnam Union of Science and Technology Associations (VUSTA), Ministry of
Education and Science of Russian Federation, Russian Foundation for Basic
Research, South Scientific Center of Russian Academy of Science, Ministry of
Science and Technology of Taiwan, The Korean Society of Ocean Engineering
(South Korea), New Century Education Foundation (Taiwan), Ocean and
Underwater Technology Association (Taiwan), Unity Opto Technology Co.
(Taiwan), Fair Well Fishery Co. (Taiwan), Woen Jinn Harbor Engineering Co.
(Taiwan), Lorom Group (Taiwan), Longwell Co. (Taiwan), Vietnam Maritime
University (Vietnam), Vinh Long University of Technology Education (Vietnam),
Hanoi University of Industry (Vietnam), Vietnamese-German University
(Vietnam), Ho Chi Minh City University of Agriculture and Forestry (Vietnam),
Research Institute of Agriculture Machinery (Vietnam), Don State Technical
University (Russia), University of 17 Agustus 1945 Surabaya (Indonesia),
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University of 45, Surabaya (Indonesia), University of Islam Kadiri (Indonesia),
University of Darul Ulum, Jombang (Indonesia), University of Maarif Hasyim
Latif, Sidoarjo (Indonesia), PDPM Indian Institute of Information Technology,
Design and Manufacturing (India), Korea Maritime and Ocean University (South
Korea) and South Russian Regional Centre for Preparation and Implementation of
International Projects.

The thematic of the PHENMA-2019 continued ideas of previous international
symposia and conferences: PMNM-2012 (http://pmnm.math.rsu.ru), PHENMA-
2013 (http://phenma.math.sfedu.ru), PHENMA-2014 (http://phenma2014.math.
sfedu.ru), PHENMA-2015 (http://phenma2015.math.sfedu.ru), PHENMA-2016
(http://phenma2016.math.sfedu.ru), PHENMA-2017 (http://phenma2017.math.
sfedu.ru) and PHENMA-2018 (http://phenma2018.math.sfedu.ru), whose results
have been published in the following edited books Physics and Mechanics of New
Materials and Their Applications, Ivan A. Parinov, Shun-Hsyung Chang (Eds.),
Nova Science Publishers, New York, 2013, 444 p. ISBN: 978-1-626-18535-7;
Advanced Materials—Physics, Mechanics and Applications, Springer Proceedings
in Physics. Vol. 152. Shun-Hsyung Chang, Ivan A. Parinov, Vitaly Yu. Topolov
(Eds.), Springer, Heidelberg, New York, Dordrecht, London, 2014, 380 p. ISBN:
978-3-319-03748-6; Advanced Materials—Studies and Applications, Ivan A.
Parinov, Shun-Hsyung Chang, Somnuk Theerakulpisut (Eds.), Nova Science
Publishers, New York, 2015, 527 p. ISBN: 978-1-634-63749-7; Advanced
Materials—Manufacturing, Physics, Mechanics and Applications, Springer
Proceedings in Physics, Vol. 175, Ivan A. Parinov, Shun-Hsyung Chang, Vitaly
Yu. Topolov (Eds.). Heidelberg, New York, Dordrecht, London: Springer Cham.
2016, 707 p. ISBN: 978-3-319-26322-9; Advanced Materials—Techniques,
Physics, Mechanics and Applications, Springer Proceedings in Physics, Vol. 193,
Ivan A. Parinov, Shun-Hsyung Chang, Muaffaq A. Jani (Eds.). Springer Nature,
Cham, Switzerland. 2017, 627 p. ISBN: 978-3-319-56062-5; Advanced Materials—
Proceedings of the International Conference on “Physics and Mechanics of New
Materials and Their Applications,” PHENMA-2017, Springer Proceedings in
Physics, V. 207, Ivan A. Parinov, Shun-Hsyung Chang, Vijay K. Gupta (Eds.).
Springer Nature, Cham, Switzerland. 2018, 640 p. ISBN: 978-3-319-78918-7;
Advanced Materials—Proceedings of the International Conference on “Physics
and Mechanics of New Materials and Their Applications,” PHENMA-2018,
Springer Proceedings in Physics, V. 224, Ivan A. Parinov, Shun-Hsyung Chang,
Yun-Hae Kim (Eds.). Springer Nature, Cham, Switzerland. 2019, 666 p. ISBN:
978-3-030-19893-0, respectively.

The papers of the PHENMA-2019 are divided into four scientific directions:
(i) Processing Techniques of Advanced Materials, (ii) Physics of Advanced
Materials, (iii) Mechanics of Advanced Materials and (iv) Applications of
Advanced Materials.

Into the framework of the first direction, it is considered the influence of com-
position and structure of Pt-based electrocatalysts on their durability. Then, there
are investigations of the effect of organic additives on morphology and electro-
catalytic activity of platinum nanomaterials and X-ray spectroscopy study of the
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atomic and electronic structures of polyacrylonitrile-based nanocomposites.
Moreover, morphology and structure of carbon nanoparticles, generated from
graphite nitrate, are studied also as the formation of surface micro-, nanostructures
and wear in nanocomposite coatings with passing to TiN coating deposited by a
method combining magnetron sputtering and arc evaporation. Buckling folded
composite plate subjected to in-plane loading condition with the cutting process in
metallic alloys continues the studies of this part. The first part is finished by con-
sidering the optimal technology for processing sport wears from waterproof fabric.

The physical topic is opened by the theoretical investigation of the equation for
density matrix systems of identical particles. Then, crystal structure and dielectric
properties of solid solutions Bi3–xLuxTiNbO9 with high Curie temperature are
studied also as an investigation of InSb thin films for IR SAW photodetectors.
Experimental investigations of optical and dielectric properties of ferroelectric BSN
ceramics doped with rare-earth elements and the developed universal technique to
determine the intensity of the optical fields are present in the next chapters.
Moreover, the strength of interatomic high-angular bonds in iron and properties of
bottom ash particle polymer composites are studied by modern physical methods.
Effects of process parameters on surface roughness and methods of its optimization
in metallic samples are studied by different theoretical and experimental approa-
ches. Finally, the investigation of technogenic materials, applied for road con-
structions, finishes the physical part.

In the part of mechanics are present new mathematical and finite element
modeling of active composite materials in original ACELAN-COMPOS package
and FEM investigation of effective moduli of transversely isotropic thermoelastic
materials with nanoscale porosity. Surface waves in the metallic glass layer with
initial stresses and surface wave propagation in anisotropic elastic half-space are
investigated in the next chapters also as the problem of re-reflections of ultrasonic
waves from obstacles in 2D elastic material. Timoshenko model is used to analyze
wave processes in wedge-shaped waveguides, and the mechanical model of a
keratoprosthesis of the ocular cornea is developed. Then, the shell with auxetic
properties in the model of transverse shear is studied also as the coupled problem
of thermoviscoelasticity for composite polymer shell of revolution. The FEM study
of the stratification of multilayer structures is developed based on neural network
technologies. Finally, the structural correlation and mechanical properties in
amorphous hafnium oxide under pressure are stated.

An analytical model for AlGaN/GaN MOS-HEMT for high-power applications
opens the fourth part. The structural scheme of electroelastic actuator for
nanomechatronics and the process of extraction of energy from rotating objects are
studied. Computer modeling and experimental research of the centrifugal-rotary
equipment and also compliant parallel mechanism for vibration-assisted milling are
developed. Then, the design and analysis of a compliant constant-torque mecha-
nism for rehabilitation devices are present. Moreover, some actual experimental and
theoretical problems are decided on machines with bearings. Combining the
Kalman filter and particle filter in object tracking is considered, and the artificial
neural network model for visualization of internal defects in structural elements is
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developed. Finally, some approaches and methods for processing the vibration
signals in underwater applications and stomatology are discussed.

The book will be very useful for students of different levels of education, sci-
entists and engineers, whose research interests are devoted to the development and
manufacture of nanomaterials, nanostructures, piezoelectrics and other promising
materials and composites with special properties. The book also discusses theo-
retical and experimental problems, directed to R&D of modern devices based on
advanced materials, which are available for a broad spectrum of scientific and
technical applications. The book includes new research results in the fields of
materials science, condensed matter physics, chemistry, mechanics, computational
and physical modeling and experiment, manufacture of advanced materials and
composites, mathematical processing test results, computational methods and var-
ious applications.

This edited book was partially supported by Southern Federal University, grant
No. VnGr/2020-04-IM (Ministry of Science and Higher Education of the Russian
Federation).

Rostov-on-Don, Russia Ivan A. Parinov
Kaohsiung, Taiwan Shun-Hsyung Chang
Hanoi, Vietnam
February 2020

Banh Tien Long
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Chapter 1
Influence of Composition and Structure
of Pt-Based Electrocatalysts on Their
Durability in Different Conditions
of Stress-Test

Elizaveta Moguchikh, Kirill Paperj, Angelina Pavlets, Anastasia Alekseenko,
Maria Danilenko, and Aleksey Nikulin

Abstract Stability in the course of exploitation and catalytic activity in reactions,
taking place on the electrodes, are the most important characteristics of electrocata-
lysts that determine their application in fuel cells. Relationship of the electrochemical
behavior of Pt/C andPtCu/C catalystswith theirmorphology is studied in this chapter.
In according with results of our study, Pt(Cu)/C materials with core-shell architec-
ture of two-component nanoparticles can be a promising direction in electrocatalysis.
Such materials can exhibit high specific characteristics, while being characterized by
a reduced content of platinumand a lowpercentage of d-metal dissolution. The result-
ing Pt/C catalysts are characterized by surface area values from 11 to 80 m2/g(Pt),
average crystallite size from 1.1 to 5.7 nm, mass fraction of platinum from 18 to
39% and relative stability during long-term stress testing of more than 70%, which
is comparable to or exceeds this value for the commercial catalyst JM20.

1.1 Introduction

In recent years, research in the development of low temperature fuel cells (LT
PEMFC) has become important due to the growing environmental problems in the
world. LT PEMFC are devices that are promising alternative energy sources [1–3].
One of the most important parts of low-temperature fuel cells is a membrane coated
with catalytic layers [1–5]. It is the component part of the device thatmakes it possible
to increase the efficiency of current-forming reactions: electrooxidation of methanol
and hydrogen, electroreduction of oxygen (ORR) [6, 7].

Thenanoparticles (NPs) of platinumand its alloys deposited and evenlydistributed
over the surface of the carbon support are considered promising materials used as
catalysts in the membrane-electrode block of fuel cells (FCs) [1–7]. Unfortunately,
the high cost of platinum is one of the factors that impede the widespread use of
devices based on low-temperature FCs [6–8]. The stability of the catalyst is its ability
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to maintain high functional characteristics during the operation of the LT PEMFC
[1–8]. Thus, one of the urgent tasks is the development of Pt-containing catalysts
with a low percentage of precious metal and, at the same time, with high specific
characteristics, in particular high stability [8–11].

Methods of studying the structural and electrochemical characteristics of cata-
lysts are of great importance in the field of research of alternative energy sources [1,
5–8]. The study of the relationship between the conditions of electrochemical mea-
surements and the degradation mechanisms of platinum-containing materials plays
a special role.

Stability is the ability of materials to maintain their functional characteristics dur-
ing prolonged electrochemical testing [12–15]. As we know, in the process of a stress
test, a deterioration of the initial characteristics of the material is observed, which
is associated with its degradation. The degradation of platinum-containing catalysts
in a fuel cell depends on several parameters related to the operating conditions of
the membrane-electrode block and to the structure and composition of the electro-
catalyst, for example the size of the NPs, their distribution over the surface of the
substrate, and the type of support. Various studies of the degradation process have
shown what changes can occur with the catalysts (Fig. 1.1).

Most studies present two major degradation processes associated with the oxi-
dation of a carbon support (Corrosion of Carbon Support) and the degradation of
platinum NPs (Dissolution of Pt NPs and Alloy d-Metal) [16].

During the degradation of the carbon support, the detachment of carbon parts with
deposited metal particles occurs. This process leads to a loss of electronic contact
and a subsequent decrease in the qualitative characteristics of the samples [17–19].

It is known that the larger the average size of NPs and the mass fraction of plat-
inum in the catalyst, the higher is the stability of Pt/C electrocatalysts [17–20]. An
electrocatalyst containing large NPs degrades to a lesser extent during the operation
of a fuel cell. This occurs due to the almost complete absence of processes associated

Fig. 1.1 Degradation processes Pt/C and PtM/C electrocatalysts during operation in themembrane-
electrode assembly
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with the movement of NPs on the surface of the support, the aggregation and dis-
solution of small platinum NPs due to their strong fixation on a carbon support and
greater thermodynamic stability of large particles. However, such materials are also
characterized by a small electrochemically active surface area [12, 16, 17, 20, 21].

Catalysts containing platinum NPs smaller than 2 nm are more susceptible to
degradation due to the greater contribution of the oxidation of the carbon support.
The increased rate of this oxidation can be associated with the catalytic activity of
platinum NPs, which accelerate the process of carbon oxidation [18–21].

The transition to bimetallic NPs made it possible to reduce the degree of degrada-
tion of the obtained electrocatalysts [12, 22]. Apparently, the d-metal stabilizes the
system due to the fact that a certain fraction of platinum NPs, which is located on
the surface of the alloying component, does not have a direct contact with the carbon
substrate. This reduces the catalytic effect of the noble metal on the oxidation of the
carbon support [12, 23].

Testing in themembrane-electrode block is the best way tomeasure the stability of
thematerials, but they are rather laborious, expensive and energy intensive.Therefore,
many studies are aimed at the rapid assessment in laboratory conditions, which
is closest to real conditions [12, 22–24]. The most common method of studying
the stability of electrocatalysts in laboratory conditions is the repetition of a cyclic
potential sweep, accompanied by periodic measurement of ESA and specific activity
of the catalyst [12].

For stress-tests carried out in laboratory conditions, an important role is played by
the range of potentials, sweep speed, electrolyte composition, medium, and temper-
ature [12, 16–18, 20]. Many authors argue that the contribution of each of the above
degradation processes is unequal and depends on the range of stress test potentials
[10, 11, 14].

There are two main areas of potentials for studying the degradation of platinum-
containing electrocatalysts [17, 18, 20, 24]. In the range 0.4–1.0 V, degradation
processes mainly occur associated with the conversion of metal NPs distributed over
the surface of the support. At potentials above 1.1 V, processes leading to mate-
rial degradation due to oxidation of the carbon support make a greater contribution
[18, 22, 24, 25].

The purpose of this study is to identify the relationship between structural char-
acteristics and corrosion-morphological stability during stress testing of platinum
electrocatalysts for low-temperature fuel cells.

1.2 Experimental Part

As the materials under study, various methods of liquid-phase synthesis were used to
obtain a number of Pt/C electrocatalysts that differ in the mass fraction of platinum
and the crystallite size and a series of PtCu/C materials obtained by the liquid-phase
synthesis method with the assumed structure of the shell-core NPs and an alloy
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Table 1.1 Catalyst names
and reducing agents used

Sample Reducing agents

S-1, S-2 Hydrazine hydrate

S-3, S-4, S-10 Sodium borohydride

S-5 Formic acid

S-6, S-11 Ethylene glycol

S-7, S-8, S-9, S-12, S-13, S-14, S2-1,
S2-2, S2-3, S2-4, S2-5

Formaldehyde

with different architecture of the NPs. The obtained samples were compared with
each other, as well as with the behavior of the commercial Pt/C electrocatalyst JM
(Johnson Matthey, 20% Pt).

1.2.1 Preparation of Pt/C Catalysts

The synthesis of platinum-carbon catalysts was carried out by chemical reduction
of the Pt (IV) precursor (H2PtCl6 · 6H2O) in the liquid phase. Vulcan XC-72 brand
carbon blackwas used as a support. The synthesis of each of the sampleswas repeated
at least three times, which made it possible to evaluate the reproducibility of the
structural and electrochemical characteristics of the obtained materials.

Platinum-carbon catalystswere obtained by chemical reduction in the liquid phase
using various reducing agents according to Table 1.1. More synthesis methods are
described previously in [26].

1.2.2 Preparation of PtCu/C Catalysts

Platinum-copper electrocatalysts were obtained by sequential reduction of metals in
several stages, with a gradual decrease in the concentration of the copper precursor
and an increase in the concentration of the platinum precursor to create a uniform
shell. The molar ratio in the obtained samples was Pt:Cu = 1:1 and the loading of
metals 30% (20% Pt). Electrocatalysts were obtained by liquid phase synthesis with
carbon black Vulcan XC-72 used as a carbon support, and sodium borohydride as
a reducing agent. The preparation of PtCu/C catalysts is described in more detail in
the article [27].
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1.2.3 Characterization of the Catalysts Structure

Themass loading ofmetals in the samples was determined by themass of the residue,
which consisted of Pt and copper (II) oxide, remaining unburned after heating to
800 °C. The ratio of copper and platinum in the samples was determined by X-
ray fluorescence analysis on spectrometer with complete external reflection of X-
ray radiation RFS-001 (Research Institute of Physics, Southern Federal University).
Control over themetal component composition of the catalysts was carried out before
and after the stress testing.

To determine the average crystallite size, the X-ray phase analysis (XRD) was
used. The X-ray diffractograms of Pt/C materials were recorded in the angle range
2θ = 15°–55° on an ARLX’TRA diffractometer (Thermo Fisher Scientific, Switzer-
land) using filtered CuKα radiation (λ = 0.154056 nm) at room temperature. The
calculation of Dav was carried out for a characteristic reflection of 111 by the Scherrer
formula [26].

The microstructure of the samples was studied by transmission electron
microscopy (TEM). Photographs were taken with a JEM-2100 microscope (JEOL,
Japan) at a voltage of 200 kV and a resolution of 0.2 nm.

1.2.4 Electrochemical Measurements

Electrochemical measurements were carried out in a standard three-electrode cell at a
temperature of 25 °C. 0.1 MHClO4 saturated with argon was used as the electrolyte.
All potentials in the work are given relative to a reversible hydrogen electrode. The
studied catalyst was deposited on the end face of a rotating disk electrode in the form
of catalytic “inks”, as described in [28].

Before measuring the electrochemically active surface area (ESA) of the catalyst,
the electrolyte was saturated with argon for 40 min. 100 cycles are recorded in the
potential range from −0.23 to 1.26 V relative to the silver chloride electrode. The
sweep rate is 200 mV/s.

Calculation of ESA was carried out by the amount of electricity spent on the
electrochemical adsorption and desorption of atomic hydrogen, taking into account
the contribution of the charging currents of the double electric layer, as described in
[28].

Asmethods for assessing the degree of degradation electrocatalysts, were selected
the cyclic voltammetry methods in the potential range 0.6–1.0 V (RHE) with a sweep
rate of 100 mV/s and 0.6–1.4 V (RHE) with a sweep rate of 100 mV/s. The cycling
was carried out in a 0.1 M solution of HClO4 saturated with argon at 25 °C; the
number of cycles that were recorded—5000 and 500 respectively. After every 500 or
100 cycles, twoCVwere recorded at a potential sweep rate of 20mV/s in the potential
range from −0.23 to 1.26 V relative to the silver chloride electrode. According to
the second CV, ESA was calculated as described previously.
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The stability was assessed by the relative change in the ESA of platinum before
(S0ESA) and after (SjESA) stress test according to Formula (1.1).

Stability =
(
SjESA/S0ESA

)
× 100%, (1.1)

where j is the number of potential sweep cycles carried out before a specific SESA
measurement, S0ESA is the initial area measured after standardization.

The degree of degradation was calculated using Formula (1.2):

Degree of degradation =
(
1− SjESA/S0ESA

)
× 100%. (1.2)

1.3 Results and Discussion

1.3.1 The Effect of the Size of Pt NPs on the Degree
of Degradation of Pt/C Electrocatalysts

In the course of the research work, 8 Pt/C catalyst were synthesized with various
NP sizes from 1.1 to 5.7 nm and a close platinum mass fraction of 20% (Table 1.2).
Figure 1.2 schematically depicts the arrangement of platinum NPs on the surface
of a carbon support for catalysts characterized by a close metal mass fraction and
different average NP sizes.

X-ray diffraction patterns of the studied catalysts have the form characteristic of
the deposited Pt/C materials (Fig. 1.3).

The presence of nanosized crystallites of platinum causes a broadening of the
characteristic platinum maxima, and with a decrease in the average crystallite size

Table 1.2 Structural and electrochemical characteristics of the synthesized Pt/C catalysts

Sample ω(Pt), % Dav, nm ESA0, m2/g(Pt) Sgeom, m2/g(Pt) Degree of
aggregation

S-1 19 ± 0.6 5.7 12 ± 1 48 0.75

S-2 21.8 ± 0.7 5.2 13 ± 1 54 0.76

S-3 20.2 ± 0.6 3.7 20 ± 2 75 0.73

S-4 20.7 ± 0.6 3.5 49 ± 5 79 0.38

S-5 18 ± 0.5 2.6 54 ± 5 106 0.49

S-6 23.5 ± 0.7 2.1 59 ± 6 135 0.56

JM20 20 ± 0.6 2.0 86 ± 9 140 0.39

S-7 19.5 ± 0.6 1.3 78 ± 8 214 0.63

S-8 19 ± 0.6 1.1 111 ± 11 248 0.55
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Fig. 1.2 Schematic representation of the location of NP platinum of various sizes on the surface
of the carbon support of catalysts with a close mass fraction of metal

Fig. 1.3 XRD patterns of the Pt/C materials

(Dav), this broadening increases. The results of calculating the Dav according to the
Scherrer equation are shown in Table 1.2.

The smallest platinum crystallites 1.1 and 1.3 nm are characterized by sam-
ples S-8 and S-7, respectively, obtained by the liquid-phase synthesis method using
formaldehyde as a reducing agent. Samples S-1 and S-2 obtained using hydrazine as
a reducing agent contain platinum crystallites of the largest size of all synthesized
samples—more than 5 nm.

In order to assess the degree of aggregation of NPs (the fraction of platinum
particles “stuck together” during the synthesis), we compared the electrochemical
(experimentally determined) and geometric (calculated value) surface areas.

For each of the samples, the degree of aggregation was calculated using (1.3):

Degree of aggregation = 1 − ESA

Sgeom
(1.3)

where ESA is the electrochemically active surface area determined according to the
CV data; Sgeom is the geometric area calculated as

Sgeom = 6 ∗ 1000

DNP ∗ ρ(Pt)
(1.4)
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where ρ(Pt) is the platinum density equal to 21.4 g/cm3; DNP was calculated using
the Scherrer equation using X-ray analysis data.

The higher the difference between the values of the electrochemical and geometric
areas, the higher the parameter—the degree of aggregation, and the investigator, the
higher the proportion of large NPs. So, for samples S-1, S-2, S-3, S-6 and S-7, the
highest degree of aggregation of platinum particles was determined.

On the CV obtained during standardization of the electrodes, a change in the
currents in the hydrogen region is observed for all Pt/C materials (Fig. 1.4). This
may be due to the cleaning of the surface of the catalysts from organic compounds
remaining after synthesis. Thus, in the process of standardization, a significant change
in the parameters of the hydrogen, and often oxygen, regions of the CV occur,
followed by stabilization of the electrode characteristics of the material (Fig. 1.4).
The largest number of development cycles is observed for catalysts S-6, S-8 and
commercial JM20.

The electrochemically active surface area was determined after the standardiza-
tion stage by the method of cyclic voltammetry (Fig. 1.5). During prolonged stress
testing, two CVs were recorded every 500 cycles to calculate the intermediate ESA
values. Figure 1.5 shows the initial and final (after stress testing) CV Pt/C catalysts.
Voltammograms of all investigated electrocatalysts have a characteristic form for
nanosized platinum (Fig. 1.5). The currents in the hydrogen region are maximum for
sample S-8 (Fig. 1.5). Accordingly, this material is also characterized by the highest
active surface area among the obtained Pt/C catalysts (Table 1.2).

For samples S-1, S-2, and S-3, the currents in the hydrogen region are noticeably
lower in comparison with other Pt/C catalysts presented.

Fig. 1.4 Cyclic voltammograms of the metal-carbon catalysts in the process of standardizing
cycling. Samples: 1—S-1, 2—S-2, 3—S-3, 4—S-4, 5—S-5, 6—S-6, 7—JM20, 8—S-7, 9—S-
8100 cycles. The sweep rate of the potential is 200 mV/s. 0.1 M HClO4 solution saturated by Ar at
room temperature
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Fig. 1.5 Cyclic voltammograms of commercial Pt/C electrodes after surface standardization. Sam-
ple: 1—S-1, 2—S-2, 3—S-3, 4—S-4, 5—S-5, 6—S-6, 7—JM20, 8—S-7, 9—S-8. Electrolyte is
0.1 M HClO4 saturated by Ar at room temperature. The sweep rate is 20 mV/s

The experiment showed that for the majority of the studied samples the ratio is
satisfied: the smaller the average diameter of the platinum crystallites contained in
the Pt/C catalyst, the higher the active surface area is characterized by the sample
(Table 1.2). It is worth noting that sample S-7 falls out of this dependence, containing
relatively small platinum crystallites of about 1.3 nm and, at the same time, char-
acterized by a smaller surface area compared to the commercial analogue of JM20
(Table 1.2). Sample S-7 apparently contains larger platinum NPs consisting of small
crystallites, as indicated by the high degree of aggregation.

It is important to note that when comparing the initial CV and CV after stress
testing, a decrease in currents in the hydrogen region is observed for samples S-5,
S-6, JM20, S-7, S-8, which leads to a more pronounced decrease in surface area
(Fig. 1.5; Table 1.2).

The degree of degradation of Pt/C catalysts during repeated (5000 cycles) voltam-
metric cycling in the potential range 0.6–1.0 V was estimated by the change in the
electrochemically active surface area (Fig. 1.6). It is believed that this potential range
corresponds to the “soft mode” of stress testing, in which processes associated with
platinum NPs (separation of particles from the surface, agglomeration, dissolution
of platinum) make a significant contribution to the degradation of the electrocatalyst
[17].

The highest stability is demonstrated by samples S-1, S-2, S-3 and S-4, more
than 90%, characterized by the largest platinum crystallite size (Table 1.3; Fig. 1.6).
Larger particles are better attached to the carbon support and, therefore, to a lesser
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Fig. 1.6 Dependence of the relative degree of degradation (a) and ESA (b) on the number of cycles
during cycling in the potential range 0.6–1.0 V

Table 1.3 Sample
characteristics calculated
after stress testing

Sample ESA5000, m2/g(Pt) Relative stability, %

S-1 11 ± 1 92

S-2 12 ± 1 92

S-3 18 ± 2 90

S-4 47 ± 5 96

S-5 47 ± 5 87

S-6 45 ± 5 76

JM20 61 ± 6 71

S-7 58 ± 6 74

S-8 80 ± 8 72

extent detach and aggregate. These samples were obtained using reducing agents of
hydrazine and sodium borohydride.

Samples S-6, S-7, S-8 and the JM20 catalyst are characterized by the lowest
stability during prolonged stress testing—about 70% and the lowest average crystal-
lite size from 1.1 to 2.1 nm. The rapid degradation of these materials is associated
with the small size of the NPs, which are irreversibly detached from the surface of
the support, agglomerate during cycling, dissolve and reprecipitate to form larger
particles.

It should be noted that sample S-4 shows high relative stability throughout the
stress test, despite the relatively large crystallite size of 3.5 nm and a moderate
surface area of 49 m2/g(Pt). On the one hand, this high stability can be explained
by the equal distance of platinum NPs from each other on the surface of the support
and, therefore, they tend to aggregate to a lesser extent, as well as crystallites of more
than 3 nm are better attached to the carbon support. It is important to note that all
samples are characterized by a monotonous decrease in ESA during stress testing
(Fig. 1.6b). Despite the high degree of degradation, the highest residual surface area is
characterized by sample S-8, the value of which exceeds the ESA of the commercial
analogue—JM20.

Thus, we can conclude that with an increase in the particle size of platinum, the
relative stability of Pt/C catalysts increases with prolonged cyclicity.
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1.3.2 The Effect of the Spatial Distribution of Pt NPs
on the Degree of Degradation of Pt/C Electrocatalysts

To study the effect of the spatial distribution of Pt NPs, 5 materials were obtained
with different mass fractions of platinum, but with a close average crystallite size of
about 2.0 nm (Table 1.4; Fig. 1.7). It was based on the idea that in these materials,
with a close degree of aggregation, platinum NPs are located at different distances
from each other. The larger the mass fraction, the smaller the distance between the
NPs.

The obtained samples are characterized by a mass fraction of platinum from 23
to 39% and an average crystallite size of about 2.1 nm (Table 1.4). It should be noted
that with an increase in the mass fraction of platinum in the samples, there is a slight
increase in the average crystallite size, as well as a decrease in ESA (Table 1.4).

The calculated values of the distance between the NPs show that the larger the
mass fraction of platinum in the sample, the smaller the distance between the particles
due to their larger number (Table 1.4).

For all the studied Pt/C catalysts, an increase in the currents in the hydrogen region
from cycle to cycle is observed. Figure 1.8 shows the intermediate and final CV stress
tests for clarity. The most pronounced decrease in currents in the hydrogen region
is characteristic of catalyst S2-1 and the commercial analogue of JM20, which is
characterized by low relative stability of 71% (Fig. 1.8; Table 1.5).

The relative stability of the catalysts increases with an increase in the mass frac-
tion of platinum in the samples (Table 1.5; Fig. 1.9a). The highest stability during
prolonged stress testing is characterized by sample S2-5 88%, which also shows the

Table 1.4 Structural and electrochemical characteristics of Pt/C samples

Sample ω(Pt) (%) Dav (nm) ESA0,
m2/g(Pt)

Sgeom,
m2/g(Pt)

Degree of
aggregation

λ, nm

JM20 20 ± 0.6 2.0 86 ± 9 140 0.39 9.3

S2-1 23.5 ± 0.7 2.1 59 ± 6 135 0.56 8.7

S2-2 32 ± 1.0 2.1 73 ± 7 134 0.45 6.8

S2-3 33.6 ± 1.0 2.3 68 ± 7 122 0.44 7.5

S2-4 35 ± 1.1 2.3 59 ± 6 120 0.51 7.4

S2-5 39 ± 1.2 2.3 48 ± 5 124 0.61 6.4

Fig. 1.7 Schematic representation of the spatial distribution of platinum NPs on the surface of a
carbon support with a close average crystallite size
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Fig. 1.8 Initial cyclic voltammograms, 500, 2000 and 5000 cycles (1, 2, 3 and 4 respectively). The
sweep rate of the potential is 20 mV/s. 0.1 M HClO4 solution saturated by Ar at room temperature.
Samples: 1—JM20, 2—S2-1, 3—S2-2, 4—S2-3, 5—S2-4, 6—S2-5

Table 1.5 Characteristics of
Pt/C samples calculated after
stress testing

Sample ESA5000, m2/g(Pt) Relative stability, %

JM20 61 ± 6 71

S2-1 45 ± 5 76

S2-2 59 ± 6 81

S2-3 57 ± 6 84

S2-4 51 ± 5 86

S2-5 42 ± 4 88

Fig. 1.9 Dependence of the relative degree of degradation (a) and ESA (b) on the number of cycles
during cycling in the potential range 0.6–1.0 V

lowest surface area throughout the entire cycle (Table 1.5; Fig. 1.9). The calculated
value of the degree of particle aggregation for this sample is the highest among all
studied, and this fact indicates that platinum NPs S2-5 consist of several crystallites,
which is confirmed by the low initial ESA.

For the remaining Pt/C catalysts, the values of the degree of aggregation are close,
and, therefore, it is possible to compare the effect of the average distance between
platinum particles on stability (Table 1.5). Relative stability increases in the series
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JM20>S2-1>S2-2 >S2-3 >S2-4.As previously indicated, the irreversible processes
of changes in the catalysts during stress testing are associated with the aggregation
of Pt particles and the complete separation of NPs from the surface of the carbon
support. When considering these samples, we can conclude that for catalysts with a
small mass fraction of platinum, the most characteristic method of degradation may
be the separation of platinum NPs, and, as a consequence, a decrease in ESA. The
contribution of the aggregation of platinum NPs to the degradation of samples with
a low loading of platinum (about 20%) is less evident. For samples with a higher
metal content, the separation of NPs is apparently less characteristic, and aggregation
processes are difficult, since the particles are equidistant from each other. All these
factors lead to increased stability in prolonged stress testing.

Samples S2-2, S2-3 and commercial JM20 are characterized by the highest
residual surface area (Fig. 1.9b).

All studied materials confirmed a straightforward relationship: with an increase
in the mass fraction of platinum in the catalyst, relative stability increases (the degree
of degradation decreases).

Additionally, the inverse proportional dependence of the stability of the catalysts
on the distance between the particles is determined. The higher the mass fraction
of platinum in the sample, and, correspondingly, the lower the λ value (at a close
degree of aggregation and the average crystallite size of platinum), the higher the
relative stability of the catalyst during prolonged stress testing in the “soft” range of
potentials. It is possible that the detachment of NPs makes a greater contribution to
the degradation of catalysts, since for Pt/C with a small mass fraction of platinum,
the loss of a part leads to a significant decrease in surface area.

Sample S2-2 is distinguished from the general dependence, which is characterized
by an average distance between particles and at this low stability.

1.3.3 The Effect of the Structure of Bimetallic Nanoparticles
on the Stability of Catalysts with Stress Testing

To study the stability of the catalysts in the “hard” mode of stress testing, PtCu/C
catalysts with the “solid solution” and “shell-core” structures were obtained.

The actual composition of the obtained samples turned out to be close to the
calculated one: the mass fraction of metals in PtCu/C and Pt(Cu)/C samples is 28%
and 29%, with a pure platinum content of 21% and 20%, respectively (Table 1.6).
The results obtained by X-ray fluorescence method confirmed that the ratio of metals
in the samples is close to the calculated 1:1.

Photographs of platinum-copper catalysts obtained by TEM (Fig. 1.10) show a
large number of small-sized (2–4 nm) Ns. The Pt(Cu)/C sample is characterized by
the presence of largeNPs or aggregates ofNPs, 10–15 nm in size. Taking into account
the multistage procedure for producing the Pt(Cu)/C catalyst, as well as the presence
of NPs of various sizes in this material, it can be assumed that part of the precursors
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Table 1.6 Structural and electrochemical characteristics of the studied catalysts

Sample The composition of the
metal component

ω(Pt + Cu), % ω(Pt), % Dav, nm ESA0,
m2/g(Pt)

Initial After standart.
CV

Pt(Cu)/C Pt0.8Cu Pt1.5Cu 29 20 3.9 96 ± 10

PtCu/C Pt1.0Cu Pt2.1Cu 28 21 3.2 75 ± 8

HiSPEC Pt Pt 20 20 2.0 98 ± 10

Fig. 1.10 Transmission electron microscopy photographs (a, b, c, d) and diagrams (i, f) of the
nanoparticles size distribution for “core-shell” Pt(Cu)/C (a, b, i) and “Solid Solution” PtCu/C (c,
d, f) samples

at each subsequent synthesis stage is spent not only on the growth of particles formed
at the previous stage, but also on the formation of new platinum NPs. Note that for a
certain number of large particles in the Pt(Cu)/C sample, the shell-core architecture
is clearly distinguishable, however, for NPs with a size of 2–3 nm, the determination
of the platinum shell by TEM data is impossible. For a commercial Pt/C sample, the
average NP size is 2.0 nm according to TEM.

Based on the histograms of the size distribution of NPs (Fig. 1.10c, f), we can
conclude that there is a wider size distribution and a larger average NP size for the
Pt(Cu)/C sample in comparison with the PtCu/C material, which was obtained by
the simultaneous reduction of precursors.

The development and cleaning of the surface of NPs, occurring on all the studied
catalysts in the process of their electrochemical standardization, leads to the growth
and subsequent stabilization of the current strength (Fig. 1.11).
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Fig. 1.11 Cyclic voltammograms of the metal-carbon catalysts in the process of standardizing
cycling. The sweep rate of the potential is 200 mV/s. 0.1 MHClO4 solution saturated by Ar at room
temperature

The nature of the change in the type of CV is similar for both bimetallic catalysts,
the establishment of stationary current values occurs rather quickly, after 10–20
cycles. The presence of shallow maximums of the anode current in the potential
region of about 0.8 V in the first cycles of the potential sweep can be due to the
selective dissolution of copper atoms from the Pt–Cu solid solution [29]. We should
like to note that the type of standardizing CV for Pt/C and PtCu/C electrocatalysts
are different. This is due to the presence of an alloying component in the bimetallic
system.

Initially, the stability of PtCu/C catalysts was studied in the “soft” test mode:
5000 cycles in the potential range 0.6–1.0 V (Fig. 1.12). The structure of platinum-
copper catalysts also affects the change in the composition of the metal component
as a result of standardization and stress testing. The NPs in the Pt(Cu)/C catalyst
obtained by successivemulti-stage reduction of precursors seem to acquire a uniform
protective platinum shell faster. Therefore, for the Pt(Cu)/C catalyst, the selective
dissolution of copper during standardization and the subsequent stress test in the
potential range 0.6–1.0 V is much less pronounced than for the PtCu/C sample
(Table 1.7). At the same time, both bimetallic electrocatalysts show higher stability
than the commercially available Pt/C sample (Fig. 1.12a). We believe that bimetallic
NPs are more firmly attached to the surface of the carbon support and their tendency
to peel and agglomerate is less than that of Pt NPs. Note that in the “soft” multiple
cycling mode, even less resistant to Pt/C degradation material retains about 60% of
its ESA (Table 1.7; Fig. 1.12b).

Fig. 1.12 Dependence of the relative stability (a) and ESA (b) on the number of cycles during
cycling in the potential range 0.6–1.0 V
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Table 1.7 Summary table of the results of stress testing of platinum-copper and Pt/C materials

Stress testing conditions Sample Stability, % Composition after stress testing

After stress-test 0.6–1.0 B (5000
cycles)

Pt(Cu)/C 82 PtCu0.6

PtCu/C 70 PtCu0.4

HiSPEC 64

After stress-test 0.6–1.4 B (500
cycles)

Pt(Cu)/C 79 PtCu0.5

PtCu/C 79 PtCu0.3

HiSPEC 15

Fig. 1.13 Dependence of the relative stability (a) and ESA (b) on the number of cycles during
cycling in the potential range 0.6–1.4 V, 500 cycles

As a result, the minimum decrease in the active surface of platinum according to
the results of the stress test was demonstrated by the Pt(Cu)/C sample. Expanding
the range of stress testing potentials to 0.6–1.4 V, as expected, led to an increase in
the rate of catalyst degradation. Moreover, the differences in the behavior between
Pt/C and platinum-copper samples intensified: after 500 cycles, the stability of the
Pt(Cu)/C and Pt/C catalysts was 82 and 72%, while for JM it was 20% (Fig. 1.13a).

After the stress test, ESA and the relative stability of platinum-copper catalysts
are 4–8 times higher than for Pt/C (Table 1.7; Fig. 1.13b). It has already been noted
that at high potentials, platinum catalyzes the oxidation of a carbon support in the
direct contact zone, which facilitates the separation of NPs. Apparently, the presence
of copper atoms at the NP/support interface decreases the catalytic activity of the
metal with respect to the carbon oxidation reaction.

A comparative study of platinum-carbonmaterials with differentmass fractions of
metal showed that in almost all cases there is a direct relationship between the loading
of platinum in the electrocatalyst and the increase in its resistance to degradation
during stress testing in the potential range 0.6–1.0 V.
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1.4 Conclusions

A number of new Pt/C catalysts with a mass fraction of 18 to 39% and an average
crystallite size from 1.1 to 5.7 nm were obtained by liquid-phase synthesis methods
using various reducing agents.

It was determined that a decrease in the average crystallite size of platinum leads
to an increase in the area of the electrochemically active surface of the electrocatalyst,
but at the same time, its resistance to degradation during prolonged cycling in the
“soft” range of potentials decreases.

It is shown that materials with the smallest diameters of platinum crystallites are
characterized by reduced relative stability, but they have the largest residual areas
after stress testing, which makes them promising for use in low-temperature fuel
cells.

A comparative study of the electrochemical behavior of platinum-copper and
commercial Pt/C catalysts with a 20% loading of platinum under different voltam-
metric stress testing modes showed that bimetallic systems exhibit higher stability,
especially under severe cycling conditions, when the potential variation range is 0.6–
1.4 V. The positive effect of the doping component on stability can be due to a more
solid nanoparticles fixation on the surface of the support and a lower rate of carbon
oxidation at the interface with nanoparticles compared to Pt/C. The thermodynamic
stability of the metal nanoparticles themselves in platinum-copper catalysts can also
be higher than in Pt/C, due to the larger average size of the NPs.

An important role in the behavior of the catalysts is played not only by the qualita-
tive composition ofNPs (alloyingwith copper), but also by their structural features. A
Pt(Cu)/C sample obtained by multistage metal deposition is characterized by a lower
degree of degradation in comparison with a catalyst based on Pt-Cu NPs with a solid
solution structure. The reason for the established differencesmay be a higher concen-
tration of platinum in the surface layers of Pt(Cu)/C NPs in the “as obtained” state,
which leads to the rapid formation of a protective platinum shell during subsequent
selective dissolution of copper.

Most of the obtained Pt/C and PtCu/C catalysts are characterized by comparable
or superior electrochemical characteristics to the commercial analog of JM20.
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Chapter 2
Investigation of the Effect of Different
Organic Additives on Morphology
and Electrocatalytic Activity of Platinum
Nanomaterials Towards Oxygen
Reduction Reactions

Sergey V. Belenov, Weldegebriel G. Yohannes, Nikolay V. Lyanguzov,
and Vadim A. Volochaev

Abstract In the present study, different carbon-supported platinum nanomaterials
were prepared using electrodeposition method and the influences of some organic
additives, such as potassium citrate, Nafion and polyvinylidene fluoride (PVDF) on
the morphology, electrochemically active surface area (ESA) and electrocatalytic
activity of platinum nanomaterials (Pt/Vulcan XC-72) were evaluated. The materials
were electrodeposited on a rotating disk electrode (RDE) from the electrolyte hex-
achloroplatinic acid (H2PtCl6) and H2SO4 in the absence and presence of the organic
additives. Thematerials obtained were characterized using powder X-ray diffraction,
scanning electron microscopy, electrochemical methods. In addition, the electrocat-
alytic activity of the materials towards oxygen reduction reactions was evaluated
by employing linear sweep voltammetry on RDE at 1000 rpm. The presence of the
organic additives increased the overpotential at the growth stage of the particles,
leading to a decrease in the particle size and hence an increase in the ESA of plat-
inum nanoparticles from 19 to 43 m2/g(Pt) The electrocatalysts prepared using the
different organic additives have the following increasing order of electrochemical
activities towards the ORR in an aqueous solution of HClO4: citrate < without the
organic additives < Nafion < PVDF in the potential range of ca. 0.7–0.9 V. This elec-
trochemical behavior can be attributed to the differences in the particle size, ESA,
and the morphology of the synthesized carbon-supported platinum nanomaterials.
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2.1 Introduction

Controlling the morphology, microstructure, and electrochemical properties of plat-
inum electrodeposits with a developed surface is a key factor to enhance catalytic
activity of electrode materials. This can be possibly achieved by varying electrode-
position parameters and incorporating different organic additives into the electrolyte
used [1, 2]. One of the main reasons for the degradation of Pt-based electrocatalysts
is the loss of the electrochemically active surface area by agglomeration of catalyst
particles. Metal nanoparticles, because of their small size and high surface energy,
have an inherent tendency toward the formation of agglomerates (bigger particles)
to minimize their high surface energy and hence to be stabilized. Organic additives
(stabilizing agents), usually surface active substances or polymers, are often used
to prevent the metal particles against agglomeration, to control the size and shape
by adsorbing to the particle surfaces or by separating the metal nanoparticles from
each other via electrostatic or steric stabilization [3–6]. Thus, employing organic
additives can effectively influence the structure of the prepared Pt nanoparticles to
attain improved electrocatalytic activity, to obtain smaller size, uniform dispersion
and highly dispersed Pt nanoparticles over the supporting carbon materials by limi-
tation of the growth of metal nanoparticles. In our previous study [7], the use of the
organic compound ethylene glycol in the electrodeposition of platinum over the car-
bon support Vulcan XC-72 resulted in a significant decrease in the Pt nanoparticles
size and an enhanced catalytic activity towards oxygen reduction reaction. To remove
the organic additives from the obtained catalysts, it usually necessary thermal and/or
oxidative post-treatment. Harsh conditions of post-treatment may lead to agglom-
eration of metal nanoparticles, whereas soft conditions may result in an incomplete
removal of organic additives, causing subsequent reduction in the catalytic activity
of the resulting material [8]. Nevertheless, a number of publications [9–11] have
shown that certain types of post-treatment of Pt/C catalysts, such as washing with
different alcohol, centrifugation, heat treatment in inert atmosphere etc. can lead
to a complete removal of additives and highly effective catalysts towards oxygen
reduction reaction that are comparable or can have even higher activity than that of
commercial electrocatalysts.

Citric acid and its salts are often used as organic additives in the formation of
platinum nanoparticles in the chemical reduction of platinum precursor [12–15].
Citrates are characterized by low cost, high efficiency as a stabilizing agent and
the simplicity to remove residual of the additive from the prepared material. Chou
et al. [12] using different aqueous solutions containing citric acid prepared enhanced
catalytic activity of Pt/C and Pt–Ru/C electrocatalysts by a factor of about 1.5 and
2.8, respectively compared to those prepared without involving the additives. The
authors attributed the increased electroactivities to the citric acid playing dual roles as
both a stabilizing agent and particle size reducing agent in the aqueous solutions. In
other studies, it was shown that some additives such as polyvinylpyrrolidone (PVP)
affected not only the average size but also the shape of the platinum nanoparticles
[4, 16, 17]. Tang et al. [16] reported that when the ratio of PVP/Pt varies, it allows
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changing not only the average size of nanoparticles but also their shape. Ye et al. [4]
studied the effect of PVP on the surface area and catalytic activity of Pt catalyst and
demonstrated that PVP being adsorbed onto some of the surface of growing platinum
crystals, complicates further deposition of platinumatomson these surfaces, resulting
in a significant change in the morphology of the obtained Pt deposits. This leads to an
increase in the value of ESA and catalytic activity in the methanol oxidation reaction
as compared to a Pt catalyst synthesized without the addition of PVP. Sharma et al.
[17] synthesized platinum nanoparticles via electrodeposition method using CNT
coated carbon fiber and reported an enrichment of the catalytic active Pt surfaces
such as Pt (100) upon increasing PVP concentration.

The proton conductive polymer Nafion is commonly used as a binding material
when the porous dispersed Pt/C catalyst layer is applied onto the surface of elec-
trodes and also in the formation of catalytic active layer in the membrane electrode
assemblies (MEAs) of fuel cells. Moreover, in some cases the polymer Nafion is
used as a stabilizer in the wet chemical synthesis of platinum nanoparticles. Liu et al.
[18] reported that using a small amount of Nafion resulted in higher activity towards
ORR as compared to platinum black and commercial Pt/C material while the activity
of these catalysts in MOR was found to be very low.

The analysis of literature data indicates that the introduction of organic additives
into platinized electrolyte and variation of their concentration affects the microstruc-
ture and the catalytic activity of the platinum materials. However, there are limited
studies on the effects of organic additives of different natures on platinum crys-
tallite size, particle size, ESA, morphology and electrochemical behavior of the
synthesized catalysts. Therefore, the objective of the present work was to prepare
carbon-supported platinum nanomaterials by electrodeposition from the electrolyte
hexachloroplatinic acid (H2PtCl6) and H2SO4 in the absence and presence of differ-
ent organic additives such as potassium citrate, Nafion and PVDF and to investigate
their influence on platinum crystallite size, particle size, morphology and electro-
catalytic activity of the prepared platinum nanomaterials towards oxygen reduction
reactions.

2.1.1 Research Purpose

It is investigated the effect of different organic additives during electrochemical
deposition of Pt on carbon supported on morphology and electrocatalytic activity of
obtained platinum nanomaterials towards oxygen reduction reactions.
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2.2 Experimental

2.2.1 Preparation of Electrode

Carbon black Vulcan XC-72 (Cabot Corporation, with surface area of 270 m2 g−1)
was used as carbon support. The carbon support for the platinum nanoparticles turns
out to be critically important to provide high surface area for their dispersion, stabil-
ity and electrical conductivity. Hence, a homogeneous suspension was prepared by
mixing Vulcan XC-72 carbon, isopropanol and Nafion by ultrasonication and mag-
netic stirring. Then, the resulting suspension was pipetted onto a previously dried
polished and cleaned surface of glassy carbon disc electrode to form a thin porous
carbon layer (ca. 4 μm). Further details for the method of preparation of the carbon
layer and the electrodes is described in [7].

2.2.2 Electrodeposition of Platinum

Electrochemical experiments were carried out using a common three-electrode cell
at room temperature, glassy carbon electrode is coated with a layer of Vulcan XC-72
carbon-Nafion as working electrode, a platinum wire as a counter electrode and a
saturated KCl/AgCl electrode as reference electrode. However, all the potentials in
this work are given relative to standard hydrogen electrode (SHE) unless otherwise
noted. Electrodeposition of platinum was conducted using a rotating disc glassy
carbon electrode at a speed of 1000 rpm, as described in [19].

Electrochemical measurements were performedwith potentiostat-galvanostat and
rotator (Pine Research Instrumentation, USA). Galvanostatic electrodeposition tech-
nique was conducted in 1 M H2SO4, 5 mM chloroplatinic acid (H2PtCl6) aqueous
solution in the presence and absence of the organic additives such as potassium
citrate, Nafion and PVDF.

2.2.3 Characterization of Pt/C

2.2.3.1 Characterization of Structure

Themorphology of prepared Pt/C electrodes and average size of the electrodeposited
Pt particles were investigated by scanning electron microscopy (Zeiss Supra 25,
20 keV). In order to analyze morphology of prepared Pt/C electrodes and Pt parti-
cles size and distribution of carbon-supported using image analysis software called
ImageJ.
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TheX-ray powder diffraction data were obtained using ARLX’TRA diffractome-
ter, CuKα radiation (λ = 1.54056 Å). Measurements were carried out in the range
of 2θ angles 35°–50° with scan rate—0.5°/s.

A zero-background holder and polymer tissues were used in order to mount the
samples. The crystallite size for all the prepared Pt/C electrodes is calculated from
the width of (111) diffraction peak using Scherer equation (2.1).

D = 0.95xλ

β2θ cos θ
(2.1)

whereD is the average crystallite size in (nm), λ is the wave length (λ = 1.54056 Å),
β2θ and θ are the full width at half maximum (FWHM) and a diffraction angle of
(111) reflection in radians, respectively.

2.2.3.2 Electrochemical Measurements

After electrodeposition of Pt on carbon, the electrode was rinsed thoroughly with
bi-distilled water and the obtained catalyst electrode was examined in a freshly pre-
pared 100 mL of 0.1MHClO4 solution. HClO4 was used as an electrolyte in all elec-
trochemical measurements because it is considered as a non-adsorbing or a weakly
adsorbing electrolyte unlike H2SO4 and H3PO4. Prior to each electrochemical exper-
iment, pure argon was purged through the electrolyte for 30 min to remove oxygen
dissolved in the solution. Then, the electrode was CV scanned with 100 cycles at a
scan rate of 200 mV s−1 in the potential range between−0.04 and 1.2 V versus SHE.
Then, cyclic voltammograms (2 cycles) with a scan rate of 20 mV s−1 were used
to determine the ESA of the Pt catalysts. The ESA was estimated by measuring the
charge associated with the hydrogen adsorption/desorption at the potential region
about −0.03 to 0.3 V as detailed in [20]. Briefly, determination of the electrochem-
ically active surface area was carried out by measuring the quantity of electricity
consumed according to Formula (2.2).

ESA = Q

m × 210
(2.2)

where, Q is the average charge for the hydrogen adsorption and desorption (μC)
which is obtained after double-layer correction; m is the mass of platinum loading
(μg) and the numerical value 210 (μC cm–2) represents the charge required to oxidize
a monolayer of hydrogen on Pt surface.

Linear sweep voltammograms (LSVs) on a rotating disk electrode (RDE) were
measured to evaluate the electrocatalytic activity of the obtained Pt/C materials
towards oxygen reduction reactions (ORR). In this case, after the ESA measure-
ments, a 0.1MHClO4 electrolyte solution was saturated with oxygen at atmospheric
pressure for about 1 h. Then, while continuing to purge oxygen gas, the potential
of the working electrode was changed from 1.196 to 0.020 V with a sweep rate of
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20 mV s−1. The different disk electrode rotation rates were the following: 400, 600,
1000, 1400, 1800 and 2400 rpm. To compare the activity of the catalysts, measured
currents were normalized by the mass of platinum (A/g of Pt) and/or by the ESA of
the catalyst (mA/cm2 of Pt) [21].

2.3 Results and Discussion

2.3.1 Platinum Electrodeposition on Carbon Supported

In order to obtain deposits of platinum with the highest value of ESA, cathodic
current corresponding to platinum electrodeposition was optimized according to
the results given in a previous study [7] and was found to be ca. 1.42 mA. The
addition of the organic additives increases the deposition overpotential of platinum
(Fig. 2.1) possibly due to their adsorption on the surface of the carbon support and
on the growing platinum particles. However, there is no such a significant difference
observed in the effect of the studied organic additives at the growth stage of the Pt
particles above 2 s (t > 2 s) as shown in Fig. 2.1.

Figure 2.2 shows diffractogram patterns for the prepared catalysts in the presence
and absence of the organic additives. The diffractogram patterns exhibit reflections
that are characteristic for pure platinum phase for the prepared catalysts.

Fig. 2.1 Chronopotentiograms for the electrodeposition of platinum on the surface of the carbon
support Vulcan XC-72, cathodic current = 1.42 mA, rotation rate—1000 rpm. The electrolyte is an
aqueous solution of 5 mM H2PtCl6, 1MH2SO4 in the presence and absence of the various organic
additives: 0.01 M potassium citrate, 0.01% polyvinylidene fluoride (PVDF), 0.01% Nafion
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Fig. 2.2 Diffractograms for Pt/Cmaterials. The electrolyte is an aqueous solution of 5mMH2PtCl6,
1M H2SO4 in the presence of various additives: 1—0.01% Nafion, 2—0.01% PVDF, 3—0.01 M
potassium citrate, 4—without additives

All the synthesized materials exhibit clear characteristic diffraction peaks to the
corresponding Pt (111) and the Pt (200) crystal planes emerged at 2θ values about 40
and 46, respectively. However, the ‘full width at half maximum reflection’ (FWHM)
for the platinummaterials formedunder various conditions are considerably different.
The most pronounced broadened reflection is noticed in the case of the organic
additive potassium citrate. In fact, this is consistent with the result from Scherrer’s
equation (see, Sect. 2.2). The incorporation of potassium citrate into the electrolyte
resulted in the reduction of the average platinum crystallite size from 10 to 7 nm
(Table 2.1).

The organic additives Nafion and PVDF also reduce the average size of platinum
crystallites, but to a lesser extent relative to that of potassium citrate. The decrease
in the crystallites size can be attributed to the adsorption of additives on the growing
platinum particles which in turn leads to the inhibition of further growth of the par-
ticles. The result found using the organic additives is consistent with the findings of

Table 2.1 Characteristics of
platinum electrodeposits
obtained in aqueous
electrolytes with different
organic additives, deposition
time—15 s, cathodic
current—1.42 mA, Q ≈ 21
μC, weight of
electrodeposited platinum ≈
10.78 μg

Additives D (XRD)
(nm)

ESA (m2g−1

Pt)
D (SEM)
(nm)

Without
additives

10 ± 0.5 19 ± 1 150

Potassium
citrate

7 ± 0.5 34 ± 2 85

Nafion 8 ± 0.5 35 ± 2 115

PVDF 9 ± 0.5 43 ± 2 135
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Fig. 2.3 SEM images at different magnifications for Pt particles obtained by electrodeposition on
a carbon support in an aqueous electrolyte: a without any additives, b 0.01 M potassium citrate,
c 0.01% of polyvinylidene fluoride (PVDF), d 0.01% Nafion

previous reports from [4, 5, 12, 17, 18]. The obtained platinum particles on Vulcan
XC-72 (Fig. 2.3) are large aggregates with a wide range of size distribution (predom-
inantly from 85 to 150 nm) consisting of fused crystallites with size ranging from 7
to 10 nm.

Based on the results of SEM analysis, the introduction of the organic additives
into the electrolyte resulted in a reduction of the average size of the deposited plat-
inum particles (Table 2.1; Fig. 2.3). Most notably, this effect is pronounced in the
presence of potassium citrate. The average particle size of the deposits decreased
approximately from 150 nm to 85 nm. The average particle size of platinum for the
materials determined using the SEM corresponds well with the average size of the
crystallites of platinum calculated from XRD. Thus, for the electrocatalyst prepared
in the electrolyte containing the organic additive, according to the SEM (Fig. 2.3a)
is characterized by spherical platinum deposits with the size dispersion of ca. 50–
250 nm and with an average platinum crystallite size of about 10 nm (Table 2.1).
When considering the SEM images at a higher magnification (the inset of Fig. 2.3a),
it is noticeable that platinum deposits consist of small size of Pt nanoparticles with
a high degree of roughness. Incorporation of the investigated organic additives not
only reduces the size of the platinum particles formed during electrodeposition, but
also has demonstrated a significant impact on the microstructure of the deposits.
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Figure 2.3d exhibits the preferential formation of cubic shape of platinum nanopar-
ticles [Pt (100)] in the presence of the organic additive PVDF, while the particles
obtained using potassium citrate have characteristic sharp edges (Fig. 2.3b) and
such changes in the microstructure of the deposits should in turn affect the electro-
chemically active surface area and electrocatalytic activity towards oxygen reduction
reaction.

2.3.2 Activity of Platinum Nanomaterials Towards Oxygen
Reduction Reactions

Therefore, evaluation of the ESA and activities of the catalysts towards ORR were
carried out. When the organic additives are introduced into the platinized electrolyte,
the ESA value increased 1.5–2 times compared to that synthesized in the electrolyte
without any additives (Table 2.1).

It is noticeable that the cyclic voltammograms (Fig. 2.4) of the Pt/C materials
obtained in the presence of the various organic additives have not significant dif-
ferences and have the overall features of a typical cyclic voltammogram for Pt/C
catalyst, showing that there is no considerable difference in the Pt/C loading among
the formedmaterials.Moreover, the current values in the double layer region are con-
siderably increased for the materials prepared in the presence of the organic additives

Fig. 2.4 Cyclic voltammograms for the obtained Pt/C electrodes by electrodeposition in the pres-
ence of various additives: 0.01 M potassium citrate, 0.01% PVDF, 0.01% Nafion. Electrolyte—
0.1 M HClO4 with saturated argon at atmospheric pressure, sweep rate—0.02 V/s
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Fig. 2.5 LSV curves in the
potential range from 0.6 to
0.9 V for Pt/C electrodes
obtained by
electrodeposition in the
presence of various
additives: 0.01 M potassium
citrate, 0.01% PVDF, 0.01%
Nafion. Electrolyte—0.1 M
HClO4 oxygen saturated at
atmospheric pressure, sweep
rate—0.02 V/s

with the exception of the catalyst obtained using Nafion. From the investigated addi-
tives, PVDF is found to be the most effective organic additive from the point of
view of achieving high ESA [43 m2/g (Pt)] (Table 2.1). It has to be noted that direct
correlation between the average platinum particle size and the ESA of platinum is
not observed. The smallest size of platinum particle is obtained in the case of using
potassium citrate, while the ESA of this material [34 m2/g (Pt)] is lower than that of
the electrocatalyst obtained using PVDF [43 m2/g (Pt)]. This is possibly due to the
influence of the additives not only on the size of the particles but also on the surface
roughness of the particles.

The obtained Pt/C catalysts by electrodeposition method are of great interest
from the point of view of clarifying the relationship between the different levels
of microstructural characteristics and catalytic activity of the carbon-supported plat-
inummaterials. The catalytic activity of the prepared platinumcatalysts towardsORR
varies significantly (Fig. 2.5). The organic additive PVDF notably increases the cat-
alytic activity of Pt/C material as compared to a similar catalyst prepared without
using the additives and this may be possibly associated with a higher ESA and with a
greater proportion of active platinum crystal faces such as Pt (100), which have higher
catalytic activity. Similar results were reported by Housmans et al. [22], indicating
higher catalytic activity on the Pt(100) facets for methanol electrooxidation.

On the other hand, despite the addition of potassium citrate increases the value
of the ESA, catalytic activity of the resulting Pt/C catalyst for the ORR is somewhat
reduced and the catalyst prepared in the presence of Nafion shows a slight increase
in the cathodic current in the potential range of 0.7–0.8 V (Fig. 2.5), compared to the
material produced without the addition of the additives. However, at potentials E <
0.7 V, the catalytic activity of Pt/C obtained in the presence of Nafion is significantly
lower than the material obtained in the absence of the additives. Thus, the addi-
tion of additives into platinized electrolyte, depending on the nature of the organic
additives, may positively or negatively affect the catalytic activity of the resulting



2 Investigation of the Effect of Different Organic Additives … 31

Pt/C catalyst. The highest catalyst activity is obtained in the presence of PVDF,
apparently not only due to high ESA, but also attributed to the shape of the obtained
carbon-supported platinum nanoparticles. PVDF has resulted greater proportion of
the preferential catalytically active platinum nanocubes with Pt(100) facets, which
is in a good agreement with the literature results from [2, 17, 20, 23, 24].

2.4 Conclusions

The study showed that the different organic additives used adsorbed on the platinum
surface in different ways and hence affected the morphology, ESA and catalytic
activity of Pt/C materials to different extents. The usage of the organic additives
such as potassium citrate, Nafion and PVDF increases the overpotential of the elec-
trodeposition process, resulting in a decrease in particle size and an increase in the
ESA of the Pt catalysts. In particular, the addition of potassium citrate has resulted in
the reduction of the average size of the platinum particles more than 1.5 times. On the
other hand, electrochemical measurements indicated that PVDF has resulted more
than 2-fold enlargement in the ESA and an enhanced electrocatalytic activity of the
material towards ORR. The ESA of platinum was found to be much more dependent
on the surface roughness of the metal particles than on their size. The activity of Pt/C
catalysts in the ORR is determined not only by the corresponding ESA but also by
the predominant type of active crystal surfaces constituting the Pt nanoparticles.
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Chapter 3
X-ray Spectroscopy Study of the Atomic
and Electronic
Structure of Polyacrylonitrile-Based
Nanocomposites at Different Stages
of Formation

M. A. Kremennaya, V. A. Shmatko, T. A. Mikhailova, E. V. Pronina,
K. D. Kosolapova, and G. E. Yalovega

Abstract Study the atomic and electronic structure of polyacrylonitrile (PAN) dur-
ing IR-annealing and the formation of Co/PAN nanocomposite based on a combina-
tion of computer simulation methods and X-ray absorption spectroscopy was carried
out. Using theDensity Functional Theorymethod, structuralmodels of pure PANand
Co/PAN nanocomposite were obtained and electronic density of states was calcu-
lated. X-ray absorption spectra for the obtained structuralmodelswere calculated and
showed good agreement with the experiment. The densities of states demonstrated
that polymer form changes from non-conducting to conducting during annealing
process.

3.1 Introduction

Conductive polymers with poly conjugated systems are great interest due to their
unique physicochemical properties, which allow their use in various fields of chem-
istry, physics and materials science [1]. Among these materials, polyacrylonitrile
(PAN) occupies a special place. PAN is able to change the electronic structure dur-
ing heat treatment, in particular during IR pyrolysis. PAN pyrolysis makes it possible
to obtain a structures with various electrical properties controlled conductivity, as
well as low cost and simple material manufacturing technology [2]. Adding of metal
salts (Ni, Co, Cu, Ag, Fe) into the PAN also allows one to change the electrical con-
ductivity of nanocomposites films [3]. Moreover, PAN exhibits excellent catalytic
properties [4], and can be used as an adsorbent [5]. It can be used in tribology or
microelectronics as thin films deposited on the surface [4]. The study of the atomic
and electronic structures of such materials and their dependence on the synthesis
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parameters is an important task, the solution of which opens up possibilities for
creating nanocomposites with desired properties.

A study of the electronic structure of various materials is usually carried out using
a combination of photoelectron spectroscopy and X-ray absorption spectroscopy.
Photoelectron spectroscopy allows studying occupied electronic states, as well as
the valence band. X-ray absorption spectroscopy allows the study of free electronic
states. In addition, the use of the density functional theory for studying the atomic
and electronic structure of various carbon materials is widespread [6–10]. As well as
an approach that includes a combination of density functional theory to obtain model
structures and calculation ofX-ray absorption spectra to verify thesemodels [11–13].
X-ray absorption spectra are sensitive to changes in the charge, to small changes in
bond lengths (up to 0.01 Å) and angles, which allows an accurate simulation of the
atomic and electronic structure of the studied objects.

In this chapter, we present the results of study the atomic and electronic structure
of polyacrylonitrile during IR-annealing and the formation of Co/PAN nanocompos-
ite based on a combination of computer simulation methods and X-ray absorption
spectroscopy.

3.2 Experiment and Methods

Density functional theory (DFT) calculations were performed in ADF code [14]. The
atomic and electronic structures were simulated for the initial structure of polyacry-
lonitrile, during IR pyrolysis and formation of Co/PAN nanocomposite. Geometry
optimization was carried out using the BPE [15] exchange-correlation potential with
TZP basic set.

Theoretical X-ray absorption spectra were calculated with the FDMNES code
[16]. Near edge X-ray absorption fine structure (NEXAFS) spectra for C K-edge and
Co L2,3-edge were calculated by the finite difference method at the full potential.
The radius of the calculated cluster was 5.5 Å. The obtained spectra were convoluted
by Lorentzian to remove occupied states.

A detailed description of the Co/PAN nanocomposite preparation is given in [17].
Experimental NEXAFS spectra for Co L2,3-edge were recorded at the Elettra Sin-
crotrone Trieste (Italy), Materials Science Beamline. Spectra were obtained in the
partial KVV Auger electron yield detection mode.

3.3 Results and Discussion

A structure reorganization of PAN is observed at various temperatures during IR-
annealing (Fig. 3.1) [18–21]. The initial structure is a polymer consisting of chains
with conjugated triple bonds C≡N (Stage 1). Stage 2: cyclization (100–200 °C), the
interaction of nitrile groups with the formation of a regular linear network.
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Fig. 3.1 Structural models of PAN: 1—initial structure, 2—stage of cyclization at 200–300 °C,
3—stage of carbonization at 250–450 °C, 4—stage of intermolecular carbonization at 450–1300 °C

Stage 3: carbonization (250–450 °C), polymerization by nitrile groups and dehy-
drogenation of the hydrocarbon chain occur. Stage 4: intermolecular carbonization
(400 °C and higher), crosslinking of linear polymer chains with the formation of a
spatially cross-linked polymer. Further heating (up to 1300 °C) leads to the formation
of a graphite-like structure with a small content of nitrogen atoms.

TheoreticalX-ray absorption spectrawere calculated for four cases of the structure
evolution before and after PAN IR-annealing. The theoretical NEXAFS spectrum for
the initial structure of PAN (1) is shown in Fig. 3.2. The shape and energy position
of the spectral features coincides with the experimental spectra given in [22–24].
Theoretical spectrum 1 has an intense peak A at an energy of 286.8 eV, which refers
to C1s (C≡N) → π*C≡N transitions, peak B at 288.5 eV refers to C1s (C-H) →

Fig. 3.2 Comparison of
experimental and theoretical
PAN C K-edge NEXAFS
spectra; experimental spectra
taken from [22]
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Fig. 3.3 Comparison of
experimental C K-edge
NEXAFS spectra for pure
PAN film annealed at
260–440 °C [25] and
theoretical NEXAFS spectra
of PAN during IR-annealing
(Models 2–4)

2π*C–C transitions and peak C at 293.3 eV corresponding to C1s (C-H) → σ*C=C
transitions [23].

The next block of comparisons is carried out with the experimental spectrum for
pure PANfilmannealed at 260–440 °C, obtained in [25] (Fig. 3.3). PeakAat 285.1 eV
for presented spectrum can be characterized as C1s(C–H)→ π*C=C transitions, peak
B at 287.8 eV as C1s(C–H) → σ*C-H transitions, peak C as 288.5 eV is C1s(C–H)
→ 2π*C–C transitions, peak D as 292.3 to C1s(C–H) → σ*C–H transitions [23].

The theoretical spectrum 2 corresponds to the structure of PAN at the stage of
cyclization. There are three intense peaks at energies of 285.1, 290.6 and 296.8 eV,
as well as a shoulder at 287.8 eV. The energy positions of peak A and shoulder B
coincide with the experimental spectrum. In spectrum 3 for PAN at the carbonization
stage, the energy position coincides for the spectral feature ofAwith the experimental
spectrum. However, the peak D is doubled and shifted along the energy to the right,
and double peaks B and C are also not observed. In the theoretical spectrum 4 for
PAN at intermolecular carbonization stage, the energy position of the singularity
A coincides with the experimental position and its intensity is higher, the peaks B
and C are present. The spectral feature D is narrower than the experiment. It can
be seen from the figure, the theoretical spectrum for the structure of a spatially
cross-linked polymer (4) reproduces the main spectral features of the experimental
spectrum. However, the intensities of the spectral features for all theoretical spectra
are overestimated because in the calculation models, only one polymer layer is taken
into account and there is no consideration for interaction with oxygen.
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Fig. 3.4 Density of states in
PAN at various stages of
IR-annealing

Thedensities of stateswere calculated for the initial PANstructure andPANduring
IR-annealing (Fig. 3.4). As can be seen, the band gap decreases and the state of the
substance changes from non-conducting to conducting in the IR-annealing process
[26]. The asterisk indicates the highest occupied states and point indicates the lowest
unoccupied states.

In [25] was found that cobalt binds to nitrogen atoms in the pyridine rings and is
in the oxidic form. Based on these data, the Co/PAN nanocomposites structure 5was
simulated (Fig. 3.5b) and X-ray absorption spectra for Co L2,3-edge were calculated.
Figure 3.5a shows a comparison with the experimental spectrum.

The theoretical spectrum shows good agreement with the experimental one. Dif-
fuse spectral features of the experimental spectrum are associated with energy reso-
lution. Peak A in the presented spectra corresponds to L3, and peak B to L2. Splitting
at L3 peak indicates that cobalt is in a 2+ state [27]. Thus, the applied research tech-
nique allows us to consider the electronic structure not only from the side of the
polymer matrix, but also from the side of the inject metal into the structure.

3.4 Conclusion

The atomic and electronic structures for the initial structure of polyacrylonitrile,
during IR pyrolysis and formation of Co/PAN nanocomposite were simulated using
the density functional theory. Theoretical C K and Co L2,3-edges absorption spectra
were calculated for all obtained models. Theoretical NEXAFS spectra showed good
agreement with experimental spectra. However, the intensities of spectral features for
theoretical spectra are overestimated,what can be reduced by adding additional layers
of polymer and oxygen molecules. The densities of states calculations for the initial
PAN and PAN during IR-annealing structures showed that polymer form changes
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Fig. 3.5 Comparison of experimental and theoretical Co L2,3-edge spectra for Co/PAN (a) and
structural model 5 of Co/PAN nanocomposites (b)

from non-conducting to conducting during annealing process. The analysis showed
that cobalt is in 2+ oxidation state. Thus, the applied technique, which includes
computer simulation and X-ray absorption spectroscopy, allowed us to analyze the
electronic structure both from the side of the polymer matrix and from the side of
the metal added into the structure.
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Chapter 4
Morphology and Structure of Carbon
Nanoparticles Generated from Graphite
Nitrate Co-intercalation Compound.
Effect of Sonication Regime

E. V. Raksha, A. A. Davydova, Yu. V. Berestneva, M. V. Savoskin,
V. A. Glazunova, A. N. Vdovichenko, O. N. Oskolkova, P. V. Sukhov,
V. V. Gnatovskaya, I. A. Verbenko, and Yu. I. Yurasov

Abstract Few-layer graphenes and nanoscrolls have been prepared by exfolia-
tion of the triple graphite nitrate co-intercalation compound (GNCC) as well as
pre-thermally expanded GNCC in liquid media. Graphite nitrate sequentially co-
intercalated with ethyl formate and acetic acid and thermally expanded graphite
(TEG) obtained from it were used as precursors of carbon nanoparticles. Ethanol,
acetonitrile and a mixture of DMFA:H2O (9:1 by volume) were used as solvents for
liquid phase exfoliation of GNCC and TEG assisted with sonication. Themicrostruc-
ture and morphology of obtained few-layer graphenes and nanoscrolls were investi-
gated by transmission electron microscopy (TEM). Planar sizes of the as-prepared
few-layer graphenes reached several tens of µm and their thickness was within 1–
10 atomic layers according to TEM data. Sonication regime effect on the resulting
carbon nanoparticles morphology was studied. It was shown that sonication with a
power of 70 W (42 kHz) provided obtaining of the few-layer graphene suspensions
containing also single-layered graphene particles. The sonication with 315–630 W
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(22 kHz) leads to the formation of carbon nanoscrolls. It was found that ethanol is
more preferablemedium for carbon nanoparticles generation as compared to acetoni-
trile. Liquid phase exfoliation of GNCC and pre-thermally expanded GNCC allows
obtaining dispersions of carbon nanoparticles with variousmorphology—single- and
few-layer graphenes, nanoscrolls as well as small graphene particles.

4.1 Introduction

There are three promising routes for graphene production from natural graphite:
reduction of graphene oxide, electrochemical exfoliation of graphite, and liquid-
phase exfoliation of graphite, graphite co-intercalation compounds or thermally
expanded graphite. Both anions and cations, including their solvated forms, can inter-
calate between graphene sheets via oxidation or reduction reactions, respectively,
forming graphite intercalation compounds. A variety of applications for graphite
intercalation compounds have been proposed or realized, including use as thermally
expansion and liquid phase exfoliation precursors [1–7]. The synthesis, composition
and properties of a broad range of binary and triple graphite nitrate co-intercalation
compounds containing different organic co-intercalant species have been studied
[4, 5]. They have pre-organized structure for graphene particles generation due to
enlarged distance between the nearest graphene layers filled with intercalant species.
Such structural reorganization of graphite matrix is responsible for graphite nitrate
intercalation compounds application as precursors of carbonnanoparticles generation
in mild conditions.

This chapter presents the results on the production of nanoscrolls and few-
layer graphenes by sonication of graphite nitrate co-intercalated with ethyl formate
and acetic acid (GNCC) prepared by natural graphite chemical treatment and pre-
thermally expanded GNCC in different solvents. Sonication regime effect on the
resulting carbon nanoparticles morphology was also studied.

4.2 Experimental

At the first step graphite nitrate co-intercalation compound was prepared as a starting
material for the thermally expanded graphite production and generation of carbon
nanoparticles dispersions. GNCCwas synthesized in a thermostatic reactor at 20 °C.
Nitric acid with a density of 1.502 g cm–3 (98%) was added to the sample of natu-
ral flake graphite GT-1 (Zavalie Graphite Works, Kirovograd region, Ukraine). The
mixture was stirred for 10 min. Then co-intercalants (ethyl formate and acetic acid)
were sequentially added in equal amounts to the reaction mixture and the system
was stirred again for 10 min. The consumptions of nitric acid and each co-intercalant
were 0.6 and 6 cm3 per 1 g of graphite, respectively. Resulted GNCC was separated
by filtration and dried at 20 °C until the sample mass became constant. Thermally
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expanded graphite was obtained from GNCC by the thermal shock mode of heat-
ing (900 °C). Dispersions of carbon nanoparticles were obtained by liquid phase
exfoliation of the GNCC as well as TEG at different sonication regimes (42 kHz and
70W; 22 kHz and 315–630W). Ethanol, acetonitrile andmixture of DMFA and H2O
(9:1 by volume) were used as media for liquid phase exfoliation of GNCC and TEG.
Carbon nanoparticles dispersions were prepared by adding of GNCC (0.5 g dm−3) or
(0.3 g dm−3) to examined solvents and sonication of mixtures for 1 h. Dispersions
were sprayed on TEM grid and investigated using JEOL JEM-200 transmission
electronic microscope. Absorption spectra were recorded on a UV-VIS spectrometer
(Helios Gamma, Thermo Electron Corporation, USA). The dispersions of carbon
nanoparticles in ethanol and acetonitrile were used as the samples, and the pure
ethanol and acetonitrile were used as a reference.

4.3 Results and Discussion

The structure of acceptor-type graphite intercalation compounds is very specific.
Their quasi-two-dimensional layers of intercalants are quite labile, being not con-
nected to a rigid graphite matrix by covalent bonds. These negatively charged lay-
ers alternate with positively charged graphene layers. Organic co-intercalants addi-
tionally stabilize the graphite nitrate through the formation of hydrogen bonds net-
work. Interplanar space filled with co-intercalants species increases up to 7.8 Å
for such compounds [1]. This structural reorganization of graphite matrix may be
considered as a pre-organization process for few-layer and single-layer graphene
formation. Thus, GNCCs are prospective compounds for the liquid phase exfoliation
and graphene-like particles generation. However, GNCCs possess ability of thermal
expansion [1, 5]. Thermally expanded graphite, obtained from GNCCs can also be
used as a precursor for liquid phase exfoliation.

Graphite nitrate sequentially co-intercalated with ethyl formate and acetic acid
was used as source of carbon nanoparticles. Spontaneous bloating of particles for
these compounds has been observed in its drying process at 20 °C. Thermally
expanded graphite, obtained from this GNCC was also investigated as a precursor
for carbon nanoparticles with different morphology.

Dispersions of carbon nanoparticles were obtained by GNCC exfoliation in
ethanol and acetonitrile induced by ultrasound (22 kHz, 315 and 470 W). The dura-
tion of the sonicationwas 1 h. Then, the sampleswere centrifuged (7min, 3000 rpm).
The dispersions obtained were investigated by UV spectroscopy and transmission
electronmicroscopy (TEM). It should be noted that treatment of intercalated graphite
compounds with alcohols is used as a method of graphite matrix exfoliation without
additional temperature influence [2, 8]. Since our investigations were carried out
mainly on the co-intercalated compounds of the IV and II intercalation stages, it was
difficult to expect a complete graphite lattice exfoliation into monolayer graphene
particles which formation was demonstrated earlier [2].
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Fig. 4.1 TEM images of carbon nanoparticles obtained in ethyl alcohol (a–d) and acetonitrile (e,
f) by sonication of the graphite nitrate co-intercalated with ethyl formate and acetic acid

An analysis of the dispersions obtained in ethyl alcohol and acetonitrile by the
TEM method revealed that carbon nanoparticles of various morphologies can be
generated by this technique. Most commonly, a mixture of particles is formed, which
includes graphene-like particles of various sizes (both single-layer and few-layer),
nanoscrolls, and small amorphous nanocarbon particles.

Figure 4.1 shows typical TEM micrographs of carbon nanoparticles obtained by
GNCC exfoliation in ethanol induced by ultrasound (22 kHz, 470 W). The planar
sizes of obtained individual few-layer graphene particles reach several micrometers
(Fig. 4.1a). A large number of small particles with planar sizes up to 200 nm is
also formed in the system (Fig. 4.1b). Nanoscrolls with a length of 50–400 nm were
present in the dispersions (Fig. 4.1c, d) in significant amount.

The solvent effect on the graphite matrix exfoliation of the synthesized GNCC
was also investigated. Acetonitrile was also used as a liquid medium for the GNCC
exfoliation. TEM images of carbon nanoparticles obtained by GNCC sonication in
this solvent are shown in Fig. 4.1e, f.

By passing fromethyl alcohol to acetonitrile, an increase in the degree of structural
deformation is observed for particles formed as a result of GNCC sonication. At the
same time, a small number of few-layer graphene particles were present in the sam-
ples. However, most commonly a large number of amorphous small particles with
sizes up to 1 nm was formed as a result of GNCC sonication in acetonitrile. Appar-
ently, such intercalants as ethyl formate and acetic acid, which, when interacting
with nitric acid, can generate free radical particles, as well as acetonitrile involved in
chain transfer reactions, contribute to a significant increase in the number of defects
and fragmentation of graphene planes formed upon GNCC exfoliation. Aggregates
of small clusters have different morphologies and are characterized by the absence
of a crystalline structure.
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Fig. 4.2 Representative UV absorption spectra of the dispersions obtained by exfoliation of GNCC
in ethanol and acetonitrile (sonication: 1 h, 22 kHz, 470 W)

UV absorption spectra obtained for carbon nanoparticles dispersions show an
absorption peaks at 275 nm for both ethanol and acetonitrile media (Fig. 4.2). Addi-
tional peaks were observed at near 280 nm for both ethanol and acetonitrile disper-
sions. Such character of absorption spectra can be due to the presence of nanoparti-
cles with different types of morphology (graphenes and nanoscrolls as well as small
clusters with different morphologies and a large number of structural defects) in
the studied dispersions. Further investigations to detail the features of considered
dispersions absorption spectra are required.

Thus, carbon nanoparticles of various sizes and diverse morphologies can be
obtained by exfoliation of triple GNCC in acetonitrile and ethanol. Acetonitrile con-
tributes to the formation of a larger number of structural defects in graphene planes
and to the generation of amorphous carbon particles with sizes less than 1 nm.

Carbon nanoparticles (few-layer graphenes and nanoscrolls) were also obtained
by sonication of thermally expanded graphite in the mixture of DMFA:H2O= 9:1 by
volume. Graphite nitrate sequentially co-intercalated with ethyl formate and acetic
acid was used as a source of thermally expanded graphite. It was demonstrated
that sonication with a power of 70 W and higher frequency (42 kHz) produced
suspensions of few-layer graphene particles containing also single-layer graphenes.
The sonicationwith 315–630W(22kHz) leads to the formation of carbon nanoscrolls
(Fig. 4.3) with a diameter of about 30–80 nm and a length from 140 to 200 nm
along with few-layer graphenes. Thus, it was shown that variation of the sonication
conditions leads to obtaining of carbon nanoparticles with different morphology.

Thus, in accordance with the TEM data, the formation of few-layer graphene
particles and nanoscrolls as a result of the liquid phase exfoliation of TEG based on
the graphite nitrate co-intercalation compound is established. It is shown that a change
in the ultrasonic treatment regime leads to the production of carbon nanoparticles
with different morphologies.
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Fig. 4.3 Representative TEM images and electron diffraction pattern of carbon nanoparticles
obtained by sonication of thermally expanded graphite in the mixture of DMFA:H2O = 9:1 by
volume. Sonication power: 315 W (a, b), 470 W (c), 630 W (d); 22 kHz

4.4 Conclusion

The presence of carbon nanoparticles (few-layer graphenes and nanoscrolls) in the
exfoliation products of triple graphite nitrate co-intercalation compound in differ-
ent media has been established by the transmission electron microscopy method.
It was shown that varying the solvent nature makes it possible to obtain different
types of carbon nanoparticles. Graphene-like particles with planar sizes up to several
micrometers were formed from GNCC in ethyl alcohol. Acetonitrile contributes to
a significant increase in the number of defects and fragmentation of graphene planes
formed by GNCC exfoliation. TEG exfoliation in DMFA:H2O mixture leads to the
few-layer graphenes and nanoscrolls generation.

The presented results revealed graphite nitrate co-intercalation compounds aswell
as thermally expanded graphite to be a promising source of carbon nanoparticles.
Exfoliation of GNCC or TEG in liquid media by sonication can be simple and
effective route for obtaining carbon nanoparticles under mild conditions at large
scales.
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Chapter 5
Formation of Surface Micro
and Nanostructures When Exposed
to Laser UV and VUV Radiation
of Nanosecond Duration

Vladislav Khomich, Vladimir Yamshchikov, and Sergey Mikolutskiy

Abstract Micro- and nanostructures improved different surface properties, which is
used in various fields of science and technology. It is of a great interest to develop the
physical foundations of new effective methods for creation of such structures. The
paper proposes amethod of direct lasermicro- and nanostructuring based on nanosec-
ond lasers with radiation of UV and VUV range. The method allows surface laser
treatment of materials with different physical properties: metallic alloys, ceramics,
diamond-like films, semiconductors. Formation of surface micro and nanostructures
on the surfaces of diamond-like film, germanium, aluminum oxide and zirconium
bronze is demonstrated. A theoretical model of nanostructure formation on solid
surface melted by nanosecond laser pulse is considered. Moreover, a simple model
for formation of conical structures at laser ablation without melting is described.

5.1 Introduction

The formation of micro- and nanostructures on the material surface can improve its
optical, tribological, adhesive, hydrophilic and other technical properties [1–5]. Also
it enhance biocompatibility between living tissues and implants employed in den-
tistry and orthopedics. Due to that fact surface micro- and nanostructuring found
its application in microelectronics, nanophotonics, selective nanocatalysis, spec-
troscopy, power optics, machine manufacturing, medicine, and so on. Therefore, it is
of a great interest to develop new effective methods for obtaining surface structures
with characteristic sizes less than 100 nm.

It is generally known that there are a lot of methods and techniques for producing
nanomaterials and surface nanostructures. They are laser irradiation with use of
projection-masks; interference of two or more laser beams; combination of laser
beam with the tip of atomic force microscope; direct laser nanostructuring by pico-
and femtosecond lasers [2, 6–8].
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In this paper we consider results on direct laser micro- and nanostructuring by
nanosecond lasers with ultraviolet (UV) and vacuum ultraviolet (VUV) radiation
of different wavelengths (157, 193 and 355 nm). Moreover, the chapter describes
a mechanism of nanostructure formation on the solid surface by nanosecond laser
radiation.

5.1.1 Research Purpose

The formation of micro and nanostructures on solid surfaces exposed to laser UV
and VUV radiation of nanosecond duration is investigated. A theoretical model of
nanostructure formation on solid surface by nanosecond laser pulse melting the
material is proposed.

5.1.2 Research Scope

At this study, we consider the following frameworks of the problem:

(i) experimental setup for direct lasermicro- and nanostructuringwith nanosecond
lasers;

(ii) theoretical models of nanostructure formation on the solid surface under the
action of nanosecond laser pulse;

(iii) analysis of surface topography after laser treatment by UV and VUV radiation.

5.2 Research Method

5.2.1 Experimental Setup for Direct Laser Micro-
and Nanostructuring

In our experiments we use a simplemethod of so called “direct” laser nanostructuring
[9, 10], which does not require the use of projection masks, the surface shielding
with small micro- and nanoparticles, or the interference of two or more laser beams
on the surface of material. This method is effective and affordable in implementation
due to simple optical scheme. The method includes only one stage, which is laser
irradiation of the surface with high intensity enough for melting or sublimation of
the material. As sources of coherent light, we use nanosecond lasers generated UV
and VUV radiation of different wavelengths (157, 193 and 355 nm). Nanosecond
lasers are simpler and more reliable in operation at a relatively low cost. They have
higher output energy and stability of radiation pulses than femtosecond lasers.
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Fig. 5.1 Scheme of experimental setup for direct laser micro- and nanostructuring. 1—ArF-laser;
2—NdYAG laser; 3—translucent mirror; 4—turning mirror; 5—laser radiation energy meter; 6—
condenser; 7—diaphragm; 8—projection lens; 9, 11—fluorite windows; 10—irradiated sample;
12—gas chamber; 13—scanning table; 14, 15, 19, 20—gas valves; 16, 18—pressure regulators;
17—balloonwith premix; 21—halogen filter; 22—the vacuumpump; 23—pump; 24—balloonwith
a gas mixture

Figure 5.1 shows a scheme of an experimental setup [11] consisting of two laser
sources: an excimer ArF laser 1 and a pulsed solid-state NdYaG laser 2 operating at
the third harmonic. The radiation from the selected laser with a system of dichroic
mirrors 3, 3′ and mirrors 4, 4′ is directed to the forming optical system consisting
of the condenser 6, the diaphragm 7 and the projection lens 8, and then through the
fluorite window 9 of the gas chamber 12 on the sample 10. The gas chamber allows
sample irradiation in gas media, if it is necessary. The gas chamber is mounted on a
three-coordinate positioner 13 controlled by a PC to move the irradiation spot along
the surface (scanning) of the sample fixed inside.

The experimental setup allows laser treatment of material samples with laser
pulses of 20 ns duration at wavelengths of 193 and 355 nm. The use of fluoride laser
with wavelength of 157 nm allows surface modification of almost any material. The
combination of a short pulse duration and a short wavelength radiation absorbed in
themicrometer layermakes it possible to affect a thin (near severalμm) surface layer,
in which large temperature gradients are created, which contribute to the formation
of new micro- and nanostructures.

In a case of fluoride laser [12] the whole optical path and material sample are
inserted in a gas chamber, because of intensive absorption of radiation with a wave-
length of 157 nm in the atmosphere. A scheme of this chamber is shown in Fig. 5.2.
The chamber can be pumped up with a nitrogen or other working gas. It com-
prises a window for laser beam entrance 1, a transparent window 8 from polymethyl
methacrylate to observe the sample to be irradiated, and also a control mechanism 7
for sample displacement and a sample adjustment with the help of a sample holder
5. Focusing lens 4 and splitting plate 2 were also placed inside the chamber. The
laser was connected with the chamber by flexible tube 1. A chamber flange 9 could
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Fig. 5.2 Scheme of the gas
chamber: 1—flexible tube
for laser beam entrance;
2—fluorite plate; 3—energy
meter; 4—focusing lens;
5—sample holder;
6—sample; 7—sample
control mechanism;
8—transparent window;
9—removable flange

be easily removed allowing to change the sample 6 in the chamber and also to adjust
a position of the mentioned optical elements 2, 4 and the laser energy meter 3.

The investigation and obtaining of surface topography characteristics of irradiated
samples were carried out using the NewView 7300 optical profilometer, the Alpha
300 atomic force microscope (AFM) and the Phenom Pro X table scanning electron
microscope. The pulse energy density was estimated as the ratio of the measured
laser radiation energy to the characteristic cross-sectional area of the focused laser
beam.

5.2.2 Theoretical Model of Nanostructure Formation
on the Solid Surface Melted by Nanosecond Laser Pulse

There are many models of direct laser nanostructuring of a wide range of technolog-
ical materials (metals, ceramics, diamond films, polymers) for a variety of surface
modification processes [9, 12–14]:

(i) laser-induced evaporation in the absence of melting,
(ii) etching,
(iii) deposition,
(iv) the combined effect of melting and evaporation,
(v) laser pulse melting the surface of solids in the absence of intense evaporation,
(vi) stress relaxation in the material in the form of nanostructures.

In this chapter we consider the mechanism for nanostructure formation on the
solid surface melted by nanosecond laser pulse. Two parts can be mentioned by the
solution of this task. In the first part, the process of material melting under the action
of laser pulse and the Stefan problem with the corresponding boundary conditions
is being solved. In the second part, the process of a melted layer cooling at the
expense of heat conductivity into the solid phase together with a theory explaining
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the formation of crystalline seeds is being considered [9]. In the result, we obtain
the expression for the characteristic size of nanostructures depending on the pulse
duration and energy.

So let us consider a semi-infinite one-dimensional plane of material at initial
temperature T = Tin for x ∈ [0,∞]. The material is heated with heat flux of pulsed
laser radiation. The flux causes the material to melt down leaving an interval [0, y(t)]
occupied by material melt, where y(t) is moving boundary of two phases (liquid and
solid). Using heat equations for each phase with corresponding boundary conditions
we have

∂2T1
∂x2

= 1

a1

∂T1
∂t

, 0 < x < y(t), (5.1)

∂2T2
∂x2

= 1

a2

∂T2
∂t

, y(t) < x < ∞, (5.2)

T2(x, 0) = T2(∞, t) = Tin, (5.3)

∂Q(t)

∂t
= −λ

∂T1
∂x

|x=0, (5.4)

T1
∣
∣
x=y(t) = T2

∣
∣
x=y(t) = Tk, (5.5)

where a, λ, c are the thermal diffusivity, thermal conductivity, and specific heat
capacity, respectively; ρ is the material density; Q(t) is the energy absorbed per unit
area during t < τ , where τ is the pulse duration; Tk is the melting temperature. Liquid
phase is denoted by number 1, solid phase is denoted by number 2.

Making certain simplifications [9] and solving this system of equations we get
transcendental equation to define β:
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] + Q(τ )/τ
}

er f c
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2a

(5.6)

This parameter β allows us to calculate melting depth of different materials
irradiating with laser pulses of various duration and energy.

After laser pulse ends a phase transition process starts. Liquid phase transforms
into solid one. The crystallization with nanostructure formation occurs if cooling
rate of molten metal is high enough. To determine the cooling rate we need to solve
the problem of molten layer cooling into solid phase [9].

Using variation principle in basic heat conduction law [15] and kinetic equation
in nucleation theory [16] we obtain the size of nucleating center of solid phase in
supercooled liquid:
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R = ν0d exp(−U/kTk)kT 2
k h

εU (U + h)
. (5.8)

Here v0 is the Debye frequency of atom oscillation in supercooled liquid, d is
the characteristic size per atom, U is the activation energy for atom transition, kT is
the thermal energy, 
μ is the difference of atom chemical potentials in supercooled
liquid at temperature T and phase change temperature of Tk (
μ = h(Tk − T )/Tk),
where h is the heat of phase change per atom).

For example, at cooling rates ε ≈ 107 °C/s average characteristic size is about
10 nm. By reducing the cooling rate to 106 °C/s and 105 °C/s distribution function
shifts to larger sizes with a maximum at r ≈ 100 and ~500 nm, respectively.

5.2.3 Nanostructure Formation Without Melting

For somematerials such as diamond-like film the surfacemelting at nanosecond laser
pulses is practically absent. A possible mechanism of surface structure formation is
a non-homogeneous laser vaporization giving rise to a formation of cones having
sub-micron lateral sizes.

It is proposed that the growth of cones is initiated by material non-homogeneities
represented by particles having a higher ablation threshold F’a then threshold Fa of
surrounding material. Particles can originally be available in the material or on its
surface before irradiation, or can be created in a course of multipulse irradiation as
a result of laser-induced chemical transformations. These submicron particles are
situated in the peaks of cones. Laser fluence F for cones formation should be in a
range Fa < F < F’a, otherwise even these more resistant to ablation particles can be
removed from the surface.

Surface relief in a shape of cones represents an example of self-organizing surface
structures at laser ablation. After many pulses the slope i of the lateral surface of
cones (Fig. 5.3) changes and is self-adjusted to the incident laser beam in such a way
that incident laser fluence F becomes exactly equal to a ablation threshold Fa(i) for
lateral surface of the cone [12]:

F = Fa(i) = A(i = 0)Fa(i = 0)

A(i) cos i
. (5.9)

Here A is the local surface absorption factor depending on the angle of beam
incidence i on the lateral surface of the cone. As follows from evident geometrical
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Fig. 5.3 Scheme of cone
formation at laser irradiation;
i is an angle of beam
incidence on the lateral
surface of the cone

i

i

consideration, i is simultaneously the angle at the cone base. The relation (5.9)
means that laser ablation stops on cone surface with such angle at the cone base for
the given laser fluence F, even at a continuation of irradiation with pulses with such
laser fluence. Although the ablation continues to go on parts of the material surface
with other slopes having another angle of radiation incidence, it can be a base plane
of the material or surface of other cones with other slopes, for which the incidence
angle i′ of incoming radiation is smaller: i′ < i.

The relation (5.9) is valid when two following conditions are fulfilled:

d � λ and d > 2
√

χ · τ . (5.10)

Here d is a lateral (along the surface) size of the cones, λ is a radiation wavelength,
χ is the thermal diffusivity of the material, τ is a pulse duration. The first inequality
is a condition of geometrical optics applicability, and the second inequality provides
a difference in heating rates of lateral cone surface and of the base material plane
around the cone. This difference provides the emergence and further growth of cone
from the base plane. Thus, the minimal cone size can be evaluated from (5.10) as

dmin > max(λ, 2
√

χ · τ). (5.11)

Thus, if we know the thermal diffusivity of the material and laser radiation
parameters, we could estimate the minimal lateral size of structures forming without
melting.
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5.3 Results and Discussion

5.3.1 Processing by a F2-Laser with Wavelength of 157 Nm

The radiation of fluoride laser with extremely short wavelength of 157 nm makes
possible the treatment of superhard materials such as ceramics and diamond like
films. In our experiments we study the formation of submicron structures on the
surface of a diamond like film on a rough copper substrate. The samples were irradi-
ated by fluoride laser with 100 laser pulses with an incident energy density of about
3 J/cm2 at still laser spot. The analysis of irradiated sample surface is carried out by
an atomic-force microscope (AFM).

AFM analysis shows that for diamond-like film the initial non-irradiated surface
already contains nanograins with characteristic lateral sizes from 40 to 70 nm and
a small enough aspect ratio about 0.1–0.15 (Fig. 5.4a). After irradiation with laser
energy density of 3 J/cm2 conical structures with lateral size from 200 to 600 nm
were formed (Fig. 5.4b). The aspect ratio of these structures was about 1.

The formation of conical structures on diamond-like film surface can be explained
by model of laser ablation without melting mentioned above. In our case for laser
ablation of diamond-like film, which is accompanied with a material grafitisation,
probable candidates for particles at the peaks of cones can be a material formations
from a so-called “hard carbon”, which is intermediate phase between diamond and
graphite. According to (5.11) and considering that the thermal diffusivity of material
at high temperature stage is about 1 mm2/s and the pulse duration is 20 ns, we obtain
theminimal lateral size of surface structures is about 280 nm. Such simple estimation
agrees well with cone sizes 200–600 nm observed in the experiment (Fig. 5.4).

Fig. 5.4 AFM images of non-irradiated diamond-like film (a) and diamond-like film after
irradiation by 100 pulses of fluoride laser with energy density of 3 J/cm2 (b)
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5.3.2 Processing by ArF-Laser with Wavelength of 193 Nm

Another source of coherent radiation, which is suitable for nanostructuring, is the
excimer ArF-laser with a wavelength of 193 nm, since its radiation strongly absorbed
by most materials [14, 17]. In this work the formation of nanoreliefs on germanium
surface is carried out by one laser beam without any optional devices and masks.
After the necessary preparatory procedures, germanium samples were irradiated by
laser pulses with energy density from 2 to 4 J/cm2 and pulse duration of 20 ns.

AFM-analysis shows the formation of various types of surface micro- and nanos-
tructures in different parts of irradiation zone. In Fig. 5.5 one can see relief of non-
irradiated germaniumsurface andnanostructures in peripheral low-intensity regionof
the irradiation spot. They have the form of bulbswith rounded peakswith characteris-
tic dimensions along the surface of 40–120 nm and height of 40–70 nm. Considering
the model for nanostructure formation on the solid surface melted by laser pulse
(5.1–5.8) with material parameters for germanium and laser irradiation conditions
for ArF-laser, we obtain the estimation for average diameter of nanostructures on
germanium surface is about 20 nm after the action of 1 laser pulse.

Moreover, on the germanium surface AFM-analysis shows the formation of
another various types of micro- and nanostructures in different parts of irradiation
zone [17]. In the region of shallow melt one can see the relief in the form of hexa-
and pentagonal cells with characteristic dimensions along the surface of 300–500 nm
and the height of the edges between the cells of 20–25 nm. Near the center of the
spot in the region of “deep” melt wavy relief arises with period of about 1500 nm
and amplitude of about 700 nm. In the ablation zone of central part of the spot we
can see wavelike relief with periods of 200–400 nm and amplitude of about 150 nm.
Considering these experimental data, we propose five main types of surface reliefs
formed by nanosecond laser pulses melting the solid surface [17].

Fig. 5.5 AFM images of non-irradiated germanium surface (a) and germanium after irradiation by
20 pulses of ArF-laser with energy density of 2–4 J/cm2 (b)
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Fig. 5.6 AFM images of non-irradiated aluminum oxide surface (a) and aluminum oxide after
irradiation by scanning beam of Nd:YaG-laser with scanning speed of 0.25mm/s and energy density
of 0.2 J/cm2 (b)

5.3.3 Processing by a Nd:YaG-Laser with Wavelength
of 355 Nm

Now we consider micro- and nanostructuring by solid-state Nd:YaG-laser working
on third harmonic with wavelength of 355 nm. It is suitable for processing even
ceramic materials such as aluminum oxide. Irradiation by scanning beam of solid-
state laser at scanning speed of 0.25 mm/s, energy density of about 0.2 J/cm2 and
frequency of 100 Hz leads to formation of surface round structures with lateral size
from 5 to 15 μm and height of about 1–2 μm (Fig. 5.6). This result can be used for
changing tribological or adhesive material properties [4, 18].

Interesting results were obtained in a case of processing the zirconium bronze
surface by scanning beam of Nd:YaG-laser. Figure 5.7 shows the structures in the
form of submicron spherical drops with diameter of 500 nm located on the tops of
conical legs with lateral size of 300–400 nm at a characteristic distance between
structures along the surface of 1.5–2 μm [4]. This type of structures is also known
as microjets. The formation of such structures was observed at laser pulse energy
densities from 0.6 to 1.2 J/cm2, and the number of spherical structures per unit area
increaseswith increasing laser pulse energy density. It was also found that the number
of such structures per unit area increases with a decrease in the scanning speed of
the laser beam over the surface [4].

The growth of structures in the form of submicron spherical droplets on the legs
can be explained by the combined action of melting and evaporation in a certain
range of energy densities above the melting threshold. For example, modulation
of the surface topography in the form of capillary waves with micron periods for
metals and alloys [19, 20] leads to the corresponding modulation of temperature
and evaporative pressure along the surface in the form of a certain two-dimensional
quasi-periodic lattice. The melt during such inhomogeneous evaporation is squeezed
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Fig. 5.7 Images of bronze surface irradiated by scanning beamofNd:YaG-laserwith energy density
of 1.2 J/cm2 by means of AFM (a) and SEM (b)

along the surface to the places of theminimum evaporation pressure, where the liquid
jets of the melt are released mainly in the direction transverse to the surface. In this
case, the surface tension forces lead to the development of spherical droplets at the
ends of these jets at the final stage of their development, when the action of pulsed
evaporation pressure ends and solidification of the melt begins.

Materials with surface processed in this way could be used in different fields of
science and technology. For example,weuse laser surfacemicro- and nanostructuring
in diffusion welding, where heterogeneous materials such as metallic alloys connect
to each other in special chamber at high temperature and pressure [4].

5.4 Conclusion

A method of direct laser micro- and nanostructuring by nanosecond lasers with UV
and VUV radiation of different wavelengths (157, 193 and 355 nm) is proposed. A
theoretical model of nanostructure formation on solid surface melted by nanosec-
ond laser pulse is considered. Moreover, a simple model for formation of conical
structures at laser ablation without melting is described. Both models give consistent
results according to experimental data for corresponding processes of laser treatment.
Using the radiation of nanosecond F2-laser, ArF-laser and Nd:YaG-laser micron,
submicron and nanostructures were obtained on the surfaces of diamond-like film,
germanium, aluminum oxide and zirconium bronze. These types of structures can
be used in nanophotonics, spectroscopy, microelectronics, machine manufacturing,
nuclear industry, aviation, space technology, and many other fields of science and
technology.
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Chapter 6
The Effect of Preliminary Laser Surface
Treatment on the Mechanical Properties
of a Solid-Phase Compound
of an Iron-Nickel Alloy in Diffusion
Welding

Yury Khomich and Vladimir Yamshchikov

Abstract Laser micro- and nanostructuring is used in various fields of science and
technology, because it can improvedifferent surface properties. The chapter considers
a method of direct laser micro- and nanostructuring of metallic surfaces and an
effect of such preliminary laser surface treatment on the mechanical properties of
solid-phase joints made by diffusion welding. For laser treatment it is proposed
to use scanning beam of Nd:YAG laser with a wavelength of 355 nm. Analysis of
surface topography of samples treated by nanosecond laser was performed by optical
profilometer. After the diffusion welding tensile tests were performed on conjunction
samples cut out from welded workpieces. These tests showed that preliminary laser
processing of the surface of samples made of nickel alloy leads to an improvement in
the mechanical properties of the conjunction obtained by diffusion welding. It leads
to an increase in the tensile strength up to 29% and tensile strain up to 20%. The
pulse energy density at laser surface treatment significantly affects the properties of
welded joint. Also the preliminary laser treatment of surfaces allows one to reduce
the temperature of diffusion welding.

6.1 Introduction

Laser surface modification with the formation of micro and nanostructures is used
in various fields of science and technology. Laser processing can improve electron-
emission, radiative, tribological, hydrophobic and hydrophilic surface properties of
materials [1–5]. Also the formation of periodicmicron and submicron structures with
specified geometry parameters bymeans of laser irradiation of the surface can lead to
an improvement in the adhesion properties of materials and, thereby, an increase in
the quality of the joint at a diffusion welding of homogeneous and dissimilar metals
and alloys [6, 7]. The diffusion welding is a junction method, in which the parts
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come into contact under the conditions of a defined continuous pressure and heat up
in the contact area or in the entire volume at a given temperature for a certain time
[8]. In diffusion welding the connection is achieved due to mutual diffusion at the
atomic level of the surfaces of the parts to be welded. The advantages of diffusion
welding include the possibility of welding parts of different thickness and surfaces
with a large area. This method is widely used in the nuclear industry, aviation and
space technology.

In this paper we consider results on direct laser micro- and nanostructuring of
the metallic surfaces and the effect of this preliminary laser surface treatment on the
mechanical properties of solid-phase joints made by diffusion welding.

6.1.1 Research Purpose

The effect of preliminary laser surface treatment on the mechanical properties of
a solid-phase compound of a nickel alloy in diffusion welding is investigated. A
method of direct laser micro- and nanostructuring is proposed for sample surface
treatment.

6.1.2 Research Scope

At this study, we consider the following frameworks of the problem:

(i) direct laser micro- and nanostructuring with nanosecond lasers;
(ii) theory of nanostructure formation on the solid surface under action of laser

pulse;
(iii) analysis of surface topography of samples treated by nanosecond laser;
(iv) diffusion welding of irradiated samples and tensile tests for compounds

obtained.

6.2 Research Method

6.2.1 Experimental Setup for Direct Laser Micro-
and Nanostructuring

Various methods are used, among them applying of projection masks, interfer-
ence of two or more laser beams, combination of laser radiation with the tip of
a scanning probe microscope, and direct laser nanostructuring using picosecond and
femtosecond lasers.
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Laser
355 nm

Target 
material

Diaphragm

Condenser

Forming 
diaphragm

Projection lens

Fig. 6.1 Scheme of projection-optical system for method of direct laser micro and nanostructuring

In our experiments, we use the method of direct laser micro and nanostructuring
with nanosecond lasers. This method is very affordable and effective in implementa-
tion, because it has a simple projection-optical system shown in Fig. 6.1. The method
includes only one stage. It is a laser irradiation of the surface with intensity suffi-
cient for melting or sublimation of the material. Scanning the surface by laser beam
with high repetition rate of radiation pulses opens up the possibility of nanostruc-
turing sufficiently large extended surface areas. As sources of coherent light we use
nanosecond lasers generated UV and VUV radiation. At a relatively low cost, such
lasers are simpler and more reliable in operation; they have higher output energy and
stability of radiation pulses than femtosecond lasers.

Based on said above, an experimental setup for direct laser micro- and nanostruc-
turing of the solid surface was created with use of ArF laser with a wavelength of
193 nm [9] and an Nd:YAG laser operating at the third harmonic with a wavelength
of 355 nm [10]. When replacing the gas mixture and the optics, the ArF laser can
work as an F2 laser and generate nanosecond radiation pulses with an extremely short
wavelength of 157 nm. This allows one to perform surface modification of almost
any material.

The combination of the short wavelength absorbed in the micrometer layer and
the short pulse duration makes it possible to influence a small (several micrometers)
surface layer, in which large temperature gradients are created, which contribute
to the formation of new micro- and nanostructures. The shape and size of these
structures also depend on the energy density, wavelength, number of pulses in the
laser spot, as well as on the pulse repetition rate and the scanning speed of the laser
beam over the surface [11]. As mentioned above laser processing can also influence
the surface properties of a material. This can be used in laser technologies for surface
preparation in diffusion welding.
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In this chapter we performed experimental studies on diffusion welding with
preliminary laser processing of the welded surfaces of workpieces made of nickel
alloy (ChS57). For the experiments we used cylindrical samples with a diameter
of 22 mm and a height of 18 mm. In order to prevent the formation of oxides on
the surface of the workpieces during laser processing, the samples were placed in a
sealed chamber from which air was evacuated and an inert gas (argon) was injected
under a pressure of 1.5 atm. The surfaces to be welded were pretreated with radiation
of Nd:YAG laser pulses with a wavelength of 355 nm. The pulse duration was 10 ns,
the pulse repetition rate was 100 Hz and the cross-section radius of the laser spot in
the workpiece plane was 220 µm. The laser beam was moved along the surface of
the workpieces along a raster path (snake) at a speed of 1 mm/s and a pitch of 10 µm
along the x-axis and 30 µm along the y-axis. The main variable laser processing
parameters were pulse energy density and number of laser pulses per unit area.

6.2.2 Nano- and Microstructure Formation Under the Action
of Laser Pulse

The duration of pulses of nanosecond laser radiation ismuch longer than the electron-
phonon relaxation time, which is several or tens of picoseconds for various materials.
Therefore, thermal processes occur already during laser exposure to the material.
The depth of the surface layer modified by laser radiation is determined by a thermal
diffusion length during the duration of the laser pulse τ .

LT = 2
√

χ · τ . (6.1)

Here χ is the thermal diffusivity of the material. When irradiated with nanosecond
pulses, LT turns out to be much larger than for femtosecond pulses. For metals the
depth of the modified layer reaches several microns. This can be crucial for a number
of practical applications, for example in the case diffusion welding. From the theo-
retical point of view there are many models of direct laser nanostructuring of a wide
range of technological materials (metals, ceramics, diamond films, polymers) for a
variety of surface modification processes: laser-induced evaporation in the absence
of melting; etching; deposition; the combined effect of melting and evaporation;
laser pulse melting the surface of solids in the absence of intense evaporation; stress
relaxation in the material in the form of nanostructures [11–14].

In a case of heat-resistant nickel alloy, which consists of many different elements,
defining the mechanism of surface structure formation is a very complicated task.
However, for simple evaluation of sizes of surface structures formed by laser radiation
one can use formula for lateral size of long roughness periods [14]:

dmin > max(λ, LT ), (6.2)
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where λ is a radiation wavelength. We use a third harmonic of Nd:YAG laser with
a wavelength of 355 nm. Considering that in our case the thermal diffusivity χ of
nickel alloy is about 6 mm2/s and the pulse duration is 10 ns, we obtain the thermal
diffusion thickness LT near to 500 nm. Thus, for our case minimal lateral size of
surface structures is about 500 nm.

6.2.3 Diffusion Welding

Diffusion welding is widely used in many engineering industries. The implemen-
tation of welding in hot isostatic press extends the technological capabilities of
this method. Improving the quality of the connection and expanding the allowable
temperature range of welding remains to be a relevant task.

Diffusion welding is pressure welding in which parts contact at a set continu-
ous pressure and are heated in the contact area or in the entire volume at a given
temperature for a specified time. We performed diffusion welding in gasostat (Abra,
Switzerland) under hot isostatic pressing (ISP) conditions. The scheme of diffusion
welding in gasostat is presented on Fig. 6.2a. Figure 6.2b shows cyclograms of tem-
perature and pressure changes during diffusion welding. Welding of workpieces was
carried out at temperature 1000 °C and at temperature 1160 °C. In both cases working
continuous pressure was about 160 MPa. The welding time was about 3 h.

We performed experimental investigation on diffusion welding with preliminary
laser processing of the welded surfaces of workpieces made of nickel alloy (ChS57).
Two modes with different energy density of laser radiation were used for sample

(a) (b)

Fig. 6.2 Scheme of diffusion welding (a) and cyclograms of temperature and pressure changes
during diffusion welding (b)
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Fig. 6.3 Vacuum container with three groups of samples: (1) laser treatmentwith the energy density
2 J/cm2 (mode 1); (2) laser treatment with the energy density 3 J/cm2 (mode 2); (3) samples with
non-irradiated surface; (4) thin walled container; (5) container cover

surface treatment: mode 1 with the energy density 2 J/cm2, mode 2 with the energy
density 3 J/cm2. After laser treatment the samples were placed in a container as
shown on Fig. 6.3. The container was sealed by an electron beam in a vacuum and
then it was placed in a gasostat.

6.3 Results and Discussion

6.3.1 Processing by a Scanning Beam of Nd:YAG Laser

As mentioned above the sample surfaces were pretreated by scanning beam of
Nd:YAG laser working on third harmonic with a wavelength of 355 nm. The pulse
duration was 10 ns, the pulse repetition rate was 100 Hz and the cross section radius
of the laser spot in the workpiece plane was about 200 µm. The laser beam was
moved along the surface of the workpieces along a raster path (snake) at a speed of
1 mm/s.

The profiles of the irradiated surface were analyzed with an optical profilometer
(Zygo NewView 7300). Figure 6.4a shows surface profile of nickel alloy marked as
ChS57 without laser treatment, where only mechanical treatment traces are visible in
the form of furrows with a width of 10–40 µm and a height of 5 µm. Surface profile
after laser treatment with a pulse energy density of 1 J/cm2 is shown in Fig. 6.4b
and c presents an optical image of the same irradiated surface of ChS57. As can be
seen, after laser irradiation the initial grooves begin to break into round hill-shaped
islands with transverse dimensions from 5 to 10 µm and a height of approximately
500 nm.
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Fig. 6.4 Profilometry data for non-irradiated ChS57 surface (a) and surface after laser treatment
with energy density of 1 J/cm2 (b) with its optical image (c)
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For further diffusionwelding sample laser processingwas performed in twomodes
with different energy density of laser radiation: mode 1 with the energy density
2 J/cm2, mode 2 with the energy density 3 J/cm2.

6.3.2 Tensile Tests After Diffusion Welding of Samples
Treated by Laser

After laser treatment, the nickel alloy samples were placed in a container, which
was sealed by an electron beam in a vacuum. Then the diffusion welding in gasostat
was carried out at certain conditions mentioned above (Fig. 6.2). After the diffusion
welding tensile tests were performed at room temperature on conjunction samples
cut out from welded workpieces. In the result of tensile tests for nickel alloy con-
junctions we obtained average tensile strength and tensile strain for different welding
temperatures and modes of laser treatment.

Figure 6.5 shows tensile strength of welded joints of ChS57 samples without
preliminary processing and after laser modification in modes 1 and 2. They are
obtained at welding temperatures T = 1160 °C and T = 1000 °C. For temperature
T = 1160 °C the tensile strength of the conjunctions with laser treatment reaches
630 MPa. There is an increase of the tensile in both modes by 12% compared to
control non-irradiated samples. When the temperature of hot isostatic pressing is
reduced to 1000 °C, the effect of laser treatment on the tensile strength in mode 1
becomes even more significant and reaches 29%. Thus, preliminary laser treatment
with an energy density of 2 J/cm2 provides an increase in the tensile strength at the
welding temperature of 1000 °C and at a temperature of 1160 °C.

Similar results are observed for tensile strain also called an elongation at break
(Fig. 6.6). At a temperature of 1160 °C the tensile strain of the laser treated con-
junctions in both modes increased by 20% compared to the control non-irradiated

Fig. 6.5 Tensile strength of
welded joints of ChS57
samples without preliminary
processing and after laser
modification; welding
temperature T = 1160 °C
(orange column) and T =
1000 °C (blue column)
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Fig. 6.6 Tensile strain
(elongation at break) of
welded joints of ChS57
samples without preliminary
processing and after laser
modification; welding
temperature T = 1160 °C
(orange column) and T =
1000 °C (blue column)

samples. However, at the temperature near 1000 °C these values differ significantly.
For mode 1, the elongation increased by 2.6 times, and for mode 2 decreased by 20%.
Thus, the pulse energy density during surface laser treatment of welded samples
significantly affects the mechanical characteristics of the welded joint.

Let us consider some possible reasons for the improvement of mechanical prop-
erties in welded joints with preliminary laser treatment of the surface. It is known
that the diffusion coefficient along the grain boundaries can be some orders of mag-
nitude higher than the values in the grain volume [15]. Therefore, the creation of
ultra-fine-grained material on the surface under the action of a laser can significantly
increase the density of themesh along the grain boundaries and provide amore active
diffusion in the material.

The second reason for improving the mechanical properties of the welded joint
may be a more uniform distribution of the degree of deformation in conjunctions
with preliminary laser surface treatment. The creation of micro and nanostructures
on the surfaces to be welded results in more efficient slamming of irregularities in
the joint area [16].

In our results, the preliminary laser treatment of surfaces allows one to reduce
the temperature of diffusion welding. At a reduced temperature, the phenomenon
of low-temperature superplasticity can play a significant role in the character of the
solid-phase conjunction. This phenomenon is observed in metals and alloys, which
are characterized by a structure with an ultra-fine grain with a diameter of about 1µm
or less [17, 18]. Such average size of the grains can be formed during the preliminary
laser treatment. Early by us it has been shown that the lower energy density of the
laser pulses, the smaller characteristic size of the surface structures [13, 14]. This
circumstance is consistent with the results of experiments in which a higher quality
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conjunction was obtained in mode 1 with a lower energy density of irradiation pulses
than in mode 2 at a welding temperature reduced to 1000 °C.

6.4 Conclusion

Preliminary laser processing of the surface of samples made of nickel alloy leads to
an improvement in the mechanical properties of the conjunction obtained by diffu-
sion welding. In particular, it leads to an increase in the tensile strength up to 29%
and tensile strain up to 20%. The pulse energy density at laser surface treatment
significantly affects the properties of welded joint. Also the preliminary laser treat-
ment of surfaces allows one to reduce the temperature of diffusion welding. Thus,
the present method of preliminary surface laser treatment for welded samples can be
used in nuclear industry, aviation and space technology to improve bonding quality
of dissimilar materials.
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Chapter 7
The Nucleation and Development
of Wear in Nanocomposite Coatings
Under the Action of a Discrete
Vapor-Droplet Flow

Valery N. Varavka, Oleg V. Kudryakov, Igor Yu. Zabiyaka,
and Natalia I. Bronnikova

Abstract The analysis of the initial stage of wear initiation in crystalline materi-
als with a heterogeneous structure under cyclic impact loading is conducted. Wear
under these conditions begins with the formation of fatigue defects. Depending on
the structure of the material and loading conditions, they are formed as cracks, pores
or craters. A theoretical model is proposed for calculating the duration of their nucle-
ation. The parameters of the model for its application in the conditions of droplet
impingement erosion, in particular, under the influence of a discrete vapor-droplet
flow, are considered and determined. The results of model calculations are presented
in comparison with the experimental data of bench droplet tests for steel samples
20Cr13 with a sorbite structure and samples with a vacuum ion-plasma coating of the
TiAlSi-system with a 3D-nanocomposite structure. It is shown that under conditions
of contact cyclic loads, the wear resistance of materials and coatings is primarily
determined by structural parameters. Based on the presented calculation results and
experimental data, the use of the proposed model for the design of wear-resistant
materials and coatings is recommended. Experimental data on the development of
wear of the ion-plasma TiAlSi-coating upon droplet impingement action are also
presented. Chipping of the coating occurs by the formation of fragmented porous
cracks.

7.1 Introduction

From the applied point of view, the most problematic field of knowledge in studying
of the fatiguewear of various industrial materials is the stage of nucleation of fracture
sites, which can be cracks, pores, microcraters. Thus, when studying crack nucleation
due to difficulties in instrumental fixing of cracks at the early stages of its develop-
ment, it is necessary to resort to the method of analogies or use empirical coefficients
in calculation models. This approach leads to uncontrolled computational errors.
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In this regard, the goal of the work was to develop a universal computational and
analytical model that describes the stage of initiation of fatigue defects in order to
increase the accuracy of estimates of the performance of materials under conditions
of impact and fatigue loading. The universality of the model refers to its applicability
to most industrial materials and coatings. As an applied use of such a model, the field
of exploitation of materials and coatings in the conditions of droplet impingement
erosion is determined, for example, when the blade turbine equipment is operating
in an environment with vapor-droplet condensate. Based on these conditions, the
analytical task of constructing a model is to establish expressions for calculating the
number of impacts of droplets N3 with a turbine blade, which are necessary for the
formation of a fatigue defect of critical size in a material or coating.

7.2 Theoretical Foundations of the Calculate-Analytical
Model

The final equation for calculating N3 should include mechanical, kinetic and struc-
tural components, each of them characterizes a separate side of the complex process
of droplet impingement erosion [1–6]. Moreover, the action of all components of the
total number of impacts N3 on the process of formation of a fatigue defect occurs at
each collision simultaneously. Moreover, the interaction of the mechanical, kinetic
and structural components of the impact-droplet effect on the material or coating has
a commutative character. The universality of the developed model and the commu-
tative nature of the contributions of all its components can be ensured provided that
all components of the model are connected by a single theoretical basis. When the
object of the study is crystalline materials or coatings, such a unified basis for the
components of the model can be the theory of defects in the crystal structure, namely,
the theory of dislocations. We consider this thesis as applied one to each component
of the droplet-impacts process.

The mechanical component is associated with the density of mobile dislocations
ρm arising from a single drop impact. In the process of multiple impacts, the num-
ber of mobile dislocations increases, they move in the metal matrix along the slip
planes under the action of shear stresses σ s until they form flat clusters (“pile-up”
with a critical density ρkr) at the nearest insurmountable barriers. We take as ρkr =
1016 m−2 the dislocation density, the excess of which leads to spontaneous breaking
of interatomic bonds in the metal and the formation of a crack nucleus. Then the
mechanical component of the number of impacts is expressed as N3 = f (ρkr/ρm).

The kinetic component of the number of impactsN3 takes into account the depen-
dence of the dislocation energy on its velocity V d. Dislocation glide upon impact
occurs at a high speed. It is known from the theory of dislocations that as the speed of
a dislocation increases, its energy increases in accordance with an expression similar
to Einstein’s expression for bodies moving with speeds close to the speed of light.
For a dislocation velocity, the limit is the speed of sound in a crystal C0. When V d
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= C0, the dislocation energy becomes infinite. Therefore, under the conditions of
droplet impacts, the kinetic component of the number of collisions is expressed as
N3 = f (V d/C0).

The structural component of the number of impacts N3 must take into account
two circumstances. First, upon impact, the movement of dislocations is limited by
the size of the structural element of the metal matrix, within which the free path
of the dislocations is possible. For polycrystalline materials, grain size D is usually
considered as such an element. On the other hand, secondly, within the grain there
can be various obstacles to the movement of dislocations: particles of secondary
phases, small-angle boundaries, the dislocations fixed by atmospheres, and stacking
faults. Even if there are no such obstacles in the structure of the material, there is
lattice resistance—Peierls stress. Therefore, the structural component of the number
of impacts must take into account both of these points and will be a function of two
variables N3 = f (D, �G), where �G is Gibbs free energy to activate the process of
overcoming a moving dislocation of obstacles within the structural element D. The
mechanism of overcoming the obstacle depends on the nature of the obstacle and
can be different, which determines the value of�G for each specific type of material
structure.

The dislocation concept of the model, the analysis of its components, and the
commutative principle of their interaction lead to the following theoretical expression
for the value of N3 calculation [7]:

N3 = ρkr

ρm
·
√
1 −

(
Vd

C0

)2

· D
l0

· e− �G
kT (7.1)

where l0 is the path traveled by moving dislocations in one loading cycle (single
impact/collision); k is the Boltzmann constant; T is the thermodynamic temperature.

7.3 Estimation of the Model Parameters

To use expression (7.1) as a calculation method for evaluating the wear resistance
of materials and coatings under conditions of cyclic liquid-droplet impacts, it is
necessary to express the quantities entering into it (such as ρm, V d, l0, �G) in
terms of measured impact/collision parameters, such as droplet size R0 and collision
velocity V 0.

Thus the value of ρm at the established stage of plastic flow is exclusively a
function of stress σ s and temperature. The simplest dependence, consistent with
theory and experiment [8, p. 25]:

ρm = α ·
(

σs

μ · b
)2

(7.2)
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whereμ is the shear modulus; b is the Burgers vector; α is the coefficient taken under
normal conditions as α = const ≈ 1.

The shear stress in the slip plane, under the action of which the sliding of dislo-
cations occurs, is considered as the stress σ s in expression (7.2). Stress σ s can be
expressed in terms of impact parameters. In some of our works (see, for example,
[4]), the stress in the surface layer of the target metal in the center of the collision
zone during a single loading cycle (droplet impact) is expressed in relative units of
ρ0 · c0 · V 0, called the hydraulic impact approximation, where ρ0 is the density of
the unperturbed liquid, c0 is the speed of sound in a liquid under normal conditions
(for water ρ0 = 1000 kg/m3, c0 = 1500 m/s). Under the conditions that the average
level of acting stresses during a complete cycle of a single loading (collision) is
determined by the value of σm = 0.33 · ρ0 · c0 · V 0, and the dislocation glides over
the entire time of this cycle with a length τ = 2 · R0/V 0, we can switch from the
applied external stress σm to the shear stress in the slip plane σ s. To do this, we use
the Schmidt-Boas law for a polycrystal:

σm = Mp × σs (7.3)

whereMp is the Taylor factor, component:Mp = 2.9 for bcc-metals andMp = 3.06
for fcc-metals [8, p. 30]. Then, in accordance with formula (7.2), the stress σ s is
expressed in terms of the impact parameters:

σs = 0.33 · ρ0 · c0 · V0

Mp
(7.4)

Under impact loading, the strain rate can reach very large values (more than 102

s−1). In this case, plastic deformation (hardening) is controlled by phonon and elec-
tronic brakingof dislocations. The slidingvelocity of dislocations for these conditions
is determined by the braking coefficient B from the expression [8, p. 31]:

Vd = σs × b/B (7.5)

where the values of the braking coefficientB are in a rather narrow range 10−5…10−4

Ns/m2, for further calculations we accept B = 10−4 Ns/m2.
Taking into account expressions (7.4) and (7.5) and assuming the linearity of the

motion law, the mean free path of dislocations per loading cycle (one droplet impact)
is defined as l0 = V d · τ and can be written as:

l0 = 0.66 · R0 · ρ0 · c0 · b
B · Mp

(7.6)

The determination of the energy of overcoming of structural obstacles by
dislocations �G requires a more detailed analysis.

From classical works on the theory of dislocations (for example, [8–10]), it is
known that the energy �G is a function of stress σ s and depends on the shape and
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distribution of obstacles, as well as on the field of internal stresses between obstacles.
In general terms, the value of �G in (7.1) can be represented as:

�G(σs) = �F ·
(
1 − σs

στ

)
(7.7)

where �F is the activation energy of the process of overcoming obstacles without
applying external stress, value of�F actually determines the strength of the obstacles
with respect to the movement of dislocations; σ τ is the internal stress existing in the
material and allowing the dislocation to pass through the obstacle at the minimum
values of �G; the flow stress of the solid at T = 0 K is taken as σ τ .

Values σ τ and �F are the properties of the material and, in the general case are
expressed through its basic physical characteristics μ and b:

σt = α1 · μ · b/ l; �F = α2 · μ · b3. (7.8)

The value l in the expression (7.8) represents the distance between the obstacles.
Coefficients α1 and α2 characterize obstacles in their resistance to the motion of
dislocations. In metal-physical terminology, α1 and α2 classify obstacles by strength.
Between the parameters l, α1 and α2 there is a rather strict correlation. So, strong or
large particles of secondary phase precipitates are determined by the coefficient α2

= 2, and the linear average statistical distance between the precipitates is taken as
l. Small particles cutting by dislocation, as well as the dislocation “forest”, formed,
for example, during strain hardening, considered medium-strength obstacles. Such
obstacles have a coefficient α2 = (0.2–1.0), and as l is taken the distance between the
dislocations, i.e. l = 1/

√
ρd. Low-strength obstacles include atoms of an element

dissolved in the lattice (for example, during quenching) or Peierls resistance of the
lattice (at a relatively low dislocation density ρd). In this case α2 < 0.2, and the value
l has a size commensurate with the Burgers vector b.

This data indicates that a deterministic inverse relationship is observed between
the values σ τ and �F: as the strength of the obstacles increases, the stress in the
lattice σ τ between the obstacles weakens, respectively, the energy of overcoming
obstacles �F increases.

The physical meaning of coefficient α1 is not completely clear. According to
the results of our studies, including numerical experiments, we can say that for
compact metal materials in which dislocation interactions are determined by the type
of microstructure and the free path of dislocations is always greater than the distance
between dislocations (D > 1/

√
ρm), coefficient α1 in expression (7.8) can not be

used, i.e. α1 = 1. Coefficient α1, different from 1, is relevant for nanomaterials and
nanostructured coatings. For this category of materials, coefficient α1 in expression
(7.8) acts as a regulator of the Burgers vector value. This fact may indirectly indicate
that plastic deformation in nanomaterials is carried out with the participation of
partial or grain boundary dislocations.

Thus, the presented calculation and analytical model is universal with respect to
materials and coatings of various nature, for which the dislocation concept of the
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considered processes is applicable. The obtained basic expression of model (7.1) is
based on the principle of commutativity of components: the generation ofmobile dis-
locations, their sliding speed and free path, the mechanism for overcoming structural
obstacles. It determines the number of loading cycles N3 necessary for the forma-
tion of a critical local dislocation density that initiates a fatigue defect formation.
The morphology of the resulting defect (crack, pore, microcrater) depends on the
properties of the material and was considered in some of our previous works [4–6].
The free path of dislocations is limited by the size of the structural element of the
matrix. By default, this element is the grain size, for thin monolayers of coatings—
their thickness. The model also includes such characteristics of the material as: the
speed of sound in the crystal, its temperature, the activation energy of the process of
overcoming obstacles by dislocations, the stress in the slip plane, the resistance of
the lattice (Peierls stress), etc. The main feature of the model is that the calculations
are based on either known reference material characteristics (μ, b,Mp), or measured
process parameters (V 0, R0). This makes the model practically feasible, in particular,
in the conditions of droplet impingement erosion of materials and coatings.

7.4 Research Results and Discussion

Asan applied use of the calculationmodel (7.1), its numerical solutionswere obtained
for those materials for which experimental data of bench tests under the conditions
of droplet cyclic impacts had been carried out. This made it possible to compare and
evaluate the calculated and experimental results. Comparative data was obtained for
two congruent materials with the heterogeneous structure of same type:

(i) steel 20Cr13 after quenching and high tempering, the samples had a trivial
sorbite structure, which is not shown in the illustrations;

(ii) vacuum ion-plasma coating of the TiAlSi-system with the structure of a 3D-
nanocomposite on a steel substrate, its structure is shown in Fig. 7.1.

The materials under study are structurally congruent, since morphologically simi-
lar globular dispersed particles (obstacles for dislocations) are arranged in an orderly
manner in theirmatrix determining the range ofmobile dislocations. The fundamental
difference between the presented materials is expressed in the different composition
of the matrices and particles, as well as in the mean free path of the dislocations.

The ion-plasma technology of magnetron deposition provided for the layered
formation of a TiAlSi coating due to the alternate evaporation of elements from two
cathodes of various compositions. However, self-organization processes taking place
in systems with Al and Si, the mechanisms of which are still not well understood
[11, 12], led to the formation of a modulated structure with a spatially ordered
arrangement of phase components in the form of a 3D-composite. A phase analysis
of the coating structure was not performed. The scatter of nanoparticle diameters
in the coating was 10–77 nm with an average size of 38 nm (assuming equiaxial
morphology). The average distance between particles in the composite matrix was
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Fig. 7.1 The structure of the coating of the TiAlSi-system in cross-section at various magnifica-
tions, scanning electron microscopy: a coating of 9.3 µm thickness with a Ti sublayer (0.23 µm),
b modulated structure of a 3D-nanocomposite in the coating of the TiAlSi-system

~50 nm. In calculations, this value was taken as the value of l for the coating.
Moreover, the mechanism of interaction of dislocations with reinforcing particles
was not regulated. It can be assumed that the interaction of dislocationswith obstacles
in the TiAlSi coating is carried out according to the principle of “cutting” or “cutting
with bending”. However, additional metal-physical studies are needed to refine the
data on this issue. In the regard of such uncertainty, the value of coefficient α1 in
expression (7.8) for coating the TiAlSi-systemwas calculated asα1 = l ·√ρm. TiAlSi
coating refers to systems with a mixed ion-metal bond in which dislocations have a
fairly high degree of mobility [8]. This determines the appropriateness of applying
the developed calculation and analytical model to similar systems and comparing
the results of calculations with classical metal systems (such as steel 20Cr13 with a
sorbite structure), for which the theory of dislocations is basic.

Comparative calculated and experimental data obtained using the calculation-
analytical model and testing of samples on a droplet impact stand are shown in
Table 7.1.

In Table 7.1, the value of m0 was obtained during bench tests and represents the
number of droplet impacts required to start the loss of mass of the sample, that is,
to start wear. For the impact droplets loads under consideration, the value of m0

characterizes the incubation period of droplet impingement erosion, which includes
both the stage of the onset of the defect (cracks, pores, microcrater) and the stage of
its development before the start process of mass loss by the sample:

m0 = N3 + Np, (7.9)

where N3 is the number of impacts for the initiation of a crack, Np is the number of
impacts for the development of a crack to a critical size and the beginning of chipping
of wear particles; it is not possible to differentiate the experimental value of m0 on
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Table 7.1 Summary data on the calculated and experimental characteristics of the samples

Material Characteristics of material

ρ

(kg/m3)
E
(GPa)

ν μ

(MPa)
b (10−10

m)
Lattice
type

C0
(m/s)

20Cr13
(sorbite)

7670 218 0.30 79 2.5 bcc 1956

3D-composite
of
TiAlSi-system

3840 148 0.24 60 3.9 fcc 2131

Material Structure parameters Impact parameters: V0 =
250 m/s; R0 = 0.55 mm

Mp α2 D (m−6) l (m−6) Calculations Experiment

N3 α0 m0

20Cr13
(sorbite)

2.9 2.0 100 0.35–0.50 4655 0.280 16,630

3D-composite
of
TiAlSi-system

3.06 2.0 9.3 0.05 16,730 0.445 37,650

N3 and Np by metal-physical methods; α0 = N3/m0 is the coefficient characterizing
the contribution of the nucleation stage to the total value m0.

Without going into details of the calculation algorithm, we note that the model
also allows one to obtain the dependences of the number of impacts N3, necessary
for the initiation of a fatigue defect in the coating, on the speed of impact (collision)
V 0 for fixed values of the droplet size R0. Such dependences for the studied materials
(steel 20Cr13 and TiAlSi coating) are presented in Fig. 7.2.

A comparison of the graphs in Fig. 7.2 shows that, at any collision velocity V 0, the
TiAlSi coating at the stage of initiation of a fatigue crack provides about a three times

Fig. 7.2 The calculated dependences of the number of impacts N3, necessary for the initiation of
cracks, on the impact velocity V0 at R0 = 0.55 mm: a sorbite of steel 20Cr13, b 3D-nanocomposite
coating of the TiAlSi-system
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higher resistance to drop impact than steel 20Cr13. The experimental data of bench
tests show the advantage of the coating by 2.26 times with respect to the parameter
m0 (see Table 7.1 and sources [13, 14]). The calculations concern only the nucleation
stage, while the experimental parameter m0 includes both the nucleation stage and
the stage of development of fatigue defects. Hence, a preliminary conclusion can be
made that the effectiveness of protecting the surface of metal products by applying
a TiAlSi coating is determined, first of all, by an increase in the duration of the stage
of initiation of fatigue defects. The preliminary conclusion is due to the fact that,
because of the instrumental difficulties in studying this stage, one has to rely on the
calculated data.

Usage ofTiAlSi-systemcoatings to increasewear resistance during droplet impact
cyclic loading has features not only at the stage of nucleation of defects, but also at
the stage of their sustainable development. In the performed study the behavior of the
nanocomposite coating, an unusual fact that needs explanation is noteworthy. At the
stage of sustainable development of fatigue cracks, they possess a discrete character
of development and are presented as a chain of narrow pores (Fig. 7.3a, c). Each
such structural element (narrow pore) of a crack in a TiAlSi coating is 0.6–0.8µm in
length. With a dislocation density that ensures material breakage (ρkr ≈ 1016 m−2),
the distance between dislocations in a flat pile-up of a crack fragment will be about
10 nm, i.e., a cluster should consist of 60-80 dislocations. A simple calculation shows
that the stresses in the head dislocation zone of such an accumulation will exceed the

Fig. 7.3 Successive stages of TiAlSi-system coatings wear under contact cyclic loads, scanning
electron microscopy: a, b beginning (a) and development (b) of the growth stage of fatigue cracks,
c, d the beginning (c) and development (d) of the coating chipping stage
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hardness of the coating (22–27 GPa, for functionally-graded or multilayer coatings
the mathematical model [15, 16] can be applied). Therefore, chipping of the coating
begins already at the stage of their discrete (with pores) development (Fig. 7.3a, c).
After the pores merge and the crack faces are formed (Fig. 7.3b), the development
of wear does not occur due to further chipping of the coating, but after the crack
propagates into the base metal (Fig. 7.3d). Apparently, the main regulator of this
process is the adhesion strength of the coating: with slow adhesion, the coating
continues to chip, while with high adhesion, cracks deepen.

7.5 Conclusion

The results obtained show that there are structural parameters that determine thewear
resistance under conditions of contact cyclic loads. Therefore, the limitation of the
mobility of dislocations is the main structural principle for the significant increase
the wear resistance. The implementation of this principle in coatings allows, among
other things, one to increase the contribution of the nucleation stage N3 of fatigue
defects (α0 = 0.445 in Table 7.1) to the overall level of wear resistance m0.

Structural parameters are the basis for the developed analytical model. The corre-
spondence of the calculation results and experimental data, presented in the article,
allows us to recommend the proposed model for the targeted design of wear-resistant
materials and coatings.

The presented results are based on the concept of the dislocation nature of the
considered processes, and they show a good correlation with experiment. It seems to
us that they deserve attention, but also it requires a deeper critical analysis, taking into
account the fact that, in the general opinion, dislocation interactions in nanostructured
materials, which include the TiAlSi-system coating, are significantly limited or even
impossible.

Acknowledgements This research was performed into framework of financing RFBR grant
number 18-08-00546.
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Chapter 8
Mechanical Properties Derived
by Spherical Indentation of TiN Coating
Deposited by a Method Combining
Magnetron Sputtering and Arc
Evaporation

Evgeniy Sadyrin, Roman Karotkiyan, Nikolay Sushentsov, Sergey Stepanov,
Igor Zabiyaka, Evgeniy Kislyakov, and Alexander Litvinenko

Abstract The chapter presents a comprehensive analysis of the nanoindentation
derived mechanical characteristics (elastic modulus and indentation hardness) of
the TiN coating deposited using the method combining magnetron sputtering and
arc evaporation on a steel substrate. For the nanoindentation experiments, spherical
indenter was used. The results of studies of microstructure, chemical composition,
and also measurements of the coating thickness using a focused ion beam on a
scanning electron microscope are presented.

8.1 Introduction

Deposition of TiN coating has become a widespread solution for improving lifetime
and performance of cutting tools [1–3], prosthesis replacements and fixation devices
[4, 5], steam turbine blades and power equipment [6, 7], medical instruments [8],
drills [9], diffusion barriers [10], and other technological applications. As conven-
tional testing methods (tensile-compression tests and dynamic methods measuring
frequency of elastic vibrations of a rod made of a test material) cannot be applied
to such small objects as thin films, for the estimation of the mechanical properties
of TiN coatings nanoindentation experiments using Berkovich indenter are often
conducted [11–13], whereas Vikers [14, 15], cube corner [16] and spherical [17]
indenters are not as much widespread. Nevertheless, indentation testing with spher-
ical indenters is a promising technique because of the non-singular nature of the
stress fields produced by such indenters, which makes the analysis and testing less
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complex [18] and more suitable for the mathematical modelling of indentation of
the thin films, functionally graded or multilayered coatings [19–26]. Moreover, the
extent of damage and plasticity is minimized in the course of the experiment using
the spherical indenter as compared to sharp and flat indenters [27–31].

8.1.1 Research Purpose

In the present research, the behavior of the mechanical properties of the TiN coating
deposited on steel substrate using a method combining magnetron sputtering and
arc evaporation was studied using the spherical indentation. The investigation was
supplemented by the measurement of the coating thickness, chemical composition
and microgeometrical parameters.

8.1.2 Research Scope

At this study, we consider the following frameworks of the problem:

(i) mechanical properties estimation for the TiN coating;
(ii) measurement of the coating thickness using scanning electron microscope

(SEM) with the focused ion beam;
(iii) evaluation of the chemical composition of the coating using energy by

dispersive X-ray spectroscopy on SEM;
(iv) determination of the microgeometrical characteristics of the surface using

atomic-force microscopy (AFM).

8.2 Research Method

8.2.1 Sample Preparation

The coating was deposited using an automated vacuum complex combining the
methods of magnetron sputtering and arc evaporation based on the NNV-6 unit. An
electric bias potential of 1.5 A was applied to the coating. TiN coating was applied
at a total gas mixture pressure of 0.3 Pa. Coating deposition time was 10 min. Arc
evaporator current was 100 A. The coating was deposited on a steel 12Cr18N10T
substrate (analogue to steel AISI 321).
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8.2.2 Scanning Electron Microscopy

The research of the coating thickness was conducted using SEM Crossbeam 340
(Zeiss, Germany) equipped with the focused ion beam. For surface visualisation we
used Everhart-Thornley secondary electron detector with an acceleration voltage of
2 kV, chemical analysis was made using an X-ray microanalyzer Oxford Instruments
X-Max 80.

8.2.3 Atomic Force Microscopy

The topography of the coating was studied using AFM Nanoeducator (NT-MDT,
Russia) equipped with a tungsten probe. The non-contact mode was applied. Probe
positioning was performed using the optical microscope integrated to the AFM. The
scanning field was 36 × 36 µm2.

8.2.4 Nanoindentation Test

For the study of the mechanical properties of the coating, the nanoindentation device
Nanotest 600 Platform 3 (Micro Materials, UK) was used. The series of experiments
was conducted in a closed chamber at a constant temperature of 27 ± 0.2 °C.

Values of the restored effective Young’s modulus Eeff and indentation hardnessH
for the coating were obtained using the multi-point method, which uses the approach
proposed by Oliver and Pharr [32]. During the indentation test, the displacement
of spherical indenter h was recorded while the load P was applied. The maximum
value of the displacement (attained at Pmax) was denoted as hmax. Thus, the output
of each experiment was a load-displacement curve. Thus, the unloading “branch” of
this curve was approximated by the function:

P = a(h − hr)
m (8.1)

where a andmwere fitting parameters, hr was the residual depth of the imprint, i.e. the
amount of displacement of the indenter at which the material ceased to resist during
unloading (i.e., the force equals zero). Using this approximation, the derivative of
P(h), called indentation stiffness S, was determined at hmax:

S = dP

dh
(hmax) (8.2)
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Then the depth of the deflection out of contact hs was calculated:

hs = ε
Pmax

S
(8.3)

where ε is geometrical constant, for the paraboloid of revolution [33]; ε = 0.75.
After that the contact depth hs was calculated:

hc = hmax − hs (8.4)

On the following step the radius of the contact circle was established:

a =
√
2Rhc − h2c (8.5)

where R is the radius of the spherical indenter.
The reduced Young’s modulus was determined according to the formula:

Er = S
√

π

2β
√
Ac

(8.6)

where Ac was the projected contact area (the projection of the contact surface on
a plane orthogonal to the axis of indentation), for the ideal sphere Ac = πa2.
Indentation hardness was then calculated using the following formula:

H = Pmax

Ac
(8.7)

Effective Young’s modulus of the coating was calculated as

Eeff = S
√

π

2
√
Ac

(8.8)

Finally, we calculated the restored effective Young’s modulus:

Er
eff = (1 − v2)

(
1

Er
− 1 − v2

i

Ei

)−1

(8.9)

The dependence of the restored effective Young’s modulus on the maximum
penetration depth of a spherical indenter with a radius of curvature of 20 µm was
established. The positions for the indentations were chosen using optical microscope
integrated into the nanoindentation device. In each indentation series Pmax was the
same, 12 identical indentations were performed with 70 µm column and row offset.
However, Pmax increased from series to series, totally from 2.5 to 250 mN.
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8.3 Results and Discussion

8.3.1 Coating Thickness and Chemical Composition

The thickness of the TiN coating was obtained by etching of the surface of the sample
with a focused ion beam.The thicknesswas 1.49µm, standard deviationwas 0.02µm
(the average of six measurements in Fig. 8.1).

The energy-dispersive X-ray spectroscopy analysis revealed the chemical compo-
sition of the coating by measuring average data on the three specters on the three sur-
face areas (Fig. 8.2). The summary on the data obtained is shown in Table 8.1, which
demonstrates a high quality of deposition from the point of view of the chemical
composition of the coating.

8.3.2 Microgeometrical Characteristics

The average surface roughness Ra was measured by the obtained AFM image
(Fig. 8.3) using software (Gwyddion, Czech Metrology Institute, Czech Republic).
Due to the irregularities observed on the visualized surface (cavern-shaped artifacts
of deposition) we considered measurement of the roughness based on a single pro-
file as not being completely indicative. Thus, average roughness Ra was measured in
three directions (horizontal, vertical and diagonal).

For each of the directions we constructed five profiles. Following that the average
value with the standard deviation was calculated. Maximum height of roughness was
also calculated and denoted as Rt . Thus, average Ra by 15 profiles was 198.9 nm,

Fig. 8.1 Etched TiN coating with the focused ion beam



90 E. Sadyrin et al.

Fig. 8.2 Areas selected for the energy-dispersive X-ray spectroscopy

Table 8.1 Chemical
composition of the TiN
coating

Chemical element Spectrum 1 Spectrum 2 Spectrum 3

N 47.07 42.73 46.22

O – 5.42 –

Al 0.12 0.11 0.12

Si 0.10 0.10 0.09

Ti 50.04 49.11 51.08

Cr 0.65 0.54 0.53

Fe 1.78 1.62 1.60

Ni 0.24 0.22 0.26

Cu – 0.14 0.10

Sum 100.00 100.00 100.00

standard deviation was 53.0 nm, Rt was 1.97 µm. Although the sample possessed
a developed surface relief, its Ra value was significantly lower than those reported
in literature for different types of steel substrate preparation, ranging from 0.03 to
7.0µm in the investigation by Steinmann et al. [34]. At the same time, in our previous
research [35] we obtained average roughness of 10.7 nm of TiN coating deposited on
a mirror polished steel 40Cr (analogue to AISI 5135) using ion plasma deposition.
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Fig. 8.3 AFM image of the TiN coating under research

8.3.3 Mechanical Properties

Figure 8.4 demonstrates someof the load-displacement curves obtained in the nanoin-
dentation series. Table 8.2 summarizes the analysed values for the restored effective
Young’s modulus and indentation hardness for different Pmax. The following con-
stants were used during the analysis: Ei = 1141GPa, vi = 0.07 [32] v = 0.3
[36].

Fig. 8.4 Load-displacement curves obtained for the series with Pmax of 20 mN (a), and 140 mN
(b)
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Table 8.2 Mechanical properties estimation for the TiN coating

P (mN) Er
eff (GPa) ± H (GPa) ± hmax (nm)

2.5 38.67 9.53 0.22 0.08 101.95

5 45.52 14.49 0.20 0.10 229.67

10 60.44 17.19 0.29 0.10 291.51

15 75.60 14.88 0.38 0.12 346.67

20 75.42 12.16 0.37 0.07 433.26

30 87.03 19.53 0.46 0.13 591.43

40 102.66 12.59 0.62 0.09 531.00

50 106.99 13.70 0.68 0.16 616.21

60 118.70 18.21 0.78 0.15 652.25

70 126.25 15.55 0.87 0.17 681.65

80 134.54 21.13 0.95 0.17 706.18

90 132.88 11.97 0.94 0.14 793.84

100 134.77 14.06 0.94 0.15 885.76

120 137.68 11.44 0.99 0.09 999.14

140 146.30 8.86 1.13 0.12 1030.51

160 144.19 11.88 1.18 0.11 1128.78

180 161.14 22.47 1.09 0.25 1453.30

200 155.68 13.77 1.20 0.19 1407.51

250 158.38 19.22 1.39 0.22 1523.17

The overall behavior of both restored effective Young’s modulus and indenta-
tion hardness demonstrate increase in its values with increase of indentation load
and depth (Fig. 8.5). On the interval of maximum depth hmax from 344 to 433,
both mechanical properties demonstrate stable state and afterwards begin to increase
rapidly, presumably because of huge amount of plastic deformation inside the coat-
ing and increasing of the influence of the substrate on the effective values. For both
mechanical characteristics the next stable segment stretches from 706 to 999 nm on
depth. After this segment, the growth of the properties is not pronounced, indicating
dominance of the properties of the substrate over the those for the coating. The values
obtained partially fit in the ranges obtained earlier for the TiN coating via bulge test
in the research by Karimi et al. [37] (160–260 GPa) and are close to the indenta-
tion results in the same paper (160–280 GPa), where authors also remarked notable
variation of mechanical properties with the increase of indentation depth. The val-
ues obtained are significantly lower than those for the reactively and non-reactively
magnetron sputtered TiN coatings obtain in the paper of Mayrhofer et al. [38] using
computer-controlled microhardness tester. Presumably accurate experimental exam-
ination of the mechanical properties of such complex systems as coating-substrate
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Fig. 8.5 Dependencies of the mechanical characteristics on the maximum indentation depth:
a restored effective Young’s modulus, b indentation hardness

(even for the case of a single layered coatings) should be supplemented by the math-
ematical modelling to obtain the elastic moduli of the coating to avoid influence of
the substrate and surface roughness on the results.

8.4 Conclusion

The behavior of the mechanical characteristics on the indentation depth was experi-
mentally obtained for the TiN coating deposited on 12Cr18N10T steel substrate by
a method combining magnetron sputtering and arc evaporation. The values of the
coating thickness and microgeometrical characteristics of the coating were derived
using SEM and AFM, respectively, as well as chemical composition of the coat-
ing by means of energy-dispersive X-ray spectroscopy. Results demonstrated high
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dependence of the mechanical properties on the indentation depth. For their further
clarification the mathematical modelling of the indentation process of the spherical
indenter into inhomogeneous by depth coating is required.
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Chapter 9
Studies on Predicting Spring-Back
and Verifying the Effects of Temperature,
Sheet Thickness and Punch Speed
on Forming Force of V-Bending
for SS400 Steel Plate

Gia-Hai Vuong, Thi-Hong-Minh Nguyen, and Duc-Toan Nguyen

Abstract The sheet metal forming process is a basic deformation method in the
mechanical field. In particular, bending deformation processing is a universal pro-
cessing method that is widely used to form sheet metal parts such as the aviation
industry, shipbuilding, automotive and so on.During the sheetmetal bending process,
the spring-back and forming force are very important output parameters that need to
be determined to ensure the accuracy and load capacity of machining equipment. To
predict the spring-back of V-bending process for SS400 sheet material, various hard-
ening models have been imported into FEM simulation software in order to predict
and compare with corresponding experimental results of SS400 sheet material. To
simulate spring-back ofV-bending, the deformed results ofV-shape from the forming
simulation in Abaqus/Explicit should be imported into Abaqus/Standard, and then a
static analysis will calculate the spring-back of V-bending. The results showed both
hardening laws were in good agreement with experimental results due to the thick
sheet of material. Moreover, the forming force magnitude of V-bending will vary
according to machining conditions, geometric shapes of products, sheet materials,
etc. Then, this study verifies the effect of technological and geometric parameters
such as elevated temperature, punch speed and sheet thickness to bending force when
forming aV-shape of SS400 sheet material and selects the optimum parameters using
Taguchi design and ANOVA method.
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9.1 Introduction

Nowadays the steel sheet has been widely used in the processing of steel structures
and shipbuilding. There are many different machining technologies applied in sheet
processing such as cutting, welding, cyclone, bending and so on [1, 2]. Among of the
products made from steel sheet, the parts machined by bending technology account
for a large of proportion. The spring-back and the bending force of forming processes
are often greatly influenced by technology parameters such as the thickness of the
sheet, the velocity of bending punch, heating when bending, etc. Determining a
suitable set of technology parameters is very necessary, it can help manufacturers
save maximum production costs while still bringing high economic efficiency. To
determine the influence of these technological parameters, many studies have now
applied the Taguchi experimental method [1, 3] and have brought very good results.
The Taguchi method experimental is based on empirical statistical analysis through
minimizing the cost or experimental processwhile ensuring a reasonable set of design
parameters. The advantage of this method is that many factors are considered at the
same time, including confounding factors. TheTaguchimethod,when combinedwith
other statistical tools, such as variance analysis (ANOVA), becomes a powerful tool
for selecting suitable machining parameters. There are various studies have focused
on spring-back and bending force calculation [4, 5], however, a universal solution
has still not been found [6]. Plastic deformation of the steel sheets requires, at the
design stage of manufacturing, taking into account specific properties of the sheet
material, i.e., Young’s modulus, yield stress, ratio of yield stress to ultimate tensile
stress, and microstructure of the material [7].

In this study, in order to verify the effects of the hardening model on spring-
back prediction, the kinematic and isotropic hardening models were used to simulate
corresponding V-bending shapes by using ABAQUS/explicit software. the Taguchi
method experimental was used to examine the influence of technological parameters
such as elevated temperature, punch velocity and sheet thickness on the force when
V-bending of SS400 steel plate.With themain purpose of reducing the bending force,
this study uses three levels for each element through the orthogonal array of Taguchi
L9 (3

∧
3) [8, 9]. The Minitab software also used to analyze the ANOVA (Analysis

of Variance), evaluate the effects of each parameter on the spring-back prediction
and select the optimal parameters set the corresponding experiment.

9.2 Material and Hardening Model

9.2.1 Materials

The material used in this study is SS400 steel sheet, according to JISG 3101 [10]
with a chemical composition as Table 9.1.
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Table 9.1 Chemical composition of SS400 steel sheet

C Si Mn P S Cr

0.19–0.21 0.05–0.17 0.4–0.6 0.04 0.05 ≤0.3

The tensile test pieces are cut on a wire cutting CNC machine, the tensile speci-
mens were cut from the sheet in parallel to the rolling direction in order to carry
out uni-axial tensile tests. After that, the tensile specimens are honed smoothly
with a armor paper. The shapes and dimensions of the specimens were prepared
in accordance with TCVN 197-85 (197-2000) [11], as shown in Fig. 9.1.

The experiment tensile test pieces are carried out at different temperature condi-
tions (room temperature, 300 and 600 °C) on the Hung Ta H-200kN compressor as
shown in Fig. 9.2. The system heated tensile test is set as shown in Fig. 9.3.

Fig. 9.1 Tensile test specimen: a dimensions, b wire cutting by CNC and c final shape



100 G.-H. Vuong et al.

Fig. 9.2 Tensile and bending test machine

Fig. 9.3 Heat generation testing system
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Fig. 9.4 Comparison of Voce’s laws with experimental data at room and elevated temperatures

The experimental results of tensile tests at different temperature conditions are
shown in Fig. 9.4.

9.2.2 Hardening Models

To identify the parameters of hardening model corresponding with the data after the
tensile test by Voce’s hardening law [12], the stress-strain curves as (9.1) were used.
By using Excel 2013 software with SOLVER tool based on the method of summing
the smallest deviations is easy to find the coefficients of the equation as shown in
Table 9.2. The obtained coefficients will be declared in the input material model
when performing numerical simulations by Abaqus software:

σ̄ = σY + A(1 − exp(−Bεpleq)) (9.1)

Table 9.2 Hardening
parameters at elevated
temperatures determined by
fitting curves following
Voce’s hardening law

Temperature (°C) σY A B

32 348.7 188.86 28.3293

300 199.3 171.56 3.452

600 72.43 36.89 6.0145
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Table 9.3 Material attribute
parameters for numerical
simulation

Parameters Levels

Temperature (°C) 32; 300; 600

Bending speed (mm/s) 1

Thickness sheet (mm) 6

Poisson’s ratio 0.3

Young’s modulus (MPa) 213,000 (32 °C)
184,410 (300 °C)
107,640 (600 °C)

where A and B are the plastic coefficients σ̄ , ε
pl
eq, and σY are the equivalent stress,

equivalent strain, and tension yield stress, respectively. Other material attribute
parameters used to simulate the bending force prediction at different conditions
are shown in Table 9.3.

To describe the hardeningmodel, the Von-Mises yield surfaces that both translates
(kinematic) and expanding (isotropic) are defined as [5]:

f (σ ) = 1

2
ξ j : ξ j = 1

3
σ̄ 2
iso (9.2)

In the pure isotropic hardening case, there is only the size evolution of the yield
locus then the back stress α in (9.3) is zero. When isotropic hardening law was used
to simulate the uniaxial tension/compression tests then only parameters, σY, A, and
B in (9.1) are adopted as input data. The corresponding values of σY, A, and B at
room temperature can be used as 348 MPa, 188.86 MPa and 28.3293, respectively.

α = C

γ
(1 − e−γ ε

pl
eq) (9.3)

To introduce the Bauschinger effect, a kinematic hardening model was imple-
mented to simulate tension/compression test and predict stress-strain curves evolu-
tion. To determine the kinematic hardening parameters C and γ in (9.3), back-stress
α curve was first obtained by offsetting tensile stress-strain curve data about yield
stress value (σY) then fitting method based on the back-stress evolution law (9.3)
was utilized to calculate calibration yields C and γ . Based on the back-stress evolu-
tion law at room temperature, (9.3) was utilized to calculate calibration yields C as
5350.272 MPa and γ as 17.7.
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9.3 Experimental and Finite Element Method of V-Bending

9.3.1 Finite Element Model of V-Bending

To simulate spring-back and predict forming force when V-bending SS400 plate, the
data collected from the test results and the calculation are using Abaqus/Explicit and
then imported the deformed results into Abaqus/Standard, 3D Experience® 2016
HF2 (2016 HF2, Dassault Systèmes Simulia Corp., Providence, RI, USA, 2016).
The V-bending models have depicted in Fig. 9.5 corresponding to the experimental
setup of Fig. 9.2. Specifically, reduced-integration eight-node linear brick elements
(C3D8R) are utilized for the blank. The die/tool and clamping parts are assigned as
the rigid body. The size of the element for all parts corresponds to approximately 6×
55 × 160 mm (Thickness × width × length). The boundary conditions in the model
are as follows: a die part—ENCASTRE condition; a punch part: vertical movement;
a sheet part: symmetrical boundary condition with respect to the center of the sheet.
In order to determine to bend forming force through simulation and experiment,
the bending part deformation of V-shaped part is done by moving the punch down
vertically �Y = 18 mm.

The corresponding experimental setup for the forming process of SS400 steel
sheet bending is shown in Fig. 9.6.

Figure 9.7 presents the simulation results after spring-back occurrence for the
case bending angle of 90° at room temperature. The error (�α) between simulation
of isotropic and kinematic hardening law when compared with experimental result
can be calculated as �α = αSimulation − αExperimental.

As shown in Fig. 9.7 with the thick sheet, the kinematic hardening model is in
good agreement when comparing with an isotropic hardening model. Therefore, in
this chapter, a kinematic hardening model was used to simulate the bending process
of V-bending part at elevated temperature conditions.

Figure 9.8 depicts the experiment results after V-bending at elevated temperatures.
The comparison of the bending force between experiments and corresponding finite

Fig. 9.5 V-bending models
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Fig. 9.6 Setup for V-bending experiment at elevated temperatures

Fig. 9.7 V-bending test after spring-back (a) and simulation results spring-back based on isotropic
(b) and kinematic (c) hardening models

element results are presented in Table 9.4. The error (�P%) between simulation and
experimental results can be calculated as

�P% =
∣
∣
∣
∣
PSimulation − PExperimental

PExperimental

∣
∣
∣
∣ × 100% (9.4)

From Table 9.4, it is shown that the error value of bending force �P (%) between
experiment and simulation has the highest value of 3.42%. Therefore it is possible
to use numerical simulation methods to predict similar testing process.
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Fig. 9.8 The experimental
result of V-bending tests at:
600 °C (a), 300 °C (b) and
room temperature (c)

Table 9.4 Comparison of the
bending force values between
simulation and experiment

Temperature (°C) PSim (N) PEx (N) �P (%)

32 28,022.1 29,014 3.42

300 27,827.2 28,322 1.74

600 20,423.7 19,333 2.89

9.3.2 Taguchi Orthogonal Array

The purpose of this study is to verify the effect of the input parameters on the desired
output parameters. Therefore, the Taguchi method was chosen to allow the minimum
of experiments needed to study the effect of parameters on an output characteristic
and quickly adjust the input parameters to optimize the fastest output value.

In order to verify the effect of parameters on the forming force prediction P (N)
by experiment, three parameters such as the thickness of the sheet (S), temperature
(T ) and bending speed (V ) were selected according to Taguchi method. Table 9.5
lists the levels of parameter selection. During the experiment, there are 3 selected
levels of each parameter. The L9 orthogonal array will be then used to design the
experimental statistical method. At least 9 experiments are needed to test the effect
of changing parameters on simulation results. The use of the Taguchi orthogonal
algorithm will reduce the number of experimental designs from 27 to 9 experiments.
The results of the simulated Taguchi experiments are shown in Table 9.6. The S/N
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Table 9.5 Parameters and their level in experiment

Factor Level

1 2 3

Temperature (°C) (T ) Room temperature (32) 300 600

Bending speed (mm/s) (V ) 1 1.5 2

Thickness (mm) (S) 6 8 7

Table 9.6 The results according to Taguchi method

No. T V S PEx (N) S/NEx

1 32 1 6 29,014 −89.252

2 32 1.5 8 66,000 −96.391

3 32 2 7 84,372 −98.524

4 300 1 8 61,619 −95.794

5 300 1.5 7 74,920 −97.492

6 300 2 6 37,970 −91.589

7 600 1 7 37,073 −91.381

8 600 1.5 8 19,333 −85.726

9 600 2 6 32,801 −90.318

noise ratio selected according to smaller is better conditions:

S/N = −10log10(MSD)2 (9.5)

where

MSD = (y21 + y22 + · · · + y2n )

n
(9.6)

MSD is the mean squared deviation from the target value of the quality charac-
teristic, and y1, y2, …, yn, n are the results of experiments and the corresponding
number of experiments.

The measurement results for 9 test samples according to Taguchi (Fig. 9.9) are
given in Table 9.6. Effect of parameters of temperature (°C) (T ), bending speed
(mm/s) (V ) and thickness (mm) (S) to forming force is calculated and analyzed for
variance (ANOVA) as shown in Table 9.7.

The F-ratio test is a statistic tool to verify, which design parameters affect sig-
nificantly the quality characteristic. It is defined as the ratio of the mean squared
deviations to the mean squared error. The analysis of the F-ratio values reveals that
the thickness of the sheet (S) is the most significant parameter. The thickness of the
plate contributed with 53.17%, followed up by the temperature (T ) contributed with
43.72% and the bending speed (V ) is only 1.95% contribution on forming force.



9 Studies on Predicting Spring-Back and Verifying the Effects … 107

Fig. 9.9 Results of experiments when using the orthogonal array method Taguchi

Table 9.7 ANOM and ANOVA table of data affecting the forming force

Factor Average by level Sum of squares Contribution (%)

1 2 3

T −94.72 −94.96 −89.14* 65.034 43.72

V −92.14* −93.2 −93.48 2.908 1.95

S −88.86* −95.8 −94.17 79.089 53.17

Err. – – – 1.672 1.16

Sum – – – 148.731 100

* indicates Optimum level

As shown in Fig. 9.10, the optimal parameters for the best forming force are the
temperature at level 3 of 600 °C, the thickness of the sheet (t) at level 1 of 6 mm and
the bending speed at level 1 of 1 mm/s.
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9.4 Conclusion

This study has been carried out to set up a system of experimental heated tensile
testing of the SS400 steel sheet at elevated temperature conditions. A stress-strain
curves at elevated temperatures has been shown that the higher the temperature, the
lower the yield strength of the tensile test. The experimental and simulation results are
in good agreement so that ABAQUS software could be used in spring-back prediction
forV-bendingSS400 steel sheet. Taguchi orthogonal arraymethodwith technological
parameters such as temperature, bending speed, the thickness of workpiece has been
conducted to evaluate the influence of input parameters on forming force when V-
shaped bending. Experimental results and data analysis (ANOVA) have shown that
processing conditions: temperature of 600 °C, bending speed of 1mm/s and thickness
of 6 mm will give the smallest bending force value.

Acknowledgements This research is funded by University Project at Hanoi University of Science
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Chapter 10
Buckling Analysis of Folded Composite
Plate Subjected to In-Plane Loading
Condition

Bui Van Binh and Le Thuong Hien

Abstract This paper presents somenumerical results of buckling analysis of a folded
laminate composite plate using finite element method. The effects of fiber orienta-
tions, folding angle on buckling loads, and the corresponding mode shapes under
in-plane loading condition were considered. Matlab programming using nine nod-
ded rectangular isoparametric plate element with five degree of freedom per node
based on Mindlin plate theory was built to solve the problems. A good agreement is
found between the results of this technique and other published results available in
the literature.

10.1 Introduction

Folded laminate composite plates are very useful in engineering. Applications for
them have been found almost everywhere in various branches of engineering, such
as roofs, sandwich plate cores, cooling towers, marine, aviation, and many other
structures. Because of their high strength-to-weight ratio, easy to form, economical,
and have much higher load carrying capacities than flat plates, which ensures their
popularity and has attracted constant research interest since they were introduced.

Bending, free vibration and time displacement response of isotropic folded plates,
composite folded plates have been studied in many works [1–13]. In that, folded
plates analyzed only the structural members made of isotropic materials or modeled
as an equivalent orthotropic plate or special cases of onefold; twofold folded laminate
composite plates, or used otherwise method.

Buckling analysis is one of the most important studies for structures subjected
to in-plane loads. These excellent information are buckling modes, buckling types,
and critical buckling loads for the easy replacement with good load bearing capacity
(which should be taken into the consideration at design process). In the previous
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works, Singh et al. [12] presented some results of buckling analysis of three dimen-
sional braided composite plates under uniaxial loading using Inverse Hyperbolic
Shear Deformation Theory. Liang et al. [13] presented nonlinear buckling analysis
of variable stiffness composite plates based on the Koiter-Newton method. In the
paper, a four-node quadrilateral element is developed based on the classical lami-
nated plate theory, considering both the symmetrical and unsymmetrical laminates
for variable stiffness composite plates.

Rasheed and Ahmadi [14] presented a lateral torsional buckling of anisotropic
laminated thin-walled simply supported beams subjected to mid-span concentrated
load.

Barbero et al. [15] presented some results of static and buckling analysis of
laminated folded plates by using a mixed isostatic 24 (d.o.f) element.

Byusingfinite strip analysisOvesy et al. [16] presented buckling and free vibration
of composite plates with cutout based on two different modeling approaches. In that,
the formulations are based on Reddy type higher order plates theory in order to
include the transverse shear stresses effect in case of moderately thick plates.

In this chapter, we used the nine-nodded isoparametric rectangular flat plate ele-
ment to build home-madeMatlab computer code based on the first-order shear defor-
mation theory to buckling analyze composite folded plates. The effects of geometri-
cal parameters on critical buckling loads and buckling mode shapes under in-plane
loading condition were considered.

10.2 Theoretical Formulation

10.2.1 Displacement, Strain and Stress Fields

According to the Reissner-Mindlin plate theory, the displacements (u, v, w) are
referred to those of the mid-plane (u0, v0, w0) as

u(x, y, z, t) = u0(x, y, t) + zθx (x, y, t)

v(x, y, z, t) = v0(x, y, t) + zθy(x, y, t)

w(x, y, z, t) = w0(x, y, t) (10.1)

where t is the time; θx and θy are the bending slopes in the xz- and yz-plane (rotations
about the y- and x-axes), respectively.

The z-axis is normal to the xy-plane that coincides with the mid-plane of the
laminate positive downward and clockwise with x and y.

The generalized displacement vector at the mid-plane can thus be defined as

{d} = {
u0, v0,w0, θx , θy

}T
(10.2)
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The strain-displacement relations can be taken as

⎧
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(10.3)

10.2.2 Finite Element Formulations

The Hamilton variation principle is used here to derive the laminate equations of
motion. The mathematical statement of the Hamilton principle in the absence of
damping can be written as [17]

t2∫

t1

δ

⎛

⎝1

2

∫

V

ρ{u̇}T {u̇}dV − 1

2

∫

V

{ε}T {σ }dV −
∫

V

{u}T { fb}dV
⎞

⎠

−
∫

S

{u}T { fs}dS + {u}T { fc}
⎞

⎠dt = 0 (10.4)

In which:

T = 1

2

∫

V

ρ{u̇}T {u̇}dV ; U = 1

2

∫

V

{ε}T {σ }dV ; (10.5)

W =
∫

V

{u}T { fb}dV +
∫

S

{u}T { fs}dS + {u}T { fc} (10.6)

whereU , T are the potential energy, kinetic energy;W is the work done by externally
applied forces.

u = [u, v,w]T is the displacement of any generic point (x, y, z) in space.
In laminated plate theories, the membrane {N }, bending moment {M} and shear

stress {Q} resultants can be obtained by integration of stresses over the laminate
thickness. The stress resultants-strain relations can be expressed in the form:

⎧
⎨

⎩

{N }
{M}
{Q}

⎫
⎬

⎭
=

⎡

⎣

[
Ai j

] [
Bi j

]
[0][

Bi j
] [

Di j
]

[0]
[0] [0]

[
Fi j

]

⎤

⎦

⎧
⎨

⎩

{
ε0

}

{κ}{
γ 0

}

⎫
⎬

⎭
(10.7)
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where

([
Ai j

]
,
[
Bi j

]
,
[
Di j

]) =
n∑

k=1

hk∫

hk−1

([
Q′

i j

]
k

)(
1, z, z2

)
dz i, j = 1, 2, 6 (10.8)

[
Fi j

] =
n∑

k=1

f

hk∫

hk−1

([
C ′
i j

]
k

)
dz; f = 5/6; i, j = 4, 5 (10.9)

n is the number of layers, hk−1, hk are the positions of the top and bottom faces
of the kth layer. [Q′

i j ]k and [C ′
i j ]k are the reduced stiffness matrices of the kth layer

(see [18]).
In the present work, nine-nodded isoparametric quadrilateral element with five

degrees of freedom per nodes is used. The displacement field of any point on the
mid-plane given by:

u0 =
9∑

i=1

Ni (ξ ,η) · ui ; v0 =
9∑

i=1

Ni (ξ ,η) · vi ; w0 =
9∑

i=1

Ni (ξ ,η) · wi ;

θx =
9∑

i=1

Ni (ξ ,η) · θxi ; θy =
9∑

i=1

Ni (ξ ,η) · θyi (10.10)

where
Ni (ξ, η) is the shape function associatedwith node i in termsof natural coordinates

(ξ ,η).
The free vibration analysis is used to determine natural frequencies by given

equation:

{[M] − ω2[K ]} = {0} (10.11)

The eigenvalue type of buckling equation can be expressed as in the following
steps by dropping force terms and conceded to

{[K ] + λCR[KG]}{�d} = {0} (10.12)

where, [KG] is the geometric stiffness matrix; {�d} is the displacement increment
vector and λCR is the critical mechanical load at which the structure buckles; [M],
[K ] are the global mass matrix, stiffness matrix, respectively.
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Fig. 10.1 Two folded
composite plate

L

L/3

L/3

L/3α

x
z

y

Table 10.1 Comparison of first five natural frequencies (Hz) of two folded composite plates for
different folding angle, [90°/90°/90°], thickness t = 3 cm

Folding
angle α

Source f1 f2 f3 f4 f5

90° Present 63.3(0.47%) 69.7(0.14%) 150.5(1.44%) 156.7(0.47%) 204.0(1.04%)

[9] 63.6 69.8 152.7 158.3 201.9

120° Present 59.5(0.34%) 63.1(0.47%) 150.3(1.44%) 153.9(0.71%) 193.5(1.36%)

[9] 59.3 63.4 152.5 155.0 190.9

150° Present 42.3(0%) 60.7(0.16%) 133.8(1.75%) 144.9(0.48%) 149.9(1.25%)

[9] 42.3 60.8 131.5 145.6 151.8

10.3 Numerical Results

10.3.1 Validation Example

In this section, the first five natural frequencies of a cantilever twofolded composite
plate studied by Guha Niyogi [9] are recalculated (Fig. 10.1).

The layout of the plate is shown in Fig. 10.1 with the dimension L = 1.5 m, total
thickness t= 0.03 m, physical and mechanical properties of material: E1= 60.7 GPa,
E2= 24.8 GPa, G12= G13= 12.0 GPa, υ12= 0.23, ρ = 1300 kg/m3.

Three cases are considered for different folding angle α = 90°, 120°, 150° with
fiber orientation [90°/90°/90°].

Comparison first five natural frequencies (Hz) of our results have been compared
with published results given by Guha Niyogi [9] and presented in Table 10.1.

It is shown that the five natural frequencies are in excellent agreement with the
percentage difference of peak values less than 1.75% of each other.

10.3.2 Buckling Analysis of Folded Laminated Plate

Consider a twofolds folded composite plate is shown in Fig. 10.2, thematerial proper-
ties shown inTable 10.2, the dimensionL= 1.5m, total thickness t= 0.005m, folding
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Fig. 10.2 Geometry of stiffened folded composite plate

Table 10.2 Boron-Epoxy material properties

E1 (GPa) E2 (GPa) G12 (GPa) G13 (GPa) υ12 υ13 ρ (kg/m3)

206.9 20.7 5.2 5.2 0.3 0.3 1724

angle α (α = 90°; α = 120°; α = 150°), Lamination schemes: symmetric in-axis
configurations [0°/90°/0°/90°/0°]; and off-axis configurations [θ°/−θ°/θ°/−θ°/θ°]
are constructed.

Three following cases for different stiffener orientations are studied:

Case 1. Unstiffened folded composite plate (Fig. 10.2a).
Case 2. Three y-stiffeners are attached below the folded plate running along the
length of the plates (width of stiffening plate taken equal to 0.1 m and thickness
remaining same as the original folded plate) (Fig. 10.2b).
Case 3. Two x-stiffeners are attached below the folded plate along transverse
direction (Fig. 10.2c) (width of stiffening plate taken equal to 0.1 m and thickness
remaining same as the original folded composite plate).

The boundary conditions:

• At edges y = 0: u = v = w = θ x= θ y= θ z= 0 (without the edges of stiffeners).
• At edges (1) and (2): u = v = 0 (without the edges of stiffeners).

Loading condition The plate subjected to a uniform knife-edge loading q = 5 N/m
along its edge of y = L towards the negative direction of the y-axis while the bottom
edge is constrained to move.

In the sub-sections below, the eigenvalue buckling analysis calculates a scaling
factor for the existing loads, if a unit load is applied, the scaling factor yields the
buckling load.

The non-dimensional buckling load parameters is as follows: λ∗
CR = λCRa2

E2t3
.

10.3.2.1 Effect of Stiffeners

To observe the effects of stiffener on critical load, the plates having laminate schemes
[45°/−45°/45°/−45°/45°] and [0°/90°/0°/90°/0°] (cross-ply) are considered. The
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results presented in Figs. 10.3 10.4, 10.5 and 10.6 have been compared for different
cases.

We denote cases of the plate with and without stiffeners as follow:

(i) Case of the plate without stiffener is WOS (Case 1)
(ii) Case of the plate with y-stiffeners is WYS (Case 2)
(iii) Case of the plate with x-stiffeners is WXS (Case 3).

For flat plate: folding angle α = 180° and laminate schemes
[45°/−45°/45°/−45°/45°] (Fig. 10.3).

For flat plate: folding angle α = 180° and laminate schemes [0°/90°/0°/90°/0°]
(Fig. 10.4).

For folded plate: folding angle α = 120° and laminate schemes
[45°/−45°/45°/−45°/45°] (Fig. 10.5).

Fig. 10.3 Effects of
stiffeners on buckling load of
flat composite plate
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Fig. 10.4 Effects of
stiffeners on buckling load of
flat composite plate
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Fig. 10.5 Effects of
stiffeners on buckling load of
folded composite plate
[45°/−45°/45°/−45°/45°]
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Fig. 10.6 Effects of
stiffeners on buckling load of
folded composite plate
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For folded plate: folding angle α = 120° and laminate schemes [0°/90°/0°/90°/0°]
(Fig. 10.6).

It is observed that case of WYS is the best process of reinforcement for buckling
with the compressive loading and the case of WYS is the worst process of reinforce-
ment. For both of laminate schemes: buckling load of the plate descended form case
of WYS to case of WXS and case of WOS.

Figures 10.7 and 10.8 plotted buckling modes of flat plate Case 1 and folded plate
Case 3, respectively.

10.3.2.2 Effect of Fibre Orientations

In this subsection, we calculated the buckling load of the plates for various ply
orientations of θ = 15°, 30°, 45°, 60°, 75° and [0°/90°/0°/90°/0°]. The lamination
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Fig. 10.7 Buckling mode of flat plate Case 1, folding angle α = 180°, [45°/−45°/45°/−45°/45°]
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Fig. 10.8 Buckling mode of folded plate Case 3, folding angle α = 150°, [90°/0°/90°/0°/90°]

schemes are [θ°/−θ°/θ°/−θ°/θ°] and laminate scheme is [0°/90°/0°/90°/0°]. The
buckling load, plotted in Fig. 10.3, shows the influence of ply orientation for different
cases.

We denote:
θ =150

θ =300

θ =450

θ =600

θ =750

Cross-ply
For folded plate of Case 2: folding angle α = 90° and laminate schemes

[0°/90°/0°/90°/0°] (cross-ply) (Fig. 10.9).
For folded plate of Case 2: folding angle α = 120° and laminate schemes

[0°/90°/0°/90°/0°] (cross-ply) (Fig. 10.10).
For folded plate of Case 2: folding angle α = 150° and laminate schemes

[0°/90°/0°/90°/0°] (cross-ply) (Fig. 10.11).
In this numerical analysis, buckling loads of three cases (Case 1; Case 2 and

Case 3) were determined but only the effects of stiffeners for Case 2 were plotted
in Figs. 10.9, 10.10 and 10.11. From the results, we obtained that buckling load of
cross-ply plate were significantly higher than others fibre orientational schemes.

Four buckling mode of folding angle α = 150° of Case 2 (three y-stiffeners) were
plotted in Fig. 10.12.
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Fig. 10.9 Effects of
stiffeners on buckling load
for folding angle α = 90°
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Fig. 10.10 Effects of
stiffeners on buckling load
for folding angle α = 120°
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10.3.2.3 Effect of Folding Angles

In this subsection, the effects of folding angles on buckling load have been inves-
tigated. The plates having lamination schemes of [45°/−45°/45°/−45°/45°] and
[90°/0°/90°/0°/90°] are taken to these analyses. The present results have been
compared in Fig. 10.13a, b for four cases (with flat plate α = 180°).

In this numerical analysis, buckling loads of three cases (Case 1, Case 2 and Case
3) were also determined but only the effects of folding angles for Case 2 were plotted
in Fig. 10.13a, b. From the calculated results, we found that the buckling load of flat
plates are significantly lower than the others cases of folding angles.
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Fig. 10.11 Effects of stiffeners on buckling load for folding angle α = 150°
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Fig. 10.12 a Buckling mode of case 2, folding angle α = 150°, [45°/−45°/45°/−45°/45°].
b Buckling mode of Case 2, folding angle α = 150°, [0°/90°/0°/90°/0°]

10.4 Numerical Results

A finite element analysis was conducted to predict the buckling load of un-stiffened
and stiffened folded composite plate for three types of stiffeners. The transverse shear
deformation, the rotary inertia of plate and stiffeners are considered in the present
method to see that is the more advanced in presented model. The model is used
to obtain the buckling responses for folded laminate plates with different folding
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Fig. 10.13 a Effects of
folding angles on buckling
load for case 2,
[45°/−45°/45°/−45°/45°].
b Effects of folding angles
on buckling load for Case 2,
[0°/90°/0°/90°/0°]
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angles, stiffeners orientations under compressive loading condition. The results of
this study will serve as a benchmark for future research for designing folded com-
posite structures and sandwich structures made of composite materials, as it was
extremely quick and reliable in producing design results.
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Chapter 11
The Effect of Strain Rate on Chip
Formation and Cutting Process During
High-Speed Cutting of A6061 Aluminum
Alloy

Pham Thi Hoa, Banh Tien Long, Nguyen Duc Toan, Doan Thi Huong,
and Pham Duc Thanh

Abstract Nowadays, increasing productivity and quality of machining become
major challenges of the metal cutting process. Due to the complexity of the chip
formation process at high cutting speeds, the finite element method (FEM) has been
widely used as an approximate solution. In the metal cutting, the chip formation is
essentially concerned with the large strains and the high strain rates. In this chapter,
two numerical models with and without strain rate effects are proposed. An appropri-
ate model is then verified by comparing the simulated cutting forces under varying
cutting parameters. The simulation model with strain rate is consistent with the
experimental value, whereas the model without strain rate underestimates the cut-
ting forces. The strain rate also modifies the cutting forces owing to the stresses that
occurred at cutting regions and significantly affected by the strain rate.

11.1 Introduction

Nowadays, along with the development of machining industry, metal cutting is one
of the key techniques. Research on chip formation problems during cutting helps to
improve the surface quality of the workpiece and reduce machining time. Strain rate
influences the chip formation and other factors during cutting. Therefore, research
on strain rate of cutting has attracted significant attentions. Sun et al. [1] studied the
strain rate in the primary shear zone. They showed that there is a distinct peak shift
in the shear strain rate distribution during saw-tooth chip formation, while there is a
stable peak position of the strain rate distribution during continuous chip formation.
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Moreover, the primary shear zone thickness during saw-tooth chip formation is more
localized and smaller than that during continuous chip formation during cutting of
AISI 1045 and AA6082-T6 alloys. Jaspers and Dautzenberg [2] studied the strain,
strain rate, and temperature during chip generation. They proposed a method to
determine the strain and strain rate fromwhich to identify the chip stock. List et al. [3]
determined the strain, strain rate in the high shear speed area. The authors compared
the deformation and strain rate between experimental and simulation models, which
showed a good correlation. Some studies highlighted the strain and the rate of strain
occurring during shearing such as in [4, 5].

In this study, the effect of strain on the cutting process of aluminum alloy A6061 is
simulated. Simulation results of stress and strain with strain rates and without strain
rates effect are compared. From the simulated and measured shear forces, it is found
that at high-speed, the strain rate significantly affects the performance of the cutting
process.

11.2 Mechanical Properties of A6061 Aluminum Alloy

In this study, the workpiece material of A6061 aluminum alloy is used. This material
is widely used in industry because of its excellent properties regarding wear resis-
tance, weldability, and strength. Major chemical compositions and physical prop-
erties of A6061 aluminum alloy are shown in Tables 11.1 and 11.2, respectively.
Figure 11.1 shows the tensile stress-strain curve of A6061 aluminum alloy.

Table 11.1 Chemical composition of A6061 aluminum alloy (%wt.)

Si Fe Cu Mn Mg Cr Zn Ti Al

0.4–0.8 0.7 0.15–0.4 0.15 0.8–1.2 0.04–0.4 0.25 0.15 Remainder

Table 11.2 Physical properties of A6061 aluminum alloy

Physical properties Value Physical properties Value

Melt temperature (°C) 582–652 Elastic modulus (GPa) 68.9

Thermal conductivity coefficient
(W/m K)

167 Resistance (� m) 3.99 × 10−6

Specific heat capacity (J/g °C) 0.896 Fracture strength (MPa) 96.5

Density (kg/m3) 2.7 Tensile strength (MPa) 276

Hardness (HB) 95 Poisson’s ratio 0.33



11 The Effect of Strain Rate on Chip Formation and Cutting Process … 125

Fig. 11.1 Tensile
stress-strain curve of A6061
aluminum alloy

11.3 Influence of Strain Rate on Stress in High-Speed
Cutting

The strain rate can affect the chip formation and stress during cutting. During high-
speed milling alloy aluminum, the yield stress decreases with the increase of strain
rate. This is because the aluminum alloy is capable of average deformation speed. To
accurately simulate the cutting process in high-speed milling of A6061 aluminum
alloy, this study considers the effect of deformation speed and includes the properties
of materials in the simulation model. When the strain rate is higher than 103 s−1, the
shear stress increases rapidly as shown in Fig. 11.2 [6–8]. Therefore, the stress will
be increased quickly if the strain rate exceeds 103 s−1.

Fig. 11.2 Relationship
between stress and strain rate
for A6061 aluminum alloy
[7, 8]
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11.4 Simulation Model

This study employs the Bao–Wierzbicki (B-W) material fracture model, which indi-
cates that the fracture occurs when the accumulated plastic strain reaches a critical
value. The accumulated equivalent plastic strain or damage parameter based on the
B-W model is given by [6]

D =
ε f∫

0

σH

σ
dε =

(σH

σ

)
av

ε f (11.1)

where
(

σH
σ

)
av

is the average stress triaxiality.
The equivalent strain to fracture can be described by the curve-fit formulae given

as follows [6]

ε f = 0.1225

(
σ H

σ
+ 1

3

)−0.46

for
σ H

σ
= −1

3
÷ 0 (11.2)

ε f = 0.19

(
σ H

σ

)2

− 0.18
(σH

σ

)
+ 0.21 for

σ H

σ
= 0÷ 0.4 (11.3)

ε f = 0.15

(
σ H

σ

)−1

for
σ H

σ
= 0.4÷ 0.95 (11.4)

The variation of the equivalent strain to fracture as a function of average stress
triaxiality is shown in Fig. 11.3, which is determined by using (11.2)–(11.4) for
A6061 aluminum alloy.

The commercial software Abaqus/Explicit 6.14.1 is employed for simulation
of chip formation and determination of cutting force for A6061 aluminum alloy.

Fig. 11.3 Fracture curve of
A6061 aluminum alloy
based on the B-W model



11 The Effect of Strain Rate on Chip Formation and Cutting Process … 127

Fig. 11.4 Finite element model of cutting problem

Figure 11.4 shows a two-dimensional (2D) finite element (FE) model for the cutting
problem. The model consists of four geometrical parts as shown in Fig. 11.4. The
uncut chip portion is represented by part 1, which is coupled to the workpiece support
(part 3) by the passage zone of tool tip (part 2). Part 3 plays the role of a sacrificial
layer, which directly interacts with the cutting tool. This layer is modeled by a mesh
of three elements with a total thickness larger than the cutting-edge radius. A major
part of the chip is formulated from the elements in the uncut chip portion. Another
part arises from the elements in the sacrificial layer if they are not completely dam-
aged. The remaining elements in the damaged zone, which are completely damaged,
will be removed.

11.5 Results and Discussion

11.5.1 Influence of Strain Rate on Stress and Strain During
Chip Formation

The effect of strain rate on stress and strain generated is simulated. Simulation was
performed under the cutting speed of 1000 m/min, and the cutting depth of 1.5 mm.

The stress-strain results for two cases: with and without strain rate, are shown in
Fig. 11.5. The simulated stresses without and with strain rate are 565 and 838 MPa,
respectively, as shown in Fig. 11.5. Hence, the stress with strain rate is about 33.9%
higher than that without strain rate. The equivalent plastic strains (EPSs) with and
without strain rate show the similar behavior as the stress. Specifically, EPSs deter-
mined in the absence of the influence of the strain rate is 1.87 MPa, compared to
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Fig. 11.5 Simulated stress and strain during milling of A6061 aluminum alloy (V = 1256 m/min,
t = 0.5 mm): a without strain rate; b with strain rate

1.94 MPa for the case with the influence of the strain rate. Thus, EPSs with strain
rate increases by 3.7% compared to the case without strain rate. On the other hand,
the shape of the chip also varies with each case as shown in Fig. 11.5. In the case
with strain rate (see Fig. 11.5a), the formed chip has a higher level of curved shape
than that of the chip formed in Fig. 11.5b.

11.5.2 Effect of Strain Rate on Cutting Force

Figure 11.6 shows the progress of simulated cutting forces during milling at a cutting
speed of 1256 m/min and a cutting depth of 1.5 mm. The cutting force by the model
with strain rate is higher than that of the model without strain rate (see Fig. 11.6).
To further assessing the effect of strain rate on the cutting force, experimental and
simulated cutting forces at cutting speeds of 1000, 1256, 1512 m/min, and cutting
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Fig. 11.6 Simulated cutting forces during milling of A6061 aluminum with and without strain rate
effect (V = 100 m/min, t = 1.5 mm)

Fig. 11.7 Measured and simulated cutting force with and without strain rate effect

Table 11.3 Comparison of cutting forces with and without strain rate

V (m/min) 1000 1256 1512

F(N) Experiment (FE ) 142.83 128.42 121.26

With strain rate (FS) 127.89 117.74 110.25

Without strain rate (FNS) 80.19 74.81 70.48

% �F With strain rate (FS) 10.39 8.31 9.07

Without strain rate (FNS) 43.85 41.17 41.87

depth of 1.5 mm are compared as shown in Fig. 11.7. From Fig. 11.7, the deviations
of simulated and measured cutting forces are summarized in Table 11.3. The results
showed that at the cutting speed 1256m/min, themaximumdeviation of themeasured
(FE) and the simulated forceswith strain rate (FS) is 10.39%; compared to a deviation
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of about 43.85% without strain rate. The smallest error of cutting force with strain
rate is 8.31% at the cutting speed of 1512 m/min; compared to about 41.17%without
strain rate at the cutting speed of 1000 m/min.

11.6 Conclusion

When cutting is performed at high speed, the strain rate significantly influences the
chip formation and cutting force in milling of A6061 aluminum alloy. Following
conclusions are obtained from this study:

(i) the simulated stresses and EPSs during chip formationwith strain rate are higher
than those without strain rate;

(ii) the comparisons of measured and simulated the cutting force with and without
strain rate show that it is of significance importance to take into account the strain
rate in the finite element model, especially for high-speed cutting condition.
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Chapter 12
Prediction of Temperature Distribution
in PCBN Cutting Tools in Orthogonal
Turning 9XC Hardened Alloy Steels

Dung Thi Quoc Nguyen

Abstract In this research, a numerical model of temperature distribution in PCBN
cutting tools in orthogonal turning 9XC hardened alloy steel was developed. The
heat sources generated at cutting zones were determined by theoretical calcula-
tions. The temperature distribution in the cutting tool, chip, and workpiece was
found by using the heat transfer equations combined with finite element analysis.
The isotherms obtained from the numerical model are high compatible with those
obtained from experimental measurements. The results indicate that the numeri-
cal model has satisfied the requirements and can be applied to similar machining
conditions.

12.1 Introduction

In metal cutting, cutting temperature plays an important role in determining machin-
ing efficiency. The cutting temperature influences the mechanical properties of the
workpiece and cutting tool, thus affecting the cutting forces and the tool life, integrity,
and quality of the machined surface.

There are several methods for determining cutting temperature such as thermo-
electricity, thermocouple, infrared radiation, mapping the change in structure and
hardness of materials depended on temperature, determining the color of hardened
steels, coating the materials working as the temperature indicators on the exam-
ined surface, etc., but all methods have not yielded accurate results since it is not
directly accessible to the heat-generating area. The development of coating technol-
ogy allowed the use of thermistor sensors to measure the temperature at the tool-chip
interface. However, all the tested coating layers were peeled off at the beginning of
the cutting process and after that, the sensor was damaged by chips [1]. Thus far,
no simple method with high accuracy has been identified to measure temperatures
in the cutting zone, even during orthogonal cutting. This is especially difficult for
the PCBN cutting tool since the material has very high hardness and it does not
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conduct electricity, so the use of the thermistor method and the machining the holes
for placing thermocouple has encountered with difficulties. In fact, only a few stud-
ies have been accomplished to measure the temperature of the PCBN cutting tools
using thermocouples or temperature indicators ormeasuring infrared radiation [2–4].
Therefore, the analytical models predicting the temperature in PCBN cutting tools
received much interest from researchers [3, 5–7]. In this study, a numerical model
for determing temperature distribution in the PCBN cutting tool when orthogonal
turning 9XC hardened alloy steels has been developed based on the heat transfer
model and finite element analysis.

12.2 Temperature Calculation

12.2.1 Thermal Model

The steady, two-dimensional heat transfer equation during orthogonal cutting can be
written as [8]

ρc

(
ux

∂T

∂x
+ uy

∂T

∂y

)
− k

(
∂2T

∂x2
+ ∂2T

∂y2

)
+ q(x, y) = 0. (1)

where ρ, c, k, T, q are the density, specific heat, thermal conductivity, temperature,
and heat generation rate per unit volume, respectively; x, y are the coordinates, and
ux and uy are the velocity components in the x and y directions.

This equation must be solved in the region illustrated in Fig. 12.1 [9], which
represents the boundary conditions that the equation must satisfy. Solving (1) can
be done numerically using the finite element method [10]. The solution yields the
temperature distribution over the solution region.

12.2.2 Heat Generation Rate in the Primary Deformation
Zone q1

The rate of plastic deformation heat generated per unit area in the primary defor-
mation zone q1 is calculated from the shear stress τAB and sliding velocity Vs in the
shear plane [11]. For simplicity, assume that the velocity is constant over the length
of the shear plane [12]. The equation of q1 can be written as

q1 = τABVs = (Fc cosφ − Ft sin φ) sin φ cosα

wt cos(φ − α)
V, (2)

where Fc and Ft are the tangential and axial components of the cutting force, respec-
tively; w and t are the width and thickness of the chip corresponding to the depth of
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Fig. 12.1 Boundary conditions for the thermal model [9]

cut a and the feed rate d; φ and α are the shear and the rake angles,V is the cutting
speed.

12.2.3 Heat Generation Rate in the Secondary Plastic Zone
q2

The heat generation rate on the secondary plastic region q2 includes two components:
q2 = q f + qp where q f is the heat generated due to the friction between the chip
and the rake face of the cutting tool and qp is the heat generated due to the plastic
deformation of the chip in the secondary zone.

12.2.3.1 Heat Generation Rate Due to Friction Between the Chip
and the Rake Face qf

The rate of frictional heat generated per unit area at the tool-chip interface q f is
calculated from the shear stress τ(x) and sliding velocity V(x) of the chip. Both of
them vary along the tool-chip interface as shown in Fig. 12.2 [12–14]. With τs is the
average shear stress, l is the total contact length, l1 is the length of the adhesive part,
over which the shear stress is constant, Vc is the chip velocity. Assume that l ≈ 2l1
and the shear stress varies linearly on the length of contact l1, the equation of q f is
given by [9]:
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Fig. 12.2 Variation of
velocity, stress and friction
heat on tool-chip interface
[9]

q f =
{

τs Vc
3

(
1 + 4x

l

)
0 ≤ x ≤ l/2

2τsVc
(
1 − x

l

)
l/2 ≤ x ≤ l

(3)

12.2.3.2 Heat Generation Rate in the Secondary Plastic Zone qp

The rate of plastic heat generated per unit volume in the secondary zone is given by
[15]

qp = τsecγ̇sec = (Fc sin α + Ft cosα)V sin φ

lwδt2 cos(φ − α)
. (4)

where τsec is the shear stress at the tool-chip interface,which is assumed to be constant
along the interface, γ̇sec is the strain rate in the secondary plastic area, which varies
linearly from constant value along the tool-chip interface to zero along the boundary
HM in Fig. 12.1; l and w are the contact length, and contact width of the tool-chip
interface, respectively; δt2 is the maximum thickness of the secondary plastic zone:
δt2 = 0.05 mm or 1/8 for the range of shear speeds considered (Fig. 12.1) [8, 15].

12.2.3.3 Equivalent Shear Stress in the Secondary Plastic Zone τ ′
s

For simplicity, consider the heat generated by plastic deformation and friction in the
secondary zone is equivalent to the heat generated due to the equivalent friction in
the tool-chip interface. Denote τ ′

(x) as the variable equivalent stress and τ ′
s is constant

equivalent stress, τ ′
s can be found by the law of conservation of energy as

Q2 =
l/2∫
0

τ ′
sVc

3

(
1 + 4x

l

)
wdx +

l∫
l/2

2τ ′
sVc

(
1 − x

l

)
wdx = FFVc. (5)
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τ ′
s = FF

wl
(
1
3 + 1

4

) = 12FF

7wl
. (6)

Substituting τ ′
s into (3) to find the rate of heat generated in secondary zone q2(x).

12.2.4 Heat-Generation Rate at the Tool Flank-Work
Interface qw

The flank wear land is considered flat and parallel to the finished surface. The stress
distributions are assumed uniform alongwith the interface. The rate of heat generated
over the flank wear land is constant and given by [13]:

q3 = Kc
V FC
tw

= 0.0671V Fc
1

t1w
, (7)

where Kc is the experimentally cutting force coefficient.

12.2.5 Experimental Parameters

It is necessary to carry out the experiments to estimate the input parameters for solving
(1). The experiments were conducted on HOWA STRONG 860 (Japan) lathe at the
machining conditions: cutting speed of v = 119.3 m/min; depth of cut a = 3 mm,
and the feed rate d = 0.06 mm/rev. The PCBN triangular inserts were used with the
geometric parameters as shown in Table 12.1. The cutting forces were measured by
a three-component force dynamometer (Kistler 9257BA) after machining the length
of 50 mm which is equivalent to 2.19 s of cutting.

The chip thickness tc and the contact length of the tool-chip interface l are mea-
sured on the SEM image of the chip root and tool rake face. The values of dimensions,
cutting forces, and velocities are summarized in Table 12.2. The material properties
include heat conductivity k, density ρ and specific heat c, where the density ρ is
considered unchanged, while the heat conductivity k and specific heat c are the tem-
perature dependent. For the 9XC workpiece and PCBN cutting tool, the material
properties are given as [3]: PCBN cutting tool material: ρ = 3120 (kg/m3); k varies
from k(20 °C) = 100 (W/mK) to k(900 °C) = 130 (W/mK); c varies from c(20 °C) =
1000 (J/kg K) to c(900°C) = 1966 (J/kg K). Workpiece material of 9XC steel: The

Table 12.1 Geometry of PCBN insert

Tool Rake angle α Clearance angle γ Side angle λ Nose radius r (mm)

PCBN −6° 6° 0° 0.8
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Table 12.3 The values of heat flux at the heat generating centers

τAB
(N/mm2)

As
(mm2)

q1
(W/mm2)

γ̇sec
105(1/s)

τ sec
(N/mm2)

τ ′
s

(N/mm2)
q2max
(W/mm2)

q3
(W/mm2)

919.32 0.45 1397 1.2 286 490 450 303

thermal properties can be considered as constant since they would not vary signifi-
cantly within the range of testing temperature: k = 47 (W/mK); ρ = 7800 (kg/m3);
c(20 °C) = 486 (J/kg K), ambient temperature T∞ = 20 °C. The heat generation rates
are calculated and summarized in Table 12.3.

12.2.6 Finite Element Model

A two-dimensional heat transfer simulation model was established as shown in
Fig. 12.3. The set-up of the simulation model includes the tool insert, tool holder, the
chip and workpiece. The process of meshing elements of the model is accomplished
inABAQUS softwarewith appropriate control parameters so that the heat-generating
areas are dividedwith fine-sized elements to achieve high accuracy. In total, thewhole
model is divided into 557,758 tetrahedral elements, each element has 4 nodes with
a total of 2,231,032 nodes as shown in Fig. 12.3a.

With input parameters including the geometry of the survey area, the material
properties of the tool and the workpiece, the specific heat flux and boundary con-
ditions. The process of analyzing the temperature distribution in orthogonal turning
9XC hardened steel with PCBN cutting tool has been carried out and given the
temperature distribution as shown in Fig. 12.3b.

The temperature distribution in PCBN cutting tools when orthogonal turning
9XC hardened alloy steel is also determined experimentally. Isotherms in the tool
are obtained from the boundaries between melted and unmelted zones of the thin
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Fig. 12.3 Meshing simulation model (a), temperature distribution (b), and isotherms in cutting
tools obtained from empirical measurement and numerical model (c)
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layers of different materials with specific melting points coated on the surface of the
cutting tool [16].

12.3 Results and Discussion

The results from the numerical and experimental models indicate that the heat gen-
erated during orthogonal turning 9XC hardened steel by PCBN cutting tool is very
large. Although most cutting heat is carried away by the chip and only a small por-
tion of the heat is transferred into the cutting tool, the temperature at the edge of the
cutting tool is still very high. It can reach 1163 °C at the beginning of machining and
1537 °C after only 2.19 s when the tool is worn.

It can be seen that the reason for the very high temperature at the tool edge is the
poor thermal conductivity of PCBN material while heat is continuously transferred
to a fixed position on the tool. On the other hand, in the hard turning process, the
machined materials have high hardness and durability. Thus, they require a large
amount of destructive energy, which causes a large shear force which results in a
high heat generation rate.

The isotherms obtained from the numerical are highly compatible with those
obtained fromexperimentalmeasurements. The differences at themelting boundaries
of the coatedmaterials are relatively small, namely: 0.2%at 419 °C (Zn), 5%at 659 °C
(Al), 0.1% at 919 °C (Ag) and 7.8% at 1064 °C (Au) (Fig. 12.3c).

12.4 Conclusion

In this research, a numerical model investigating the temperature distribution in the
PCBN cutting tool of the orthogonal turning 9XC hard ened alloy steel has been
developed. The model is based on the calculations with certain assumptions.

Results from calculation andmeasurement show that the temperature at the cutting
area during the orthogonal turning of 9XC hardened steel by PCBN tool is very high.
High temperatures cause the change in mechanical properties of the binder of the
PCBNmaterial, leading to rapid wear and plastic deformation of the tool edge while
accelerating chemical interaction and promoting wear mechanisms, result in faster
damage to the cutting edge.

The isotherms achieved from the numerical model are highly compatible with
those obtained from the experimental measurements since the differences are less
than 7.8%. This demonstrates that the proposed numerical model has acceptable
reliability and it can be applied to similar machining conditions.
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Chapter 13
Study on the Optimal Sealing
Technological Regime for Making Sport
Wears from Waterproof Fabric

Tran Thuy Trang and Phan Thanh Thao

Abstract The article focuses on the separate and simultaneous influences of seal-
ing technological effects: air temperature, sealing speed, roller pressure and nozzle
pressure on resistance to water penetration, ultimate tensile strength, the adhesive
strength of seam sealing afterwashed in processing sportwearsmade fromwaterproof
fabrics. In this research, we used the analysis of variance method for two-elements
case, planning method orthogonal experimental variety of factors, Microsoft Excel
2013 and Design Expert 11.0 software to process and analyse experiment results.
The result which is to identify sealing technological elements has important effects
on resistance to water penetration, ultimate tensile strength, the adhesive strength of
seam sealing after washed. The result of this study is an useful guide in the actual
production to improve the quality of links in order to save time and costs in the actual
production in sportwear garment enterprises as well as Seam tape supplier in general
and at TNG Investment and Trading Join Stock Company in particular.

13.1 Introduction

Nowadays, some products in fashion industry such as tents, single-layer or multi-
layer jackets need to have waterproof function with certain levels of waterproofing.
To achieve water-proof ability, in production, people not only use traditional sewing
methods but also use one of two methods: welding sealing and sealing seam.

Actual productions at Song Cong 2 Garment Company of TNG Investment and
Trading Joint Stock Company, sportswear products using themethod of sealing seam
are the dominant products. In order to evaluate product quality, the criteria of wash-
ing resistance, adhesive strength and water resistance are very important. Therefore,
within the scope of the research, the authors focus on studying, conducting explo-
ration and screening experiments, using mathematical tools to analyze the specific
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Table 13.1 Technical
specification required

STT Physical properties Value

1 Layers 2

2 Width (inch) 58 inch

3 Face fabric 100% PET (PU:
Laminated on face fabric)

4 Weight (g/m2) 150

5 Weave type Woven, Twill Fabric

6 Thickness (mm) 0.2 mm

7 Waterproofness (before
washing)

≥12,000 mm H2O

8 Waterproofness (after
washing)

≥10,000 mm H2O

9 Breaking strength (before
washing)

≥1.1 dN/20 mm

10 Breaking strength (after
washing)

≥0.9 dN/20 mm

levels of influence after washing. There are many technological factors that influ-
ence on the sealing seam quality, such as sealing temperature, sealing speed, wind
pressure and compression strength of axis plots, etc. Experimental use of waterproof
cloth with high quality processed products for sportswear at Song Cong 2 Garment
Company of TNG Investment and Trading Joint Stock Company.

13.2 Experimental Research

13.2.1 Object of Researching

13.2.1.1 Fabric

Select the common waterproof fabrics used for sportswear produced at Song Cong 2
Garment Company of TNG Investment and Trading Joint Stock Company. Some
specifications of ELM PES 2L TRANS T—experimental fabric are shown in
Table 13.1.

13.2.1.2 Tape

Adhesive tape is a material which is used to paste over temporary seams of water-
proofing materials (sealing seams or welding seams) with the aim of giving the
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Table 13.2 Thermal and physical properties

Information Tape ST604

Supplier BEMIS

Tape type ST604

Width 20 mm

Composition 100% PU

Gauge 89 µm

Softening point 105 °C

Note : 

a. 1st layer fabric 
b. 2st layer fabric
c. Tape

1. Single needle 
Lockstitch  

2. Topstitching

Fig. 13.1 Structure of seam sealing section

seams the necessary waterproofing and mechanical strength. Therefore, the struc-
ture, properties and number of layers of adhesive materials must be compatible with
the structure, properties and number of layers of a waterproof fabric. In this research,
select ST604 tape from BEMIS supplier. Technical information of the tape is shown
in Table 13.2 [1].

13.2.1.3 Section: Figure 13.1

See Fig. 13.1.

13.2.1.4 Measuring Device

Experiments of the research was carried out at the technical department of Song
Cong 2 Garment Company and the Company’s Internal Lab, including the follow-
ing equipment: lockstitch sewing machine, hot air tape sealing machine, washing
machines, leaking test machine, and tensile testing machine. Washing test was per-
formed according to DS034 standard, waterproof test—to DS270 standard, testing
the adhesive strength of the sealing seam according to DS044 standard—standards
of Decathlon Co., Ltd. (Strategic customer of Song Cong Garment Company 2) [2].
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13.2.2 Research Methodology

We use ANOVA variance analysis method with one factor on Microsoft Excel 2013
software to process and analyze empirical data to evaluate the degree of individual
impact of each paste technology to adhesion of sealing seam [3].

We use multivariate empirical planning method with the help of Design Expert
11.0 software, to design experiments, process and formulate empirical regression
equations to study the simultaneous effects of the factors. Technology factors to the
adhesion strength of the surface of all details glued on the research cloth [4].

13.2.2.1 Studying the Unique Effect of Each Factor to the Adhesive
Strength of the Sealing Seam

The empirical data for these experiments is established by considering the influence
of one factor, the values of this factor is changed, and the other factors remain at the
value set by the technical department (the parameter is using in production) [3, 4].

Specifically, the recommended parameters from the technical department are [5]:

(i) air temperature 500 °C;
(ii) sealing speed 22 ft/min;
(iii) roller pressure 0.45 MPa;
(iv) nozzle pressure 0.06 MPa.

All of the factors are measurable and controllable variables. The change in the
value of these factors is regular and based on the average value, the upper and
lower values are wider than the value ranges commonly established in enterprises to
ensure the total general and accurate experiments. Based on the actual production and
recommended parameters of the Bemis supplier, we choose the range of variations
of the paste technology factors in Table 13.3 [5–7].
Number of samples tested:

(v) the number of testing samples for each factor is 15 samples (each factor has 5
levels of change value; each level of sample is measured 3 times);

(vi) total number of testing: 15 × 4 = 60 (samples).

Table 13.3 Interval of 4 variables in the research

Elements Air
temperature (°C)

Sealing speed
(ft/min)

Roller
pressure (MPa)

Nozzle
pressure (MPa)

Value 480 20 0.35 0.04

490 21 0.40 0.05

500 22 0.45 0.06

510 23 0.50 0.07

520 24 0.55 0.08
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13.2.2.2 Studying the Effect of 4 Factors on the Adhesion Strength
of the Sealing Seam

Number of samples tested: we use the orthogonal planning level 2 for 4 influencing
factors. Then number of experiments is N = 2k−p + n0 + 2k = 24−1 + 4 + 2 × 4 =
20 experiments. Each experimental plan is measured 3 times. Total number of tests:
20 × 3 = 60 (samples).

The change in the value of these technological parameters is regular and based
on the average value. Based on the actual productions and recommended documents
of the fabric and adhesive supplier, we choose the range of variability of factors in
Table 13.4 [5–7].

13.3 Research Results

13.3.1 The Results of Each Factors Affect the Adhesion
Strength of the Sealing Seam

See Table 13.5.

13.3.2 Effect of Air Temperature on Adhesive Strength
of the Sealing Seam

Results of surveying the adhesive strength of seams on waterproofing fabrics in
research of the individual effect of air temperature are presented in Table 13.5. Using
Microsoft Excel 2013 software to conduct ANOVA variance analysis to assess the
influence of the air temperature on the adhesive strength of the sealing seam. Results
are presented in Table 13.6.

ANOVA analysis results in Table 13.6.

Table 13.4 Values and codes of 6 variables in the research

No. Variable in research Xj Value of real variable

−1.41 −1 0 1 1.41

1 Air temperature (oC) 450 470 500 530 550

2 Sealing speed (ft/min) 20 21 22 23 24

3 Roller pressure (MPa) 0.35 0.4 0.45 0.5 0.55

4 Nozzle pressure (MPa) 0.04 0.05 0.06 0.07 0.08
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Table 13.6 ANOVA analysis results on the effect of air temperature factors to the adhesive strength
of the seam sealing

Source of variation SS df MS F P-value F crit

Between groups 37.04967 4 9.262417 12.03401 0.000774 3.47805

Within groups 7.696867 10 0.769687 – – –

Total 44.74653 14 – – – –

Table 13.7 ANOVA analysis results on speed factors to the adhesive strength of the sealing seam

Source of variation SS df MS F P-value F crit

Between groups 80.47929 4 20.11982 38.30272 1.05E−07 3.055568

Within groups 7.879267 15 0.525284 – – –

Total 88.35856 19 – – – –

(i) F = 12.03401 >Fth= 3.47805, i.e. air temperature affects the adhesive strength
of the sealing seam with approximately 100% reliability;

(ii) the effect of the air temperature on the adhesive strength according to the rule
of quartic equation: y = −6E − 05x4 + 0.1115x3 − 81.454x2 + 26434x − 3E
+ 06; R2 = 1.

13.3.2.1 Effect of Sealing Speed on Adhesive Strength of the Sealing
Seam

Results of surveying the adhesive strength of seams on waterproofing fabrics in
research of the individual effect of sealing speed are presented in Table 13.5.

Using Microsoft Excel 2013 software, we conducted ANOVA variance analysis
to assess the influence of the sealing speed on the adhesive strength of the sealing
seam. Results are presented in Table 13.6.

ANOVA analysis results in Table 13.7.

(i) F = 38.30272 > Fth= 3.055568, i.e. sealing speed affects on the adhesive
strength of the sealing seam with approximately 99% reliability;

(ii) the effect of sealing speed on the adhesive strength according to the rule of cubic
equation:

y = 0.675x3−39.75x2 + 776.95x − 5024.9; R2 = 0.9936.

13.3.2.2 Effect of Roller Pressure Force on Adhesive Strength
of the Sealing Seam

Results of surveying the adhesive strength of seams on waterproofing fabrics in the
study of the individual effect of roller pressure are presented in Table 13.5.
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Table 13.8 ANOVA analysis results on the effect of roller pressure factors to the adhesive strength
of the sealing seam

Source of variation SS df MS F P-value F crit

Between groups 4.229778 4 1.057444 2.081074 0.134146 3.055568

Within groups 7.621867 15 0.508124 – – –

Total 11.85164 19 – – – –

We use Microsoft Excel 2013 software to conduct ANOVA variance analysis to
evaluate the impact of roller pressure on the adhesive strength of the sealing seam.
Results are presented in Table 13.8.

ANOVA analysis results in Table 13.8:

(i) F = 2.081074 < Fth = 3.055568, i.e. the roller pressure has little effect on the
adhesive strength of the sealing seam with approximately 98% reliability.

(ii) the influence of roller pressure on the adhesive strength of the sealing seam
follows the quadratic equation: y = −20.476x2 + 24.769x + 10.193; R2 =
0.985.

13.3.2.3 Influence of Nozzle Pressure on Adhesive Strength
of the Sealing Seam

Results of surveying the adhesive strength of seams on waterproofing fabrics in the
study of the individual effect of nozzle pressure are presented in Table 13.5.

We use Microsoft Excel 2013 software to conduct ANOVA variance analysis to
evaluate the impact of nozzle pressure on the adhesive strength of the sealing seam.
Results are presented in Table 13.9.

ANOVA analysis results in Table 13.8 show:

(i) FA =31.01385>Fth=4.351244, i.e. the nozzle pressure affects on the adhesive
strength of the sealing seam with approximately 98% reliability;

(ii) the effects of the nozzle pressure on the adhesive strength according to the rules
of cubic equation: y = 170131x3−30501x2 + 1740.9x − 13.567; R2 = 0.9847.

Table 13.9 ANOVA analysis results on the effect of nozzle pressure factors to the adhesive strength
of the sealing seam

Source of variation SS df MS F P-value F crit

Between groups 13.64165 4 3.410413 7.606191 0.001482 3.055568

Within groups 6.7256 15 0.448373 – – –

Total 20.36725 19 – – – –
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13.3.2.4 Simultaneous Effect of 4 Factors to the Adhesive Strength
of the Sealing Seam

Design expert software is used in designing experiments, data processing andbuilding
experimental recurrent equation display the principal that 4 variables in researching
influence on adhesive strength of the sealing seam. The adhesion strength equation
is obtained after data processing (Table 13.10):

Y = 17.05893 + 0.449013X1 + 1.58392X2 + 0.587240X3

+ 1.34350X4 + 1.03725X1X2 + 0.72125 X1X3 + 1.77517X1X4

+ 0.32625X2X3 + 0.250263X2X4 − 0.15125X3X4 + 0.31357X2
1

− 0.478929X2
2 − 0.496429X2

3 + 0.856071X2
4 (13.1)

R2 = 0.9267
X1 is the air temperature; X2 is the sealing speed; X3 is the roller pressure and X4

is the nozzle pressure.

Table 13.10 Summary of adhesive test results when changing 4 factors simultaneously

No. x1 x2 x3 x4 Y

1st 2st 3st Average

1 −1 −1 −1 −1 18.27 17.21 16.89 17.46

2 1 −1 −1 1 16.11 18.66 17.22 17.33

3 −1 1 −1 1 17.48 16.11 18.43 17.34

4 1 1 −1 −1 15.71 15.21 15.23 15.38

5 −1 −1 1 −1 17.12 17.12 16.34 16.86

6 1 1 1 −1 19.61 19.21 18.09 18.97

7 −1 1 1 1 16.89 17.43 18.01 17.44

8 1 −1 1 1 19.81 19.12 18.09 19.01

9 −1.41 0 0 0 17.60 16.34 15.89 16.61

10 1.41 0 0 0 18.62 17.12 17.89 17.88

11 0 −1.41 0 0 14.93 13.22 12.11 13.42

12 0 1.41 0 0 18.47 17.68 17.56 17.90

13 0 0 −1.41 0 15.13 14.21 15.11 14.82

14 0 0 1.41 0 17.25 15.72 16.32 16.43

15 0 0 0 −1.41 16.54 17.09 15.67 16.43

16 0 0 0 1.41 19.07 21.61 20.00 20.23

17 0 0 0 0 17.91 17.14 16.91 17.32

18 0 0 0 0 18.08 17.38 16.22 17.23

19 0 0 0 0 17.88 17.22 17.20 17.43

20 0 0 0 0 18.66 17.48 17.91 18.02



150 T. T. Trang and P. T. Thao

13.3.2.5 Comment

Considering the value of X i (i = 1 ÷ 4) if we stand alone, then in the 4 coefficients
(a1, a2, a3, a4) from (13.1), we see that the coefficient a2 has the highest absolute
value |a2|= 1.58392, so the influence of X2 or the sealing speed on adhesive strength
is the greatest compared to the remaining variables X1, X3, X4.

13.3.2.6 Analyze of the Effect of Each Factor on Adhesive Strength

Analyze the Effect of Air Temperature on Adhesive Strength

From (13.1) we have: a1X1 = 0.449013X1 → a1 = 0.449013 > 0→ The variation of
Y and X1 is covariant. That is when X1↑ → Y↑ and X1↓ → Y↓. To increase adhesion
strength (Y ), it is necessary to increase (X1), that is, increase the paste temperature.
However, if the temperature is too high, it will lead to an unqualified fire.

Analyze the Effect of Sealing Speed on Adhesive Strength

From (13.1) we have: a2X2 = 1.58392X2 → a2 = 1.58392 > 0 → The variation of Y
and X2 is covariant. That is when X2↑ → Y↑ and X2↓ → Y↓. To increase adhesion
strength (Y ), it is necessary to increase (X2), that is, increase the speed of gluing.
However, if the paste speed is too fast, the tape and fabric will not receive enough
heat to bond.

Analysis of Effect of Roller Pressure on Adhesive Strength

From (13.1) we have: a3X3 = 0.587240X3 → a3 = 0.587240 > 0 → The variation
of Y and X3 are covariant. That is when X3↑ → Y↑ and X3↓ → Y↓. To increase
adhesion strength (Y ), it is necessary to increase (X3), that is, increase the roller
compression force. However, if the compression pressure is too high, the glue in the
tape will be exposed to the edge of the adhesive, affecting the aesthetics and quality
of the seam.

Analysis of Effect of Nozzle Pressure on Adhesive Strength

From (13.1) we have: a4X4 = 1.34350X4 → a4 = 1.34350 > 0 → The variation of Y
and X4 is covariant. That is when X4↑ → Y↑ and X4↓ → Y ↓. To increase adhesion
strength (Y ), it is necessary to increase (X4), that is, the wind pressure. However, if
the increase in wind pressure is too high, it will cause unqualified fire.
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Fig. 13.2 3D graph showing the simultaneous effect of air temperature and sealing speed on
adhesive strength

13.3.2.7 Analyze of the Interaction Effect of Technological Factors
on Adhesive Strength

Interaction Effect Between Air Temperature and Sealing Speed on Adhesive
Strength

From (13.1) we have: a12X1X2 = 1.03725X1X2 → a12 = 1.03725 > 0 →
X1X2↑ → Y↑ and X1X2↓ → Y↓. To increase adhesion strength (Y ), X1X2

increases → X1X2 > 0, then X1 > 0 and X2 > 0 or X1 < 0 and X2 < 0. Due to
the fact that productions need to increase productivity, choose X1 > 0 and X2 > 0 and
moreover, the quality is also focused, so it is necessary to select the sealing speed and
air temperature to ensure high productivity and good adhesive quality (see Fig. 13.2).

Interaction Effect Between Air Temperature and Roller Pressure on Adhesive
Strength

From (13.1) we have: a13X1X3 = 0.72125X1X3 → a13 = 0.72125 >
0 → X1X3↑ → Y↑ and X1X3↓ → Y↓. In order to increase the adhesion strength
(Y ), the X1X3 decreases → X1X3 > 0, then X1 > 0 and X3 > 0 or X1 < 0 and X3 <
0. This means that the variation of air temperature and roller pressure is uniform,
It is necessary to adjust these parameters appropriately to achieve productivity and
quality (see Fig. 13.3).
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Fig. 13.3 3D graph showing the simultaneous effect of air temperature and roller pressure on
adhesive strength

Fig. 13.4 3D graph showing the simultaneous effect of air temperature and the nozzle pressure on
adhesive strength

Interaction Effect Between Air Temperature and Nozzle Pressure
on Adhesive Strength

From (13.1) we have: a14X1X4 = 1.03725X1X4 → a14 = 1.77517 >
0 → X1X4↑ → Y↑ and X1X4↓ → Y↓. To increase adhesion strength (Y ), X1X2

increases → X1X4 > 0, then X1 > 0 and X4 > 0 or X1 < 0 and X4 < 0. Due to the
fact that production needs to increase productivity, choose X1 > 0 and X4 > 0 and
moreover, the quality is also focused, so it is necessary to choose roller pressure and
air temperature to ensure high productivity and good adhesive quality (see Fig. 13.4).



13 Study on the Optimal Sealing Technological Regime for Making … 153

Fig. 13.5 3Dgraph showing the simultaneous effect of sealing speed and roller pressure on adhesive
strength

Interaction Effect of Sealing Speed and Roller Pressure on Adhesive Strength

From (13.1) we have: a23X2X3 = 0.023625X2X3 → a23 = 0.032625 >
0 → X2X3↑ → Y↑ and X2X3↓ → Y↓. To increase adhesion strength (Y ), X2X3

increases → X2X3 > 0, then X2 > 0 and X3 > 0 or X2 < 0 and X3 < 0. Due to the fact
that production needs to increase productivity, choose X2 > 0 and X3 > 0 and more-
over, the quality is also focused, so it is necessary to choose the sealing speed and
roller pressure to ensure high productivity and good adhesive quality (see Fig. 13.5).

Effect of Interaction Between Sealing Speed and Nozzle Pressure
on Adhesive Strength

From (13.1) we have: a24X2X4 = 0.250263X2X4 → a24 = 0.250263 > 0 → The
variation of Y andX2X4 are covariant. That is whenX2X4↑ → Y↑ andX2X4↓ → Y↓.
To increase adhesion strength (Y ), X2X4 increases→ X2X4 > 0, then X2 > 0 and X4 >
0 or X2 < 0 and X4 < 0. Due to the fact that production needs to increase productivity,
choose X2 > 0 and X4 > 0 and moreover, the quality is also focused, so it is necessary
to choose the paste speed and wind pressure to ensure high productivity and good
adhesive quality (see Fig. 13.6).

Influence of Interaction Between Roller Pressure and Nozzle Pressure
on Adhesive Strength

From (13.1) we have: a34X3X4 = −0.15125X3X4 → a34 = −0.15125 < 0 → The
variation of Y and X3X4 is inversely. That is when X3X4↑ → Y↓ and X3X4↓ → Y↑.
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Fig. 13.6 3D graph showing the effect of sealing speed and nozzle pressure on adhesive strength

Fig. 13.7 3D graph showing the simultaneous effect of roller pressure and nozzle pressure on
adhesive strength

To increase adhesion strength (Y ), X3X4 decreases → X3X4 < 0, X3 > 0 and X4 <
0 or X3 < 0 and X4 > 0. This means the variability of roller compression and torch
pressure are reversible variables. It is necessary to adjust these parameters reasonably
to achieve productivity and quality (see Fig. 13.7).
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13.3.2.8 Determining the Optimum Value of the Paste Technology
Parameters Ensures the Adhesive Strength of the Surface
of the Part Is the Largest

From the empirical regression equation expressing the law of the effect of 4 factors
of gluing technology on the adhesive strength of the sealing seam in research, we
conduct optimization of problems by Design Expert 11.0 software. Data processing
results find an optimal solution:

(i) optimal value of variables (coded form): X1 = 0.912315; X2 = 0.901385; X3

= 0.764905; X4 = 0.190739;
(ii) the maximum value of the adhesive strength: Ymax = 21.1254 (N).

From the calculation result for the coding variable, we can calculate the value
of the real variable: X1 = 530 (oC); X2 = 23 (ft/min); X3 = 0.49 (MPa); X4 =
0.06 (MPa).

13.4 Conclusion

(1) We performed experimental exploration to evaluate the individual influence of
some technological factors of taping machines such as: air temperature, sealing
speed, roller pressure, and nozzle pressure to adhesive strength of the sealing
seam on 2-layer waterproof fabrics, 100% PET base layers and coated with PU
used for sewing sportswear at Song Cong 2 Garment Company branch of TNG
Corporation. It has shown that there are three technology factors of a research
tape machine: (i) the air temperature, (ii) the sealing speed, (iii) the nozzle
pressure, which significantly affect on the adhesive strength; the roller pressure
has influence but lesser extent.

(2) ANOVA analysis results show that the air temperature affects on the adhesion
strength with a high confidence of approximately 100%:

y = −6E − 05x4 + 0.1115x3 − 81.454x2 + 26434x − 3E + 06; R2 = 1
(3) ANOVA analysis results show that the sealing speed affects on the adhesion

strength with approximately 99% reliability:
y = 0.675x3 − 39.75x2 + 776.95x − 5024.9; R2 = 0.9936

(4) ANOVA analysis results show that the roller pressure has little effect on the
adhesion strength with approximately 98% reliability:

y = −20.476x2 + 24.769x + 10.193; R2 = 0.985
(5) ANOVA analysis results show that the nozzle pressure has little affects on the

adhesion strength with approximately 98% reliability:
y = 170131x3 − 30501x2 + 1740.9x − 13.567; R2 = 0.9847

(6) The adhesion strength equation is obtained after data processing:
Y = 17.05893+ 0.449013X1 + 1.58392X2+ 0.587240X3 + 1.34350X4 +

1.03725X1X2+ 0.72125X1X3+ 1.77517X1X4+ 0.32625X2X3+ 0.250263X2X4

− 0,15125X3X4+ 0.31357X2
1 – 0.478929X

2
2 − 0.496429X2

3+ 0.856071X2
4
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(7) Study on using 100% polyester woven fabric and PU coating, Bemis ST604
tape and the parameter as below:

– air temperature is 530°C; sealing speed is 23 ft/min; roller pressure is
0.49 MPa; nozzle pressure is 0.06 MPa;

– the highest value of the adhesive strength is 21.1254 N.

(8) The above results are useful guides in the actual production at Song Cong 2
Garment Company, helping technicians to adjust the optimal technology regime
to ensure product quality stability, contributing to increasing the efficiency of
high-class sports clothing products from waterproof fabrics productions.
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Chapter 14
Equation for Density Matrix Systems
of Identical Particles

Boris V. Bondarev

Abstract The equations for the statistical operator and the density matrix are con-
sidered here for a single particle and a system of identical particles when dissipative
forces act on them. From the equation for the density matrix, a kinetic equation can
be obtained when the density matrix is diagonal. These equations are the basis for
the study of the simplest models of nanophysics.

14.1 Introduction

In quantum mechanics, the most general description of the system is the statistical
operator �̂. The statistical operator must be normalized at any time

Tr �̂ = 1, (1.1)

self-adjoint

�̂∗ = �̂ (1.2)

and positively definite. A correct equation describing the evolution of a statistical
operator must ensure that these properties are preserved over time.

For the first time the equation for the statistical operator:

�̂ = �̂(t, q), (1.3)

where q is the quantum coordinate of the system was obtained by Lindblad [1]. This
equation has the form:

i � ˙̂� = [H �̂] + i�D̂, (1.4)

B. V. Bondarev (B)
Moscow Aviation Institute, Moscow, Russia
e-mail: bondarev.b@mail.ru

© Springer Nature Switzerland AG 2020
I. A. Parinov et al. (eds.), Advanced Materials, Springer Proceedings
in Materials 6, https://doi.org/10.1007/978-3-030-45120-2_14

159

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-45120-2_14&domain=pdf
mailto:bondarev.b@mail.ru
https://doi.org/10.1007/978-3-030-45120-2_14


160 B. V. Bondarev

where Ĥ is the Hamiltonian of the system,

D̂ =
∑

jk

C jk{[â j �̂, â+
k ] + [â j , �̂â

+
k ]}, (1.5)

C jk are some numbers, and â j is an arbitrary operator. The operator D̂ is called
the dissipative operator. This statement can be written as

D̂ =
∑

jk

C jk{2â j �̂â
+
k − â+

k â j �̂ − �̂â+
k â j }. (1.6)

14.2 Equation for the Density Matrix of One Particle

The density matrix is related to the operator �̂ (t, q) formula

�nn′(t) =
∫

ϕ∗
n (t, q)�̂(t, q)ϕn′(t, q)dq. (2.1)

This formula specifies the density matrix �nn′(t) in the n-representation. Wave
function ϕn(t,q) can be found from the Schrödinger equation:

i �ϕ̇n = Ĥϕn. (2.2)

The equation for the densitymatrix was derived from the Liouville–VonNeumann
equation in [2, 3]. This equation is analogous to the Lindblad equation and has the
form:

i ��̇nn′ =
∑

m

(Hnm�mn′ − �nmHmn′)

+ i �{
∑

mm ′
γnm,m ′n′�mm ′ − 1/2

∑

m

(γnm�mn′ + �nmγmn′)}, (2.3)

where Hnm are the matrix elements of the Hamiltonian Ĥ system, γnm,m ′n′ is some
matrix,

γnn′ =
∑

m

γmn′nm . (2.4)

Equation (2.3) can be written as

i��̇nn′ =
∑

m

(Hnm�mn′ − �nmHmn′) + i�Dnn′ , (2.5)
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where Dnn′ is a dissipative matrix, which will now be equal to

Dnn′ =
∑

mm ′
γnm,m ′n′�mm ′ − 1/2

∑

m

(γnm�mn′ + �nmγmn′). (2.6)

Compare this formula with the formula (1.6), we establish that

γnm,m ′n′ = 2
∑

jk

C jkanm, j a
+
m ′n′,k, (2.7)

where anm, j are matrix elements of the operator â j .
The diagonal element �nn′ is the probability wn that the system is in the state n.

This value satisfies the normalization condition:

∑

n

�nn = 1. (2.8)

This formula is similar to the formula (1.1).
In addition, the density matrix �nm satisfies the following condition:

�∗
nm = �mn. (2.9)

The same condition is subject to Hamiltonian:

H∗
nm = Hmn. (2.10)

Consider the system where the density matrix �nm at an arbitrary time t is in the
diagonal state:

�nm = wnδnm, (2.11)

where δnm is the Kronecker symbol. Then from (3.3) we obtain

ẇn =
∑

m

(pnmwm − pmnwn), (2.12)

where

pnm = γnm,mn = 2π/�

∑

NM

∣∣υnN ,mM

∣∣2WMδ(εn − εm + EN − EM), (2.13)

there is a probability of transition of the system in a unit of time from the state m to
the state n,

WN = v exp(−βEN )
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there is a possibility that the environment is in an equilibrium state with quantum
numbers N, and EN is its energy in this state, ν is the normalization factor, β =
1/(kBT ) is the inverse temperature; υnN ,mM are the matrix elements of the system
interaction with its environment. Formula (2.13) is the Golden rule of Fermi.

14.3 The Hierarchy for the Statistical Operators

Consider a system consisting of N identical particles. The statistical operator �̂

describing the state of such a system can be written as

�̂ = �̂(t, q1, q2, . . . , qN ) ≡ �̂(1, 2, . . . , N . (3.1)

Here, the numbers in parentheses indicate the indices of the variables that are
affected by this operator. The statistical operator, as well as any other operator
describing the state of the system of identical particles, must be symmetric:

�̂(. . . , i, . . . , j, . . .) = �̂(. . . , j, . . . , i, . . .). (3.2)

We take the following normalization condition for the statistical operator:

Tr1...N �̂(1, 2, . . . , N ) = N !. (3.3)

The Hamilton operator for the system of identical particles can be represented as
a sum

Ĥ(1, 2, . . . , N ) =
N∑

i=1

Ĥ(i) + 1/2
N∑

i=1, j=1, j �=i

Ĥ(i, j) (3.4)

where Ĥ(i) is a single-particle Hamiltonian, i.e. the energy operator of one particle
without taking into account its interaction with other particles; Ĥ(i, j) is the interac-
tion operator of two particles. A single-particle Hamiltonian may contain dissipative
terms. The two-particle Hamiltonian must be symmetric:

Ĥ(i, j) = Ĥ( j, i). (3.5)

Under this condition, the Hamiltonian (3.4) will also be symmetric.
Let us temporarily omit the summation operation in the expression (1.5) and write

it as follows:

D̂ = [
â�̂, â+] + [

â, �̂â+]
. (3.6)
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Suppose that the dissipative processes occurring in the system are due to the
stochastic interaction of particles with the heat reservoir. Each particle interacts with
it independently of other particles. In this case, the multi-particle operator a in the
expression (3.6) can be represented as a sum:

â = â(1, . . . , N ) =
N∑

i=1

â(i), (3.7)

where operator â(i) characterizes the effect of the heat reservoir on one of the
particles. Substituting this sum into the expression (3.6) gives

D̂ =
N∑

i=1

N∑

j=1

{[
â(i)�̂, â+( j)

] + [
â(i), �̂â+( j)

]}
. (3.8)

Of practical interest is the equation for the single-particle statistical operator �̂(1),
which is determined by the ratio:

�̂(1) = 1/(N − 1)!Tr2...N �̂(1, 2, . . . , N ). (3.9)

From this definition, condition (3.3) implies the normalization condition for the

Tr1�̂(1) = N . (3.10)

We define a two-particle statistical operator �̂(1, 2) as

�̂(1, 2) = 1/(N − 2)!Tr3...N �̂(1, 2, . . . , N ). (3.11)

This operator satisfies the normalization condition:

Tr12�̂(1, 2) = N (N − 1).

14.4 The Equation for the Statistical Operators

We assume that (1.4) is true for the operator (3.1). To obtain the equation for the
derivative of the one-particle operator �̂(1), we apply to both parts of (1.4) the
convolution operation Tr2...N . Since

Tri [Ĥ(i)�̂(1, 2, . . . , N )] ≡ 0,

using the definition (3.9), we obtain:
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Tr2...N

N∑

i=1

[Ĥ(i)�̂(1, 2, . . . , N )] = (N − 1)![Ĥ(1)�̂(1)].

By virtue of identity:

Tri j [Ĥ(i, j)�̂(1, 2, . . . , N )] ≡ 0,

taking into account the property (3.5) and the definition (3.11), we will have

Tr2...N1/2
N∑

i=1, j=1, j �=i

[Ĥ(i, j)�̂(1, 2, . . . , N )]

= 1/2Tr2...N

⎧
⎨

⎩

N∑

i=1, j=2, j �=i

[Ĥ(1, j)�̂(1, 2, . . . , N )]

+
N∑

i=2, j=2, j �=i

[Ĥ(1, j)�̂(1, 2, . . . , N )]}

= 1/2(N − 1)!Tr2[Ĥ(1, 2)�̂(1, 2)].

Likewise

Tr2...N D̂ = Tr2...N {[â(1)�̂, â+(1)] + [â(1), �̂â+(1)]

+
N∑

i=2

([â(i)�̂, â+(1)] + [â(i), �̂â+(1)]

+ [â(1)�̂, â+(i)] + [â(1), �̂â+(i)])

+
N∑

i=2

N∑

j=2

([â(i)�̂, â+( j)] + [â(i), �̂â+( j)])}

= (N − 1)!{[â(1)�̂(1), â+(1)] + [â(1), �̂(1)â+(1)]
+ [Tr2â(2)�̂(1, 2), â+(1)] + [â(1),Tr2�̂(1, 2)â+(2)]},

since

Tri
[
â(i), �̂â+( j)

] ≡ 0, Tr j
[
â(i)�̂, â+( j)

] ≡ 0.

Having collected together the expressions, we come to the equation:

i� ˙̂�(1) = [Ĥ(1)�̂(1)] + 1/2Tr2[Ĥ(1, 2)�̂(1, 2)]
+ i�{[â(1)�̂(1), â+(1)] + [â(1), �̂(1)â+(1)]
+ [Tr2â(2)�̂(1, 2), â+(1)] + [â(1),Tr2�̂(1, 2)â+(2)]}. (4.1)
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14.5 The Equation for the Density Matrix

We denote the matrix elements of operators �̂(1), �̂(1, 2), Ĥ (1), Ĥ (1, 2) and â(1) in
a certain n-representation as

�n1n′
1
= �11′ , �n1n2,n′

1n
′
2
= �12,1′2′ ,

Hn1n′
1
= H11′ , Hn1n2,n′

1n
′
2
= H12,1′2′ ,

an1n′
1
= a11′ ,

and write (4.1) in matrix form:

i��̇11′ =
∑

n2

[H12�21′ ] + 1/2
∑

n2n3n4

[H12,34�43,21′ ]

+ i�{
∑

n2n3

([a12�23, a
+
31′ ] + [a12, �23a

+
31′ ])

+
∑

n2n3n4

([a34�43,12, a
+
21′ ] + [a12, �21′,34a

+
43])}. (5.1)

The two-particle density matrix �12,1′2′ , describing the state of the boson system
must be symmetric. Whereas the two-particle density matrix of the fermion system
must be antisymmetric. Approximately thismatrix can be expressed through a single-
particle density matrix as follows:

�12,1′2′ = �11′�22′ ± �12′�21′ , (5.2)

where the plus sign corresponds to bosons and the minus sign corresponds to
fermions. Swap the first two variables and the second two in this formula and get

�21,2′1′ = �22′�11′ ± �21′�12′ . (5.3)

It is seen that these two-particle density matrices are symmetric:

�12,1′2′ = �21,2′1′ . (5.4)

Substitute the expression (5.2) in (5.1). We come to the equation for a single-
particle density matrix:

i��̇11′ =
∑

n2

[H12�21′ ]

+ 1/2
∑

n2n3n4

[H12,34(�42 �31′ ± �41′ �32)]
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+ i�{
∑

n2n3

([a12 �23, a
+
31′ ] + [a12, �23a

+
31′ ])

+
∑

n2n3n4

([a34(�41 �32 ± �42 �31), a
+
21′ ]

+ [a12, (�23 �1′4 ± �24 �1′3)a
+
43])}. (5.5)

Two-part matrix H12,1′2′ the fermions are anti-symmetric, i.e. it satisfies the
relations:

H12,1′2′ = −H21,1′2′ = −H12,2′1′ = H21,2′1′ . (5.6)

For bosons, this matrix is symmetric:

H12,1′2′ = H21,1′2′ = H12,2′1′ = H21,2′1′ . (5.7)

We transform the summand with a two-particle Hamiltonian:

∑

n2n3n4

([H12,34(�42 �31′ ± �41′ �32)]

=
∑

n2n3n4

([H12,34, �42�31′ ] ± [H12,34, �41′�32]).

Swap the indexes n3 and n4 in the second part of this equation. We will have

∑

n2n3n4

([H12,34(�42 �31′ ± �41′�32)]

=
∑

n2n3n4

([H12,34, �42 �31′ ] ± [H12,43, �31′�42])

=
∑

n2n3n4

[(H12,34 ± H12,43), �42 �31′ ]

= 2
∑

n2n3n4

[H12,34, �42 �31′ ].

This equality is true by virtue of the formulas (5.6) and (5.7).
Enter the symbol:

γ12,31′ = 2a12 a
+
31′ , (5.8)

Write (5.5) with this notation [4, 5]:

i��̇11′ =
∑

n2

[H12 �21′ ] +
∑

n2n3n4

[H12,34, �42 �31′ ]
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+ i �/2
∑

n2n3

(2γ12,31′�23 − γ23,12�31′ − γ31′,23�12)

+
∑

n2n3n4

{(�14 �23 ± �24�13)γ34,21′

− γ34,12(�24 �1′3 ± �1′4�23) + γ12,43(�32 �41′ ± �42�31′)

− (�31 �42 ± �41 �32)γ21′,43}. (5.9)

This is the desired equation for the density matrix.

14.6 Kinetic Equation

Substitute the diagonal matrix (2.11) in (5.9):

�12 = w1 δ12. (6.1)

We will have after we put n2 = n1, the following equation:

∂w1/∂t =
∑

n2

(γ12,21w2 − γ21,12w1)

+ 1/2
∑

n2

w1 w2{γ21,21 ± γ12,21 − (γ12,12 ± γ21,12)

+ γ12,12 ± γ12,21 − (γ21,21 ± γ21,12)}.

Reducing the terms containing elements of the matrix γ12,12 and γ21,21, we obtain
the kinetic equation:

∂w1/∂t =
∑

n2

{γ12,21w2(1 ± w1) − γ21,12w1(1 ± w2)}. (6.2)

Substitution of formula (2.13) in

p12 = γ12,21, (6.3)

results that (6.2) can be written as

∂w1/∂t =
∑

n2

{p12w2(1 ± w1) − p21 w1(1 ± w2)}. (6.4)

where p12 is the probability of transition of a particle per unit time from the state n2
to the state n1.
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14.7 The Energy of the System of Identical Particles
Unitary Matrix

We write a known expression for the average energy of the particle system:

E =
∑

n1n2

H12�21 + 1/2
∑

{n}
H12,34 �34,12, (7.1)

where {n} = n1, n2, n3, n4.
Let a κ-representation of the density matrix will be diagonal, i.e., has the form:

�̃κκ ′ = wκ δκκ ′ , (7.2)

�̃κ1κ2,κ
′
1κ

′
2
≡ �̃12,1′2′ = w(11)

12 (δ11′ δ22′ ± δ12′ δ21′). (7.3)

where probabilities wκ and w(11)
12 satisfy the conditions:

∑

κ

wκ = N ,
∑

κ1κ2 �=κ1

w(11)
12 = N (N − 1). (7.4)

The probability w(11)
12 determines that both of the condition of κ1 and κ2 �= κ1

occupied by particles.
The transition from the n-representation to the κ-representation is carried out

using the unitary matrix Unκ , which is determined by the relation:

∑

n

Unκ U
∗
nκ ′ = δκκ ′ . (7.5)

If the unitary matrix is known, then the density matrix in the κ-representation is
found by the formula:

�̃κκ ′ =
∑

nn′
Unκ �nn′ U ∗

n′κ ′ . (7.6)

Since the expression (7.1) in any representation has the same form, substituting
the expression (7.2) and (7.3) in this formula will give

E =
∑

κ

εκwκ + 1/2
∑

κ1κ2 �=κ1

ε12w
(11)
12 , (7.7)

where

εκ =
∑

nn′
U ∗

nκHnn′Un′κ (7.8)
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is the energy of a particle in a state κ ,

ε12 = 2
∑

{n}
U ∗

1κ1U
∗
2κ2H12,34U3κ1U4κ2 (7.9)

is the interaction energy of two particles, one of which is in the state κ1, and the other
is in the state κ2.

14.8 Variational Principle

In thermodynamics, the variational principle was developed, which along with the
quantum (5.7) leads to the same results. Only now we are talking about systems of
particles in the state of thermodynamic equilibrium. That is why now in a few words
we will talk on the variation principle.

The thermodynamic potential  of the particle system is related to the average
internal energy E, entropy S, absolute temperature T, chemical potential μ and the
average number of particles N:

 = E−S T−μN . (8.1)

The function y = y(x) describing the equilibrium state of the system can be found
by theLagrangemethod. Todo this, the thermodynamic potential should be expressed
through this function  = (y), differentiated by this function and to equate the
derivative with zero:

∂/∂y = 0. (8.2)

As a result, we obtain the equations for the equilibrium function.
With energy, almost everything is clear from the previous section, but it is not

clear why we started talking about the unitary matrix. The fact is that entropy can
be written only for the density matrix in the diagonal form (7.2). For example, the
entropy of the fermion system in the first approximation, when the binary probability

w(11)
12 = w1 w2 (8.3)

for κ1 �= κ2, equal to

S = −kB
∑

κ

{(1 − wκ) ln(1−wκ) + wκ ln wκ}. (8.4)

In the first approximation, the energy of the fermions is
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E =
∑

κ

εκwκ + 1/2
∑

κ1κ2 �=κ1

ε12w1w2 (8.5)

provided that ε11 = 0.
Now that we know the thermodynamic potential as a function of wκ , we will find

the derivative of it. As a result, we get [6]:

wκ = 1/
{
1 + eβ(εκ−μ)

}
, (8.6)

where

εκ = εκ +
∑

κ ′
εκκ ′wκ ′ (8.7)

is the average energy of one fermion in the state κ .

14.9 Correlation Function

The variational principle allows us to find not only the probability wκ , but also the
binary probability w(11)

12 . To do this, we introduce the so-called correlation function
ξκκ ′ using the ratio

w(11)
κκ ′ = wκwκ ′(1 − δκκ ′) + ξκκ ′ . (9.1)

14.10 The Probability of Transition of a Particle

The probability of transition p12 particles from the state of κ2 to the state κ1, according
to the Fermi rule (2.13) must depend on the difference ε1 − ε2 medium energy
particles in these states. As it is known, the thermodynamic equilibrium of a particle
system obeys the Boltzmann rule. Thus, the probability of transition of a particle in
equilibrium can always be represented as

p12 = p(o)
12 e

−β(ε1−ε2)/2, (10.1)

where

p(o)
12 = p(o)

21 ,

εi is the average energy of particles in a state of κi .
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Let the system of particles come to a state of thermodynamic equilibrium. Since
the probability wκ is now time-independent, the right side of (6.4) is zero. Thus, the
principle of detailed equilibrium in this case is expressed by the equality:

p12 w2(1 ± w1) = p21 w1(1 ± w2) (10.2)

Substituting the expression (10.1) into this equation, after simple transformations,
we obtain

(1 ± w1)/w1 e
−βε1 = (1 ± w2)/w2 e

−βε2 , (10.3)

where the left part depends on κ1, and the right on κ2. This is possible only if both
parts of the equality are equal to the same constant value. We denote this value as
e−βμ, where μ is the chemical potential. Come to the equation:

(1 ± w)/w = eβ(ε̄−μ), (10.4)

in which the average energy of the particle ε̄ according to the formula (8.7) is a
functional depending on the distribution function w. Only knowing the dependence
of the energy ε̄ on the probability w, it is possible to find the distribution of particles
by states.

For equilibrium systems of non-interacting particles, (10.4) leads to Fermi–Dirac
or Bose–Einstein functions:

w = 1/
[
1 ± eβ(ε−μ)

]
, (10.5)

where the energy ε is the eigenvalue of a single-particle Hamiltonian.

14.11 Conclusion

Equation (5.9) given here gives an opportunity to use it to describe the motion of
identical particles in various problems of nanophysics. It should be noted that the
presence of a dissipative term in this equation leads this equation to a kinetic equation
for the probability.
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Chapter 15
Crystal Structure and Dielectric
Properties of Layered Perovskite-Like
Solid Solutions Bi3−xLuxTiNbO9 (x = 0,
0.05, 0.1) with High Curie Temperature

S. V. Zubkov and S. I. Shevtsova

Abstract The structural and electrophysical characteristics of a number of solid
solutions of layered perovskite-like oxides Bi3−xLuxTiNbO9 (x = 0, 0.05, 0.1) have
been studied. According to the data of powder X-ray diffraction, all the compounds
are single-phase with the structures of two-layer Aurivillius phases) (m = 2) with
the orthorhombic crystal lattice (space group A21am). The temperature dependence
of the relative permittivity ε/ε0(T ) compounds have been measured and showed that
the Curie temperature of the perovskite-like oxides Bi3−xLuxTiNbO9 increases with
the doping parameter x up to TC = 964 °C.

15.1 Introduction

The Aurivillius phases (APs) [1–4] are a large family of bismuth-containing lay-
ered perovskite-like compounds, the chemical compositions of which are described
by the general formula Am−1Bi2BmO3m+3. The crystal structure of APs is alternat-
ing [Bi2O2]2+ layers, between which there are m perovskite-like [Am−1BmO3m+1]2−
layers, where positions A are occupied by ions with large radii [Bi3+, Ca2+, Sr2+,
Ba2+, Y3+, Pb2+, Na+, K+, Th4+, Ln3+, and Lu3+ (lanthanides)] and the positions B
inside oxygen octahedra are occupied with ions of small radii (Ti4+, Nb5+, Ta5+,
W6+, Mo6+, Fe3+, Mn4+, Cr3+, and Ga3+). Layered perovskite-like compounds of
bismuth oxides of the APs family are promising lead-free materials for applying in
piezoelectric devices, in particular, at high temperatures and high frequencies. They
demonstrate low temperature coefficients of dielectric and piezoelectric losses, and
low aging temperatures, in addition to high Curie temperatures (TC ≤ 965 °C) [5,
6]. In recent years, more attention has been placed on the design and studies of new
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APs [7–11]. The APs such as SrBi2Nb2O9 (SBN), SrBi4Ti4O15 (SBTi), SrBi2Ta2O9

(SBTa), La0.75Bi3.25Ti3O12 (BLT) and so on were accepted as excellent materials
for the energy independent ferroelectric memory with small access time (FeRAM)
[12–16]. Bi3TiNbO9 (BTNO) with m = 2 that consists of (Bi2O2)2+ layers between
which there are (BiTiNbO7)2− layers [17] is a promising material for fabricating
high temperature piezoelectric sensors because of their very high Curie temperature
TC (914–921 °C) [5, 17], despite the fact that the piezoelectric modulus of BTNO
ceramic is fairly low (d33 < 7 pC/N) [18]. Numerous examples [19–31] showed that
replacements of atoms in A- and also in B-positions of an APs crystal lattice led to
the change in the structure, the dielectric properties and significantly influenced the
polarization processes in these compounds.

In this work, we have synthesized a number of new solid solutions of layered
perovskite-like oxides Bi3−xLuxTiNbO9 (x = 0, 0.05, 0.1) in which proportions
between amounts of Bi3+ and Lu3+ ions entering in A-position was varied. We have
studied their crystal lattices, the dielectric and electrophysical characteristics. The
ionic radius of Lu3+ is significantly smaller than the ionic radius of Bi3+ ion, which
must lead to significant distortions of the crystal structure of the obtained substi-
tutional solid solutions and influence their dielectric characteristic and the value of
Curie temperature, TC.

15.2 Experimental

The polycrystalline solid solutions of layered perovskite-like oxides
Bi3−xLuxTiNbO9 (x = 0, 0.05, 0.1) have been synthesized by two stage solid
phase reaction, consisting of a synthesis stage and a sintering stage. The powders of
oxides Bi2O3, TiO2, Nb2O5 and oxide Lu2O3 with 99% purity became the starting
materials for the synthesis, and were taken in the calculated stoichiometric ratio.
After the initial compounds were weighted and preliminarily ground, the synthesis
was carried out at a temperature of 860 °C for 6 h. Then, the repeated grinding was
performed, and the powder was pressed into 1–1.5 mm thick pellets of a 10 mm in
diameter, and the final burning was carried out at a temperature of 1100 °C for 4 h.

Structural analysis of the sintered materials was carried out using X-ray DRON-
3 M diffractometer a BSV21-Cu X-ray tube. The CuKα1,α2 radiation was selected
from the total spectrum using a Ni filter.

TheX-ray diffraction patternsweremeasured in the range of 2θ angles from10° to
65° with a pitch of 0.04° and exposure for 4 s. The spectrum profile was analyzed and
the line position were determined and their indexing (hkl) according to the chosen
unit cell model were performed using the PCW-2.4 program [32].

To perform the electric measurements, Ag–Pd electrodes were deposited on the
plane surface of the ceramic samples. The measurements were carried out using
an E7-20 LCR immittance meter in the frequency range 100 kHz–1 MHz in the
temperature range from room temperature to 980 °C.
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15.3 Results and Discussion

The crystal structure of APs Bi3−xLuxTiNbO9 (x = 0, 0.05, 0.1) was determined by
X-ray powder diffraction. The diffraction patterns of all the compounds correspond
to the AP phase withm = 2. Figure 15.1 shows the XRD patterns of the Lux samples.
It was found that all prepared APs crystallized in the orthorhombic system with
unit cell space group A21am (36) (Joint Committee for Powder Diffraction Standard
(JCPDS) No. 38-1257) and no other impurity diffraction peaks are observed, which
indicates that the Lu ions are successfully entered into the crystal structure ofBLuTN.

Thehighest intensity diffraction peaks are referred to the (115) orientation, accord-
ing to the (112 m + 1) peak of the AP compounds. The highest intensity of the main
diffraction peak (115) indicates that all the samples are randomly oriented and poly-
crystalline. As seen at the inset of Fig. 15.1, the diffraction peak (115) shifts toward
higher angle with the increasing x, implying the decrease in the cell volume.

Table 15.1 gives the unit cell parameters and volumes, calculated tolerance factors,
t, the maximum values of the relative permittivity ε/ε0 at a frequency of 100 kHz
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Fig. 15.1 X-ray diffraction patterns of powders: (1) Bi3TiNbO9, (2) Bi2.95Lu0.05TiNbO9, (3) Bi2.9
Lu0.1TiNbO9

Table 15.1 Unit cell parameters a, b, c and volume V, tolerance-factor, t, relative permittivity
ε/ε0 at a frequency of 100 kHz, Curie temperature, TC, and activation energy

Compound a, Å b, Å c, Å V, Å3 t ε/ε0 TC , °C

Bi3TiNbO9 5.3941 5.4339 25.099 735.67 0.972 1500 921

Bi2.95Lu0.05TiNbO9 5.3933 5.43033 25.068 734.176 0.9709 1450 958

Bi2.9Lu0.1TiNbO9 5.3923 5.4292 25.0625 733.726 0.97016 800 964
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Fig. 15.2 Dependence of the unit cell parameters a, b, c on x in solid solutions Bi3−xLuxTiNbO9
(x = 0, 0.05, 0.1): (1) parameters a, b (Å) and (2) parameter c (Å)

and the Curie temperatures TC. As is seen from Table 15.1, the unit cell volume in
the noted series of solid solutions decreases by more than 2.5% as x increases to 0.1
(Fig. 15.2). This is related to the difference in the values of ionic radii in positions
A of the perovskite-like layers, where Bi3+ ions are replaced with Lu3+ ions with
smaller radius (Bi = 1.38 Å, Lu3+ = 1.1 Å [33]). It can be noted that a decrease in
the unit cell volume with an increase in x is due to significant decrease in parameter
c along the crystallographic direction [001], whereas, in this case, parameters a and
b increase.

The changes of the unit cell parameters of the Bi3−xLuxTiNbO9 (x = 0, 0.05,
0.1) solid solutions with the AP structure take place according to the Vegard law
(Fig. 15.2). The obtained values of the rhombic�b = (b − a)/a and tetragonal �c =
(c′ − at)/at deformations (where at = (a + b)/a is the average tetragonal period and
c′ = 3c/(8 + 6m) is the average thickness of the single perovskite layer) (Table 15.2)
[4]. As is seen from Table 15.2, the rhombic distortion of the pseudo-perovskite cell
of APs substantially decreases as parameter x is varied from 0 to 0.1 as compared
to that in undoped Bi3TiNbO9. All the APs series demonstrates an increase in the
tolerance factor, t, due to a decrease in the amount of Bi3+ ions with the largest ionic
radius, while the average tetragonal period at and the average thickness of a single
perovskite layer decrease systematically.

Table 15.2 Unit cell volume, V, parameter of the tetragonal period, at , octahedron height along
c-axis, c′, deviation of the unit cell of cubic shape, δc′, rhombic distortion, �b, relative change in
the unit cell volume, (V − Vx)/Vx , bismuth–oxygen layer, c0

Compound V, Å3 at , Å c′, Å δc′, % δb,
%

(V −
Vx)/Vx , %

c0,

Bi3TiNbO9 735.67 3.8288 3.765 −1.67 0.732 0.0 3.765

Bi2.95Lu0.05TiNbO9 734.176 3.7602 3.7602 −1.73 0.7 0.2 3.7602

Bi2.9Lu0.1TiNbO9 733.72 3.7593 3.776 −1.75 0.661 0.25 3.77593
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The tetragonal distortion of APs significantly changes in the range of x = 0−0.1;
the octahedra are in a compressed state along c-axis in pseudo-perovskite layers.
The relative permittivity ε/ε0 and the dielectric loss tangent tanδ were measured in
Bi3−xLuxTiNbO9 (x = 0, 0.05, 0.1) at frequencies 100–1000 kHz (Fig. 15.3a–d). All
the temperature dependences of the permittivity have sharp maxima, the positions
of which are associated with the Curie temperatures, TC of these compounds.
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Fig. 15.3 Temperature dependence of the relative permittivity ε/ε0 and the loss tanδ for APs
Bi3−xLuxTiNbO9 (x = 0, 0.05, 0.1) at 0.1–1.0 MHz: a Bi3TiNbO9, b Bi2.95Lu0.05TiNbO9,
c Bi2.9Lu0.1TiNbO9
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Correspondingly, the dielectric loss curves have clear minima at the Curie temper-
ature TC. The positions of the dielectric loss maxima are independent of frequency
for all APs, which indicate the absence of relaxor properties in these compounds. The
maximum Curie temperature TC ≈ 964 °C was obtained for the Bi2.9Lu0.1TiNbO9

composition. TheCurie temperatureTC of the studiedAPs decreaseswith an increase
in the unit cell parameters a and b and its volume V and decreases with parameter c.
This dependence is directly related to the correlation between the tolerance-factor, t
and the value of Curie temperature, TC , characteristic of APs [19, 21].

Tolerance factor, t was introduced by Goldschmidt [34] as a parameter that deter-
mines the ionic packing in cubic cells: t = (RA+ RO)/

√
2(RB+ RO), where RA and RB

are cation radii in positions A and B, respectively, and RO is the oxygen ion radius.
Later this rule was also used for determination of the stability of the perovskite-like
[Am–1BmO3m+1]2− layers.

In this work, we calculated tolerance-factor, t, using the values of the ionic radii
by Shannon (O2+ (coordination number (CN) = 6) RO = 1.40 Å; R3+

Bi (CN = 12) =
1.38 Å; R3+

Lu (CN = 12) = 1.1 Å, Nb5+ (CN = 6) RNb = 0.64 Å; Ti4+ (CN = 6) =
0.605 Å). The ionic radii for the coordination with R3+

Bi (CN = 12) and R3+
Lu (CN =

12) are not given in [33], and these values were determined from the dependences
of their ionic radii on the coordination numbers extrapolated to the region of high
values. As is seen from Table 15.1, the members of the series Bi3−xLuxTiNbO9 (x =
0, 0.05, 0.1) demonstrated dependence of Curie temperature, TC , on the calculated
values t of the tolerance-factors, which enables us to predict its value for other values
of x.

The temperature dependences of the loss tangent tanδ (Fig. 15.3) show the sharp
increase in the dielectric losses at high temperatures (>650 °C) for Bi3TiNbO9 and
at lower temperatures (>350 °C) for the Bi3−xLuxTiNbO9 (x = 0, 0.05, 0.1) series.
This was due to a high amount of charge carriers, whose concentration sharply
increases at high temperatures due to the formation of oxygen vacancies. However,
the consideration of the values of tanδ for various APs at a certain temperature,
e.g., Curie temperature, TC , showed that they differ by several times, indicating
substantially different degrees of imperfection of the APs crystal structure.

The obtained values of the activation energies of the charge, Ea, in
Bi3−xLuxTiNbO9 (x = 0, 0.05, 0.1) are given in Table 15.3 for low- and high-
temperature regions. The typical dependence of lnσ on 1000/T, where σ is the specific
conductivity that was used for determination of Ea is shown in Fig. 15.4 for APs
Bi2.9Lu0.1TiNbO9. From Fig. 15.4, it is well seen that there are free temperature

Table 15.3 Activation energy (Ea) obtained from the Arrhenius plot

Compound �T (Ea =
0.05 eV), °C

�T (Ea=
0.3 eV), °C

�T (Ea =
0.7 eV), °C

�T (Ea =
1.1–1.2 eV), °C

Bi3TiNbO9 20–170 170–300 300–640 640–921

Bi2.95Lu0.05TiNbO9 20–280 280–320 320–630 630–958

Bi2.9Lu0.1TiNbO9 20–300 300–360 360–730 730–964
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Fig. 15.4 Dependence of ln
σ0 on 1000/T for
Bi2.95Lu0.05TiNbO9 sample
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regions, in which Ea has substantially different values. The activation energy, Ea, is
calculated using the Arrhenius relationship:

ρ = ρ0 exp(Ea/kBT )ln(σ ) = −(W/kBT ) + ln(σ0),

whereEa is the activation energy of the charge carriers, kB is the Boltzmann constant,
and T is the absolute temperature. From this above equation, it can be seen that the
relationship between ln ρ and 1/T is a linear relationship.

The behavior of activation energy for all compounds can be separated into three
temperature regions. Thevalues of activation energy forBi2.95Lu0.05TiNbO9 ceramics
in different temperature regions are 0.04, 0.7 and 1.14 eV as shown in Fig. 15.4. The
Ea value of theBi2.95Lu0.05TiNbO9 ceramic in region I at 1MHz is 0.04 eV. This value
is very similar to the first-ionization energy of oxygen vacancies (VO→VO+ e′ •, ~
0.1 eV). The values are close to 0.7 eV, consistent with half of the second-ionization
energy of oxygen vacancies. By increasing donor additives, the temperature interval
with the activation energy Ea for pure Bi3TiNbO9 varies from 20–170 to 20–280 K
for Bi2.95Lu0.05TiNbO9 and Bi2.9Lu0.1TiNbO9 [35, 36].

This is due to the fact that, at high temperatures, intrinsic defects, the formation of
which requires high activation energy, are main charge carriers. At low temperatures,
the activation energy is mainly determined by impurity defects and has significantly
lower values. It should be noted that the value of activation energy for Bi3TiNbO9

at high temperatures increases with increasing parameter a. For x = 0.1, it actually
increases by 2 times compared with a pure compound and becomes higher two times
than for all members of the Bi3−xLuxTiNbO9 (x = 0, 0.05, 0.1), whereas their values
are comparable at low temperatures.

As it was shown in [35–39], the dielectric properties of APs can be substantially
dependent on microstructure characteristics of the samples such as the density, the
grain sizes, and the porosity of the ceramics.

Figure 15.5 shows the electron-microscopy images of the fracture surfaces of the
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Fig. 15.5 SEM images of the fracture surfaces of a Bi3−xLuxTiNbO9 (x = 0), b Bi3−xLuxTiNbO9
(x = 0.05) and c Bi3−xLuxTiNbO9 (x = 0.1) ceramics

Bi3−xLuxTiNbO9 (x = 0.0, 0.05, 0.1) ceramics. We can see in all the images that the
ceramic samples consist of plane grains are characteristic for the APs samples. These
plane grains form during their high-anisotropic growth when the growth rate in the
direction perpendicular to c-axis is significantly higher than that along c-axis [24].
The grain thickness in the Bi3−xLuxTiNbO9 (x = 0.0, 0.05,0.1) samples is equal to
0.2–0.4 μm, which is an order of magnitude less than their diameter of 20–30 μm.
It can be noted as well that the grain sizes increase as the Lu content in the samples
increases. The increase in the grain size is associated with formation of intermediate
low-melting phases favoring the grain growth at the grain boundaries during their
crystallization.

The image of a thin cross-section of ceramic (Fig. 15.6) shows the presence of
two phases (not in a structural sense). The main phase (light in Fig. 15.6) is close
to the estimated stoichiometry ~ Bi2.87Lu0.04Ti Nb0.95O7.7 (the error of the method
is 5–10%, rel. Bi = ±0.3, Lu = ±0.02, Ti = ±0.1, Nb = ±0.2, O = ±0.5). The
formula is based on the normalization that the number of Ti atoms is equal to unity.

The secondary phase (gray in Fig. 15.6) can be represented by the formula
Bi15Lu2Ti15Nb5O63. Perhaps this is an amorphous phase (see Fig. 15.5). This com-
pound includes not only large pores, but also the surface of microcrystals, which can
also be seen from their fuzzy forms in the electron-microscopy images (Fig. 15.5).
Since the secondary phase is a dielectric, it can significantly affect the ferroelectric
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Fig. 15.6 Image of thin
cross-section of ceramics

parameters of ceramics. In the remaining samples, an estimated analysis of the com-
position on ceramic chips was performed. They also found two phases. The main
phase with Lux. The secondary phase has approximately the same composition as
the sample presented here.

15.4 Conclusion

A new series of layered perovskite-like oxides Bi3−xLuxTiNbO9 (x = 0, 0.05, 0.1)
has been synthesized. The X-ray diffraction studies show that all the compounds
are single-phase and have the APs structure with orthorhombic unit cells (space
group A21am). The microstructural study of the synthesized compounds revealed
the presence of two phases, one of which is amorphous. The amorphous phase is not
only between the crystals, but also covers them and exerts an effect on the growth
of the crystals and the dielectric properties. The permittivity was measured to a
temperature of 980 °C. The Curie temperature TC increases from 921 °C (x = 0) to
964 °C (for x = 0.1). The value TC = 964 °C for Bi2.9Lu0.1TiNbO9 is one of the
highest values observed for the perovskite-like bismuth-titanium AP oxides known
to date.
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Chapter 16
Fabrication and Investigation of InSb
Thin Films for IR SAW Photodetectors

M. E. Kutepov, T. A. Minasyan, D. A. Zhilin, V. E. Kaydashev,
G. Y. Karapetyan, K. G. Abdulvakhidov, S. I. Shevtsova,
and E. M. Kaidashev

Abstract The two-stage pulsed laser deposition growth of thin InSb films on (111)
Si and on LiNbO3 YX-128° substrates was studied using a thin InSb buffer layer
deposited at a low temperature. This approach improves carrier mobility in InSb
base layer, which largely determines the sensitivity of IR photodetectors at room
temperature. The response speed in the near-IR range at λ= 985 nmwas 1.92ms, and
the decay timewas 1.67ms, under xenon lamp radiationwithmechanicalmodulation.
The photosensitivity of the InSb/(111) Si film was about 1 A/W at 293 K. The
response time of the samplewas~6.8μs, the time of complete recoverywas ~34.5μs,
under laser diode radiation with a wavelength of 840 nm, power 1 mW.

16.1 Introduction

Among the AIIIBV semiconductors, InSb has the smallest band gap (~0.17 eV) at
room temperature and an extremely high electron mobility. Due to these characteris-
tics, InSb is widely used in infrared (IR) optoelectronics, microwave and THz range
devices, and magnetic field sensors.

Another promising application of thin films, as well as various InSb nanostruc-
tures,may be IR surface acousticwave (SAW) photodetectors. It is well known that in
such devices ZnOfilms and nanorods arewidely used for detectingUV radiation. The
use InSb thin films and nanostructures as a sensitive element in SAW photodetectors
will expand the range of applications of these devices by adding the IR region.

InSb is a narrow-gap semiconductor with a low effective mass and has the highest
electron mobility among III–V semiconductors. Due to these electronic character-
istics, InSb is a good candidate for use in infrared detectors, various high-speed
devices, and magnetic sensors [1–3].
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InSb heteroepitaxy on Si substrates is very difficult to achieve due to the large
mismatch of the lattice parameters between (approximately 19.3%) these materials.
Twomainmethods are used to solve this problem.Thefirstmethoduses various buffer
layers, such as GaAs and/or Ge [4–6]. In the second method, at the initial stage of
growth, surface reconstruction is formed on Si substrates by In and Sb atoms [7, 8].
Some groups [9, 10] managed to grow InSb films on substrates that are very different
in structural characteristics (GaAs and Si) using a two-stage growth method. It was
shown that this method is more efficient and suitable for most tasks [11, 12]. The
method consists of the growth of a low-temperature InSb layer (180–240 °C) and the
subsequent growth of a high-temperature InSb layer (350–440 °C) using molecular
beam epitaxy.

It is well known that films with a better crystalline structure and smaller defects
havebetter electrical characteristics (mobility and carrier concentration, conductivity,
etc.). Since the first InSb layer is grown at a relatively low temperature, it is of low
quality. Further, the temperature rises (about 350 °C) to spray the second layer with
a better crystalline structure. However, the authors of [1] report that the growth
temperature of the second InSb layer is limited due to the degradation of the first
InSb layer at higher temperatures. The authors of [1] managed to grow an InSb film
with high crystal quality and good electrical properties, using a gradual increase in
the growth temperature of the second InSb layer during deposition.

16.2 Experimental

16.2.1 Synthesis

InSb films were synthesized on YX-128° LiNbO3 piezoelectric substrates and on
(111) Si substrates by pulsed laser deposition (PLD). As a target, we used a single-
crystal InSb target of stoichiometric composition. The radiation from an excimer
KrF laser (248 nm, 15 ns) was focused on a rotating InSb target (2× 5 mm2, energy
density 2 J/cm2). The YX-128° LiNbO3 substrate (1× 2) cm2 in size was located at a
distance of 5 cm from the target at a temperature of (250–500) °C. The chamber was
previously pumped out to a pressure of (2–5)× 10−5 mBar. To improve the structural,
electrophysical, and optical properties of thin InSb films on (111) Si substrates, we
used a two-stage synthesis method. First, an InSb buffer layer was deposited at a
temperature of 250 °C with a thickness h1 = 5–30 nm. Then we deposited the main
InSb layer with a thickness h2 = 150–200 nm.
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16.2.2 Study of InSb Thin Films Structure

X-ray diffraction studies of thin InSb films on LiNbO3 and (111) Si substrates were
carried out on a D2 Phaser Bruker X-ray diffractometer with a position-sensitive
detector LYNXEYE with Cu Kα radiation (30 kV, 10 mA, scan step 0.01°). A study
of the structure of films on LiNbO3 substrates obtained at synthesis temperatures of
400–475 °C showed that with an increase in the synthesis temperature from 400 to
450 °C, the structure of the films improves, the intensity of the (111) InSb reflection
(25.4°) increases, and the (222) reflex appears InSb (52.17°) (Fig. 16.1).

This InSb/Si (111) film (Fig. 16.2) was synthesized as follows: a thin InSb buffer
layer with a thickness of h1 = 20 nm was sprayed at a low temperature T 1 = 250 °C
and a reduced laser pulse repetition rate of 1 Hz, and the main layer with a thickness
of h2 = 150 nm was sprayed at a temperature of T 2 = 500 °C and a pulse repetition
rate of 10 Hz. The reduced laser pulse repetition rate and the growth temperature of
the buffer layer improve its crystalline structure and reduce mechanical stresses. The
subsequent growth of the InSb main layer, proceeding on its own sublayer, leads to
the formation of a cubic structure with the film predominantly oriented in the (111)
direction, with (111) InSb || (111) Si (Fig. 16.2) (Fig. 16.3).

Fig. 16.1 X-ray diffraction patterns of InSb films on LiNbO3 substrates
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Fig. 16.2 X-ray diffraction pattern of the InSb film on the Si (111) substrate. h1 = 20 nm, h2 =
150, T1 = 250 °C, T2 = 500 °C

Fig. 16.3 Dependences of the concentration (a) andmobility (b) of charge carriers on the thickness
of the first InSb layer

16.2.3 Investigation of the Electrical Properties of Thin InSb
Films on LiNbO3 and (111) Si Substrates

The concentration and mobility of charge carriers were investigated by van der Pauw
method. To study the Hall effect, ohmic contacts made of gold were deposited on
the samples by pulsed laser deposition. The current flowing through the sample is
measured using a Keithley 2000 multimeter. The magnetic field in the sample is
created using two permanent magnets, the value of the magnetic field induction in



16 Fabrication and Investigation of InSb Thin Films … 187

Fig. 16.4 Plot of the photosensitivity of InSb/Si (111) films versus wavelength in the range 650–
1150 nm; h1—thickness of buffer layer

the gap between them is 0.3 T. The sample is located between the permanent magnets
so that the magnetic field is perpendicular to the plane of the sample. The Hall U
voltage between theHall contactswasmeasured using anotherKeithley 3multimeter.

The plots of the concentration and mobility of InSb film carriers on the thickness
of the buffer layer (Fig. 16.4) show that the maximummobility and minimum carrier
concentration are observed at a buffer layer thickness of 5 nm.

16.2.4 Optical Properties of Thin InSb Films

The photosensitivity, the photoresponse times, and the photocurrent decay times of
thin InSb/(111) Si films in the near IR range were studied using a monochromator.
The change in the resistance of the InSb films was measured using a Keithley 2000.
The�R/R×100%dependence on thewavelength for the InSbfilm (μ=425 cm2/V s,
n = 2.4 × 1018 cm−3, ρ = 6 × 10−3 � cm) in the range 650–1150 nm is shown
in Fig. 16.4. The maximum photosensitivity was observed at a wavelength of λ =
985 nm (Fig. 16.5).

The photo-response speed and decay time of a sample with h1 = 5 nm at a wave-
length of λ = 985 nm (IR radiation power 1 mW) were measured using a Tektronix
TDS 2024B digital storage oscilloscope (Fig. 16.6). IR radiation was modulated
with a rotating shutter. The response speed in the near-IR range at λ = 985 nm was
1.92 ms, and the decay time was 1.67 ms. The maximum photosensitivity of the
InSb/(111) Si film 1 A/W.
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Fig. 16.5 Plot of the photosensitivity of InSb/Si (111) films on the carrier concentration at a
wavelength of λ = 985 nm. With increasing carrier concentration, photosensitivity decreases. The
concentration and mobility of charge carriers at the maximum are n = 2.43226 × 1018 cm−3 and
μ = 425.2504522 cm2/V s, respectively

Fig. 16.6 Oscillogram of the photo-response (at room temperature) of an InSb film (μ =
425 cm2/V s, n = 2.4 × 1018 cm−3, ρ = 6 × 10−3 � cm) at a wavelength of λ = 985 nm
(IR radiation power 1 mW)
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Fig. 16.7 Photo-response (at room temperature) of sample InSb (111) Si (μ = 425 cm2/V s, n =
2.4 × 1018 cm−3, ρ = 6 × 10−3 � cm) to the KEM-34 quantum module pulse. The response
time of the sample was ~6.8 μs, the time of complete recovery was ~34.5 μs. A response of a pin
photodetector DET 10A/M to the KEM-34 quantum module pulse is inserted for comparison

The speed of the sample in Fig. 16.6 is determined by the speed of the modulator.
For a more accurate estimation of speed, the sample was irradiated with an IR laser
diode (KEM-34 quantum diodemodule) used to modulate the signals of optical com-
munication lines. Modulation of laser diode radiation with a wavelength of 840 nm,
power 1 mW, was carried out by a rectangular pulse generator. The rise time of the
response of the sample was ~6.8 μs, the time of complete recovery was ~34.5 μs
under laser diode pulse radiation (Fig. 16.7).

16.3 Conclusion

A technique has been developed for pulsed laser deposition of InSb thin films on
YX-128° LiNbO3 piezoelectric substrates and on (111) Si substrates. The structural,
electrical, and optical properties of InSb films were studied. The two-stage growth
of thin InSb films on (111) Si substrates was studied using a thin InSb buffer layer
deposited at a low temperature, which makes it possible to increase the electronic
mobility of the InSb base layer, which largely determines the sensitivity of IR pho-
todetectors at room temperature. Themaximum sensitivitywas observed for a sample
with a thickness of the first layer of 5 nm. The photosensitivity of the InSb/(111) Si
filmwas about 1A/Wat 293K. The response time of the samplewas ~6.8μs, the time
of complete recovery was ~34.5 μs, under laser diode radiation with a wavelength
of 840 nm, power 1 mW.
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Chapter 17
The Investigation of Optical
and Dielectric Properties of Ferroelectric
BSN Ceramics Doped with Rare-Earth
Elements

L. V. Grigoryev, A. A. Semenov, and P. Yu Belyavskiy

Abstract The chapter presents the results of studies of X-ray diffraction analysis,
the temperature dependence of the permittivity, the frequency dependence of ε(T )
and the absorption coefficient of electromagnetic radiation in the frequency band
0.1–1.0 THz for samples of Sr0,61Ba0,39Nb2O6 ceramics doped with rare-earth ions
Ce, La, Nd, Yb.

17.1 Introduction

Ferroelectric barium-strontium niobate (BSN) ceramics is a solid solution of the
composition SrxBa1−xNb2O6 with different variations of the parameter x, lying in
the range from 0.25 to 0.75. BSN has the structure of tetragonal tungsten bronze
and are uniaxial polar compounds. BSN are typical representatives of relaxor ferro-
electrics, which causes interest to them due to the set of their unique electro-optical,
pyroelectric, and piezoelectric properties [1–3]. In BSN ceramics, we can control
the degree of smearing of the phase transition, its temperature position of transition
between the ferroelectric to the paraelectric state, and the optical and electrophys-
ical properties by varying the composition of the ceramic or introducing dopants
[4]. From an analysis of the literature data on the electrophysical and electro-optical
properties of SrxBa1−xNb2O6 ceramics, it follows that doping of ceramics with rare-
earth ions leads to an increase in pyroelectric properties, piezoelectric properties,
electro-optical and photorefractive characteristics of the material, which makes it
possible to successfully use the barium-strontium niobate ferroceramics at MW and
THz spectral range, radio photonics devices, dynamic holography devices, optical
memory, laser beam control devices and nonlinear optical photonics devices [5–7].
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This chapter presents the results of a study of the optical, photoelectric, and
dielectric properties of BSN ferroelectric ceramics (x = 0.61) doped with Ce, La,
Yb, and Nd ions.

17.2 Sample Preparation

The synthesis of samples of BSN ferroelectric ceramics and doped with rare-earth
metal ions ceramics BSN: Ln, where Ln is a rare-earth element from a number of
lanthanides, was carried out according to the classical ceramic technology of solid-
phase synthesis from Nb2O5, BaCO3, SrCO3 precursors. Alloying impurities in the
form of oxides or nitrates of rare-earth metals: La2O3, Nd2O3, Yb2O3, Ce(NO3)3
were loaded into the initial charge. The concentration of dopants was set in the range
1.2–1.3%.

In order to remove moisture from the feedstock for synthesis, the oxide powders
were heated to 150 °C and dried at this temperature for 3 h. Homogenization and
grinding of the feedstock for the charge was carried out in a ball mill with agate
balls in anhydrous alcohol for 8 h. Next, the charge was dried, polyvinyl alcohol
was added to the dried feedstock, and then tablets with a diameter of 15.0 mm and
a thickness of 2.5 mm were formed under the pressure of 200 MPa. Pressed tablets
were placed in a muffle furnace on a platinum base and sprinkled with powder of the
same composition in order to prevent the volatilization of the components during the
synthesis. Solid phase synthesis of ferroelectric ceramics was carried out in a muffle
furnace in a normal atmosphere. The exposure time of the samples at the synthesis
temperature was 2 h. Next, the samples cooled with the furnace. Then, the ceramic
samples were ground, and Pt electrodes were deposited on their surface.

17.3 Structural Properties

The structural properties of BSN ceramic samples were studied by soft X-ray diffrac-
tometry using an DRON-3M automated X-ray diffractometer. Obtaining diffraction
X-ray diffraction patterns from ceramic samples without the presence of artifacts on
them directly depends on both the choice of the X-ray source and the magnitude of
the accelerating voltage applied to the anode of the X-ray tube. The reason for the
sharp decrease in the signal-to-noise ratio in the X-ray diffraction pattern, as a rule,
is the response of the X-ray photodetector to spurious fluorescence radiation present
in the measuring channel of the diffractometer. In this regard, to obtain the correct
diffraction pattern, we used an X-ray tube with an anode made of copper. To obtain
stable characteristic radiation, the voltage at the anode of the tube should be in the
range from 25.0 to 28.0 kV and was chosen equal to 26.0 kV. Given the magnitude
of the accelerating voltage applied to the anode of the X-ray tube, Cu-Kα radiation
was used. In order to monochromatize X-rays—to isolate the Cu-Kα line from the
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output spectrum of a tube, a selectively absorbing β-filter was placed in front of the
ceramic sample. The Bragg angles 2θ were measured in the range from 20° to 50°
with a step of �2θ = 0.05°. The pulse accumulation time at the measurement point
was 15 s; the measurements were carried out at room temperature.

As it is known, almost all the physical properties of ceramic samples of ferro-
electrics are determined by the degree of defectiveness of their structure. The differ-
ence between ceramic and single-crystal ferroelectrics is that the ceramic structure
consists of a “mosaic” randomly distributed in the sample volume, from regions
in which three-dimensional periodicity in the arrangement of ferroelectric atoms
is maintained. In the “mosaic” version of the structure of ferroelectric ceramics of
strontium niobate-barium, the size of the coherent scattering (CSR) regions of X-ray
radiation can be taken as a measure of the structural defectiveness. In essence, these
will be micro-sized areas (mosaic elements). Therefore, based on the estimation of
CSR sizes using the Selyakov–Scherrer formula [8], it is possible to estimate the
sizes of “mosaic” structural trace elements of a ferroelectric present in the volume
of BSN ferroelectric ceramics [9].

The barium-strontium niobates in the concentration variation range x= 0.25–0.75
are single-phase and belong to the structure of unfilled tetragonal tungsten bronze, in
which 5/6 cationic positions in the three-dimensional structure are filled. The main
structural element of this ferroelectric is a three-dimensional framework of niobium
oxide Nb2O6, which is formed by joining the vertices of the NbO6 octahedra and
forming three types of structural channels along the polar axis: triangular, pentago-
nal and quadrangular [10]. The general structural formula for the BSN ferroelectric
can be represented as the expression A2B4C4Nb10O30. In the barium-strontium nio-
bates structure, positions A located inside the quadrangular channels are partially
filled with Sr. Positions B inside the pentagonal channels are filled with statistically
distributed atoms Ba and Sr. C positions located inside the narrowest channels of a
triangular section are not filled with atoms. The presence of the filling of B channels
by barium and strontium atoms, obeying a statistical distribution, allows variation
in the percentage composition of barium and strontium atoms to affect the relaxing
characteristics of a ferroelectric. In addition, the introduction of dopants, the ionic
radius of which is commensurate with the ionic radius of barium or strontium atoms,
also allows us to widely vary the relaxation characteristics of a ferroelectric, but
without changing the percentage composition of barium and strontium atoms. In
addition, the introduction of doping atoms into the BSN composition with an ionic
radius close to the ionic radii of barium and strontium can lead to the presence of
bulk fluctuations in the composition of the ferroelectric.

The X-ray diffraction pattern of the synthesized ceramic sample without the intro-
duction of doping impurities is shown in Fig. 17.1. Only a set of reflections corre-
sponding to the BSN material are observed in the X-ray diffraction pattern. The
average size of the coherent scattering regions in the studied ceramics amounted to
280 Å in the (001) direction. An analysis of X-ray diffraction data confirmed that
the studied samples of barium-strontium niobates ceramic had a structural type of
tetragonal tungsten bronze. The unit cell parameters of ceramics had values of a =
12.466 Å and c = 3.954 Å, which is in good agreement with published data [11].
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Fig. 17.1 X-ray diffraction pattern of Sr0.61Ba0.39Nb2O6

17.4 Dielectric Properties

The temperature dependences of the permittivity ε were studied in the temperature
range from 288 to 400 K at frequencies of 10 kHz, 100 kHz, 1 MHz. The measure-
ments were carried out on the basis of a stand consisting of HIOKI 3535, HIOKI
3533 RLC meters, a specially designed sample holder with a heater and shielded RF
inputs, placed in a fore-vacuum cryostat, a programmable precision PID temperature
regulator, a thermocouple temperature meter, and a PC controller with special soft-
ware. All devices were integrated into the command-measuring network of the test
bench, which made it possible to measure temperature, heat the sample according to
a linear law, and study dielectric characteristics in real time. The heating rate of the
sample was 0.2 K/s. The temperature dependence of the permittivity of BSN ceramic
samples with a Sr/Ba percentage of 61% (Sr0.61Ba0.39Nb2O6) is shown in Fig. 17.2.
The measurements were performed at a frequency of 100 kHz, the amplitude was
0.5 V.

It can be seen from the figure that the temperature dependence ε(T ) for non-doped
barium-strontium niobates ceramics had the form of a monotonic asymmetric with
respect to the position of the curvemaximumwith regions ofmonotonous growth and
sharp decline. The phase transition temperature for undoped ceramics corresponds
to 83 °C. The type of temperature dependence of the permittivity, as well as the posi-
tion of the maximum (phase transition temperature), coincides with published data
[12]. Figure 17.3 shows the temperature dependence of the permittivity, measured
for ceramic samples of barium-strontium niobates doped with cerium, neodymium,
lanthanum, and ytterbium ions. The frequency and amplitude of the sinusoidal sig-
nal were the same as measured by ε(T ) for a sample of non-doped BSN ceramics.
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Fig. 17.2 Temperature dependence of the permittivity of BSN-61 ceramics

Fig. 17.3 Temperature dependence of the permittivity of BSN: REM ceramic samples: 1-BSN:Ce;
2-BSN:Nd; 3-BSN:La; 4-BSN:Yb

The temperature dependences of the permittivity of the doped samples changed in
comparison with Fig. 17.2. For the cerium-doped sample, there is a sharp increase
in the dependence ε(T ) and its gentle decline. The position of the maximum shifted
significantly to lower temperatures and amounted to 47.6 °C. For the neodymium-
and ytterbium-doped samples, the positions of the maxima ε(T ) are close in position:
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for BSN: Nd Tmax = 61.1 °C, and for BSN: Nb Tmax = 63.7 °C. However, the form
of the temperature dependences ε(T ) for these samples is radically different: the
ε(T ) dependence for the BSN: Nd sample has regions of gentle growth and gentle
decline, the graph is close to symmetric with respect to the maximum point. For the
BSN: Yb sample, the plot of ε(T ) also contains a region of growth and a region of
gentle decline, however, the region of growth consists of two regions: a quasilinear
region of growth of ε(T ) from 15 to 35 °C and a region of sharp increase in per-
mittivity ε in the range temperatures from 35 °C to the phase transition point. The
temperature dependence of the permittivity for a lanthanum-doped sample looks in
a separate way. The temperature dependence of the permittivity ε(T ) consists of a
growth region consisting of a quasilinear region in the temperature range from 15
to 33 °C, a region of a sharp increase in permittivity in the temperature range from
35 °C to the phase transition point. After the phase transition point, the dependence
ε(T ) decreases almost at the same rate as it grows. The temperature position of the
maxima of the ε(T ) dependence in the doped samples practically coincides; the phase
transition temperatures differ by 2.6°. In addition, the permittivity values for these
samples have close values. The lanthanum-doped sample has the highest permittiv-
ity; the ε value in the vicinity of the phase transition point is 1.7 times larger than
the samples containing neodymium or ytterbium ions and 2.83 times larger than the
ε value corresponding to the phase transition point for the sample containing cerium
or sample BSN non-doped ceramics.

Thus, when the Sr/Ba ratio in the studied ceramics is 61% (BSN-61 ceramics),
the alloying of barium-strontium niobates ceramics with rare-earth metal ions, in
a percentage ratio of 1.2–1.3%, made it possible to significantly change the phase
transition temperature compared to the initial ceramics. The values of the temperature
of the phase transition from the type of alloying ions of rare-earth metals are given
in Table 17.1.

The results of studies of the temperature dependences of the permittivity ε(T )
for lanthanum-doped ceramics are shown in Fig. 17.4. The measurements were
performed at frequencies of 10 kHz, 100 kHz, and 1 MHz.

From literature data, it is known that in non-doped BSN ceramics, the frequency
dependence of the position of the maximum of the permittivity on temperature is
characteristic of ferroelectric relaxators [13]. For samples of barium-strontium nio-
bates ceramics doped with rare-earth metal ions, with an increase in the frequency
of the measuring signal from 10 kHz to 1 MHz, a shift in the position of the maxima

Table 17.1 Effect of doping
with rare-earth metal ions on
the phase transition
temperature in BSN-61
ceramics

Ceramic sample The concentration
of rare earth ions, %

Phase transition
temperature, T, °C

BSN-61 0 85

BSN-61: Nd2O3 1.3 61.1

BSN-61: La2O3 1.2 59.2

BSN-61: Yb2O3 1.3 63.7

BSN-61: CeO2 1.3 47.6
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Fig. 17.4 Change in the ε(T ) dependence of BSN:La ceramics for different measurement fre-
quencies: 1—the measurement frequency is 10 kHz; 2—measurement frequency is 100 kHz;
3— measurement frequency is 1000 kHz

of the permittivity curves to a region of higher temperatures is observed, and at the
same time, the permittivity decreases. Thus, the behavior of the ε(T ) dependence
for ceramic samples doped with rare-earth metal ions completely coincides with that
described in the literature for relaxor ferroelectrics.

17.5 Optical Properties at THz

The spectral dependence of the absorption coefficient in the terahertz spectrum α(ν)
for barium-strontium niobates ceramic was studied using a radio-frequency photon
generation of THz radiation with a time resolution [9]. The spectral band of the
installation was in the range 0.1–1.0 THz. The terahertz radio photon spectrometer
is based on the classical scheme: a pulsed IR femtosecond laser was used to pump a
direct-gap semiconductor (InAs), which was placed inside a cryostat through which
a magnetic field was transmitted from a powerful solenoid. The irradiation of the sur-
face of a direct-gap semiconductor by the incident radiation of a femtosecond IR laser
coupled with a magnetic field applied to the semiconductor determined the emission
characteristics of the generated electron-hole pair in the semiconductor. Then, tera-
hertz radiation passed through the BSN ceramic sample under study and focused on
a nonlinear electro-optical crystal. The polarization of the crystal medium changed
in proportion to the absorbed energy of the incident terahertz radiation, which affects
the polarization state of the probe beam. The probe beam was subsequently divided
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Fig. 17.5 Scheme of a terahertz radio photon spectrometer with time resolution

by a Wollaston prism into two beams with orthogonal polarizations and the differ-
ence in their intensities was recorded using a balanced detector. The waveform was
obtained by changing the phase between the pump beam and the reference beam by
the operation of the optical delay line. To obtain the desired dependence α(ν), the
recorded signal was subjected to Fourier transform to obtain the frequency domain
of the transmission spectrum of the sample (Fig. 17.5).

The spectral dependences of the absorption coefficient α(ν) of BSN ceramic
samples in the terahertz range are shown in Fig. 17.6. The spectral dependence
α(ν) for non-doped BSN ceramics in the spectral range of 0.1–1.0 THz is a flat
monotonic curve with a region of slight increase in the absorption coefficient in the
band of 0.45–0.65 THz. The absorption coefficient for non-doped BSN ceramics
does not exceed 15%. A completely different type of dependence α(ν) takes place
for ceramic samples doped with rare-earth metal ions. The spectral dependence α(ν)
for the lanthanum-doped sample has the form of a monotonically decreasing curve
with a plateau region in the spectral band of 0.35–0.9 THz. For neodymium-doped
ceramics, the dependence α(ν) has the form of a complex curve consisting of several
regions: a monotonically decreasing curve in the band of 0.1–0.5 THz, a plateau
region in the band of 0.5–0.6 THz, and a broad peak of insignificant intensity in the
band of 0.67–0.75 THz passing into the region of monotonic decay in the band of
0.75–1.0 THz. The spectral dependence of α(ν) for cerium-doped ceramics has the
form different from the curves of α(ν) for the previously considered samples. In the
0.1–0.33 THz band, the curve monotonically decreases from 40 to 35% and further,
in the 0.33–1.0 THz band, there is a broad peak with a maximum of about 0.6 THz.
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Fig. 17.6 Spectral dependence of the absorption coefficient ofBSNceramic samples at the terahertz
range: 1-BSN-61; 2-BSN:Nd; 3-BSN:La; 4-BSN:Ce

17.6 Conclusions

Doping of BSN ceramics with rare-earth metal ions leads to a significant decrease
in the phase transition temperature relative to the temperature position of the phase
transition for non-doped ceramics SrxBa1−xNb2O6, x = 0.61. The influence of rare-
earth metal ions doping on the behavior of the temperature dependence in BSN
ceramics is more significant than a change in the Sr/Ba ratio in the composition
of the ceramic. According to published data, a change in the Sr/Ba ratio from 61
to 75% changes the phase transition temperature from 85 to 48 °C. At the same
time, when the Sr/Ba ratio is equal to 61% in barium-strontium niobate ceramics,
the introduction of rare-earth metal ions in its composition in a percentage ratio of
about 1.5% allows one to reduce the phase transition temperature from 85 °C for
pure BSN-61 to 61.1 °C when doping ceramics Nd-ions. In the case of introducing
Yb-ions into the ceramic composition, the phase transition temperature was 63.7 °C.
In the case when lanthanum ions were introduced into the composition of the initial
ferroelectric ceramics, the phase transition temperature was 59.2 °C. The greatest
shift in the temperature of the phase transition to lower temperatures was found
when doping ferroelectric ceramics with cerium ions, in this case the phase transition
temperature was 47.6 °C.

For all samples of barium-strontium niobate ceramics, both doped with rare-earth
metal ions and non-doped (BSN-61), the behavior of the dependence of ε(T ) on the
frequency of the measuring signal was studied. For this, the dependences ε(T ) at
three frequencies of the sinusoidal measuring signal were studied for all samples:
10 kHz, 100 kHz, and 1 MHz. The amplitude of the measuring signal supplied to
the sample was maintained in all cases equal to 0.5 V. In the experiment, all samples
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showed a shift in the position of the maxima of the permittivity curves ε(T ) to
higher temperatures with increasing frequency, and at the same time, the permittivity
decreased. Thus, the behavior of the ε(T ) dependence for ceramic samples doped
with rare-earth metal ions completely coincides with that described in the literature
for relaxor ferroelectrics.

The study of the spectral dependence of the absorption coefficient α(ν) in all types
of the studied samples showed that the introduction of rare-earth metal ions into the
Sr0.61Ba0.39Nb2O6 ceramic composition leads to a significant change in the depen-
dence α(ν). The spectral dependence of the absorption coefficient of non-doped BSN
ceramics has the form of a flat curve with a region of slight excess. The absorption
coefficient for this material lies in the terahertz range of the spectrum in the range of
10–15%. This allows the use of such ceramics as part of THz radiation sensors, only
if a layer absorbing submillimeter radiation is deposited on the ceramic surface. The
introduction of rare-earth metal ions into the Sr0.61Ba0.39Nb2O6 ceramic composi-
tion can significantly increase the absorption coefficient of radiation in the terahertz
region of the spectrum and form materials having regions of increased absorption
or materials having α(ν) in individual terahertz spectral bands. The introduction of
cerium ions makes it possible to synthesize ferroelectric ceramics suitable for cre-
ating pyroelectric sensors in the THz range with increased sensitivity in the band of
0.4–0.9 THz. Alloying BSN ceramics with neodymium ions allows one to synthe-
size a ferroelectric medium for a pyrodetector, which has a uniform sensitivity in the
band of 0.5–0.65 THz and an increased sensitivity in the band of 0.7–0.75 THz. The
introduction of lanthanum ions into the composition of Sr0.61Ba0.39Nb2O6 ceram-
ics makes it possible to synthesize ferroelectric material suitable for creating pyro-
electric sensors in the THz range with uniform sensitivity in the spectral band of
0.35–0.95 THz.
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Chapter 18
Universal Technique to Determine
the Intensity of the Optical Fields,
Generated by Laser Interference Meter
of Displacements

I. P. Miroshnichenko, I. A. Parinov, and V. P. Sizov

Abstract Universal technique is proposed in the work. The relationships for deter-
mining the intensity of the optical fields generated by the laser interference displace-
ment meter based on a two-way laser interferometer with combined branches and
implementing the method of highlighting the surface of the test object are described
in detail. The proposed relations allow one to carry out computational and theoreti-
cal modeling and study of functional characteristics in the interests of creating new
promising optical instruments for measuring the displacements of the surfaces of
objects under control.

18.1 Introduction, Problem Statement, Initial Relations
and Assumptions

Currently, one of the most relevant and promising areas for improving stationary
and mobile diagnostic systems is the development of high-precision non-contact
measurement tools for measuring the movement of surfaces of control objects to
diagnose the state of structural materials and products, for example, when using
acoustic active methods of non-destructive testing.

There are known high-precision non-contact means for measuring the movement
of surfaces of control objects [1–3], based on a two-way laser interferometer with
combined branches [4, 5], and implementing the method of highlighting the surface
of the control object [6]. They are developed using modern laser technologies and
new methods of optical interferometry, scientifically justified [6–8], tested and used
in solving various problems [9, 10].

Successful application and further development of these devices is possible when
creating a scientific and methodological apparatus that allows for computational and
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theoretical modeling and research of functional characteristics in the interests of
creating new promising optical means for measuring the movement of surfaces of
control objects that implement the method of highlighting the surface of the control
object. It is the purpose of developing the results described in this chapter.

The pointed laser interference displacement meter (see Fig. 18.1) can be repre-
sented as optically coupled and sequentially placed coherent electromagnetic radi-
ation source 1, optical system 2, beam splitter 3, reflector 4, and photodetector
5.

In this case, the beam splitter with a known amplitude transmission is located in
the plane S. The Cartesian coordinate system {x, y, z} is associated with this plane.
The reflector is located in a plane S3 that is under an angle α to the beam splitter and
at a distance h from it. The beam splitter receives coherent radiation from a luminous
point O’ that is initially determined by coordinates x0, y0, z0 = 0. For example, a
sinusoidal diffraction grating can be used as a beam splitter. The photodetectors used
to analyze the interference pattern are located in the Fresnel or Fraunhofer zone.

Fig. 18.1 Scheme of the displacement meter
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This device allows one to determine the movement of the surface of the control
object in two cases by creating an interference pattern in the area where the pho-
todetector devices are located. In the first case, when there is a “luminous point”
on the surface of the control object, which occurs when the focused laser radiation
is reflected and is indicated on the scheme O′. In the second case, a reflector is
connected to the surface of the control object. In the first case, the parameters of
the interference pattern must determine the change of coordinates �x0,�y0, in the
second, if x0, y0 are unchanged, it is necessary to find the values α and h.

Thus, to determine the movement of the surface of object, it is necessary to find
an electromagnetic field, scattered by the device in the Fresnel zone, where there is
an interference pattern and its dependence on the position of a luminous point x0, y0
or from the parameters characterizing the location of the reflecting surface α and h.

The mathematical formulation of the problem is as follows. The electromagnetic
field E,H according to the uniqueness of the solution of the boundary value problem
must satisfy:

(i) Maxwell Equations:

rot H = iωε̃0E; rot E = −iωμ̃0H, (18.1)

where μ̃0 and ε̃0 are the magnetic and dielectric permittivity of vacuum.

(ii) Radiation condition:

lim
R→∞

(
∂E

∂R
+ ikE

)
= 0. (18.2)

(iii) Boundary conditions on the surface of the interferometer.

It is assumed that the thickness of the beam splitter and its absorption coefficient are
zero.

It is necessary to solve the electrodynamic problem of determining the intensity of
the optical field in the area where the photodetector devices are located, depending on
the movement of the “luminous point” and the parameters of the measuring device.

18.2 Relations for Determining the Strength and Intensity
of the Electromagnetic Field at Observation Points

To determine the distribution of the field intensity in the area of the location of
photodetectors, we use Green’s theorem in tensor form, which connects vector fields
in different areas of space [11]:
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Fs ′(P ′) =
∫
V

QsG
s
s ′dv + 1

4π

∫
S

[Gs
s ′∇r F

r − Fs∇ pG ps ′)

+ εrsmn
rGs

s ′ε
ikm∇i Fk − εrsmn

r Fsεikm∇iGks ′)]dS. (18.3)

We impose mixed Dirichlet–Neumann boundary conditions on the Green’s tensor
function [12], and also take into account that the electromagnetic field has a transverse
character and satisfies the Maxwell equations. Then, the components of the vector E
in the observation area can be expressed as tangent components of the electric field
strength vector Eτ on the surface where the sources are located:

(18.4)

Here, the dashed indices are referred to the observation points that we will define
in the spherical coordinate system

{
r ′,	′, ψ ′}, and the 1, 2, 3 indices are referred to

the source points that lie on the surface of the beam splitter (y = 0). The coordinate
with the index “1” coincides (with the opposite sign) with the unit normal n̄ to S,
external to the area V under consideration.

If a spot close to a circle is formed on the beam splitter from the source, it is
convenient to enter a cylindrical coordinate system, where “1” → y, “2” → ρ, “3”
→ ϕ; Es ′ is the covariant vector, Ei is the contravariant vector, ∇i is the covariant
derivative, is the Green’s tensor function that satisfies a non-uniform equation:

∇ p∇pGis ′ + k2Gis ′ = −4πgis ′δ
(
r − r ′), (18.5)

where gis ′ is the operator of coordinate transformation:

gis ′ = ∂ξv

∂xi
∂ξ ′

v

∂xs ′ . (18.6)

In this case, it is performed a summing on ν, and the coordinates ξv are Cartesian.
The Green’s tensor function must satisfy the following boundary conditions:

∇1
N

G1S̃ = ∂

∂y

N
GyS̃ = 0; D

G2S̃ = D
G3S̃ = 0 ∈ S. (18.7)

For a round spot on the surface of the beam-splitter, it is convenient to describe
the sources in a cylindrical coordinate system {ρ(2), ϕ(3), y(1)}:

x = ρ · sin ϕ; y = y; z = ρ · cosϕ.

Lamé coefficients : hρ ′ = 1, hϕ′ = ρ, hy′ = 1. (18.8)
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Observation points are usually defined in a spherical coordinate system{
r ′,	′, � ′}:

x ′ = r ′ sin	′ sin� ′; y′ = r ′ cos	′; z′ = r ′ sin	′ cos� ′. (18.9)

Lamé coefficients : hr ′ = 1; h	′ = r ′; hϕ′ = r ′ · sin	′.

With this in mind, the coordinate conversion operator calculated by (18.6) has the
following form:

gρr ′ = sin ϕ sin	′ sinψ ′ + cosϕ sin	′ cosψ ′ = sin	′ cos(ϕ − ψ ′);

gρ	′ = sin ϕr cos	′ sinψ ′ + cosϕ cos	′ cosψ ′r ′ = r cos	′ cos
(
ϕ − ψ ′);

gρψ ′ = sin ϕr ′ sin	′ cosψ ′ − cosϕr ′ sin	′ sinψ ′ = r ′ sin	′ sin
(
ϕ − ψ ′);

gϕr ′ = ρ cosϕ sin	′ sinψ ′ − ρ sin ϕ sin	′ cosψ ′ = ρ sin	′ sin
(
ψ ′ − ϕ

);
gϕ	′ = ρ cosϕr ′ cos	′ sinψ ′ − ρ sin ϕr ′ cos	′ cosψ ′ = ρr ′ cos	′ sin

(
ψ ′ − ϕ

);
gϕψ ′ = ρ cosϕr ′ sin	′ cosψ ′ + ρ sin ϕr ′ sin	′ sinψ ′ = ρr ′ sin	′ cos

(
ϕ − ψ ′);

gyr ′ = cos	′;

gy	′ = −r ′ sin	′;

gyψ ′ = 0. (18.10)

By using (18.4), we write the expressions for the 	th component of the electric
field strength:

EΘ ′ = 1

4π

∫
s

(Eρ(∇yG
D
ρΘ ′ − ∇ρG

N
yΘ ′) + Eϕ(∇yG

D
ϕΘ ′ − ∇ϕG

N
yΘ ′))ds. (18.11)

Here:

GD
ρ	′ = GDgρ	′ ; GN

y	′ = GNgy	′ ; GD
ϕ	′ = GDgϕ	′, (18.12)

where
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GN = eikr

r
+ eikr

∗

r∗ ; GD = eikr

r
− eikr

∗

r∗ , (18.13)

r∗ is the distance between the observation point and the point that is a mirror image
of the source point; it is defined by the following expression:

(r∗)2 = (x − x ′)2 + (y + y′)2 + (z − z′)2

= (ρ · sin ϕ − r ′ · sinΘ ′ · sinΨ ′)2 + (y + r ′ · cosΘ ′)2

+ (ρ · cosϕ − r ′ · sinΘ ′ · cosΨ ′)2; (18.14)

r is the distance between the observation point and the source point;

r2 = (x − x ′)2 + (y − y′)2 + (z + z′)2

= (ρ · sin ϕ − r ′ · sinΘ ′ · sinΨ ′)2 + (y − r ′ · cosΘ ′)2

+ (ρ · cosϕ + r ′ · sinΘ ′ · cosΨ ′)2. (18.15)

By using (18.10), we write the covariant derivatives, included in (18.11):

∇yG
D
ρΘ ′ = ∇yG

D
(ρΘ ′)[r ′ cosΘ ′ cos(ϕ − ψ ′)]

= ∂GD

∂y
· r ′ · cosΘ ′ · cos(ϕ − ψ/)

= ∂r

∂y
· ∂GD

∂r
· r ′ · cosΘ ′ · cos(ϕ − ψ ′), (18.16)

where

∂r

∂y
= y − y′

r
= y − r ′ cos	′

r
;

∂r

∂ρ
= 1

r
((ρ sin ϕ − r ′ sin	′ sinψ ′) sinψ ′ + (ρ cosϕ − r sin	′ cosψ ′) cosϕ)

= 1

r
(ρ − r ′ sin	′ cos(ϕ − ψ ′);

∂r

∂ϕ
= 1

r
((ρ sin ϕ − r ′ sin	′ sinψ ′)ρ cosψ ′ − (ρ cosϕ − r sin	′ cosψ ′)ρ sin ϕ)

= ρ

r
r ′ sin	′ cos(ϕ − ψ ′);

∂r∗

∂y
= y + y′

r
= y + r ′ cos	′

r
. (18.17)

Substituting (18.17) and taking into account that ∂
∂r · eikr

r = − eikr

r2 (1 − ikr), we
obtain:
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∇ρG
N
yΘ =

{
−eikr

r2
1

r
[ρ − r ′ sinΘ ′ cos(ϕ − ψ ′)](1 − ikr)

− eikr∗

(r∗)2
1

r∗ [ρ − r ′ sinΘ ′ cos(ϕ − ψ ′)](1 − ikr∗)
}

· r ′ · sinΘ ′;

∇yG
N
ρΘ ′ =

[
−eikr

r2
(1 − ikr)

y − r ′ · cosΘ ′

r
+ eikr

∗

(r∗)2
(1 − ikr∗) · y + r ′ · cosΘ ′

r∗

]

× ρ · r ′ · cosΘ ′ · sin(ψ ′ − ϕ);
∇ϕG

N
yΘ ′ = −2

eikr

r2
· (1 − ikr)

1

r
· ρ · r ′ · sinΘ ′ sin(ϕ − ψ ′) · r ′ · sinΘ ′;

∇yG
D
ρΘ =

[
−eikr

r2
· (1 − ikr) · 1

r
· (y − r ′ cosΘ ′) + eikr

∗

(r∗)2
· (1 − ikr∗)

· 1

r∗ (y + r ′ cosΘ ′)
]

× r ′ · cosΘ ′ · cos(ϕ − ψ ′). (18.18)

The expression for the 	′th component of the electric field strength is defined as:

∇ρG
N
y	′ = ∇ρG

N
(y	′) · (−r ′ · sin	′) = −∂GN

∂ρ
· r ′ · sin	′

= − ∂r

∂ρ
· ∂GN

∂r
· r ′ · sin	′;

∇yG
D
ϕ·	′ = ∇yG

D
(ϕ·	′)ρ · r ′ · cos	′ · sin(ψ ′ − ϕ)

= ∂GD

∂y
· ρ · r ′ · cos	′ · sin(ψ ′ − ϕ)

= ∂r

∂y

∂GD

∂r
· ρ · r ′ · cos	′ · sin(ψ ′ − ϕ); (18.19)

∇ϕG
N
y·	′ = ∇ϕ · GN

(y·	′) · (−r ′ · sin	′) = −∂GN

∂ϕ
· r ′ · sin	′

= − ∂r

∂ϕ
· ∂GN

∂ϕ
· r ′ · sin	′. (18.20)

Substituting (18.20) into (18.11) at y = 0 and using the Lamé coefficients for
cylindrical (18.8) and spherical (18.9) coordinate systems, we consider the physical
components of the vector E. The expression for determining the 	th component of
the electric field strength vector has the form:

E(Θ ′) = 1

4π

∫
s

2
eikr

r2
(1 − ikr)

(
E(ρ)

(
r ′

r
cos2 Θ ′ cos(ϕ − ψ ′)

−ρ

r
sinΘ ′ + r ′

r
sin2 Θ ′ cos(ϕ − ψ ′)

)
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+E(ϕ)

[
r ′

r
· cos2 Θ ′ · sin(ψ ′ − ϕ) − r ′

r
· sin2 Θ ′ · sin(ϕ − ψ ′)

]}
ds;
(18.21)

E(	′) = 1

2π

∫
s

eikr

r2
· (1 − ikr) ·

{
E(ρ)

[
r ′

r
cos(ϕ − ψ ′) − ρ

r
sin	′

]

+E(ϕ) · r
′

r
· sin(ψ ′ − ϕ)

}
ds. (18.22)

Similarly, we can write for the � ′th component of the vector E at the observation
point:

Eψ ′ = 1

4π

∫
s

[Eρ(∇yG
D
ρ·ψ ′ − ∇ρG

N
y·ψ ′) + Eϕ(∇yG

D
ϕ·ψ ′ − ∇ϕG

N
y·ψ ′)]ds, (18.23)

where

∇yG
D
ρ·ψ ′ = ∇yG

D
(ρψ ′)gρψ ′ = ∇yG

D
(ρψ ′) · r ′ · sin	′ · sin(ϕ − ψ ′)

= 2 · e
ikr

r2
· (1 − ikr) · r

′

r
· cos	′ · r ′ · sin(ϕ − ψ ′) · sin	′;

∇ρG
N
yψ ′ = −2 · e

ikr

r2
· (1 − ikr) · 1

r
[ρ − r ′ sin	′ cos(ϕ − ψ ′)] · 0 = 0;

∇yG
D
ϕψ ′ = 2 · e

ikr

r2
· (1 − ikr) · r

′

r
· cos	′ · ρ · r ′ · sin	′ · cos(ϕ − ψ ′);

∇ϕG
N
yψ ′ = 0. (18.24)

The expression for determining the � ′th component of the electric field strength
vector will have the following form:

E(ψ ′) = 1

2π

∫
s

eikr

r2
· (1 − ikr) ·

{
E(ρ) · r

′

r
cosΘ ′ sin(ϕ − ψ ′)

+E(ϕ) · r
′

r
· cosΘ ′ · cos(ϕ − ψ ′)

}
ds; (18.25)

E(ψ ′) = 1

2π

∫
s

eikr

r2
· (1 − ikr) · r

′
r

· cosΘ ′ · [
E(ρ) · sin(ϕ − ψ ′) + E(ϕ) cos(ϕ − ψ ′)

]
ds. (18.26)

Thus, to determine the field in the observation area, we need to know the field on
the surface of the beam-splitter. For the case of placing the photodetector in the far
zone, we can put r = r ′ = R0 in the amplitude multiplier. Taking into account only
the terms with the first degree (1/R0) in the amplitude and leaving the difference of
the stroke in the phase multiplier r and r′, we get:
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E(Θ ′) = − ik

R0
· e

ikR0

2π

ρ0∫
0

2π∫
0

[
E(ρ) · cos(ϕ − ψ ′)

−E(ϕ) · sin(ϕ − ψ ′)
)
e−ik·ρ·sinΘ ′ ·cos(ϕ−ψ ′)ρdρdϕ; (18.27)

E(Ψ ′) = − ik

R0
· e

ikR0

2π

ρ0∫
0

2π∫
0

cosΘ ′ · e−ik·ρ·sinΘ ′·cos(ϕ−ψ ′) · [
E(ρ) sin(ϕ − ψ ′)

+E(ϕ) · cos(ϕ − ψ ′)
]
ρdρdϕ. (18.28)

The intensity distribution in the observation area can be determined using the
formula:

I = E	′ · E	′ + E� ′ · E� ′ , (18.29)

where E	′ , E� ′ are the complex conjugate values to E	′ , E� ′ .
By using the relations (18.22) and (18.26), we can calculate the distribution of

the intensity of the optical field at any point of space y > 0. By using the Formula
(18.27) and (18.28), we can find the field at points remote from the surface of the
beam-splitter at a distance corresponding to the far zone. To do this, it is necessary to
find the components of the electric field vector tangent to the beam-splitter surface.
The field can be represented as a field falling on the surface of the beam-splitter and
a mirror-reflected field. A falling field is a field from a source that can be represented
as a round hole. The reflected field can be determined using the image method [13],
taking into account the beam splitter’s transmittance.

18.3 Relations for Determining the Field Falling
on the Beam-Splitter Surface

Let us find the calculated relations for determining the field falling from the source to
the beam splitter surface using a spherical coordinate system. The source of the field
is represented as the radiation of the source passing through a circular aperture with
a radius a that is in the plane ỹ = 0 (Fig. 18.2). Consider two cases of polarization
of a plane wave falling on a circular diaphragm in perpendicular and in parallel:

(i) at polarization along z̃ − axis,we get E = k · Ez; (18.30)

(ii) at polarization along x̃ − axis,we get E = i · Ex . (18.31)

To solve the problem, we introduce two coordinate systems (cylindrical and
spherical) with the beginning at the center of the diaphragm (Fig. 18.2). The polar
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coordinate system {ρ̃, ϕ̃} is related to the Cartesian coordinate system {x̃, z̃} as
follows:

x̃ = ρ̃ sin ϕ̃; z̃ = ρ̃ cos ϕ̃. (18.32)

We write the tangent components Eρ̃ and Eϕ̃ in the plane y = 0 for perpendic-
ular polarization, through (18.30), or parallel polarization, through (18.31), using
a formula coupling the components of vectors in different orthogonal coordinate
systems:

Ek̄hk̄ = ∂xm

∂ x̄ k
Emhm, (18.33)

where Ek̄ and Em are the physical components of the vector E in different coordinate
systems, respectively, hi are the corresponding Lamémetric coefficients. In this case,
the index k is referred to a cylindrical coordinate system, and the index m is referred
to a Cartesian coordinate system.

Lamé coefficients in a cylindrical coordinate system have the form:

hρ = 1; hϕ = ρ; hy = 1. (18.34)



18 Universal Technique to Determine the Intensity of the Optical … 213

I. For perpendicular polarization:

Eρhρ = ∂ z̃

∂ρ̃
Ezhz → Eρ = Ez cos ϕ̃;

Eϕhϕ = ∂ z̃

∂ϕ̃
Ezhz → Eϕ = −Ez sin ϕ̃. (18.35)

Cylindrical components Eρ , Eϕ in the opening of the diaphragm, are the sources
of the field that falls on the beam-splitter.

To determine the field falling on diaphragm we can use the relations (18.22) and
(18.26), which couple Eτ on some surface (in this case, the diaphragm aperture) and
field at observation points (in this case, the points on the surface of the beam splitter).
To do this, substitute (18.35) in the expressions (18.22) and (18.26), assuming that
Ez = const = 1, and we get:

E	′ = 1

2π

∫
S

eikr

r2
· (1 − ikr) ·

(
r ′

r
· cosψ ′ − ρ

r
· cosϕ · sin	′

)
ds; (18.36)

Eψ ′ = 1

2π

∫
S

eikr

r2
· (1 − ikr) · r

′

r
· cos	′ · sin� ′ds, (18.37)

where r is the distance between the diaphragm aperture points and the observation
points, r′ is the distance between the center of the spherical coordinate system and
the observation points. The beginning of this spherical coordinate system is located
at the center of the diaphragm aperture and differs from the spherical coordinate
system introduced earlier in (18.9). Assuming in the amplitude multiplier r = r′ and
kr � 1, we have:

EΘ̃ ′ = − ik

r ′ · 1

2π

∫
S

eikr ·
(
cos ψ̃ ′ − ρ

r
· cos φ̃ · sin Θ̃ ′

)
ds

= − ik

r ′ · cos ψ̃ ′ · 1

2π

∫
S

eikr ds + ik

(r ′)2
· cos Θ̃ ′ · 1

2π

)∫
S

eikr · ρ · sin φ̃ · ds;

(18.38)

Eψ̃ ′ = ik

r ′ · cos	′ · sinψ ′ · 1

2π

∫
S

eikrds. (18.39)

or, neglecting the second term in (18.38), we get expressions for spherical
components of the electric field strength:
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E	̃′ = − ik

r ′ · cos ψ̃ ′ · 1

2π

∫
S

eikr ds; (18.40)

Eψ̃ ′ = ik

r ′ · cos 	̃′ · sin ψ̃ ′ · 1

2π

∫
S

eikr ds. (18.41)

II. Similarly, for the parallel polarization, instead (18.35), we have:

Eρ = Ex · sin ϕ; Eϕ = Ex · cosϕ. (18.42)

and instead (18.40) and (18.41), we have:

EΘ̃ ′ = − ik

r ′ · sinψ ′ · 1

2π

∫
S

eikrds; (18.43)

E�̃ ′ = ik

r ′ · cos	′ · cosψ ′ · 1

2π

∫
S

eikr ds. (18.44)

Consider the integral in these expressions:

I =
∫
S

eikrds, (18.45)

where

r =
√

(ρ sin ϕ − r ′ sin	′ sinψ ′)2 + (r ′ cos	′)2 + (ρ cosϕ − r ′ sin	′ cosψ ′)2;
ρ2 sin2 ϕ − 2ρr ′ sin ϕ sin	′ sinψ ′ + r ′2 sin2 	′ sin2 ψ ′ + r ′2 cos2 	′

+ ρ2 cos2 ϕ − 2ρr ′ cosϕ sin	′ cosψ ′ + r ′2 sin2 	′ cos 2ψ ′

= ρ2 − 2ρr ′ sin	′ cos(ϕ − ψ ′) + r ′2 sin2 	′ + r ′2 cos2 	′

= r2 = ρ2 − 2ρr ′ sin	′ cos(ϕ − ψ ′) + r2. (18.46)

Then

I =
a∫

0

2π∫
0

eik
√

ρ2−2ρ·r ′ ·sin	′ ·cos(ϕ−ψ ′)+(r ′)2ρdρdϕ; (18.47)

r ≈ r ′
√
1 − 2ρ

r ′ sin	′ cos(ϕ − ψ ′).

For the Fresnel zone, we have:
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r = r ′
[
1 − ρ

r ′ sin	′ cos(ϕ − ψ ′)
]
; (18.48)

I = eikr
′

a∫
0

2π∫
0

e−ik·ρ·sin	′ ·cos(ϕ−ψ ′)ρdρdϕ.

Due to [14]:

2π∫
0

e−ikρ sin	′ cos(ϕ−ψ ′)dϕ = 2π J0(kρ sin	′), (18.49)

then we have:

I = eikr
′

a∫
0

ρ2π J0(kρ sin	′)dρ = eikr
′
2π

a

k sin	′ J1(ka sin	′), (18.50)

where J1 is the Bessel function of 1st order.
Substituting (18.50) into (18.40) and (18.41), we get for perpendicular polariza-

tion:

I.

EΘ ′ = −i
eikr

′

r ′
a cosψ ′

sinΘ ′ J1(ka sinΘ ′) = −A cosψ ′; (18.51)

Eψ ′ = i
eikr

′

r ′
a cos	′ sinψ ′

sin	′ J1(ka sin	′) = A cos	′ cosψ ′. (18.52)

Similar for parallel polarization, we get:

II.

EΘ ′ = −i
eikr

′

r ′
a sinψ ′

sinΘ ′ J1(ka sinΘ ′) = −A sinψ ′; (18.53)

Eψ ′ = i
eikr

′

r ′
a cos	′ cosψ ′

sin	′ J1(ka sin	′) = −A cos	′ cosψ ′, (18.54)

where

A = i
eikr

′

r ′
aJ1(ka sin	′)

sin	′ . (18.55)



216 I. P. Miroshnichenko et al.

Relationships (18.51)–(18.55) determine the field that passed through the
diaphragm, and they can be used to calculate the field falling on the surface of
the beam-splitter at different polarizations.

18.4 Relations for Determining the Total Field
on Beam-Splitter Surface

To determine the distribution of light intensity in the observation area, it is necessary
to calculate the field on the surface of the beam-splitter, which consists of the falling
field found in Sect. 18.3 and the field of the imaginary source. To solve this problem,
it is convenient to introduce three local Cartesian coordinate systems {x, y, z} and
the spherical coordinate systems {r,	,ψ} coupled with them, having origins at
points O, O ′, O ′′. Coordinates without strokes are referred to the coordinate systems
with origins on the beam-splitter surface at a point O; coordinates with one stroke
correspond to the coordinate systems at a point O′ located at the center of aperture;
and two strokes are referred to a coordinate system with an origin at the center of the
mirror source O′′ (Fig. 18.3).

It is necessary to determine the tangent components of the falling field on the
surface y= 0 in a cylindrical coordinate systemwith the origin at a pointO. Therefore,
knowing E	̃′ , E�̃ ′ , Er̃ ′ ≈ 0 let us go to Eρ and Eϕ .

The relationship between the entered coordinate systems is defined as follows.
The coordinate system {x′, y′, z′} is obtained by rotating around the z-axis by an angle
α0 in the positive direction and then parallel translation on (−x0) and y0, respectively
(see Fig. 18.3). The coordinate system {x′′, y′′, z′′} is mirrored with respect to {x′, y′,
z′}, where the y-axis direction is changed to opposite. This system is derived from
{x, y, z} by turning on an angle [−(α0 + 2α)] and parallel shear along the x-axis on(−x ′′

0

)
and along the y-axis on

(−y′′
0

)
.

The relationships between these coordinate systems and the main coordinate
system are as follows:

x ′ = (x + x0) cosα0 + (y − y0) sin α0;
y′ = −(x + x0) sin α0 + (y − y0) cosα0;
z′ = z. (18.56)

x ′′ = (
x + x ′′

0

)
cos(α0 + 2α) − (

y + y′′
0

)
sin(α0 + 2α);

y′′ = (
x + x ′′

0

)
sin(α0 + 2α) + (

y + y′′
0

)
cos(α0 + 2α);

z′′ = z, (18.57)

where

x ′′
0 = x0 cos 2α + 2h sin α + y0 sin 2α;
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y′′
0 = −x0 sin 2α + 2h cosα + y0 sin 2α. (18.58)

In these expressions, the values of the parameters x0, y0, α0 and α, h, respectively,
determine the position in space of the luminous point and the reflecting surface; they
are clear from Fig. 18.3. The Cartesian coordinates with origin at a point O′ are
expressed in spherical coordinates with origin at the point O′:

x ′ = r ′ · sin	′ · sin� ′;
y′ = r ′ · cos	′;
z′ = r ′ · sin	′ · cos� ′. (18.59)

Cartesian coordinate system can be expressed in terms of a basic cylindrical
coordinate system {y, ρ, ϕ} that is coupled with a point O:

x = ρ sin ϕ; y = y; z = ρ cosϕ. (18.60)

From the Formula (18.56), we express the relationship of the main Cartesian
coordinate system with the entered Cartesian coordinate system with the origin at



218 I. P. Miroshnichenko et al.

the point O′:

x = −x0 + x ′ · cosα0 − y′ · sin α0;
y = y0 + x ′ · sin α0 − y′ · cosα0;
z = z′. (18.61)

Substitute (18.59) into (18.61) andget the relations that connect themainCartesian
coordinate system and the spherical coordinate system with the origin at the point
O:

x = −x0 + r ′ sin	′ sin� ′ cosα0 − r ′ cos	′;
y = y0 + r ′ sin	′ sin� ′ sin α0 + r ′ cos	′ cosα0;
z = r ′ sin	′ cos� ′. (18.62)

Substitute (18.62) into (18.60) and get relations, defining cylindrical coordinates
centered at the point O, through Cartesian coordinates centered at the point O′:

ρ sin ϕ = −x0 + x ′ cosα0 − y′ sin α0;
ρ cosϕ = z′;
y = y0 + x ′ sin α0 + y′ cosα0. (18.63)

Let us express cylindrical coordinates centered at a point O through spherical
coordinates centered at a point O′:

y = y0 + r ′ sin	′ sin� ′ sin α0 + r ′ cos	′ cosα0;
tgϕ = x

z
= −x0 + r ′ sin	′ sin� ′ cosα0 − r ′ cos	′ sin α0

r ′ sin	′ cos� ′ ;
ρ =

√
r ′2 sin	′2 cos2 � ′ + (−x0 + r ′ sin	′ sin� ′ cosα0 − r ′ cos	′ sin α0)2.

(18.64)

Let us express spherical coordinates centered at a point O′ through cylindrical
coordinates at a point O:

r ′ =
√

ρ2 + 2ρx0 sin ϕ + x20 + (y − y0)2;
tg� ′ = (ρ sin ϕ + x0) cosα0 + (y − y0) sin α0

ρ cosϕ
;

cos	′ = −(ρ · sin ϕ + x0) sin α0 + (y − y0) cosα0√
ρ2 + 2ρ · x0 sin ϕ + x20 + (y − y0)2

. (18.65)

The electromagnetic radiation of the laser passed through a circular diaphragm
and polarized along the x′-axis in a spherical coordinate system with the origin at
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a point O′ was obtained above (18.53) and (18.54). Next, we need to get a falling
field expressed in a cylindrical coordinate system with the origin at a point O. This
requires the transverse components of the vector E:

Eρ = ∂	′

∂ρ

h	′

hρ

E	′ + ∂� ′

∂ρ

h� ′

hρ

E� ′ ; Eϕ = ∂	′

∂ϕ

h	′

hϕ

E	′ + ∂� ′

∂ϕ

h� ′

hϕ

E� ′ , (18.66)

where

h	 = r; hρ = 1; hϕ = ρ; hϕ = ρ;
h� = r · sin ·	; hy = 1. (18.67)

Define the necessary components of expression (18.66):

∂	′
∂ρ

h	

hϕ
= r ′ ∂	′

∂ρ
; ∂	′

∂ϕ

h	

hϕ
= r ′

ρ
∂	′
∂ϕ

;
∂� ′
∂ρ

h�

hρ = r ′ sin	′ ∂ψ ′
∂ρ

∂� ′
∂ϕ

h�

hϕ
= r ′ sin	′

ρ
∂� ′
∂ϕ

(18.68)

From (18.65) we have:

r ′ =
√

ρ2 + 2 · ρ · x0 · sin ϕ + x20 + (y − y0)2;
	′ = arccos

y

r
= arccos

−(ρ sin ϕ + x0) sin α0 + (y − y0) cosα0√
ρ2 + 2ρx0 sin ϕ + (y − y0)2

. (18.69)

Derivatives in (18.66) have the forms:

∂ψ ′

∂ρ
= 1

1 +
[

(ρ sin ϕ+x0) cosα0+(y−y0) sin α0

ρ cosϕ

)]2

= −x0 cosϕ cosα0 + (y − y0) sin α0 cosϕ

ρ2 cos2 ϕ + [(ρ sin ϕ + x0) cosα0 + (y − y0) sin α0]
2 ;

∂Ψ ′

∂ρ

hΨ

hρ

=
√
r ′2 − y′2 · [−x0 · cosϕ · cosα0 − (y − y0) · sin α0 · cosϕ]
ρ2 cos2 ϕ + [(ρ · sin ϕ + x0) cosα0 + (y − y0) sin α0]

2 ; (18.70)

∂Ψ ′
∂ϕ

= 1

1 +
[

(ρ sin ϕ+x0) cosα0+(y−y0) sin α0
ρ cosϕ

]2

= ρ · cosϕ · ρ · cosϕ · ρ cosα0 + ρ · sin ϕ[(ρ · sin ϕ + x0) cosα0 + (y − y0) sin α0]

ρ2 cos2 ϕ

=
ρ2 · cosα0 + ρ · x0 sin ϕ · cosα0 + ρ(y − y0) sin ϕ · sin α0

]
ρ2 · cos2 ϕ + [(ρ · sin ϕ + x0) cosα0 + (y − y0) sin α0]2

;

∂Ψ ′
∂ϕ

hΨ

hϕ
=

√
r ′2 − y′2[ρ · cosα0 + x0 sin ϕ · cosα0 + (y − y0) sin ϕ · sin α0]

ρ2 · cos2 ϕ + [(ρ · sin ϕ + x0) cosα0 + (y − y0) sin α0]2
; (18.71)
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∂	′
∂ρ

h	

hρ
= r ′√

r ′2 − y′2

{
sin ϕ · sin α0 + [−(ρ sin ϕ + x0) sin α0 + (y − y0) cosα0](ρ + sin ϕ)

(r ′)2
}
;

(18.72)
∂	′
∂ϕ

h	

hϕ
= 1√

r ′2 − y′2

{
cosϕ · sin α0 · r ′ + [−(ρ sin ϕ + x0) sin α0 + (y − y0) cosα0]x0 cosϕ

r ′
}
.

(18.73)

Thus, the following field falling from the diaphragm, expressed in the components
of the cylindrical coordinate system, takes place on the surface y = 0:

–

–

– –
(18.74)

–

–

(18.75)

where

r̄ ′ =
√

ρ2 + 2 · ρ · x0 sin ϕ + x20 + y20 ;
x̄ ′ = (ρ · sin ϕ + x0) cosα0 − y0 sin α0;
ȳ′ = −(ρ · sin ϕ + x0) sin α0 − y0 cosα0. (18.76)

Expressions for the field of imaginary source are obtained similarly to the falling
field from the aperture, only in formulae (18.74)–(18.76), it is necessary to replace
one stroke with two, and instead x0, y0, α0 substitute them on x ′′

0 , y
′′
0 ,−(α0 + 2α),

respectively:

E3
ρ = r̄ ′√

(r̄ ′)2 − (ȳ′)2

[
sin ϕ · sin(−α0 + 2α) + ȳ′(ρ + x ′′

0 sin ϕ)

(r̄ ′)2

]
E	′

+
√

(r̄ ′)2 − (ȳ′)2 · [−x ′′
0 cosϕ · cos(−α0 + 2α) − y′′

0 cosϕ · sin(−α0 + 2α)
]

ρ2 cos2 ϕ + (x̄ ′)2 E�′ ; (18.77)

E3
ϕ = r̄ ′√

(r̄ ′)2 − (ȳ′)2

[
cosϕ · sin(−α0 + 2α) + ȳ′ · x ′′

0 sin ϕ

(r̄ ′)2

]
E	′
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+
√

(r̄ ′)2 − (ȳ′)2 · [
ρ · cos(−α0 + 2α) + x ′′

0 · sin ϕ · cos(−α0 + 2α) − y′′
0 sin ϕ · sin(−α0 + 2α)

]
ρ2 cos2 ϕ + (x̄ ′)2 E�′ ,

(18.78)

where

x ′′
0 = x0 cos 2α + 2h sin α + y0 sin 2α;
y′′
0 = −x0 sin 2α + 2h cosα + y0 sin 2α. (18.79)

The total field on the surface of the beam-splitter can be written as the sum of the
field falling from the source that is passed through the diaphragm, and the field from
the imaginary source that is diffracted on the beam-splitter:

(18.80)

where T (ρ, ϕ) is the amplitude transmission of the beam-splitter.
Thus, the relationships to determine the field distribution on the surface of beam-

splitter of laser interferometer are obtained. The field distribution is presented in the
form of the tangential components of the electric field strength vector Eρ and Eϕ ,
expressed in cylindrical coordinates, taking into account the diffraction at a circular
aperture and transmittance of the beam-splitter.

18.5 Relations for Determining the Field and Intensity
in the Location Area of Photodetectors in the Case
of Using Sinusoidal Diffraction Grating
as Beam-Splitter

Thus, we can say that in Sect. 18.3 the calculated relations were found for determin-
ing the field falling from the source on the beam-splitter surface using a spherical
coordinate system. In Sect. 18.4, we obtained the relations for determining the field
on the surface of the beam-splitter of a laser interferometer, which are represented
as tangent components of the electric field strength vector Eρ and Eϕ , expressed in
cylindrical coordinates, taking into account the diffraction on the round hole and the
transmission coefficient of the beam-splitter.

Now consider the case when a sine wave grating with a period τ and transmittance
T (x, z) is used as a beam-splitter. If the beam-splitter is fully illuminated, then the
surface of the interferogram is rectangular and in this case, it is convenient to use
a Cartesian coordinate system. In this regard, it is necessary to make a transition
from formulae (18.27) and (18.28) with components E	 and E� , expressed in cylin-
drical coordinates to formulae with the same components expressed in Cartesian
coordinates.

With this aim, we define Eρ and Eϕ through Ex and Ez :



222 I. P. Miroshnichenko et al.

Eρ = Ez · cosϕ + Ex · sin ϕ;
Eϕ = −Ez · sin ϕ + Ex · cosϕ. (18.81)

So, expressions (18.27) and (18.28) take the forms:

E(Θ ′) = 1

2π

∫
s

eikr

r2
· (1 − ikr) ·

[
Ez

(
r ′

r
cosψ ′ − z

r
sinΘ ′

)

+Ex ·
(
r ′

r
· sinψ ′ − x

r
· sinΘ

)]
ds;

E(ψ ′) = 1

2π

∫
s

eikr

r2
· (1 − ikr) · r

′

r
· cosΘ ′ · (Ex · cosψ ′ − Ez sinψ ′)ds.

(18.82)

If the interference pattern is observed in the far zone, and the source is located
near the y-axis in the Fresnel zone, then the formulae for calculating the transverse
components of the vector E have the forms:

EΘ⊥ = A0 · cosψ ·U (Θ,ψ); EΨ ⊥ = −A0 · cosΘ · sinψ ·U (Θ,ψ); (18.83)

EΘ|| = A0 · sinψ · cosα0 ·U (Θ,ψ);
EΨ || = −A0 · cosψ · cosΘ · cosα0 ·U (Θ,ψ). (18.84)

Here

U (θ, ψ) = U0

∫
S

U (x, z)eik
x2+z2

2R0 e−ik sin θ(x sinψ+z cosψ)ds, (18.85)

whereU (x, z) is the complex amplitude of the wave field; θ, ψ, R0 are the spherical
coordinates of observation points; x, z are the coordinates of source points that locate
on the surface of the beam splitter (Fig. 18.1). Expression (18.85) includes a function
U (x, z) describing the optical field in the plane of the beam-splitter. To determine
it, we use the image method [13], when the total field on the surface of the beam
splitter is represented by a superposition of waves from a luminous point x0, y0 and
an imaginary mirror point formed by the reflector, and it is necessary to take into
account the amplitude transmission of the beam splitter. In accordancewith the image
method expressions for the complex amplitude of the light field on the surface of the
beam splitter can be written as follows:

U (x, z) = A0e
ikr ′ − T (x, z)eikr

′′
, (18.86)

where for the Fresnel zone:
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r ′ = r0 + (x + x0)
2 − x20 + z

2

2r0
; r ′′ = r ′′

0 +
(
x + x ′′

0

)2 − x
′′2
0 + z2

2r ′′
0

;

r0 =
√
x20 + y20 , (18.87)

where A0 is a constant, T (x, z) is the amplitude transmission of the beam-splitter.
Substituting (18.86) and (18.87) in (18.85), as well as specifying T (x, z), we get
the ratio for calculating the field at the observed points. The intensity to which
the photodetector reacts is equal to the square of the expression module (18.85).
Consider the case where the field does not depend on z, and a sinusoidal lattice is
used as the beam-splitter. Diffraction by a sinusoidal grating, as is known, leads to
the formation of maxima of the first order (m = ±1). In this regard, it is advisable
to place photodetectors in the regions corresponding to these maxima and consider
the interference pattern in these directions, which is formed by the falling wave and
the waves diffracted on the lattice.

To do this, we write the optical field in space y > 0 in accordance with (18.85) as
follows (the amplitude multiplier is omitted here):

U1 =
d∫

−d

(
eikr

′ + e±ik λ
τ
xeikr

′′)
eik

x2

2R0 e−ikx sin θdx, (18.88)

where τ is the period of the lattice, and the sign in the exponent of the second term
is taken in accordance with the considered main maximum.

Substituting the values from (18.87) into this expression, we get the ratio for
calculating the complex amplitude of the wave field in the form:

U1 = eikr0 J1 + eikr
′′
0 J2, (18.89)

where

J1 =
d∫

−d

e
i
[
k
(

1
2r0

+ 1
2R0

)
x2+k

(
x0
r0

−sin θ
)
x
]
dx; (18.90)

J2 =
d∫

−d

e
i

[
k

(
1

2r ′′0
+ 1

2R0

)
x2+k

(
x ′′0
r ′′0

−sin θ± λ
τ

)
x

]
dx . (18.91)

By using table values [26], integrals (18.90) and (18.91) can be reduced to Fresnel
integrals of the form:

J =
d∫

−d

ei(ax
2+bx)dx = 1√

a
eiν

ξ2∫
−ξ1

(
cos ξ 2 + i sin ξ 2

)
dξ, (18.92)
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where

ν = b2

4a
; ξ1 = −d

√
a + √

ν; ξ2 = d
√
a + √

ν, (18.93)

a is the coefficient before
(
i x2

)
in the exponent of expressions (18.90) and (18.91),

respectively, and b is the coefficient before (i x) in these exponents.
The light intensity according to (18.89) is calculated using the following formula:

I (θ) = (eikr0 J1(θ) + eikr
′′
0 J2(θ))(eikr0 J1(θ) + eikr

′′
0 J2(θ))∗, (18.94)

where (*) denotes a complex-conjugate quantity.
If the size of the beam-splitter is so large that diffraction at the edges can be

neglected and the limits in (18.88) can be replaced by infinite ones, then the integrals
(18.90) and (18.91) can be calculated using the following formulae [14]:

J1 = ei
π
4

√
2πR0

k

√
r0

r0 + R0
e
ik r0 R0

2(r0+R0)

(
x0
r0

−sin θ
)2

; (18.95)

J2 = ei
π
4

√
2πR0

k

√
r ′′
0

r ′′
0 + R0

e
ik

r ′′0 R0
2(r0+R0)

(
x ′′0
r ′′0

−sin θ± λ
τ

)2

. (18.96)

In accordance with these expressions and for simplicity, taking into account the
amplitude multipliers of interfering waves (18.95) and (18.96), r0 = r ′′

0 = R0, the
intensity at the observed points can be written as follows:

I = A0(1 − cos γ ), (18.97)

where

γ = k

2

[
−r0 + r0R0

r0 + R0

(
x0
r0

− sin θ

)2

+ r ′′
0 − r ′′

0 R0

r ′′
0 + R0

(
x ′′
0

r ′′
0

− sin θ ± λ

τ

)2
]
.

(18.98)

If the beam-splitter is large, we can determine the spatial frequency of the phase
change. The dependence of the spatial frequency at different points θ on themeasured
parameters is determined by the following relation:

ω = ∂γ

∂θ
= k

[
− r0R0

r0 + R0

(
x0
r0

− sin θ

)
cos θ + r ′′

0 R0

r ′′
0 + R0

(
x ′′
0

r ′′
0

− sin θ ± λ

τ

)
cos θ

]
.

(18.99)

These formulae determine the dependence of the measured parameters of the
interference pattern in the directions θ1 and θ2, where the photodetectors are located,
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on the coordinates of the highlighted point x0, y0 on the surface, as well as on the
location of the reflector α, h. So, if we put θ = θ1 in (18.94), we get an expression of
intensity in the right part, the value of which depends on the measured parameters:

I1(x0, y0, α, h) = (eikr0 J1(θ1) + eikr
′′
0 J2(θ1))(e

ikr0 J1(θ1) + eikr
′′
0 J2(θ1))

∗.
(18.100)

Similarly, for the intensitymeasured by the second photodetector, which is located
in the direction θ2, we have:

I2(x0, y0, α, h) = (eikr0 J1(θ2) + eikr
′′
0 J2(θ2))(e

ikr0 J1(θ2) + eikr
′′
0 J2(θ2))

∗.
(18.101)

If the control object surface is highlighted at constant parameters α, h of the
interferometer, then the expressions (18.100) and (18.101) are a system of equations
with respect to x0, y0. In the second case, when the reflector is a control object surface
and the luminous point is stationary, a system of equations for determining the values
of α, h is obtained. Similar considerations can be made in the case of large beam-
splitter sizes. Thus, by measuring, for example, the spatial frequency of interference
bands ω in the directions θ1 and θ2, it is possible to obtain a system of transcendental
equations for determining x0, y0 or α, h, which can be solved in any known way.

18.6 Conclusion

It was developed universal technique, and also are derived and described in details
the formulae for determining the intensity of the optical fields created by the laser
interference meter of displacements based on two-way laser interferometer with
combined branches, and implementing a method onto the surface of the test object.
The proposed relationships allow for computational and theoretical modeling and
researchof functional characteristics in the interests of creatingnewpromisingoptical
means for measuring the displacement of control object surfaces.
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Chapter 19
Strength of Interatomic Bonds
at High-Angle Grain Boundaries in Iron

Yuri F. Migal

Abstract The numerical model of the high-angle boundary is used for quantum-
chemical calculations of the binding energy of atoms of impurity and alloying ele-
ments at the grain boundaries in iron. Elements of the fourth period, from potassium
to krypton, are considered as impurity. It is shown that the bond strength between
grains is primarily determined by the type of atoms located at the boundaries. To a
lesser extent, the bond strength depends on the details of the arrangement of atoms.

19.1 Introduction

The properties of metals, including the strength properties of their surface, largely
depend on grain boundaries (GBs) inmetals [1–3]. In variousmetals, including steels,
along with atoms of the base metal at grain boundaries there are atoms of impurities
and alloying elements. Some of these elements can strengthen the bond between
the grains, and others, on the contrary, weaken this bond depending on the relative
arrangement of atoms at the boundaries, as well as on the magnitude of the chemical
bond between these atoms and the surface of the grains. The degree of dependence
of the GBs strength in metals on the presence of various elements at the boundaries
is one of the actual issues in the theory of metals.

The segregation phenomenon in iron and its influence on the strength properties
of iron have been studied in a significant number of works devoted to the GBs.
For example, in [4–6] detailed studies using specific models were conducted for
segregating elements, including C, P, S, Zn, Cu. The peculiarity of these works is
that they study particular situations when certain impurity atoms are considered in
a certain configuration of iron atoms. Along with this, works of a more general
content are known [7–9], where atoms of different elements are studied in typical
configurations of atoms of the basemetal. Themain task of these works is to compare
these elements according to the degree of strengthening of the metal.
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In our opinion, it is interesting to consider and compare the strengthening and
softening properties of a large group of elements containing entire periods of these
elements. Such a statement of the problem is possible within the framework of some
generalized model of segregation in metal (for example, in iron). With its help, it
would be possible to classify the strengthening properties of various elements in
relation, for example, to iron, regardless of the atomic configuration characteristics
of these elements in iron. This approach would be most useful when creating steels
with specified properties.

Another, more accurate approach to the study of the strengthening properties
of elements should be obviously based on the analysis of all possible configura-
tions of atoms of these elements in the metal and the subsequent summation of the
data obtained. Since any metal contains at the same time a huge variety of atomic
impurities with a variety of properties, the exact approach is an almost impossible
task.

In favor of a less accurate generalized model, experimental facts indicate that
many elements, regardless of what different equilibrium positions they have in the
structure of iron, generally harden iron. It follows from this unambiguity that the
strengthening effect of an element depends more on the pair interaction of atoms of
this element with iron atoms than on the details of the relative arrangement of atoms.
Such a statement is difficult to prove, but in many known cases it turns out to be true.

Based on the experience of our previous studies, we can assume that to obtain
generalized results about the influence of various impurity elements on the strength
of iron, it is possible to use simplified models in which the different types of
configurations characteristic of this element are averaged in some way.

In [10, 11] we calculated the binding energy of polyatomic complexes simulating
grain boundaries in iron. We investigated the influence of the chemical composition
of grain boundaries, including atoms of impurity and alloying elements, on the bond
strength between grains. In these case methods based on the DFT approximation
were applied. With their help, quantum-chemical calculations of the binding energy
of complexes including elements from the first six periods of the periodic table were
carried out. The results of the calculations are in qualitative agreement with the
well-known theoretical and experimental data on the influence of these elements.

In these calculations, we used two different models of GBs, the cluster model and
the slab model, which contain a large number of simplifications. These models did
not take into account the variety of specific conditions available on different types
of GBs (more details will be discussed below). In this chapter, we propose a new
slab model that simulates a common defect in metals, namely the high-angle grain
boundary.

The main purpose of this article is to show that the dependences in the distribution
of chemical elements by the degree of hardening of iron obtained in different ways
are close to each other, despite the significant differences in both the variants of the
mutual arrangement of atoms in iron and the models used.
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19.2 High-Angle Grain Boundary Model

First, we describe a simplified (“flat”) slab model, which was used earlier in our
calculations [10, 11]. This model consists of several atomic layers. The central inner
layer contains atoms of impurity elements, and the outer layers consist of iron atoms.
If the system is subjected to thermal or mechanical action, it can decay into two parts.
In this case, the impurity atoms, as shown by calculations, are located on the surface
of one of these parts (Fig. 19.1).

The energy Ed required to disintegrate the system into two parts was determined
by the formula

Ed = |E0 − E1 − E2|, (1)

where E0 is the binding energy of the whole system, E1 and E2 are the binding
energies of the decayed parts.

By using this model, it was found, in particular, that in the presence of carbon or
boron atoms on the GB, the energy required for the disintegration of the system is
greater than in the presence of sulfur or phosphorus atoms. These and other obtained
results are in agreement with the experimental data and theoretical results of other
authors (see, for example, [12–15]).

In this chapter, an attempt is made to obtain similar results using a model that
more accurately simulates the interactions of atoms at the grain boundaries. From
all variety of known types of GB, it is necessary to choose some type of boundary
allowing introduction on this boundary of atoms of impurity elements. Such bound-
aries include, in particular, the high-angle boundary, which can be represented as a
set of points of contact of two sets of atomic planes with two different orientations
in space. The angle between these planes must exceed 20° [16]. Atoms of impurity
or alloying elements may be located in the voids arising from such a contact.

+Ed

Fig. 19.1 Flat model of the grain boundary in iron with the surface (100) and the decay of this
boundary into two parts [10]; atoms of alloying or impurity elements are in the middle layer
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Thus, the system of parallel atomic planes, used in the case of the flat model, in
this more realistic model is replaced by two systems of planes that touch each other
inside some layer. In fact, this layer is the grain boundary.

Next, we consider a variant in which two systems of contacting atomic layers
with Miller indices (100) are located to each other under an angle equal to 43°. This
angle is chosen so that the position of atoms in space can be represented as a set of
elementary cells in the crystal. This configuration of atoms allows the use of classical
methods for calculating crystal structures.

Elements of the fourth period of the periodic table were considered as impurity
and alloying elements in this work. If the size of the atoms or ions of these elements is
smaller or comparable to the size of the iron atom, then such atoms are freely placed
in the voids available on the GB. If such placement is energetically disadvantageous,
the whole complex is unstable and will be disintegrated.

The left part of Fig. 19.2 presents the scheme of arrangement of atoms of iron
and one more of representatives of the fourth group—titanium in new model on start
of calculations. The arrangement of atoms in this case has been chosen so that only
the outer surfaces of the system and the high-angle boundaries are defects of this
periodic atomic structure.

The structure shown in the figure is a fragment of a system that periodically
repeats in a plane parallel to two mutually perpendicular x- and y-axes. Here three
elementary cells conjugated along the x-axis are shown. Geometric parameters of
one elementary cell are: ax = 6.425 a.u., ay = 2.87 a.u. Total number of atoms in
such a cell is 22. Among them there are 20 atoms of Fe and 2 atoms of Ti.

The vertical layer in the middle of the picture, which consists of alternating Fe
and Ti atoms, depicts the common boundary of the two grains in given projection.

Fig. 19.2 Decay of high-angle GB containing impurity titanium atoms; Ti atoms are represented
by light grey balls; the atomic system is presented in an unrelaxed form
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The right side of the picture shows the system after the decay that occurred at the
grain boundary.

The initial atomic configuration shown in Fig. 19.2, corresponds to the periodic
arrangement of atoms specified at the start of calculations. In the result of atomic
interactions taken into account in the model, relaxation occurs in the system, and the
arrangement of atoms becomes less symmetrical.

The configuration of atoms after relaxation is presented in Fig. 19.3. The main
results of relaxation are: (i) violation of the order in the atomic configuration char-
acteristic of an ideal solid (this violation is a consequence of the existence of the
grain boundary); (ii) compression of the atomic system along the z-axis caused by
the action of transverse internal forces in the system. The latter phenomenon is an
artifact of the model. It is explained by the fact that the model does not take into
account the interaction of the investigated system with neighboring atoms located in
the metal outside this system.

Fig. 19.3 GB model
containing titanium atoms
(relaxed state)
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19.3 Results of Calculations and Discussion

This model was used to calculate the same values that were calculated earlier in [10,
11]. These values include the binding energy E0 of the initial cell, the energies of its
parts E1 and E2, as well as the energy Ed required for decay of the cell into parts.
The energy E1 corresponds to the part of the cell that contains the impurity atoms.
The value of Ed was calculated by using formula (1). Calculations of the values E0,
E1 and E2 were carried out using the ADF-BAND software package [17], based on
the DFT approximation.

The results of the calculations are presented in Table 19.1.
From the obtained data it follows that the values of E0, E1 and Ed for iron contain-

ing elements of the fourth period as impurities, initially increase and then decrease
with the growth of the atomic number of the element. In the case of krypton, the decay
energy of the cell is zero, i.e., in the presence of this element, the cell spontaneously
decays. It should be noted that the results obtained are actually a consequence of the
Periodic Law.

Table 19.1 Total energy E0 of initial cell, energies E1, E2 of decayed parts and energy Ed ,
required for decay of cell

Element’s number Impurity element E0, eV E1, eV E2, eV Ed , eV

19 K −188.9 −105.1 −82.5 1.3

20 Ca −193.6 −108.7 −82.5 2.4

21 Sc −201.2 −115.5 −82.5 3.2

22 Ti −207.8 −119.7 −82.5 5.6

23 V −210.9 −122.3 −82.5 6.1

24 Cr −211.8 −122.8 −82.5 6.5

25 Mn −212.0 −123.2 −82.5 6.3

26 Fe −211.2 −122.4 −82.5 6.3

27 Co −209.8 −121.4 −82.5 5.9

28 Ni −203.6 −115.3 −82.5 5.8

29 Cu −199.4 −111.9 −82.5 5.0

30 Zn −195.2 −108.3 −82.5 4.4

31 Ga −199.8 −112.8 −82.5 4.5

32 Ge −202.9 −116.1 −82.5 4.3

33 As −203.6 −117.3 −82.5 3.8

34 Se −200.5 −115.8 −82.5 2.2

35 Br −194.4 −110.4 −82.5 1.5

36 Kr ? −101.8 −82.5 0

Note the “?” sign in the column with E0 means that the corresponding value for this element is
undefined. A cell with such an element disintegrates spontaneously
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Fig. 19.4 Dependence of the decay energy of an atomic systemon the atomic number of an impurity
element located at the grain boundary

These numerical data are consistent with data from our previous work obtained
by using the flat model. From the fact that the energy required for the decay of the
cell is maximum for the atoms of titanium, vanadium, chromium, manganese, cobalt
and nickel, and it is greater or comparable to the decay energy in the case of pure
iron, it follows that these elements strengthen iron. This conclusion is consistent with
known experimental and theoretical data (see, for example, [14, 15]).

In Fig. 19.4, the data from Table 19.1 relating to Ed are shown graphically. Here,
for comparison, the data corresponding to the results of calculations performed ear-
lier [10, 11] with the help of simpler cluster and slab models are presented. This
representation allows us to clearly see that in this case there is a relationship of the
decay energy on the atomic number of elements, similar to the dependencies obtained
in previous calculations.

19.4 Conclusions

The binding energies of different atomic structures which were calculated by using
the high-angle boundary model are qualitatively consistent with the results obtained
earlier by using the flat model. It follows that the bond strength at grain boundaries in
iron is mainly determined by the effects that are equally reproduced in these models
- that is, the pair interactions between the atoms of the base metal (in this case,
iron) and the atoms of alloying and impurity elements on the grain surface. The
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dependence of the bond strength on details of the mutual arrangement of atoms is
manifested to a lesser extent.

These facts make it possible to rank the elements located at grain boundaries by
the magnitude of the chemical bonds between these elements and iron. The whole
set of elements can be divided into three groups: (i) strengthening; (ii) softening and
(iii) not significantly affecting the strength of boundaries. The elements of the fourth
period which can be attributed to the strengthening elements are titanium, vanadium,
chromium,manganese, cobalt and nickel. The softening elements include potassium,
calcium, arsenic, scandium, selenium, bromine. These results are consistent with
known experimental information about these elements.
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Chapter 20
Digital Microscopy Image Enhancement
Technique for Microstructure Image
Analysis of Bottom Ash Particle Polymer
Composites

F. A. Hermawati, I. M. Kastiawan, and Muhyin

Abstract Polymer composites are composite materials with matrices of polymers
with reinforcements using fibers or particles or both together. This study uses
polypropylene polymer composite material with reinforcement of bottom ash parti-
cles. In the manufacture of polypropylene-shaped sheet (lamina) polymer composite
materials with bottom ash particles, the process of assessing the composite char-
acteristics of the polypropylene matrix such as the level of distribution of bottom
ash particles as fillers in the polypropylene matrix through microscopic images is
necessary. Analysis of the level of distribution of reinforcement particle is used to
avoid the formation of filler particle agglomerates during the dispersion of various
types of fillers in polymer resins. Bottom ash particles themselves have an irreg-
ular shape that requires particular analysis to distinguish a single particle and an
agglomerate particle. Before the analysis step, the most crucial step at the beginning
is to carry out the process of improving the quality of the input image, which aims
to improve image contrast and eliminate unwanted noise. This chapter proposes an
image enhancement method to enhance the quality of the microstructure image of a
polymer composite that is analyzed using a digital microscope. The proposedmethod
combines the multiresolution approach and the anisotropic diffusion method. From
the experiment, this image enhancement method gives the best performance when it
is compared with other techniques in the state of the arts.

20.1 Introduction

In themanufacture of polypropylene-shaped sheet (lamina) polymer compositemate-
rials with bottom ash particles, the process of assessing the composite characteristics
of the PP matrix such as the level of distribution of bottom ash particles as fillers in
the PP matrix through microscopic images is an essential act. We need an analysis
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of the level of distribution of reinforcement particles to avoid the formation of filler
particle agglomerates during the dispersion of various types of fillers in polymer
resins [1, 2]. Bottom ash particles have an irregular shape that requires particular
analysis to distinguish a particle or an agglomerate of particles. Before the analysis
step, the most crucial step at the beginning is to carry out the image enhancement
process to improve the quality of the input image, which aims to improve image
contrast and to eliminate noise.

In several studies of image analysis for composite materials, a microscopic image
quality improvement technique is needed to reduce noise or unwanted artifacts in the
image but still retain the characteristics and details of the image. As state of the art,
we present several studies related to image enhancement techniques for analyzing
microstructural images using Scanning Electron Microscope (SEM), Transmission
Electron Microscope (TEM), or digital microscopes. Gaussian filter is a filter that
is widely used to reduce noise both in the signal as performed by Hermawati et al.
[3] or on the image. Campbell et al. [4] used Gaussian filters to reduce noise while
maintaining differences in intensity between adjacent grains.According toCampbell,
finding effective Gaussian filtering can also cause distortion. The chosen size of the
filter will be able to reduce noise and distortion. They proposed a 3 × 3 filter size
for optical image s of titanium Microstructures of the Ti6Al4V alloy taken using a
digital microscope. Kundu et al. [5] also applied a 5× 5 Gaussian filter with standard
deviation σ = 1.2 to eliminate noise in the SEM image of a polymer composite
using the natural blend system of natural rubber matrix (NR)—polybutadiene rubber
(PBR)—reclaim rubber (RR) with silica as a reinforcement.

Meanwhile, Hiremath et al. [6] proposed the selective median switching filter in
[7] to eliminate noise in the image of ductile cast ironmicrostructure.Martin-Herrero
[8] implemented the image processing techniques in the reconstruction task of the 3D
microstructure image of the C/C fiber composites from anX-ray contrast phasemicro
tomography. In the preprocessing stage, they applied the anisotropic diffusionmethod
in [9] that can eliminate high-frequency noisewhilemaintaining the edge.Duval et al.
[10] suggested a bilateral filtering method to reduce noise in the homogeneous areas
by slightly modifying the area of interest. They implemented this filter in the SEM
image of the catalyst section that illustrates black cracks, partially filled pores that
have a round dark grey shape with white spots and inclusion of zeolites which is
scattered or aggregated white dots in neutral substrates (aluminum).

This study proposed an image enhancement technique for improving the micro-
scopic image quality of polymer composites with reinforcement of bottom ash. This
method will eliminate noise that can be the granules or white lines due to the forming
process of the sheet material, for example, due to the operation of rolling or pressing.
The proposed method combines the frequency-based technique with some spatial fil-
tering basedmethods. This hybrid method, as presented byHermawati et al. [11], can
reduce noise in the image while maintaining the edge. We also propose a dark region
enhancement stage to increase the contrast of the black area, which is the bottom ash
particles area. The application of the proposed image enhancement method aims to
improve the accuracy of the analysis of filler dispersions in the polymer matrix in
measuring the strength of the tested material.
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This chapter is composed of four sections. The second section presents how to
obtain the Microstructure image from polymer composite material for the research
and explain the proposed method to enhance the image. The results of the conducted
experiment are presented in the third section. In this section, we also compare our
proposed method with other techniques in state of the art. The fourth section presents
conclusions and steps that need to be done in the next study.

20.2 Material and Method

20.2.1 Material Preparation

Thematerials used tomake polymer composites with sisal fibers as reinforcement are
thermoplastic polymers (polypropylene), bottom ash with specific mesh, and sisal
fibers of a certain length. Concentrations based on weight will be prepared according
to the variables determined before polymer melting. Polypropylene polymers with a
specificweight are poured into a heating container with a temperature of 170 °C. This
temperature corresponds to the melting temperature of polypropylene. After 100%
melting, which takes almost 2 h for the weight of 300 g of polypropylene, bottom ash
powder of coal is weighed and has a specific mesh particle size. Then, sisal fibers of
a certain length were inserted into them in an amount that was also determined. After
all fillers and boosters have been poured, stirring is carried out for 30 min at a certain
speed. After the stirring time, the polymer composite material mixture is ready to be
printed into a rectangular mold, 10 mm thick, 20 mm wide and 200 mm long with a
pressure of 20 kg/mm2 during 5 min. The polymer composite material after cooling
is ready to be removed from the mold. For testing of filler distribution, the content is
flattened or printed in the sheet form with a certain thickness and then captured by
using a digital opticalmicroscopeDino-litewith 200 timesmagnification. Figure 20.1
is the example of a microscopic image with bottom ash particles percentage of 2 and
5%. The image size obtained is 1280 × 1024 pixels.

20.2.2 Proposed Method

The proposed method is the development of the technique proposed by Hermawati
et al. [11], which is used to eliminate speckle noise in ultrasound images, namely
hybrid speckle noise reduction method, as described in Fig. 20.2. This method com-
bines multiresolution wavelet approach with bilateral filtering and anisotropic dif-
fusion technique. We add a method to increase the black pixels of the image that
indicate the bottom ash particles and will be further analyzed. The proposed method
consists of five main steps.
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Fig. 20.1 Examples of microscopy image of polymer composite with bottom-ash particle
percentage of a 2% and b 5%

Fig. 20.2 Block diagram of proposed method
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Firstly, the process of enhancing dark regions is done by using local statistics
enhancement using a 3 × 3 neighboring window. Suppose f (x, y) is an image, the
enhanced image g(x, y) is expressed as

g(x, y) = 0.5 f (x, y); ifμ(x, y) < 0.5 μG (20.1)

where μ(x, y) is a local mean in 3 × 3 neighbourhood area with coordinates (x, y) at
its centre and μG is an average of image intensities.

After that, the enhanced image g is decomposed using three-level discrete wavelet
transform into one approximation image, A3, and nine detail images, i.e. D1

3, D
2
3, D

3
3

at the third level; D1
2, D

2
2, D

3
2 at the second level and D1

1, D
2
1, D

3
1 at the first level as

described in Fig. 20.3. The detail images are processed sequentially using threshold-
ing and anisotropic diffusion, whereas the approximation image is processed using
bilateral filters starting from the third level. Furthermore, the four subbands at level 3
that have been processed are synthesised using the inverse discrete wavelet transform
(IDWT) to get the approximation image at level 2. The same process is carried out
until the first decomposition level. We implement the best parameters in [11].

Suppose A is an approximation image with i as centre coordinate of 5 × 5 neigh-
bourhood window, w, and j ∈ w is a pixel coordinate in window w that i �= j. The
bilateral function A, denoted as, Â is expressed as the following expression [11]:
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Fig. 20.3 Three-level
wavelet decomposition
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where (i) and A(i) are the intensities at coordinate i; σd and σr are the standard
deviations of Gaussian filter that control smoothing strength in the image domains,
and C is a normalization constant. In this research, we use controlling parameter
σd = 3 and σr = 7σn , where σn is the standard deviation of noise that equal to the
threshold value of T in (3).

The following function obtains the threshold value, T that is implemented in the
thresholding step for the detail images, D1, D2, D3 [11]:

T =
∥∥median

(
D3

i

)∥∥
0.6745

(20.3)

where D3
i are image coefficients in diagonal image D3.

20.3 Results and Discussion

Optical microscopic images used in the experiment can be seen in Fig. 20.1, with
percentages of bottomash reinforcement equals to 2%.Composite lamina sheets used
have not been done by finishing or polishing, so that there are parts of pressure marks
due to the rolling process during the process of making lamina, which is indicated
by bright coloured lines. This is also a challenge in the process of improving the
quality of microscopic images. To evaluate the results of enhanced microscopic
image quality of polymer composites, we compared them with other methods used
in state of the art research, i.e. Gaussian filter size 3 × 3, Gaussian filter size 5 × 5
with standard deviation 1.2, anisotropic diffusion, bilateral filter and selectivemedian
filter. Visually, the enhancement result for each method can be seen in Fig. 20.4. In
Fig. 20.4, the bottom ash particles in the image that is processed by the proposed
method are more clear and sharp than in the other images.

Since in this problem there is no reference image or ground truth of the processed
image, then to evaluate the noise reduction level we use ENL (Equivalent Number
of Looks) which is formulated as the ratio between (mean/standard deviation)2 from
the homogeneous image area [13–15]. Where the higher the value of ENL, the better
the rate of removal of the number. However, to see the quality of the noise reduction
method in maintaining edges, we measured ENL for the entire image. A low ENL
value, which means that the variation of the intensities is high, will indicate that the
level of edge presence is high. So the smaller the ENL value, the better the method of
maintaining edges. The performance comparison of the image enhancement methods
is presented in Table 20.1. In Table 20.1, it can be seen that the proposed hybrid
method gives the lowest ENL value. The ENL value is comparable to the view in
Fig. 20.4a in which appears a significant difference in intensity between the object
and the background. The anisotropic diffusion method has a lower ENL value and
is followed by the bilateral filtering technique. The Gaussian filter method for a 3 ×
3 filter and a 5 × 5 filter and also the selective median filter have almost identical
ENL value.
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Fig. 20.4 Comparation of enhancement result using: a proposed method; b anisotropic diffusion;
c bilateral filter; d selective median filter; e Gaussian filter 3 × 3; f Gaussian filter 5 × 5 with σ =
1.2



242 F. A. Hermawati et al.

Table 20.1 Performance
comparison of image
enhancement method

Method ENL

Hybrid enhancement method (proposed method) 152.769

Anisotropic diffusion (Perona Malik) [8] 159.5305

Bilateral filter [12] 160.0842

Selective median filter [6] 161.4238

Gaussian filter 3 × 3 [4] 161.1195

Gaussian filter 5 × 5 with σ = 1.2 [5] 161.1191

Figure 20.5 presents the histogram of the image enhancement results. From the
histogram of the proposed method in Fig. 20.5a, we can separate precisely between
the object (bottom ash particles) and the background (matrix). So the image segmen-
tation result for getting the bottom ash particles has become more accurate when
compared to other image enhancement methods such as shown in Fig. 20.6. We
implemented the thresholding method with a threshold equal to 0.2 to obtain the
binary images in Fig. 20.6.

(a)                                               (b)                                             (c)

(d)                                               (e)                                             (f)
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Fig. 20.5 Histograms of the enhanced image using: a proposed method; b anisotropic diffusion;
c bilateral filter; d selective median filter; e Gaussian filter 3 × 3; f Gaussian filter 5 × 5 with σ =
1.2
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Fig. 20.6 Segmentation results of the enhanced image using: a proposed method; b anisotropic
diffusion; c bilateral filter; d selective median filter; e Gaussian filter 3 × 3; f Gaussian filter 5 × 5
with σ = 1.2
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20.4 Conclusion

Hybrid speckle-noise reduction method, which was preceded by the technique of
repairing dark areas in microscopic images of polymer composites with bottom ash
reinforcement was able to eliminate noise and scratches while maintaining image
details. By applying this proposed noise reduction technique, the results of image
segmentation by thresholding become more precise compared to other methods in
state of the art. Furthermore, to analyze the dispersion level of bottom ash particles
in polymer composites, segmentation and filler particle analysis need to be done.
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Chapter 21
Analysis of Effect of Oil Viscosity
and Temperature on Dynamic Pressure
Distribution in Internal Gear Motor
and Pump

Pham Trong Hoa

Abstract The chapter analyzes the effect of oil temperature and dynamic
viscosity on hydrodynamic pressure distribution of the oil lubrication film in the
internal gear motor and pump. The Reynolds equation with appropriate boundary
condition is solved to obtain 2D hydrodynamic pressure distribution by using the
finite difference method (FDM). Numerical calculations point out that the oil tem-
perature and viscosity have great effect on hydrodynamic pressure distribution as
well as the maximum value of pressure.

21.1 Introduction

Internal gear motor and pump (IGMaP) is very popular in the field of hydraulic
power applications [1]. Oil lubrication film is very important for rotating machines.
Its role is to separate the relative rotating surfaces during operation or even at the rest
[2]. In study [3], Pham pointed out that the hydrodynamic pressure in the oil film is
much dependent on the rotating speed. The hydrodynamic pressure mountain will
produce the capacity for the oil lubrication film to against with the radial load acting
on the ring gear. The outer ring gear and inner housing surfaces is, therefore, pro-
tected during operation. It also means that if the oil film is failure, then the outer ring
gear and inner housing will be in solid contact. It makes the IGMaP damages much
sooner. Consequently, the lifespan of IGMaP is strongly reduced. This is unwanted
phenomenon. Thus, calculation of hydrodynamic pressure distribution and estima-
tion of the effect of working conditions are the fundamental issue to improve the
performance of IGMaP [4]. Studying about the hydrodynamic pressure in the oil
lubrication film have been performed by researchers such as [5, 6]. Lots of works
have been studied regarding to IGMaP [7–9], however, the effect of oil temperature
and viscosity on hydrodynamic pressure distribution has been not released so far. In
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this study, by using the Finite Difference Method to solve the Reynolds equation, the
effect of oil temperature and viscosity on the hydrodynamic pressure distribution are
analyzed.

21.2 Formation of the Equation

An internal gear motor and pump has three main elements which are described
in Fig. 21.1, e.g., a ring gear which is consider as rotor, a fixed-pinion gear which
connected to shaft, and the housing (stator). The diameter of inner housing is slightly
larger than that of the outer ring gear. The space between the outer ring gear and the
inner housing is fully filled by working oil. This is called the thin lubrication film.

During operation, the oil film thickness is various for different position over
circumferential direction as in Fig. 21.2. The oil film profile is calculated as follows,

h(θ,e) = c(1+ ε cos θ) (21.1)

where ε is the eccentricity ratio; i.e., the ratio of eccentricity to radial clearance (e/c);
θ is the angle from the central line (ZZ0) to the measured point (H) along with the
circumferential direction; c is the radial clearance.

Fig. 21.1 Internal gear motor and pump
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Fig. 21.2 Geometry of the
ring gear

21.2.1 Hydrodynamic Pressure Distribution

Thewell-knownReynolds equation is used to calculate the pressure distribution. The
Reynold’s equation for incompressible liquid is described as follows [1]:

∂

∂θ

(
h3

∂p

∂θ

)
+ ∂

∂z

(
h3

∂p

∂z

)
= 6Uμ

∂h

∂θ
(21.2)

where h is the film thickness [m]; r is the ring gear radius [m]; L is the length of ring
gear [m]; D is the diameter of the ring gear [m]; μ is the dynamic viscosity [Pa · s];
p is the pressure [Pa]; θ , z are hydrodynamic film co-ordinates [m].

Dynamic viscosity of the lubricant oil as a function of temperature can be
computed according to Vogel-Cameron [10] as follows,

μT = A · e B
T+C (21.3)

where C = 95 °C is the constant coefficient; A and B is the fluid specific constant,
for HLP 46, A = 0.054 mPa · s, B = 921 °C, T is the oil temperature.

The Reynolds equation has been solved by using the finite difference method
(FDM) with appropriate boundary condition to obtain 2D hydrodynamic pressure
distribution. Details of finite difference solution has been presented in study [1]. The
computational calculation is present in Fig. 21.3. An in-house calculation tool has
been coded inMatlab environment to optimize the calculation time. All the operating
parameters and geometric parameters are considered as the input parameters for
calculation. The mobility method is used firstly to predict the ring the eccentricity
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Fig. 21.3 Computational flow chart

of ring gear center. These parameters are considered as the input parameters to solve
the Reynolds equation to obtain 2D hydrodynamic pressure distribution.

21.3 Simulation Results and Discussion

The input parameters for calculation are present in Table 21.1.

Table 21.1 Initial data input Parameter Symbol Value Unit

Length of ring gear L 0.34 m

Diameter of ring gear D 0.115 m

Radial clearance c 60 × 10−6 m

Rotating speed n 1500 rpm

Working pressure �p 100 bar
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21.3.1 Effect of Oil Temperature

2D dynamic pressure mountain in the oil lubrication film for various values of oil
temperature is depicted in Fig. 21.4.

The dynamic pressure distributes evenly over the axial direction. For circumfer-
ential direction, the dynamic pressure area ranges from 110° to 290°. From Fig. 21.4,
one can observe that for lowvalues of oil temperature, the dynamic pressuremountain
is higher than that of high values of oil temperature. For example, as oil temperature
at value of 0 °C themaximum dynamic pressure is 27.20 bar. Themaximum dynamic
pressure downs to 10.82 bar when the oil temperature increases up to 90 °C.

The eccentricity is also changed according to the change of oil temperature as
shown in Fig. 21.5. The eccentricity increaseswith the increase of the oil temperature,
e.g., the eccentricity increases from 0.6 to 0.91 as the temperature increases from 0
to 90 °C. This is an unwanted phenomenon. Because it reduces the minimum film
thickness. Consequently, the solid contact between the outer ring gear and inner
housing is easy occurred. The changing of maximum dynamic pressure for various
values of oil temperature is presented in Fig. 21.6. Contrary to the changing of

(a) Oil temperature at 0 °C (b) Oil temperature at 30 °C

(c) Oil temperature at 60 °C (d) Oil temperature at 90 °C

Fig. 21.4 Effect of oil temperature on 2D hydrodynamic pressure distribution
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Fig. 21.5 Eccentricity over oil temperature

Fig. 21.6 Value and position of maximum pressure

eccentricity, the maximum pressure decreases with the increase of oil temperature.
The decrease of maximum pressure leads to the decrease of the oil film capacity.
In other words, it reduces the working ability of the internal gear motor and pump.
Moreover, the position of maximum pressure also decreases with the increase of oil
temperature, e.g., the position angle of maximum pressure decreases from 220° to
206° when the temperature increases from 0 to 90 °C. From these results one can
conclude that the internal gear motor and pump should not operate at high values of
oil temperature.

21.3.2 Effect of Oil Viscosity

Effect of oil type or oil viscosity on 2D dynamic pressure distribution is described in
Fig. 21.7. It is obviously to see that for high values of dynamic viscosity, the dynamic
pressure mountain is lower than that of high values of dynamic viscosity, e.g., the
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(a) HPL10 (µ= 0.00087 Pa·s) (b) HPL32 (µ= 0.00278 Pa·s) 

(c) HPL68 (µ= 0.00591 Pa·s) (d) HPL150 (µ= 0.1305 Pa·s) 

Fig. 21.7 Effect of oil dynamic viscosity on 2D hydrodynamic pressure distribution

maximum dynamic pressure increases about 3.7 times, from 10.25 to 37.1 bar as the
oil viscosity increases from 0.00087 Pa·s for HLP10 to 0.1305 Pa·s for HP150.

The eccentricity of ring gear dependent on the dynamic viscosity is presented in
Fig. 21.8. The eccentricity decreases with the increase of oil viscosity. For example,
the eccentricity decreases from 0.95 to 0.42 when the dynamic viscosity increases
from 0.0087 Pa·s for HLP 10 to 0.1305 Pa·s for HLP150. Contrary to the decrease
of eccentricity, the value and position angle of maximum dynamic pressure increase
with the increase of oil viscosity as depicted in Fig. 21.9. This will increase the oil
film capacity. Consequently, the working ability of internal gear motor and pump is
better when IGMaP operated at high value of dynamic viscosity.
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Fig. 21.8 Eccentricity versus oil viscosity

Fig. 21.9 Value and position of maximum pressure

21.4 Conclusion

Temperature and dynamic viscosity are two important parameters of hydraulic oil,
which have great effect on dynamic pressure distribution, however it is not easy to
assess. Based on the results presented in this study, some following conclusions can
be drawn.

(1) The hydrodynamic pressure is proportional with the oil dynamic viscosity. The
capacity of oil film increases with the increase of viscosity. If the dynamic vis-
cosity ofworking oil is too low, the hydrodynamic pressure produces insufficient
capacity for the oil film. It can lead to the solid contact. Therefore, it must be
chosen the suitable oil type for each specific working condition.

(2) The hydrodynamic pressure is inversely proportional with the oil tempera-
ture. The solid contact between the outer ring gear and inner housing can be
occurred, if IGMaP operates under high values of oil temperature. Therefore, if
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IGMaP operates at high temperature, it must be checked the allowable condition
otherwise the IGMaP will be damaged much sooner.
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Chapter 22
Experimental Investigation of Effect
of Process Parameters on Surface
Roughness in Electrochemical Machining

Loc P. Ngo, Tai P. Nguyen, and Thanh T. Tran

Abstract With the rapid development of removal technology ofmaterials, manufac-
turing methods of advanced materials with highly flexible shape has been improved.
Electro-chemical machining (ECM) is one of the most advanced manufacturing
methods for not only manufacturing the high hardness metal with flexible pro-
files, but also provides a better solution to surface roughness of finished products
and rate of material removal in the comparison with other advanced manufactur-
ing methodologies such as electric discharge machining (EDM). However, there are
many parameters involving to the ECM process such as velocity of the electrode,
pressure of water, voltage, frequency and pulse of the current. Therefore, a set of opti-
mization parameters for machining process of a material type is necessary to provide
the best solution in industrial applications. This research focuses on investigating an
optimal set of process parameters of the ECMmachine by using the surface response
methodology (SRM). A database of process parameters is generated by machining
andminimizing the surface roughness of the SS AISI 316 stainless steel via suing the
copper electrode. Then, an objective function (or regression function) is generated
by applying the SRM to the selected database. Finally, genetic algorithm is used to
achieve the optimal process parameters. Experiments are implementedwith achieved
processing parameters to analyze and validate the proposed method.

22.1 Introduction

The electro-chemical machining (ECM) is an anodic electrochemical dissolution
process, in which the tools are used as a cathode and the workpiece play a role as an
anode [1]. The surface roughness (SR) of the ECM processing plays an important
role for the quality of a product after being manufactured [2, 3]. Thus, a method
which is used for determining an optimal set of processing parameters to improve
the SR of finished products in the ECM is necessary for recommending end-users
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in product fabrication. A new approach to improving the possibility of processing
microstructure is presented in work [4]. In the paper, the researchers propose the
possibility to manufacture different operation activities with the highly flexible for
the control system in the term of feed rate, electrolyze flow across the surface of
the tool and the workpiece [4]. The most important thing for the ECM processing is
pulse power supply for the whole system. However, there are still many other aspects
that must be done as the future research. Two of the most important things requires
in this research is about the controller for the inter-electrolyze gap and the controller
for control the anodic dissolutions. The work [2] has highlighted the current trend
of the ECM and the future for this method. Based on this research, the micro-ECM
(EMM) can be used as an effective post-processing method for treating the surface
of the component after being manufacturing. The paper also points out many aspects
in which that are not explored about electrochemical processing. As a conclusion,
the paper suggests with the high precision development of medical and automotive
industries, the development of micro-ECM will increase sharply in the next few
years. A set of experiments are implemented in [5] in which the effect of pulsating
current is validated for improving the quality of the components and its advantages
in the comparison with the traditional power supply method. By using the technique
to simplify the model for checking the condition of one to some parameters allows
authors to achieve the result of a high rate for mass transport and minimizing the
electrolyte heating during the process. The research also pointed out the average
dissolution rate in PECM as controlled in the limitation by electrolyte heating. The
final part of the research shows the produced gas bubbles in the anode and cathode.
By applying pulsating current, the method could eliminate the generating of heat
due to electrolyte process and control the accuracy and surface roughness of the final
products. An approach is proposed in the research [6], in which a theoretical and
experimental research is conducted for a relationship between the surface condition
of the anode (orworkpiece) and the prepared profiled of the cathode (tool). The tool is
designed especially in microstructure in which the relationship could be determined.
The manufacturing condition is controlled in the limitation of copying the profile
of cathode to the anode. At the end of his research, the author has suggested the
method for improving the micro-structure ability of ECM processes. The ultra-short
pulse current in [7] was proposed for examining the change of electrode during the
electrochemical machining processes based on the simulation methodology. In this
research, a method called marker is used for building the 3D application which can
simulate the condition of the surface of the electrode. The output of this research is a
numerical approach for simulating the desired object using the 3D method. By using
the mentioned tool combined with the BEM approach, the model was developed
following Faradays law. This method can open a new technique for non-touch mon-
itoring the surface of the electrode. Finally, this model has performed fully potential
with medium to the very high complex shape of the electrode. An optimal combina-
tion of process parameters for an electrochemical machining process is proposed by
using the particle swarm optimization algorithm [8]. Also, many works have been
carried out for comparing the advantages of ECM and EDM in the production con-
ditions [9, 10]. The results pointed out that ECM provides a more effective solution
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for manufacturing these materials in high volume condition. In this meaning, the
application of the ECM in this materials processing is the high-impact improvement
for reducing processing time and the cost for manufacturing the tool electrode in the
comparison with EDM process [12]. In [8, 9, 11], single objective or multi-objective
optimization models are proposed for optimizing a set of process parameters of the
electro-chemical machining process. The selection of optimum values of important
process parameters such as the tool feed rate, electrolyte flow velocity, and applied
voltage is proposed for the electrochemical machining processes [8]. However, this
study ignores the important effect of pressure of water and frequency which play a
very important role on the surface rough of finished products. The effect and para-
metric optimization of process parameters in [11] that are electrolyte concentration,
feed rate and applied voltage is proposed for the electrochemical machining of EN-
31 steel. This work also ignores the important effect of pressure of the fluid and
frequency in machining process of the ECM.

In this chapter, the research focuses on the study about effectiveness of the pro-
cessing parameters, which are current, voltage, the pressure of the fluid, cutting speed
and pulse, of the ECM to the surface roughness of the finished product. Experiments
are setup to collect the data of the effect from these parameters by using the design
of the experiment. With achieved results, Minitab software is used to calculate the
result from practical experiments. A Taguchi orthogonal array is built to narrow
down the factors that can affect the variance of the SR. Then, WEKA software is
used to a statistical model (or regression function) which illustrates the relationship
between processing parameters to the SR of finished products. Finally, the math-
ematical model is validated by practical experiment with the optimal parameters
determined by using the genetic algorithm (GA). A set of optimal parameters is used
to repeat the experimental results that then are validated via measuring the SR of
the achieved finished product by using the RTEC Universal 3D Profilometer. The
achieved results are then compared to the ones in which another set of parameters
are used for the ECM to show advancement of the proposed method.

22.2 Experimental Study

In this section, an experimental setup is introduced firstly with facilities that needed
for experiments. In the next section, a section of work piece and tool materials are
discussed. Then, a necessary procedure of the method of design of experiments are
provided. Finally, experiments and data collections aremade in the end of the section.

22.2.1 Experimental Preparation and Setup

For carrying out experimental studies, a list of equipment is used for the not only
process the workpiece but also for preparing the workpiece and measuring the SR of
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the workpiece after manufacturing. Additionally, the main purpose of this research
is to find out the optimized parameter for industries applications, therefore, a set
of modern machines have been used to examine the surface roughness of the final
product. Facilities are used for experimental study including the ECM machine,
AMADA Surface Grinder 126, Mitutoyo Portable Surface Roughness Measurement
Surftest SJ-210, and RTEC Universal 3D Profilometer.

PEM Technology-PEM 600. Figure 22.1 shows an ECM machine which uses the
pulse power monitoring. The machine consists of four main blocks as illustrated in
Fig. 22.1. There are many control factors for this machine such as Velocity/feed rate
(Vmin), Electrolyze flow control (P), Voltage (U), Frequency (f), The pulse control
unit (ms), Pressure of fluid (KPa) and Initial gap (mm).

AMADA Surface Grinder 126. This machine is used to eliminate the effect of the
initial surface roughness of the workpiece to the surface quality of post-production.
This machine is used to grind the workpiece for approximately achieving the SR of
Ra = 0.1 µm. The advantage of this machine is that it applies the NC controller for
controlling the wear of grinding disc.

Mitutoyo Portable Surface Roughness Measurement Surftest SJ-210. This instru-
ment, shown in Fig. 22.2, is used for measuring the surface roughness of the tool
before and after processing material as well as for measuring the finished surface.
The initial assumption for this calibration is with normal value of 2.97µm, tolerance
is 0.02µm. The whole measurement system is adjusted and measured until the value
of Ra equal to 2.970 µm. After that, 50 experiments are recorded continuously. This
process is used to set up a desired position for the whole system. The measurement
system is shown in Fig. 22.3.

RTEC Universal 3D Profilometer. This instrument is used to measure the finish
surface of the product for validation phrase.

Fig. 22.1 Electrochemical machining
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Fig. 22.2 Mitutoyo SJ-210 (4 mN type)

Fig. 22.3 Measurement system of Mitutoyo instrument

22.2.2 Selection of Work Piece and Tool Materials

Workpiece. To simulate the practical condition in industry, SS AISI 316 Stainless
Steel which is already extruded to cylinder formwith the diameter equal to 150mm is
chosen. AISI 316 Stainless Steel is the alloy of steel (around 62%)withCr (maximum
18%), Ni (Maximum 14%), Mo (3%), Mn (%), C (0.8%) (“ASM materials Data
Sheet”). With the hardness around HR = 79, higher corrosion compares with AISI
302 and AISI 304 and high melting point (around 1370 °C), AISI 316 stainless steel
is widely used in food and pharmacy process equipment such as surgical implants
and or the handle tools requires high chemical resistance process. The workpiece
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Fig. 22.4 Surface of the workpiece after manufacturing

is then milled to achieve the initially flat surface. In the next step, the workpiece is
processed throughout the drilling and the grinding machine to achieving the surface
roughness Ra = 0.1 µm as shown in the Fig. 22.3.

The homogeneous SR ensures that the effect of initial surface quality of the
workpiece does not affect to the final surface roughness of the finished product. The
condition of the workpiece after manufacturing is shown in Fig. 22.3. The surface
condition of the workpiece is different from the setting parameters. However, there
is some zone in which the surface roughness of the workpiece after processing are
quite high. Moreover, the surface roughness condition of the workpiece is nearly not
changed during the testing condition, but the surface is oxidized after manufacturing
the parameter set that caused high surface roughness.

Tool. PEM600 has the capability to use many types of conductive material for the
ECM process. However, for the cost saving in industry, the cooper is used to manu-
facture the tool. Since, this paper focuses only on optimizing the surface roughness
of the final product, this design ensures the uniformity effect of the substance flow
in the whole area. For each experiment, the tool is manually ground by 2000 grit
sandpaper which makes the SR of the tool achieve the value of Ra that is less than
0.1 µm. Figure 22.5 shows a sample surface of high roughness surface (left) and the
surface of electrode after manufacturing (right). The surface roughness of the tool is
measured in four positions and takes the average value of these four measures. They
are the same method for measuring the finished surface of the workpiece, as shown
in Fig. 22.4.



22 Experimental Investigation of Effect of Process Parameters … 261

Fig. 22.5 Sample surface of high roughness surface (left) and the surface of electrode after
manufacturing (right)

22.2.3 Design of Experiments

For the purpose of examining the influence of the machining parameters including
feed rate, pressure, voltage frequency, and pulse on the SR on tested specimens, a full
factorial design approach with range of each parameter is considered in Table 22.1
for the experiments

These parameters of feed rate, pressure, voltage, frequency and pulse, shown in
Table 22.1, are selected by basing on the recommended parameters frommanufactur-
ers of the PEM600machine. These parameters are also conducted via our experiences
as we are operating the machine. The range of each parameter is chosen specifically
as in Table 22.1. These ranges are divided into five levels for assessing the effect of
each range into the response of surface roughness for the initial experiments. In other
words, a single replicate of 5 factors with 5 levels would be used for experimental
setup.

The selection for an experimental matrix of five control parameters can be based
on a full factorial design in which the correlation between these control factors can be

Table 22.1 Electrochemical machining process parameters

Process parameters Level 1 Level 2 Level 3 Level 4 Level 5

Feed rate (mm/min) 0.02 0.115 0.21 0.305 0.4

Pressure (kPas) 300 350 400 450 500

Voltage (V) 6 7.5 9 10.5 12

Frequency (Hz) 40 52.5 65 77.5 90

Pulse (ms) 0.5 1.625 2.75 3.875 5



262 L. P. Ngo et al.

examined and predicted. However, due to the wide range of each parameter (which
are chosen from the suggested control parameters of machine manufacturer), the
number of the experiment (n) is the combination of five parameters and which are
divided into five level. It means that there are 55 (= 3125) experiments that must
be implemented to obtain database for analysis. For optimizing the cost and time
for collecting data, the approach of Taguchis’s method is applied for five control
parameters (Velocity/feed rate (Vmin), flow control (P), Voltage (U), Frequency (f),
The pulse control unit (ms)). Based on the suggestions from Minitab software for
fives control factors with five levels, the Taguchis L25 orthogonal arrays is chosen as
shown in Table 22.2. Corresponding values for the Taguchis L25 orthogonal arrays
are shown in Table 22.3. This array consists of 25 experiments which insignificantly

Table 22.2 Taguchis L25 orthogonal arrays

Number of
experiments

Feed rate
(mm/min)

Pressure
(kPas)

Voltage (V) Frequency
(Hz)

Pulse (ms)

1 1 1 1 1 1

2 1 2 2 2 2

3 1 3 3 3 3

4 1 4 4 4 4

5 1 5 5 5 5

6 2 1 2 3 4

7 2 2 3 4 5

8 2 3 4 5 1

9 2 4 5 1 2

10 2 5 1 2 3

11 3 1 3 5 2

12 3 2 4 1 3

13 3 3 5 2 4

14 3 4 1 3 5

15 3 5 2 4 1

16 4 1 4 2 5

17 4 2 5 3 1

18 4 3 1 4 2

19 4 4 2 5 3

20 4 5 3 1 4

21 5 1 5 4 3

22 5 2 1 5 4

23 5 3 2 1 5

24 5 4 3 2 1

25 5 5 4 3 2
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Table 22.3 Taguchis L25 orthogonal arrays: experimental values

Number of
experiments

Feed rate
(mm/min)

Pressure
(kPas)

Voltage (V) Frequency
(Hz)

Pulse (ms)

1 0.02 300 6 40 0.5

2 0.02 350 7.5 52.5 1.625

3 0.02 400 9 65 2.75

4 0.02 450 10.5 77.5 3.875

5 0.02 500 12 90 5

6 0.115 300 7.5 65 3.875

7 0.115 350 9 77.5 5

8 0.115 400 10.5 90 0.5

9 0.115 450 12 40 1.625

10 0.115 500 6 52.5 2.75

11 0.21 300 9 90 1.625

12 0.21 350 10.5 40 2.75

13 0.21 400 12 52.5 3.875

14 0.21 450 6 65 5

15 0.21 500 7.5 77.5 0.5

16 0.305 300 10.5 52.5 5

17 0.305 350 12 65 0.5

18 0.305 400 6 77.5 1.625

19 0.305 450 7.5 90 2.75

20 0.305 500 9 40 3.875

21 0.4 300 12 77.5 2.75

22 0.4 350 6 90 3.875

23 0.4 400 7.5 40 5

24 0.4 450 9 52.5 0.5

25 0.4 500 10.5 65 1.625

afford for carrying out the practical experiments, but it still can be used to be analyzed
based on Minitab software for plotting the effect of the single effect of each factor
to the surface roughness of finished products. For further study and analysis, a set of
control parameters are re-peat two times to avoid rare variations in setup of experi-
ments. Also, two experiments with the same parameters are used for estimating the
robustness of experiments.
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22.2.4 Experiments and Data Collection

Based on the initial data and experimental setup as discussed in Sect. 22.2, Table 22.1
and the depth of cut for all experiments is set at a value of 0.1 (mm) in combination
with above parameters. Due to the change in the initial position after grinding the
surface of theworkpiece and the tool, the processing time is not recorded.By applying
these setting parameters, the achieved results of experiments are shown in Table 22.4
that shows the data after cutting the first and second sets of parameters. Due to a high
noise in experimental process, Dixon’s Q test (or Q-Test) is applied for eliminating
the strange value from the collected data of the achieved data in which the surface

Table 22.4 Experimental results of surface response (SR, µm)

Number of
experiments

Feed rate
(mm/min)

Pressure
(kPas)

Voltage
(V)

Frequency
(Hz)

Pulse
(ms)

Surface
rough
(µm)

1 0.02 300 6 40 0.5 0.3

2 0.02 350 7.5 52.5 1.625 0.35

3 0.02 400 9 65 2.75 0.45

4 0.02 450 10.5 77.5 3.875 0.82

5 0.02 500 12 90 5 0.43

6 0.115 300 7.5 65 3.875 0.14

7 0.115 350 9 77.5 5 0.23

8 0.115 400 10.5 90 0.5 0.98

9 0.115 450 12 40 1.625 0.2

10 0.115 500 6 52.5 2.75 0.53

11 0.21 300 9 90 1.625 0.74

12 0.21 350 10.5 40 2.75 0.55

13 0.21 400 12 52.5 3.875 0.86

14 0.21 450 6 65 5 0.24

15 0.21 500 7.5 77.5 0.5 0.59

16 0.305 300 10.5 52.5 5 0.22

17 0.305 350 12 65 0.5 0.38

18 0.305 400 6 77.5 1.625 0.53

19 0.305 450 7.5 90 2.75 0.36

20 0.305 500 9 40 3.875 0.19

21 0.4 300 12 77.5 2.75 0.24

22 0.4 350 6 90 3.875 0.22

23 0.4 400 7.5 40 5 0.33

24 0.4 450 9 52.5 0.5 1.66

25 0.4 500 10.5 65 1.625 1.67
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Fig. 22.6 Response value for each level of each control factors

roughness is the average number of the processed data. By using Minitab software
for analyzing the results from the first 25 experiments (As L25 orthogonal arrays),
the effect of each control parameter for the response value (surface roughness) is
shown in Fig. 22.6. Indicating that Fig. 22.6 just illustrates the response for every
single factor, the interaction between each factor cannot be shown by this analysis.
Based on the analysis results from Minitab, each factor has the range in which
the response for surface get the better value (smaller SR). This suggest that a higher
accuracywill be improvedwith a higher amount of data. Thus, a new set of the control
parameter might provide a further accuracy. In this research, results in Table 22.4
will be used for generating a statistical model (or regression function) and then an
optimization process using the genetic algorithm is applied for an optimal set of
process parameters. A further work will be explained in detail in the next section.

22.3 Optimal Selection of Process Parameters in ECM
Process

22.3.1 Weka Software for Regression Model

We illustrate the relation between the control factors and the response of surface
roughness of processed surface by ECM. A statistical model is built in which the
output of this model is the value of surface roughness and the input is the value of
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control parameters. In general, and for simplifier, a statisticalmodel is amathematical
model in which the reality is described by an equation made by one or many input
parameters and the output is the questionable factor. This model can be used for
predicting the output value based on the input parameters. There are two kinds of
the variable in a statistical model, the first one is dependent variables which is the
value that needs to be explained or predicted. In this study, the dependent variables
are the response of surface roughness. The second variables are the independent
variable(s) which are used to explain or predict the dependent variables. In this
study, independent variables are feed rate, flow pressure, voltage, frequency, and
pulse. There are many approaches to build a statistical model. However, in this paper,
the software called WEKA (Waikato Environment for Knowledge Analysis) is used.
This software is widely used for the study of machine learning in many purposes
such as classify and cluster. Based on the requirement for building the statistical
model that illustrates that relationship between given parameters and the value of
surface roughness, the classify function of WEKA is used. In simplify term, the
classify term is usually used in machine learning science and it is referred to build
an identification for of population based on the observed sample in that population.
There are many kinds of filters (with difference algorithm) used for classification in
WEKA. However, for simplify, this paper focuses only on two kinds of filter: Linear
Regression and Least Square Regression. After choosing the filter that is used in
WEKA for building the statistical model or objective function, the collected data is
input into WEKA by excel CSV type. Cross-validation is chosen with the test option
of building this model.

As the above results in Table 22.4, there is several statistical models that can been
achieved by different methods via WEKA software. All these models can be used
to machine setup and find the optimal sets of parameters for the response of surface
roughness. However, the linear statistical model which is built by using the achieved
data is not convenient for further optimization process. In stead of a linear statistical
model, a nonlinear statistical model which is built by using the extension of achieved
data in Table 22.4 is generated by using the WEKA software, the achieved results of
a nonlinear statistical model (or regression function) are shown in (22.1) as

SR = −0.131 V− 0.0099 U+ 0.0323 MS+ 1.3213 V2 + 0.30 U 2 + 0.0084 MS2

+ 0.0014 VU− 0.2707 VMS+ 0.3048 (22.1)

whereV is velocity/feed rate, U is voltage,MS is the pulse control unit (ms). From the
achieved results with WEKA software, the correlation coefficient is 0.3597, the root
mean squared error is 0.5189 for the total number of instances of 45. As a prediction,
the results also confirm that the weights of pressure of fluid and frequency, 0.0006
and 0.00035 respectively, play an insignificant role in reducing the SR in comparison
with other factors. So, the terms of pressure of fluid and frequency are ignored in
(22.1) for further optimization procedure. From (22.1) and Fig. 22.6, one can realize
that the feed rate of machining processing plays an important role in reducing the
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SR of finished products and the applied voltage can also be considered to support to
reduce the surface roughness of finished products.

22.3.2 Optimal Selection of Process Parameters

In this statistical model, the single objective target has been solving for finding the
optimized solution for the response of the surface roughness with objective function
in (22.1). As mentioned above, based on the result with a high correlation coefficient
of the statistical model built from the mixed results from two sets of original data
with the processed data fromMinitab is used for optimizing. The problem statement
is stated as finding optimal processing parameters such that the objective function
(22.1) is minimized subject to constraints and boundary conditions as shown in
design matrix in Table 22.1. By using the genetic algorithm (GA), the optimal values
of machining parameters are archived as feed rate of 0.4 mm/min, voltage of 12 V,
and pulse of 0.5 ms. These values corresponding to the surface roughness of 0.17µm
are setup with new experiments for samples with goals for comparison and validation
of the proposed method in the next section.

22.3.3 Analysis and Validation of Experimental Results

In the chapter, the achieved model a nonlinear statistical model will be validated
and compared by practical ECM process for assessing the quality of the surface.
In this approach, the optimal values of machining parameters are used to machine
three sets of new samples with the optimal parameters for validation and comparison.
After analyzing three manufactured samples, the results show that the averages of the
SR of finished products corresponding to three times of experiments are 0.159 µm,
0.182 µm, and 0.212 µm, respectively. These numbers indicate the reliability of
experiments with the same set of parameters. These values are also smaller than the
calculated value in termof a formula [12]which is 0.21µm.Figure 22.7 shows a small
area of surface of manufactured sample with optimal parameters that is equivalent to
the average of 0.159 µm. To show the variations of the SR of the achieved sample,
the three lines (upper, middle, bottom) in Fig. 22.7 are investigated for validation.

Figure 22.8 shows the distributions of the arithmetical mean height (Ra) of the
manufactured sample with the optimized parameters. The upper, middle, and bottom
lines in Fig. 22.8 show variations of the Ra corresponding to the upper, middle, and
bottom lines in Fig. 22.7. The results in Fig. 22.8 indicate that the averages of Ra are
0.132 in the upper line, 0.123 µm in the middle line, and 0.144 µm in the bottom
line. Thus, these results show that the experimental surface roughness of the finished
product is closer to the theoretical value that is 0.17. Also, based on the captured
image in Figs. 22.7 and 22.8 about the surface of the sample after manufacturing by
ECM, the surface of the products is in the familiar condition as the surface or the tool
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Fig. 22.7 Surface condition of the sample with optimized parameters

(for the optimized condition only). These results indicate that the achieved regression
function is validated and useful for ECM users for manufacturing applications.

22.4 Conclusion

This paper investigates effects of the processing parameters, which are current, volt-
age, the pressure of the fluid, cutting speed and pulse, of ECM processing on the
surface roughness of the finished products. In this approach, experiments are pre-
pared, implemented, and collecting the data of the effect from these parameters by
using the surface response methodology.With achieved results, theMinitab software
is used to calculate and analyze the results of practical experiments in order to show
considerable effects of each factor. Then, the WEKA software is used to generate a
statistical model (or regression function) which illustrates the relationship between
processing parameters to the SR of finished products. With the achieved model, a
set of optimization parameters is achieved by using the genetic algorithm. Finally,
the mathematical model is validated again by practical experiments with the opti-
mal parameters for comparison. Further, as suggested in the discussion section, the
five control parameters of the surface roughness could be a collapse by skipping the
relationship of fluid pressure and the frequency. For the extension of future study,
the value of fluid pressure and frequency must be chosen from the provided range.
Also, a new approaching with the different filters should be used to illustrate the truly
non-linear regression model in the future work.
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Fig. 22.8 Plot of the surface roughness of the sample with optimized parameters
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Chapter 23
Optimization of Surface Roughness
and Vibration During
Thermal—Assisted Milling SKD11 Steel
Using Taguchi Method

Thi-Bich Mac, Banh Tien Long, and Duc-Toan Nguyen

Abstract This chapter used the Taguchi experimental design method in order to
study the surface roughness and vibration during thermal-assisted milling of SKD11
steel. The effect of cutting parameters such as cutting speed, feed rate, cutting depth
and support elevated temperatures on the output data were evaluated.Multi-objective
optimization for minimum both surface roughness and vibration was also estimated
to improve the cutting process. The optimal set of control parameters to achieve the
minimum of surface roughness and vibration amplitude could be obtained as V c =
280 m/min, f = 230 mm/min, t = 0.5 mm, T = 400 °C.

23.1 Introduction

The introduction and widespread use of high-strength, heat-resistant and hard-to-
cut materials have increased the difficulty for manufacturing processes. A proposed
solution to overcome these problems is toworkwith the thermal—assistedmachining
(TAM), also called hot machining processing.

The manufacturing industry has been developed with various thermal—assisted
machining (TAM) such as electric, arc heating, high-frequency electromagnetic
induction, laser beam, electron beam, plasma and so on. However, these technologies
are suitable for some special machining methods, not for all. It is important to select
the appropriate heating method otherwise the heat generation may damage the work-
piece and then not to achieve the desired results [1]. Amin and Abdelgadir [2] have
shown that electromagnetic induction heating can reduce vibrations by up to 98%
and increase tool life many times when processing steel. Other works on induction
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heat machining have been reported advantages of hot machining by investigators
[3–6], and plasma-assisted machining [7, 8] and laser-assisted machining [9–11].

There are many studies on the influence of input parameters such as cutting speed,
tool speed, cutting depth to output parameters including cutting force, cutting vibra-
tion, surface roughness, etc. at room and elevated temperatures [12–14]. Surface
roughness and cutting vibration are some of the important output data to assess the
quality of products and production costs. Kumar et al. [15] studied the effect of spin-
dle rotation speed and tool speed on surface roughness when turning Carbon steel
on CNC lathes. Five types of steel SAE8620, EN8, EN19, EN24 and EN47 are used
for research, respectively. The results show that the spindle rotation and tool speed
has a direct effect on surface roughness. Surface roughness increases as feed rate
increases and spindle speed decreases.

The study of cutting process optimization was studied by various works [12, 16–
20]. Chang et al. [17] analyzed surface roughness when processing Al2O3 embryos
in the laser-heated process. The test results were analyzed by the Taguchi method
and the optimal technology parameter set was established. Cutting speed has the
strongest influence on surface roughness with 42.68% of the influence. Other param-
eters include the depth of cut, step forward and the frequency of pulses with less
influence in order of 20.73%, 22.58%, and 14.01%, respectively. The optimal con-
trol parameter set is defined as t = 0.2 mm, V = 1500 rpm, f = 0.03 mm/r, and pulse
frequency of 40 kHz.

In this chapter, the effect of cutting parameters on the surface roughness and
vibration amplitude of the cutting process when processing SKD11 steel materials
in the electromagnetic heating environment was studied. Processing experiments at
room temperature and heating conditions are performed continuously. Subsequently,
the optimum cutting and temperature parameters were obtained to achieve the multi-
objective surface roughness and vibration amplitude based on the Taguchi method.
The relationship between surface roughness and vibration amplitude depends on the
cutting parameters at elevated temperatures that were built on the nonlinear tool—
regression of Minitab software [17]. The results of the study were finally compared
with experimental data for highly compatible results.

23.2 Experimental Work

23.2.1 Material

The Japanese standard SKD11 [JIS-G4404] is alloy steel commonly used in mold
machining [21]. SKD11 steel has high-strength, impact resistance, and good defor-
mation resistance. Moreover, it has the ability to keep the hardness at high temper-
atures for a long time. Therefore, SKD11 steel is often used in the production of
extrusion molds, plastic injection molds, pressure molds, details that require special
use properties and so on. Tables 23.1 and 23.2 are the chemical composition and
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Table 23.1 Chemical composition of SKD11 steel,% mass [21]

C Cr Mo Si Mn Ni V

1.4–1.6 11–13 0.7–1.2 ≤0.6 ≤0.6 – 0.15–0.3

Table 23.2 Physical properties of SKD11 steel [22]

Physical properties Value Physical properties Value

Specific weight (kg/m3) 8400 Thermal expansion coefficient (10−6/k) 11

Poisson’s coefficient 0.3 Specific heat (J/kg °C) 461

Melting temperature (°C) 1733 Thermal conductivity (W/m K) 20.5

physical properties of SKD11 steel, respectively.

23.2.2 Experimental Design

The experiment was carried out on Taiwan’s MC500 milling machine. Spindle
rotation speed 100–30,000 rpm, spindle power of 15 kW, the movement speed of
the machine table when processing 30,000 mm/min, the maximum running speed:
48,000mm/min, travel strokeX×Y×Z version= 500× 400× 300mm.Do not use
coolant during processing. Figure 23.1 shows a schematic diagram of SKD11 steel
milling with thermostatic support. The heating element consists of induction power
source, frequency generating device and induction coil. Test pieces of dimensions
70 mm × 31 mm × 80 mm are placed on a jig. The amplitude of the cutting process
vibration is assessed by the accelerometer mounted on the jig.

Study on using roughness meter SV—C3200 from Mitutoyo with Formtracepak
software is shown in Fig. 23.2. The X- and Z-axis unit controllers are equipped with
a linear encoder (ABS type on Z-axis) with high accuracy. Measuring the speed of
the device: 0.02–5 mm/s. Method of measurement: the probe moves perpendicular

Fig. 23.1 Experimental diagram
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Fig. 23.2 Roughness meter and measuring positions

to the machining trace; measure at three positions 1, 2 and 3 as shown in Fig. 23.2
then calculate the average result.

The vibration measurement device is shown in Fig. 23.3. The LAN—XI data
acquisition module has 4 inputs and 2 51.2 kHz frequency outputs from Bruel &
Kjaer Denmark. PULSE FFT 7770 analysis module, 1–3 channels, PULSE FFT
of Bruel & Kjaer Denmark. Triaxial DeltaTron 3-way accelerometer with TEDS
4525-B-001, titanium shell material.

23.3 Control Parameters and Levels

With the goal of experimental design and optimization of control parameters in a
simple, effective, economical and experimental manner, the Taguchi experimental
design method has been selected. This method allows each parameter to be indepen-
dently evaluated and randomized by the orthogonal array (OA). With the ability to
narrow the scope of specific studies or identify production problems with existing
data by appreciating the characteristic value for the average performance close to the
target value. The Taguchi method has become a popular option to improve product
quality [23].

This study investigates the effect of cuttingmode parameters such as cutting speed
(Vc), cutting speed (f), cutting depth (t) and temperature (T) on surface roughness
and vibration amplitude during the machining process. The measurement of the
interaction between parameters through the S/N ratio. The S/N ratio is built for three
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Fig. 23.3 Vibration measurement device for cutting process

goals following: bigger is better, smaller is better and normal is better. In this study,
smaller is the better target is chosen. A better S/N ratio with a lower goal is expressed
as (23.1).

S

N
= −10 log10

[
1

n

(
n∑

i=1

y2i

)]
(23.1)

where
∑n

i=1 y
2
i is the sum of squares for all results of each experiment, n is the

number of measurements for each experiment.
Table 23.3 is a level set of cutting parameters and temperature for work-piece with

cutting speed (V c = 190–280m/min), feed rate (f = 230–380mm/min), cutting depth
(t = 0.5–1.5 mm) and temperature (T = 200–400 °C), respectively. The experiment

Table 23.3 Control parameters and levels

No Control parameter Unit Level 1 Level 2 Level 3

1 V c (A) m/ph 190 235 280

2 f (B) mm/ph 230 305 380

3 t (C) mm 0.5 1.0 1.5

4 T (D) °C 200 300 400
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Table 23.4 Experimental matrix and output data

TN V c (m/min) f (mm/min) t (mm) T (°C) Ra (μm) AXY (dB)

1 190 230 0.5 200 0.128 141.601

2 190 305 1 300 0.137 147.405

3 190 380 1.5 400 0.159 148.931

4 235 230 1 400 0.091 141.919

5 235 305 1.5 200 0.176 151.139

6 235 380 0.5 300 0.126 139.388

7 280 230 1.5 300 0.109 148.343

8 280 305 0.5 400 0.090 137.004

9 280 380 1 200 0.162 147.632

is designed according to the method of orthogonal array Taguchi L9 with results of
surface roughness (Ra) and vibration amplitude (AXY), respectively, as Table 23.4.

23.4 Results and Discussion

23.4.1 Surface Roughness

Table 23.5 presents the ANOVA results for surface roughness (Ra) during the SKD11
cutting with the thermal—assisted machining (TAM). The results indicated that the
elevated temperature had the greatest influence on the surface roughness with the per-
centage of 37.6%. The feed rate had a second influence level of 31.6%. Cutting speed
and cutting depth have less influence of 24.1% and 21.8%, respectively. Figure 23.4
shows the effect of the S/N ratio of each control parameter on the surface roughness
during processing. The optimal set of parameters could be obtained as A3B1C1D3
corresponding to V = 280 m/min, f = 230 mm/min, t = 0.5 mm and T = 400 °C,
respectively.

Table 23.5 ANOVA results for surface roughness (Ra)

Parameter Mean of multiple S/N ratio Sum of squares Contribution

1 2 3

A 17.03 17.96 18.68a 0.000683 0.241

B 19.31a 17.77 16.6 0.002387 0.316

C 18.93a 17.95 16.79 0.001647 0.218

D 16.26 18.17 19.24a 0.002839 0.376

aOptimal value
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Fig. 23.4 S/N ratio of control parameters to surface roughness (Ra)

Table 23.6 ANOVA results for vibration amplitude (AXY-T) during machining

Parameter Mean of multiple S/N ratio Sum of squares Contribution

1 2 3

A −43.28 −43.17a −43.18 6.112 0.032

B −43.16a −43.23 −43.24 3.383 0.018

C −42.88a −43.26 −43.49 157.371 0.814

D −43.33 −43.23 −43.08a 26.350 0.136

aOptimum level

23.4.2 Vibration

Table 23.6 presents the ANOVA results for the vibration amplitude of cutting pro-
cess by TAM for SKD11 steel. The results show that during processing, the cutting
depth has the greatest impact on the vibration amplitude of 81.4%, followed by the
temperature supporting the cutting process of 13.6%, the effect of cutting speed and
feed rate on the vibration amplitude is negligible. Figure 23.5 shows the influence of
S/N ratio of control parameters on the vibration amplitude during processing. The
optimal set of control parameters could be obtained as A2B1C1D3 corresponds to V
= 235 m/min, f = 230 mm/min, t = 0.5 mm, T = 400 °C.

23.4.3 Multi-response Optimization

The above analysis presents the single optimization of output evaluation criteria such
as surface roughness or cutting vibration. To find out the optimal set of parameters
simultaneously for both surface roughness and cutting vibration, the study utilized
Gray relational analysis (GRA). This method is effective in the study of objects with
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Fig. 23.5 S/N ratio of control parameters to the vibration amplitude AXY-T

limited information. This technology effectively determines the complex relationship
between the characteristics and qualities. Therefore, it becomes a powerful tool in the
design of multi-objective optimization. The output target of both surface roughness
and vibration amplitude is “lower-the-better”. The normalized form of the original
sequence as follows:

Skj = maxXkj − Xkj

maxXkj − minXkj
(23.2)

where j = 1 … 9; m is the number of experiments of Taguchi orthogonal array; k =
1… n, n is the number of process responses; max Xkj and min Xkj are corresponding
the largest and smallest value of Xkj for the kth response; Skj is the value after grey
relational generation.

To determine the relationship between the best and actual experimental results, a
gray relationship factor GZkj is calculated using the following formula:

GZk j = Skmin − ξ Skmax

Skj + ξ Skmaxkmax
(23.3)

where ξ is the distinguishing coefficient, 0 < ξ < 1. In this study, due to moderate dis-
criminatory effects and good result stability, we select ξ = 0.5. GZkj is the coefficient
of the gray relation of kth response in the jth experiment.

The grade of grey relation (Gj) is a coefficient that describes the weighted total
of the gray relation, representing an overall evaluation of empirical data for multi-
objective optimization. Gj is calculated using the formula:

G j = 1

n

n∑
k=1

GZk j (23.4)
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The normalized values of Ra and AXY, the process reactions and the levels of
gray relationships are given in Table 23.7. The higher the gray relationship level, the
combination of quality characteristics are close to the desired level. Thereby, better
process parameters correspond to better process responses. The results in Table 23.7
and Fig. 23.6 show that experimentNo. 8 has the highest gray relationship. Therefore,
this test is the first priority, followed by test numbers No. 4 and No. 6. Therefore,
A3B2C1D2 is the optimal set of control parameters to achieve the minimum target
Ra and AXY.

Table 23.8 evaluates the percentage of influence of the control parameters on the
gray relational grade. The results show that factor C (cutting speed) has the highest
contribution to overall performancewith 39.84%.The factorD (elevated temperature)
has the second-highest contribution with 35.63%. Eventually, the factor A (cutting
speed) and B (feed rate) with 14.04% and 10.49%, respectively. Figure 23.7 presents
the effects of process parameters on the gray relational grade. The optimal set of

Table 23.7 Grey relational analysis results

Exp. No. S (for Ra) S (for AXY) GZ (for Ra) GZ (for AXY) G Order

1 0.525 0.336 0.488 0.598 0.543 4

2 0.627 0.745 0.444 0.401 0.423 6

3 0.849 0.850 0.371 0.370 0.371 8

4 0.016 0.359 0.968 0.582 0.775 2

5 1.000 0.999 0.333 0.333 0.333 9

6 0.502 0.175 0.499 0.740 0.620 3

7 0.286 0.809 0.636 0.382 0.509 5

8 0.000 0.000 1.000 1.001 1.000 1

9 0.876 0.760 0.363 0.396 0.380 7

Fig. 23.6 The grey relational grade at various experiments
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Fig. 23.7 Effects of each process parameter on the Grey relational grade

control parameters for surface roughness and vibration amplitude is A3B1C1D3,
corresponding to Vc = 280 m/min, f = 230 mm/min, t = 0.5 mm, T = 400 °C.

23.5 Conclusions

The Taguchi method is used to experimentally design SKD11 steel milling in ther-
mal—assisted machining (TAM) by electromagnetic induction. The influence of
cutting parameters and elevated temperature on output parameters including sur-
face roughness and cutting vibration amplitude were analyzed. The optimal design
is implemented to determine the control parameters with multi-objective of both
surface roughness and vibration amplitude could be obtained as cutting speed of
280 m/min, the feed rate of 230 mm/min, cutting depth of 0.5 mm and elevated
temperature of 400 °C, respectively.
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Chapter 24
Assessment of the Surface Roughness
of Metal Mechanical Parts by Microsoft
Kinect V2

Bui Van-Bien, Banh Tien Long, and Nguyen Duc-Toan

Abstract In mechanical manufacturing, the surface roughness of a machined part
is a significant parameter to evaluate the products’ quality, and as a result, it must
be thoroughly measured. Many researches have been studied over the past few to
reduce the inherent drawbacks, such as contact, off-line inspection, speed of limited
measurement, in the conventional measurement system using contact method. In this
paper, the feasibility of the contactless inspection of part surface roughness using
Microsoft Kinect v2 have been demonstrated. The part roughness parameters have
been estimated by using of PCA plane fitting on point cloud data. In addition, the
results received with the Microsoft Kinect v2 system are finally compared to those
received with a stylus contact surface roughness measurement system to verify the
proposed approach within this paper.

24.1 Introduction

Surface roughness, irregular geometry characteristic, consists of peaks and valleys
on the produced part surfaces. In the result of the extremely effect to many functional
attributes of mechanical part as well the cost of production, surface roughness is an
important factor of part quality in industry. The assessment of surface roughness can
be achieved in several aspects. Fundamentally, the surface roughness measurement
methods can be categorized into two groups: direct measurement methods and non-
contact methods [1]. The most common method uses the stylus probe instrument to
move across the surface to determine vibrations generated by the surface roughness.
In agreement with the given precision, the size of stylus head can be chosen. A main
disadvantage of this method is the possibility to damage the surface being measured
by the stylus tip. Another drawback besides is that the resolution of this instrument
depends principally on the diameter of the probe tip. Non-contact methods have
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been developed to overcome these limitations. In this paper, a new approach using
point cloud data fromMicrosoft Kinect v2 for inspecting surface roughness has been
proposed.

Over the last fewdecades, the procedure of digitizing the shape of physical objects,
often abbreviated as the 3D-reconstruction, tends to be increasingly used every-
where from the entertainment to the industry [2, 3]. This has been nowadays widely
made possible thanks to numerous technologies, namely laser scanners, stereovision,
structured-light or the time of flight (ToF) for example. New applications still are
found and existing applications to expand. On the issue of large objects, terrestrial
laser scanners (TLS) are typically chosen because this technology allows collecting
a large amount of accurate data very quickly. While trying to reduce costs and work-
ing on smaller pieces, on the contrary, digital cameras are regularly selected. Within
this framework, concerning some features such as price or computation time, RGB-D
cameras supply new possibilities for themodeling of complex structures, for instance
in door mapping [2]. One of them, the Microsoft Kinect v1 launched in 2010, used
the structured light technology to acquire the depth data, have met a great success in
developer and scientific communities. The second version of Microsoft Kinect was
released in 2014, which much improved the depth measurement accuracy. The latest
Microsoft Kinect uses a ToF technology for acquiring the depth data. Compared
with Kinect v1, the obtained point clouds from Kinect v2 have better quality and
resolution as well as without limiting the interference from outside sources. The aim
of this study was to identify the method for processing the point cloud data using of
PCA plane fitting to estimate surface roughness according to a prepared experiment
plan of measurements on Microsoft Kinect v2.

The rest of the paper is structured as follows. First, some researches related exist-
ing works about surface roughness assessment using machine vision are introduced
in Sect. 24.2. How to calculate the surface roughness from point cloud data by a
method known as Principal Component Analysis (PCA) is presented in detail in the
Sect. 24.3. The experimental tests and discussions are depicted in Sect. 24.4. Finally,
the conclusion and the potential improvement of this paper are discussed in the last
section.

24.2 Related Works

Machine vision inspection is by far the most widely applied technology for qual-
ity control process. Using the computer vision techniques to investigate the surface
roughness of aworkpiece under various turning operationswas introduced in [1]. The
usefulness of thismethodwas the non-contact measurements and ease of automation.
In their works, to obtain the surface roughness of the workpiece by processing the
surface image, a polynomial network with self-organized adaptive learning ability
was selected. There was evidence that the polynomial network appropriately con-
nected the input variables (cutting speed, feed rate, depth of cut, and the feature of
surface image) with the output variable, surface roughness of the workpiece.
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Hatemleh et al. [4] also informed that the surface roughness was one of the most
important parameters describing the surface integrity of a component since a signif-
icant proportion of component failure starts at the surface due to either discontinuity
or deterioration of the surface quality. Based on the differences between laser-peened,
and unpeened samples, the significantly higher surface roughness on specimens pro-
cessed with shot peening was realized in this study. Moreover, the roughness of the
weld nugget was proved steadily higher than the corresponding base material under-
going the laser-peened or shot peening process, seemingly from the lower hardness
found in the nugget.

To evaluate texture features from images of turned surfaces, the applicability of
a geometrical model based Voronoi tessellation was investigated in [5]. With the
purpose of assessment their symmetry, the centroidal cross-moments of the poly-
gons were determined. Based on the number of symmetric polygons in the Voronoi
diagram, the degree of homogeneity of the machined surface image was specified.
As a result, the number of symmetrical polygons with low centroidal cross-moment
should be greater for a surface that was machined under optimal cutting conditions.

Whereas, Kocer et al. [6] performed an experiment and demonstrated that the
surface roughness measurements acquired by 3D image processing method was like
the values received by a profilometer on machined samples. It was concluded that
there had been limited research on estimating the surface roughness of castings by
3D scanning and the current methods such as stylus profilometry, optical microscopy
and qualitative methods of visual inspection did not deliver repeatable results and
was inefficient due to the time and cost involved.

For systems with Microsoft Kinect v2, the feasibility of applying a low-cost
RGB-D camera with an appreciate accuracy to measure pavement roughness was
checked [7]. Their works focused on collecting RGB, infrared, and depth data from
different surface types with the different roughness levels at 10-m sections. Based
on pixel-wise averaging over the acquired frames at each imaging position, a single
depth frame was computed. The noise in each depth frame was reduced, the RGB
images and the depth images were matched, and the RGB and depth images were
also registered to create a 3D surface on the pavement surface. Although there are
lots of researches for machine vision inspection as well as the capacity of Microsoft
Kinect v2, non-method evaluates surface roughness using the Microsoft Kinect v2
until now.

24.3 Methodology

24.3.1 Measuring of Surface Roughness

As reported by International Standards Organization (ISO), average surface rough-
ness (Ra) is defined as the average deviation of the surface profile from the mean
line. The equation for average surface roughness can be written as follows
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Fig. 24.1 Surface profile example
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Ra = 1

L

L∫

0

|y(x)|dx, (24.1)

where L is the sample length of the profile, y is the coordinate of profile curve (see
Fig. 24.1).

As can be seen from (24.1), the average surface roughness of mechanical parts can
be determined by calculating the average of normal distances of the points in point
cloud data from a nominal surface. A nominal surface can be defined as a surface
that has not surface irregularities and is geometrically perfect. The framework of the
methodology used while determining Ra using the Microsoft Kinect v2 is depicted
in Fig. 24.2.

24.3.2 Data Acquisition Using Microsoft Kinect V2

The part surface whose surface roughness is to be measured first needs to be scanned
usingMicrosoft Kinect v2. This device has two cameras, namely, an infrared camera
and an RGB camera. Moreover, it also includes infrared light sources, each of which
produces a modulated wave with a various amplitude. Each Microsoft Kinect v2
device has its own depth intrinsic parameters which are sensor and lens dependent. In
the factory, the calibration process was implemented, and the intrinsic parameters of
each Kinect v2 are stored in its internal memory. These parameters can be achieved
with the help of the Kin2 toolbox developed for Matlab [8]. The depth intrinsic
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Table 24.1 Depth intrinsic
parameters

Parameters Symbol Values (pixels)

Focal length Fx 362.8785

Fy 362.8785

Principal point Cx 253.8325

Cy 204.4191

Radial distortion K1(2nd) 204.4191

K2(4th) – 0.26981

K3(6th) 0.0888

parameters of the infrared camera in the Microsoft Kinect v2 device using in this
paper are introduced in Table 24.1.

Based on the depth intrinsic parameters, the acquired depth map and the perspec-
tive projection relationship, the point cloud data of the mechanical part is obtained.
Each pixel p(u, v) in depth map corresponds to a point P(X, Y, Z) in point cloud data.
Then, X and Y of the point P are computed as follow

X = u − Cx

Fx
· Z , (24.2)

Y = u − Cy

Fy
· Z , (24.3)

where Z is the intensity value of the pixel p(u, v) in the depth map.
In the next section, a brief overview of principal component analysis used to

estimate the nominal surface is introduced.

24.3.3 PCA Plane Fitting

Generally, PCA is a statistical procedure to determine the number of uncorrelated
variables in a large, high-dimensional dataset. These uncorrelated variables are called
principal components which are axes that explain where variance is coming from.
Nonetheless, it is assumed here that this is known; namely, that the surface of the
mechanical parts beingmeasured explains most of the variation. Hence, in this paper,
the purpose of PCA is simply to try to find a representation of the nominal surface
that can be used for further calculations.

Computationally, given a point cloud matrix P, the principal components are the
eigenvectors of the cov(P), that is, the covariancematrix of P. Themost commonway
to find the eigenvectors is through a process known as the Singular Value Decompo-
sition (SVD). If a point cloud P is first conditioned by centering each column, the
SVDwill give the principal components and the amount of variance attributed to each
component [9]. After obtaining the principal components, the principal component
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scores are calculated. Specifically, these are the new coordinates of the dataset in the
space spanned by the principal components.

In the developed MATLAB code, each coordinate, X, Y, and Z, is imported from
the point cloud data into a data cell of size N by 3, where N is the number of points
in point cloud data. The PCA plane fitting program is then used to this data cell to fit
a plane to the point cloud on the data matrix. In the end, this returns a 3 by 3 data cell
containing the principal components; the first, second and third columns represent
the ordering of the principal components, respectively. The first two columns, which
are the first two principal components, span the 2D space, that is, “X–Y plane”. The
third principal component is orthogonal to the first two and defines the normal vector
of the plane. Combined, this generates a new 3D coordinate system. To obtain the
points in this new coordinate system, the centered N by 3 data cell is multiplied
with the 3 by 3 matrix containing the principal components. At the close, an N by 3
data cell is obtained that consists of the location of each point in the new coordinate
system spanned by the principal components. At this time, the residuals are simply
the new Z-coordinates since they are instantly referenced from X0, Y 0, Z0. Put it
another way, by projecting the normal vector onto the X–Y plane, the peaks and
valleys of the corresponding point cloud can be evaluated. Naturally, the PCA plane
fitting program automatically measures the distances and outputs the average surface
roughness value.

24.4 Results and Discussion

24.4.1 Experimental Setup

Using a Microsoft Kinect for Windows v2.0 sensor, a PC with system CPU Intel (R)
Core i7-4790 3.6 GHz; RAM12GB; Video card Geforce NVIDIAGVN730D5-2GI,
the hardware of this test is configured and shown in Fig. 24.3.

Fig. 24.3 Experimental
setup
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To capture and process data, the needed software areWindow10 operating system,
MATLAB 2016a with image processing toolbox, Kinect forWindows hardware sup-
port package forMATLAB,Microsoft Kinect SDKV2.0_1409 andMicrosoft Visual
Studio 2015, Kin2 toolbox for MATLAB. The experimental process is proposed into
the flowchart and depicted in Fig. 24.4.

For this experiment, two test parts are designed and manufactured out of A6061
and CT3. These parts are produced in an MANFORD MCB 850 machine with the
same machining conditions, illustrated in Fig. 24.5.

Fig. 24.4 Experimental
process

Microsoft Kinect v2

Request for digitization

3D Scanning

Enough 
data

Residuals Evaluating

Ra

Yes

No

Data Processing

Format conversion

PCA plane fitting
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Fig. 24.5 Test parts

24.4.2 Assessment of Surface Roughness

Initially, the Microsoft Kinect v2 is used for acquiring the point cloud of the test
parts. Before performing the measurement step, a calibration procedure is done on
horizonal table surface. The dense point clouds obtained after scanning the test parts
are shown in Figs. 24.6a and 24.7a. In order to trim the unnecessary points, an open
source 3D point cloud processing software, MeshLab, is used and the point cloud is
edited and processed. The resulting point clouds are then represented in Figs. 24.6b
and 24.7b.

To compare the results obtained using the Microsoft Kinect v2 with a conven-
tional instrument, the surface roughness is also measured using the portable surface
roughness tester SJ-210 by Mitutoyo, Japan. The results are shown in Table 24.2.

The results obtained using the Microsoft Kinect v2 yielded a surface roughness
value of 89.6µmwith a deviation of 8.131µmwhichwas closer to the value obtained
by SL-210. It is also evident from the Table 24.2 that the surface roughness value of

Fig. 24.6 Point cloud of steel cube surface: a before trimming, b after trimming
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Fig. 24.7 Point cloud of aluminum cube surface: a before trimming, b after trimming

Table 24.2 Comparison of
contact/now-contact surface
roughness measurement
values

Surface roughness values
(with SJ-210)

Surface roughness values
(with Kinect v2)

Test part µm Test part µm

Steel 81.469 Steel 89.6

Aluminum 80.325 Aluminum 91.5

aluminummeasured by theMicrosoft Kinect v2 is more than 14% of by SJ-210. This
phenomenon comes from the highly reflective surface of aluminum then the point
cloud includes lot of noises. Therefore, the proposed PCA method can be used as
an alternative way for estimation surface roughness of independent metallic surfaces
scanned by Microsoft Kinect v2.

24.5 Conclusion

In this paper, a new system for surface roughness assessment is proposed. The
Microsoft Kinect v2 is used for the point cloud acquisition. In order to estimate
the nominal surface of the point cloud data, the PCA plane fitting is built and pro-
grammed to calculate the surface roughness value.After experiments, it was observed
that there was similarity between the values calculated from the processed method
and the measurement made by a stylus profilometer. For future improvement of the
developed system, softwarewill be developed to increase the accuracy of this system.
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Chapter 25
New Materials for Road Construction

N. I. Buravchuk, O. V. Guryanova, M. A. Jani, and E. P. Putri

Abstract The burned rocks of somemine dumps of the Rostov region are evaluated.
The physicomechanical properties of the rocks as raw materials for the construction
of the subgrade of the access railway track, the structural layers of pavement are
investigated. The properties of fractioned gravel and crushing screenings fromburned
mine rocks are given. The features of hardening of the massif of a roadbed of burnt
rocks of mine dumps are shown. The technology of the subgrade and pavement
layers is described. The possibility of using materials from burned mine rocks in
the construction of subgrade, the ground of roads and structural layers of pavement
has been substantiated. The variants of pavement designs using materials from burnt
rocks of mine dumps are considered. Practical work was done on the erection of the
subgrade railway track and local technological roads, industrial sites and sidewalks.
The successful operation of sections of the railway access road, technological roads
and sidewalks confirms the feasibility of using burnt rocks of mine dumps in road
construction. The use of mine dump rocks allows us to solve some environmental
problems: reduce the number of quarries in the extraction of natural raw materials,
preserve the natural landscape of the earth’s surface, free land from dumps, and
reduce pollution of water and air basins.

25.1 Introduction

Every year, the reserves of natural rawmaterials are depleted.Complicated conditions
for its production, the cost of natural mineral raw materials increase. In the coal-
industrial regions of any country, huge reserves of mine rocks are concentrated in
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dumps. These are simultaneously extracted rocks during the development of coal
deposits, extracted to the surface and stored in dumps. Such waste is a new type
of raw material being technogenic. The accumulation of these wastes in terms of
the quantity and quality of the contained raw materials suitable for producing useful
products should be attributed to technogenic deposits [1]. In the context of increasing
needs for natural mineral raw materials, the problem of the integrated use of all
extracted raw materials and environmental protection is becoming of paramount
importance and more acute every year. The prospects of using technogenic raw
materials are obvious. The concept of integrated development of natural mineral
resources involves the mandatory processing of waste into useful products as the
final stage in the extraction of minerals. The task of improving the environmental
situation in industrialized regions and expanding the range of new materials make
this stage an indispensable necessity.

With significant bulks of mine dump rocks, their disposal level is low. Mine
rocks are very diverse and unstable. This is one of the reasons hindering their use.
However, with appropriate processing and preparation, the quality of this waste can
be brought to the requirements of regulatory documents. The development of such
technogenic deposits will expand the mineral resource base of many industries, solve
some problems to improve the state of the environment in each coal-mining region.

Potential consumers of large volumes of coal industry waste can be road con-
struction. Road construction is the most material-intensive area for the use of natural
mineral raw materials. In this industry, there is an acute question of both improving
the quality of structural layers of pavement and replacing natural materials, espe-
cially imported from other regions, with local, cheaper raw materials, in particular,
with burnt rocks from mine dumps and ash and slag waste of thermal power plants.
The development of effective road-building materials based on burned rocks and ash
and slag waste, capable of working under conditions of increasing loads and climatic
influences, and technologies for the manufacture of structural layers of pavement of
increased bearing capacity are relevant. The use of fly ash and ash-slag mixture in
road construction is known [2–4]. The use of burned mine dumps is not common.

25.1.1 Purpose of Research

The purpose of this work is to establish the possibility of using burnt mine rocks in
the construction of the subgrade and structural layers of pavement.

25.1.2 Field of Study

We study the following issues:

1. composition and properties of burnt mine rocks;
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2. ways to increase the uniformity and stability of the properties of burnt mine
rocks;

3. physical and mechanical properties of burnt mine rocks as materials for the
construction of the subgrade and structural layers of pavement;

4. features of the formation of the structure and properties of the materials of
pavement based on burnt mine rocks.

25.2 Research Method

The object of research was burnt mine rocks accumulated in dumps in the Rostov
region (Russia). Preliminary preparation of research objects was crushing and frac-
tionating. Analytical and laboratory studies have been carried out in order to obtain
information on the chemical and material composition of raw materials, physical
and mechanical properties of burnt mine rocks. Technological tests were carried
out on the use of burnt rocks of mine dumps in road construction. A complex of
physico-chemical and technological studies allows us to determine the effectiveness
and feasibility of using products from technogenic raw materials to ensure the reli-
ability of the foundations and structural layers of pavement. Practical work on the
construction of the subgrade and experimental sections of access technological roads
using burnt rocks of mine dumps has been completed.

25.3 Results and Discussion

25.3.1 Characteristics of Burnt Rocks

In coal mining, the associated rocks with an admixture of coal are emitted to the
surface and stored in dumps. Subsequent conversions of stockpiled rocks in the
dump largely depend on their initial composition. Rocks in dumps are subjected
to prolonged thermal exposure in an oxidizing environment. Self-firing of rocks
in ovals occurs relatively evenly and lasts several years. The product of prolonged
self-firing of mine rocks is burned rocks. According to the state of aggregation, the
studied rocks belong to solid formations, namely grid materials (blocky, dispersed
and finely dispersed). The grain composition largely depends on the characteristics of
the source rocks. The rock in the dump is presented fromdust and ashfines, fine gravel
to blocks weighing several kilograms. On average, fragments from 6 to 100 mm in
size prevail. Pieces larger than 600 mm are available. Chunks of unburned coal and
layers of lightly burnt rock are found. A visual inspection of the rocks revealed the
presence of sulfur, cementing rock fragments. Self-firing of fine-grained sandstones
and sandstone shales gives the most durable burnt rocks, consisting of large pieces.
The dump contains rocks of low strength and rocks having a compressive strength
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of 110–120 MPa. The fine fraction is obtained from finely and coarse layered clay
and carbonaceous shales, carbonate and glandular minerals having lower mechanical
strength. Burned rocks with water absorption in the range of 5–10% are moderately
burnt, and with water absorption less than 5% well burned. The color of the breed
varies from dark pink to reddish-brown and purple.

The presence of clastic material in burned rocks, bonded with pelitic and siliceous
natural cement to a state of conglomerate, ensures their high water-resistance and
mechanical strength, reinforced by rock pressure and heat treatment. Under natural
conditions, compaction and formation of rock-like rock occurred, the physical and
mechanical properties of which depend on the degree of metamorphism and other
characteristics. In the dump along with dense, well-burnt material, unburnt weak
rocks, as well as coarse slag sintered with pieces of rock, can also locate. The quality
of burnt rock in the dump can be determined by external inspection by the density
of the structure, color, and the nature of the surface of the fracture of its pieces. A
fractured and roughened or oily to the touch surface in a fracture indicates a poor
qualitative material with a low bulk density and high water-absorption. Well-fired
burned rocks of homogeneous composition, with a dense structure and a smooth
stone-like surface in a fracture from dumps of anthracite coals are characterized
by increased mechanical strength, resistance to abrasion, thermal and atmospheric
influences. The specific effective activity of the radionuclides of the studied burned
rocks does not exceed 370 Bq/kg. By this indicator, burned rocks belong to first class
of materials, the use of which is unlimited.

By chemical composition (see Table 25.1), burned rocks are siliceous-aluminous,
i.e. characterized by a relatively high content of silicon and aluminum oxides. The
content of acid oxides is more than 70%. By the sum of the oxides of silicon, alu-
minum and iron, the burned rocks are acidic raw materials. According to the clas-
sification of Sivertsev [5], rocks can be characterized as siliceous-alumina. Minor
losses during calcination indicate the completeness of firing rocks.

The largest clay-glandular module (0.4–0.57), in accordance with the classifica-
tion of Knigina [6, 7], burned rocks belong to group I: mudstones are active and
highly active. Burned rocks have a high chemical resistance: in relation to mineral
acids—95 to 99% to alkalis—65.5 to 77.8%.

The chemical and mineral compositions of burned rocks are interconnected.
Coal waste differs in mineralogical composition. The mineral component of mine
rocks stored in heaps is represented by sedimentary rocks. These are clays, loams,
mudstones, siltstones, sandstones, limestones, siliceous schists, carbonaceous rocks.
Thermal effects on rocks during prolonged self-firing cause significant changes in
their mineral mass and physical condition. At the same time, the structure, texture
and properties of the source rocks change significantly. The different mineralogical
composition of the rocks and the conditions of the natural process of burning out
the carbonaceous component lead to the formation of products of varying degrees
of calcination. According to the lithological composition, the rock masses of the
studied dumps of former mines are clay. The composition of the clay component
is hydromica with an admixture of kaolinite and chlorite. Clays in coal seams are
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so compacted under the influence of rock pressure that they have lost their ductil-
ity. Clay material is already dehydrated and greatly modified during self-firing. In
terms of their basic physical and chemical properties, burned rocks are close to clays
calcined at 800–1000 °C.

Changes that occur with rocks during thermal exposure were recorded during
X-ray and differential thermal analysis of siltstones and mudstones [8]. In the initial
sample of siltstone (Fig. 25.1a), the lines of diffraction reflection d/n= 0.238; 0.357
and 0.714 are characteristic of kaolinite, and peak intensities d/n= 0.331; 0.498 nm—
for hydromica. Strong lines of montmorillonite 1.105 nm and quartz (d/n = 0.333;
0.425 nm) are noted.

The diffraction pattern of a sample of aleurolite calcined at 550 °C (Fig. 25.1b)
is characterized by hydromica (d/n = 0.329 and 0.495 nm), quartz with a reflection
of 0.334 nm. The lines of kaolinite disappear, which indicates its dehydration. For
mudstones (Fig. 25.2), the presence of kaolinite can be judged along the lines of
0.238; 0.357; 0.714 nm, hydromica—according to the peak intensity of 0.331; 0.495
and 1.078 nm. The presence of quartz is confirmed by reflexes of 0.425; 0.333 nm;
siderite—0.281 nm. On the diffraction pattern, taken from a sample of calcined
quartz, mica-chlorite is observed.

When conducting petrographic studies using a MIN-8 polarizing microscope, it
was found that burned rocks are composed of clay minerals, mainly represented
by kaolinite and hydromica, terrigenous material in the form of quartz, feldspars,
ferruginous minerals and carbonate inclusions.

Fig. 25.1 Diffraction pattern of siltstone: a initial siltstone; b siltstone calcined at 550 °C
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Fig. 25.2 Mudstone
diffractogram: a initial
mudstone; b argillite,
calcined at 550 °C

The mineral composition of burned rocks contains quartz, clay minerals, carbon-
ates in the form of calcite, magnesite, dolomite, gypsum and alkali metal sulfates,
iron is in the form of pyrite, marcasite, hematite. There are feldspars, modifications
of crystalline silica—tridymite, cristobalite. The vitreous phase is represented by
glass mainly melilite composition. Unburned fuel particles present as impurities are
metamorphosed to different degrees, are different from the initial state and are in the
form of coke and semi-coke and graphitized carbonaceous matter.

An X-ray study of burned rocks revealed the following basic crystalline minerals:
quartz and its modifications: iron in the form of magnetite and hematite; clay sub-
stance in the form of corundum, mullite. Secondary minerals are kaolinite, feldspars,
sulfur, etc. Endograms associated with the removal of hygroscopic and bound water,
exothermic effects due to oxidation of ferrousminerals, polymorphic transformations
of quartz, burnout of carbonaceous substances, and decomposition of carbonates are
observed on thermograms. Peaks in the thermograms appear as a result of processes
occurring in that part of the rock that underwent insufficient firing in the dump or
burned at a lower temperature. A well-calcined rock is thermally inert, and thermal
effects are hardly detected on the differential thermal analysis curves of such rocks.

25.3.2 Burnt Mine Rocks for Subgrade Construction

The burnt rocks of mine dumps belong to the class of coarse-grained soils, which
are uncemented deposits of fragments, between which there are no structural bonds
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(gravel, pebble, wood, gravel, sand) thermally changed in the dump under conditions
of prolonged self-firing at a temperature of about 1000 °C. The assessment of the
studied rock masses allows us to consider them as potential raw materials for the
constructionof embankments, dams, subgrade.Mine rocks, unlike conventional soils,
traditionally used for the construction of subgrade, have specific properties, and
they should be attributed to special soils. The physical and mechanical properties
of burnt mine rocks as soil for a subgrade were tested. Work was completed on the
construction of a subgrade railway access track with a length of 27 km. For this, the
rocks of the dumps of the mines of Sevryugovka and Sinegorskaya were used. The
composition and condition of the mine rock provides the ability to replace the soil
for the construction of the subgrade. The structural design of the subgrade of the
access railway is shown in Fig. 25.3.

For laying rocks in the subgrade, their maximum fineness should not exceed
70 mm. Pieces of rock over 70 mm were crushed. Multiple transshipment of rocks
with a bulldozer during shipment from the dump contributes to the averaging of rocks.
The technology for the construction of subgrade from mine rocks is similar to the
layered construction of the embankment from the traditional soil used. Dump mine
rocks are well compacted. At the beginning of compaction in loose placer, individual
grains of rock and crushed stone are easily distributed andmutuallymove.At the same
time, large fractions of crushed stone play the role of a kind of spatial framework.
Small particles fill the voids of the frame. These materials are well compacted, and
dense packing of grains in the layer of the array is achieved. During this period,
compaction can be carried out without moisture. When the initial sedimentation of
the layer is achieved, further compaction requires overcoming the frictionbetween the
particles. To increase the compaction of the rock mass, watering is carried out. Water
in this case facilitates compaction, as well as moisturizes fines and dust from well-
burnt rock resulting from breaking of the edges of rubble during rolling. Maximum
compaction is achieved with optimum moisture in the rock mass. Estimated water
consumption 12–20 l/m2. Compaction was completed when the deformation stopped

Fig. 25.3 Construction of the subgrade: 1—underlying layer of loam; 2—fractionated burnedmine
rock; 3—insulating layer of clay; 4—sand; 5—crushed stone from natural stone; 6—insulating layer
of clay; 7—fertile soil; b—width of the main site; H—embankment height
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after the passage of a heavy roller, and the density of the rock layer reached 1.85–
1.90 g/cm3. Similarly, from the burnt rocks of mine dumps, the foundation of roads
is built.

The ash content of the rock mass is high (90–99%). However, dumps contain
impurities of non-burnt rocks. Therefore, there is an option for laying waste rock
with a protective and insulating screen made of clay soil or loam. When planning
slopes, a layer of fertile soil was applied and sowing of perennial grasses was carried
out on the slopes.

25.3.3 Physico-Mechanical Properties of Burnt Crushed
Stone from Mine Dumps

According to the physico-mechanical properties, burnt mine rocks can be attributed
to type III rocks, including rocks of heterogeneous strength, containing weak dif-
ferences. Therefore, to obtain material from burned rocks of the required strength
and durability, it is necessary to process mine rocks with enrichment in strength.
The strength enrichment principle is based on the separation of materials of small
fractions, the bulk of which are weak differences. Therefore, if, after crushing, the
fine fraction is sieved from the products, then the remaining oversize product will
be more uniform and strength. When crushing from burnt rocks, fractionated gravel,
sand and crushing screenings can be obtained. Grain screenings according to the
grain composition correspond to a sand-gravel mixture. Crushed stone and crushed
sand from burned rocks [9] are not inferior in properties and quality to similar prod-
ucts from natural raw materials. In the result of the research, it was found that the
crushed stone obtained by the two-stage crushing scheme of burned rocks of various
terricones has the following main characteristics:

• grade of crushed stone by strength during the crushing test—800; 1000; 1200;
• mark for abrasion—I1; I2;
• frost resistance, the number of cycles of alternate freezing and thawing, not less

than—25;
• bulk density, kg/m3—1020 to 1240;
• voids, %—45 to 55;
• water absorption, %—0.5 to 5.0;
• porosity, %—3.0 to 12.0;
• true density, g/cm3—2.5 to 2.7.

Particles of crushed stone from burnt rocks are characterized by a porous struc-
ture with a developed surface. This circumstance leads to a lower bulk density of
such crushed stone in comparison with traditional. In this indicator, crushed stone
from burnt rocks are similar to artificial porous aggregates. Unlike the latter, burned
crushed stones have greater strength, determined by compression in the cylinder and
lower values for water absorption. Due to the rigid structure of the crystal lattice,
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micropores in the particles of crushed stone cannot pass into open pores, and water
molecules do not penetrate into the space of micropores; therefore, water absorption
of crushed stone from burnt rocks is low. There are no clay and silty particles in the
crushed stone from burnt rocks, there is no clay in the lumps, and the content of grains
of weak rocks does not exceed the permissible limits. The particle shape is angular,
non-rounded, the surface is rough. The content in the crushed stone of lamellar and
needle-like grains is up to 25%. Crushed stone withstands the tests for structural
stability against all types of decay. Crushed stone does not contain impurities and
components that are classified as harmful. However, metamorphosed unburned fuel
particles may be present. In composition, they are different from the original fuel
and consist of coking products. They are resistant to oxidation and durable when
exposed to moisture and temperature extremes.

Sand from burnt rocks has a particle size modulus from 2.3 to 3.5, bulk density
is 1250–1420 kg/m3, voids are 35–50%, frost resistance of crushed stone fraction
is 15 cycles of alternate freezing and thawing. Crusher screenings are a mixture of
sand fraction and crushed stone fraction 5–10 mm. The content of crushed stone
fractions varies in the range from 10 to 30%. Grade on strength of crushed stone
fraction—800.

25.3.4 Materials from Burnt Rocks of Mine Dumps
in Structural Layers of Pavements

Materials from mine rocks of a certain fractional composition are well compacted
and are capable to form a monolith of increased bearing capacity over time. This
feature of the rocks can be used in the construction of the subgrade, road foundations
and structural layers of pavement.

Road construction materials should provide increased durability of pavement
structures. Particular requirements apply to the materials used for the construction
of roadbed. The material of the base layer must be able to self-strengthen over time
in order to provide resistance to the increasing load, since continuously increasing
loads act on the bases during operation. Such a structural layer can be created using
materials from burnt mine rocks. The specificity of the formation of burned rocks
leads to some features of their properties. One of them is the presence of hydraulic
activity [10–12]. Due to the presence of active components capable of exhibiting
astringent properties, materials of burnt rocks can be, over time, at some moisture,
cemented and harden the structure of the material of the structural layer. The dense
packing of grains in the material of the carrier layer creates a monolith of increased
bearing capacity and stability. This design will be resistant to the effects of loads and
alternating change of positive and negative temperatures. Another feature of burned
rocks is associated with the macro- and microporous particle structure to be charac-
teristic of heat-insulating materials. From this it follows that the base layer of burnt
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rocks will also have heat-insulating properties. These materials can be used to create
additional frost protection and thermal insulation layers.

For the construction of the underlying layer, crushed stone was used after the first
crushing with a grain size from 20 to 150 mm. For the lower and middle layers of the
bases, crushed stone fractions from over 40 to 80mm and from over 80 to 150mm are
used; for the upper layers of bases and coatings—from over 20 to 40 mm and from
over 40 to 80 mm. Crushed stone from burnt rocks is well compacted. Therefore,
it is most efficient to lay it by the method of optimal mixtures. This crushed stone
layer should be carried out with fractions of small crushed stone with successively
decreasing sizes: 5–10, 10–20 and 20–40 mm. For laying crushed stone from burnt
rocks, we can use a mixture of fractions: 5(3) – 20, 0–20 and 0–10 mm.

Fractionated crushed stone and crushed sand can be used in the structural layers of
pavement. Figs. 25.4 and 25.5 show the variants of pavement, in the structural layers
of which fractionated crushed stone from burnt rocks are used. The experimental
sections of technological, access roads, industrial sites and sidewalks were made at
the mines Almaznaya, Zamchalovskaya, Vostochnaya (Rostov Region, Russia).

Fig. 25.4 Pavement design of the access roads of enterprises: a 1—fine-grained asphalt concrete,
crushed stone fraction up to 15 mm, h = 26 cm; 2—crushed stone fraction 5–10 mm, h = 26 cm;
3—sand, h = 15 cm; b 1—fine-grained asphalt concrete, crushed stone fraction up to 15 mm, h =
5 cm; 2—black crushed stone fraction of 5–10 mm; h = 20 cm; 3—sand, h = 35 cm
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Fig. 25.5 Design of the road pavement roads improved light-weight type: a 1—surface treatment,
crushed stone fraction 5–10 or 10–15 (20)mm; 2—crushed stone fraction 5–40mm, treated bitumen,
h= 8 cm; 3—crushed stone fraction 40–80 (150)mm, h= 20 cm; 4—sand, h= 26 cm; b 1—surface
treatment, fraction crushed stone 5–10 or 10–15 (20) mm; 2—crushed stone fraction 5–40 mm,
treated bitumen on the road, h = 8 cm; 3—crushed stone fraction 40–80 (150) mm, h = 16 cm;
4—sand, h = 16 cm
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If the crushed stone mixture of the optimal grain composition is used for the
construction of pavement layers, then the material is immediately distributed with a
layer of the required thickness, leveledwith a grader or bulldozer and compacted. The
number of passes of the rollers is established empirically. The compacted layer can
reach a thickness of 20 cm (in a loose body), but this requires at least 15–18 passes
of the heavy roller in one place. With significant porosity of areas of the compacted
layer, fines of 5–10 mm in size are scattered on them and additionally compacted
with 1–2 passes of a heavy roller.

Figure 25.6 shows the transverse profile of pavement using materials from burned
rocks. The thickness of the base is 20 cm, which is made of fractioned crushed stone:
the bottom layer is from the St. 20–80mm, the upper—their fractions of St. 5–20mm
with bitumen impregnation. A two-layer asphalt concrete coating is applied to the
base: the upper layer is fine-grained and the lower layer is coarse-grained asphalt
concrete. The strength and particle size distribution of crushed stone from the base
of the road with asphalt concrete pavement did not change during the operation of
the road. Fraction of crushed stone of St. 20–80 mm has a brand of strength 800, the
fraction from 5 to 20 mm of Mark 1000.

Studies on the interaction of burned grains with bitumen show good adhesion.
There is practically no exposure of crushed stone, the bitumen film is completely
preserved on the surface of the crushed stone. Asphalt mixes for the upper lay-
ers of pavement use crushing screenings and crushed stone with grain sizes up to
40 mm. Thus, pavement for roads of category IV and V can be made using materials
from burnt rocks of mine dumps. The positive experience in operating experimental
sections of roads and sidewalks confirms the feasibility of using non-conventional
technogenic raw materials in road construction. High-quality crushed stone from
burnt rocks can be used in all structural layers of pavement.

4,50-6,00

0,50 2,25-3,00 2,25-3,00 0,50 0,75 0,75

0,08 0,02
0,04

1 432 5

Fig. 25.6 Constructive transverse profile of auto-drive-ways with a carriage-way width of 4.5–
6.0m; pavement design: 1—medium-grained asphalt concrete, h= 4 cm; 2—coarse-grained asphalt
concrete, h = 5 cm; 3—burnt rock crushed stone impregnated with bitumen, h = 6.5 cm; 4—base
of burnt rock crushed stone, h = 20 cm; 5—sandy underlying layer, h = 10 cm
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25.4 Discussion

Long-term service of any structure can be provided that the material of the structure
meets the conditions of its operation. To ensure reliable resistance of the structure to
increasing loads throughout the entire service life, it is necessary that the energy of
structural bonds in the material of the structure is constantly increased. This is pos-
sible provided that the design has a self-densification system. Materials from mine
rocks of a certain fractional composition have the ability over time to cement and
reinforce the structure of the embankment massif, to form a monolith of increased
bearing capacity and stability. Materials from burnt and burnt mine rocks can create
a monolithic self-compacting system without introducing a binder. This ability of
the rocks is due to their chemical and mineral composition, structural features, and
activity. Burned rocks is the products of spontaneous firing, due to the nature of
their formation and thermodynamic state; they have an increased supply of internal
energy and corresponding reactivity and can significantly affect the strengthening of
the massif. The main active components of burned rocks are metakaolinite, amor-
phous silica, aluminum oxides, and iron. The presence of these components is due
to the specifics of their origin, and is associated with the presence of a number of
structural defects that occur during physicochemical processes that occur during
high-temperature firing of coal-bearing mine rocks. An important role is played by
the nature of the surface of mineral particles, the presence of active surface centers,
characterized by an increased energy potential. It is known that the surface of all
solid materials contains Lewis acidic and basic branstedite active centers [13–16],
which determine its activity. Obviously, for burnt rocks of mine dumps, when eval-
uating their activity, it is necessary to take into account both the presence of active
components that appeared due to their formation and the Lewis and Brønsted type
centers (synergistic effect). The presence of these factors has a structuring effect in
the formation of an array of subgrade embankments. This new state of matter is the
cause of the ability of burned rocks to cement. It is promising to use the potential of
burnt mine crushed stone primarily for the construction of road pavement of III-IV
road categories in the construction, reconstruction and repair of regional and local
roads, and a large network of rural roads. The volumes of such work are large. When
using such raw materials, in addition to saving natural mineral raw materials, the
cost of transportation costs for delivering raw materials to the place of consumption
is reduced, some environmental problems are solved to reduce the negative impact
of the waste dump on the environment near its location.

A general condition for the use of mine rocks in road construction is the compli-
ance of the strength of the structural layers of pavement constructed from them with
the mechanical and physico-mechanical effects that can be expected in this layer.
To make a decision on the use of mineral materials from burned rocks, it is neces-
sary to conduct a comprehensive assessment of this technogenic raw material. The
methodology for a comprehensive assessment of mine rocks includes three stages:

1. an engineering-geological survey of the rocks of mine dumps to obtain the neces-
sary information about the nature of the occurrence of materials, the distribution
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of moisture, density along the depth of the dump, the degree of homogeneity, the
method of producing rocks;

2. an engineering-geological assessment of the indicators of physical and mechani-
cal properties of rocks and materials from them, as determined in the laboratory,
and establishment of the possibility and conditions for their use as materials for
road construction;

3. taking into account the obtained laboratory data, it is carried out a study of the
feasibility to use certain materials from rocks in specific road structures. In the
case of a positive decision, special recommendations are developed on the design
of the subgrade and road pavement from rocks of a specific mine dump and the
features of the technology for their construction.

Due to the lower cost of materials from burnt rocks of mine dumps (on 25–30%
lower than the cost of natural aggregates), the total cost of road construction works
decreases.
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Chapter 26
Finite Element Modelling of Active
Composite Materials
in ACELAN-COMPOS Package

Andrey Nasedkin

Abstract The paper deals with computer modelling in finite element software
ACELAN-COMPOS of multiscale two-phase magnetoelectric (piezomagnetoelec-
tric) bulk composites that consist of piezomagnetic and/or piezoelectric fractions of
irregular structures. The proposed technique is based on the models of micro- and
nanoscale materials with interface or surface effects, the effective moduli method,
the modelling of representative volumes, and the use of finite element technologies
for solving the problems in the representative volumes.

26.1 Introduction

In this paper, as activematerialswewill understand thematerials inwhich sufficiently
noticeable deformations can be caused by external nonmechanical influences. Such
materials are piezoelectric, magnetoelectric, pyroelectric and other materials with
coupling betweenmechanical fields and fields of a different nature: electric, magnetic
or thermal. Thesematerials are widely used inmodern engineering as active elements
of transducers, sensors, actuators and other devices. Recently, new materials with
improved characteristics are being intensively developed to improve the efficiency of
these devices. Especially important are the problems of developing active composite
materials consisting of materials of different phases. Methods of mathematical and
computer modelling help us to predict the effective properties of composite materials
depending on the characteristics of the initial phases, their percentage ratio and the
peculiarities of the internal structure.

The problems of determining effective properties, also called homogenization
problems, can be solved on the basis of various approaches known in the mechan-
ics of composite materials. For active materials whose behaviour is described by a
sufficiently complicated system of differential equations, it is convenient to use the
method of effective moduli. For example, for piezoelectric composites according to
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thismethod, it is necessary to solve a set of boundary-value problems of piezoelectric-
ity (electroelasticity) with special boundary conditions providing for homogeneous
materials the exact solutions with constant field gradients (strains, stresses, electric
field and electrical induction). In a non-uniform representative volume, these gradi-
ents, naturally, will not be constant, but their averaged integral characteristics will
permit to determine the effective moduli of the composite material [1, 2].

For nanostructured composites, in which inclusions or pores have nanodimen-
sions, the nanoscale effect can be taken into account in the framework of the theory
of surface stresses [3–8] and its generalizations to the problems with coupling fields
[9–15]. In the theory of surface stresses for the interfaces of materials with different
phases, the special equations arewritten that relate stress jumps in volumeswith fields
for surface stresses. Finally, in recent years, the technologies have been proposed for
creating the new materials composed of piezoelectric matrix and of inclusions from
other materials or pores, on which interface boundaries the particles of third type
materials are deposited [16, 17].

To solve the homogenization problems for all active composites described in this
paper, the specialized software was developed, which is based on the finite element
solution of boundary problems in representative volumes and takes into account the
main features of the internal structure of composites.

Namely, the programsystemswritten in theAPDLANSYS languagewere created,
which allow in the automatedmode to solve in the ANSYS package the homogeniza-
tion problems for active composites of various types and determining their effective
moduli. To generate the structures of representative volumes in addition to the sim-
ple randomANSYS algorithm, external programs that implement various algorithms
were created [1, 2, 18]: 3–x algorithm implemented by S.V. Bobrov, supporting the
connectivity of finite elements of the first phase, up to 90% of inclusions of the sec-
ond phase; 3–0 algorithm with a regular structure of connectivity of the first phase
in three axial directions and with a closed structure of the elements of the second
phase; cluster algorithms implemented by V. V. Remizov (Witten–Sander method,
cluster of the second phase method; method of “growth out of the plane”; method of
initial concentration, etc.).

However, in the ANSYS package there were no basic means for solving the
problems of magnetoelectricity and there were no piezoelectric and magnetoelec-
tric shell finite elements. In this regard, at the Department of Mathematical Mod-
elling of SouthernFederalUniversity, a specializedfinite element packageACELAN-
COMPOS was developed. The ACELAN-COMPOS package is focused on solving
the homogenization problems with coupled mechanical and electromagnetic fields.
In this package, implemented new algorithms 3–3 connectivity [19, 20], supporting
the connectivity of the two phases; algorithm 3–0 connectivity, creating the granu-
lar structures [21, 22]; and algorithm 1–3 connectivity, creating the structures with
rod elements in a matrix [20, 22]. For all these models of representative volumes,
the algorithms have been developed for the automated search for finite elements
located at the interphase boundaries and placing shell elements on them that simu-
late the presence of surface effects for nanoscale inclusions or pores. For transversely
isotropic materials, an algorithm was additionally implemented for the plate surface
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elements, parallel to the coordinate axes, with the material properties that inherit the
anisotropy structure of the neighbouring volume elements.

The models of magnetoelectricity and the models of representative volume ele-
ments of the ACELAN-COMPOS package are briefly presented in this paper.
Other means of ACELAN-COMPOS and a more detailed presentation of models,
algorithms and results are presented in [19–25].

26.2 Setting of Homogenization Problems

The technology of homogenization problem solving implemented in ACELAN-
COMPOS is applicable for a fairly wide class of composite materials of various
stochastic structures with coupling physical and mechanical fields. It is only impor-
tant that linear stationary equations of divergent type should be considered. For
example, let � be the representative volume of a piezomagnetoelectric (magneto-
electric) composite body consisting of two materials. We assume that this volume
is filled with materials of two types (phases): � = �(1) ∪ �(2). These phases can
have various coupled fields. Thus, the phase �(1) can have piezoelectric properties,
while the phase �(2) can be piezomagnetic. Another case is the active materials with
inclusions or pores. Then, the first phase of the main fills up the volume or set of
volumes �(1), and the second phase (inclusions or pores) fills the volume or set of
volumes �(2). Here, for a porous material, the phase �(1) should be connected.

For modelling of nanoscale effects in the framework of the Gurtin–Murdoch
theory and its generalizations, surface fields are set on the interfaces of the two
phases �s = ∂�(1) ∩ ∂�(2). The external boundary of the representative volume
� = ∂ � will be used to specify the boundary conditions in the homogenization
problems.

In accordance with the effective moduli method, we will consider in the volume�

the following boundary value problemof the static theory ofmagnetoelectroelasticity
with respect to the displacement functions u(x), the electric potential ϕ(x) and the
magnetic potential φ(x):

LT(∇) · T = 0, ∇ · D = 0, ∇ · B = 0, x ∈ �, (26.1)

T = c · S − eT · E − hT · H,

D = e · S + κ · E + α · H, B = h · S + αT · E + μ · H, (26.2)

S = L(∇) · u, E = −∇ϕ, H = −∇φ, (26.3)

LT(∇) =
⎡
⎣

∂1 0 0 0 ∂3 ∂2

0 ∂2 0 ∂3 0 ∂1

0 0 ∂3 ∂2 ∂1 0

⎤
⎦, ∇ =

⎧⎨
⎩

∂1

∂2

∂3

⎫⎬
⎭, (26.4)
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LT(n) · [T] = LT(∇s) · Ts, n · [D] = ∇s · Ds, n · [B] = ∇s · Bs, x ∈ �s, (26.5)

Ts = cs · S − esT · Es − hsT · Hs, (26.6)

Ds = es · Ss + κs · Es + αs · Hs, Bs = hs · Ss + αsT · Es + μs · Hs, (26.7)

Ss = L(∇s) · (I − n ⊗ n) · u, Es = −∇sϕ, Hs = −∇sφ, ∇s = ∇ − n(∂/∂ n),

(26.8)

u = LT(x) · S0, ϕ = −x · E0, φ = −x · H0, x ∈ �. (26.9)

Here T = {σ11, σ22, σ33, σ23, σ13, σ12}, S = {ε11, ε22, ε33, 2ε23, 2ε13, 2ε12} are
the arrays of the stress components σi j and the strain components εi j ; D and E
are the vectors of the electrical induction or the electric displacement and of the
intensity electric field; B and H are the vectors of magnetic induction and of the
intensity magnetic field, respectively; c = cE,H is the 6 × 6 matrix of stiffness
moduli; e = eH is the 3 × 6 matrix of piezomoduli; h = hE is the 3 × 6 matrix
of magnetostriction moduli or piezomagnetic moduli; κ = κS,H = εS,H is the 3 × 3
matrix of dielectric permittivity moduli (dielectric constants); α = αS is the 3 × 3
matrix of magnetoelectric coupling coefficients; μ = μS,E is the 3 × 3 matrix of
magnetic permeability moduli; S0, E0 and H0 are constant six-dimensional array,
and three-dimensional vectors, respectively; the superscripts of the moduli indicate
for which constant fields they were calculated; (. . .)T is the transpose operation.

Interface relations (26.5)–(26.8) on the interphase surface �s are used only for
modelling of composites at the nano-level. In (26.5)–(26.8), the surface fields and
moduli are marked with superscript s; [(. . .)] = (. . .)(1) − (. . .)(2) is the jump of the
corresponding quantity across the interphase boundary; n is the unit normal vector
to �s , external to the domain �(1).

If the interface boundary conditions (26.5)–(26.8) are missing, then the prob-
lem (26.1)–(26.4), (26.9) is the homogenization problem for piezomagnetoelectric
composite with usual phase sizes (inclusions or pores).

In the case of a composite of arbitrary anisotropy class to determine the full set
of its effective moduli ceffβζ , e

eff
iζ , h

eff
iζ , κ

eff
i j , α

eff
i j , μ

eff
i j , it is required to solve the twelve

problems (26.1)–(26.9), differing in boundary conditions (26.9), in which only one
of the components S0� , E0k , H0k should be set not equal to zero (γ = 1, 2, . . . , 6;
k = 1, 2, 3):

• problems I–VI (ζ = 1, 2, . . . , 6)

S0γ = S0δςγ ,E0 = 0,H0 = 0 ⇒ ceffβζ = 〈
Tβ

〉
/S0, e

eff
iζ = 〈Di 〉/S0, heffiζ = 〈Bi 〉/S0,

(26.10)
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• problems VII–IX ( j = 1, 2, 3)

S0 = 0, E0 j = E0δ jk ,H0 = 0 ⇒ eeffjβ = −〈
Tβ

〉
/E0, κ

eff
i j = 〈Di 〉/E0, αeff

j i = 〈Bi 〉/E0,
(26.11)

• problems VII–IX ( j = 1, 2, 3)

S0 = 0,E0 = 0, H0 j = H0δ jk ⇒ heffjβ = −〈
Tβ

〉
/H0, α

eff
i j = 〈Di 〉/H0, μ

eff
i j = 〈Bi 〉/H0,

(26.12)

where δi j is the Kronecker symbol; β = 1, 2, . . . , 6; i = 1, 2, 3;

〈(•)〉 = 1

|�|

⎛
⎝

∫

�

(•)d� +
∫

�s

(•)sd�

⎞
⎠. (26.13)

As we can see from (26.9)–(26.13), taking into account the interface conditions
leads to the necessary of calculation of the averaged field characteristics not only by
the volume �, but also by the interface boundary �s . Since the interface boundaries
complicate the internal structure of the representative volume, it is possible to solve
boundary-value homogenization problems only numerically, for example, by the
finite element method described below.

26.3 Finite Element Approximations

In order to solve the problems of magnetoelectroelasticity I–XII for an inhomoge-
neous composite material in a representative volume �, one can proceed to their
weak statements and use the classical technique of finite element approximations.
Let �h be the region occupied by a finite element mesh,�h ⊆ �,�h = �

(1)
h ∪�

(2)
h ,

�
( j)
h ⊆ �( j), �( j)

h = ∪k�
( j)
ek , where �

( j)
ek is a separate finite element with the number

k and with the material properties of the phase j = 1, 2. Let also �s
h be a grid of the

surface finite elements, conforming with the volume mesh �h , �s
h = ∂ �

(1)
h ∩ ∂ �

(2)
h ,

�s
h = ∪m�s

em , where �s
em is a separate surface finite element with number m, which

is a common face of the corresponding volume elements �
( j)
ek on the phase interface

(�s
h ≈ �s).
We will use Lagrangian or serendipity finite elements with degrees of freedom of

nodal displacements, electrical potentials andmagnetic potentials. It is important that,
due to the structure of the surface fields (26.5)–(26.8),we can usemembrane elements
with degrees of freedom of nodal displacements, electrical potentials and magnetic
potentials (without degrees of freedom of the rotation angles). Then approximate
solutions of uh ≈ u, ϕh ≈ ϕ, φh ≈ φ on the finite element mesh �h can be searched
in the form
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uh = NT
u · U, ϕh = NT

ϕ · �, φh = NT
φ · �, (26.14)

where NT
u is the matrix of basis or form functions for displacements; NT

ϕ , N
T
φ are

the row vector of basis functions for electric and magnetic potentials; U, �, �

are the vectors of nodal displacements, electric potentials and magnetic potentials,
respectively.

In accordance with the classical finite element technique, we approximate the
continual weak formulation of the problems I–XII in the finite dimensional spaces
associated with the basis functions from (26.14). Substituting (26.14) and similar
representations of the projection functions δuh , δϕh , δφh into weak statements of
magnetoelectroelastic problem, we obtain the following finite element system

K · a = F, (26.15)

K =
[
Kuu Kub

KT
ub −Kbb

]
, a =

{
U
b

}
, F =

{
Fu

−Fb

}
, (26.16)

Kbb =
[
Kϕϕ Kϕφ

KT
ϕφ −Kφφ

]
, KT

ub =
{
KT

uϕ

KT
uφ

}
, a =

{
U
b

}
, Fb =

{
Fϕ

Fφ

}
. (26.17)

VectorsFu ,Fϕ ,Fφ in (26.16), (26.17) appearwhen taking into account the essential
boundary conditions (26.9), and they are differ for various boundary conditions from
(26.10)–(26.12).

In (26.15)–(26.17) the matrices contain both usual for the problems of the mag-
netoelectroelasticity the matrices, calculated on the volumes of finite element mesh,
and the additional matrices, calculated on the interface boundaries. For example, the
stiffness matrix Kuu has the following structure:

Kuu = K�uu + K�uu, Kek
�uu =

∫

�h

BT
u · cE · Bud�, K�uu =

∫

�s
h

BsT
u · cs · Bs

ud�,

(26.18)

Bu = L(∇) · NT
u , Bs

u = L(∇s) · (I − n ⊗ n) · NT
u . (26.19)

Taking into account (26.16)–(26.19), we can conlude that the matrix K of the
system of linear algebraic (26.15) is symmetric. In addition, by virtue the properties
of positive definiteness of the volume and surface energies, the matrix Kuu and Kbb

will be at least non-negative definite. Therefore, the symmetric matrix K in (26.15)
will have the properties of a quasi-defined matrix, typical for the problems with a
saddle point.

In this connection, inACELAN-COMPOSpackageweuse an effective algorithms
for symmetric positive definite and quasi-definite matrices for solving the system of
linear algebraic (26.15) [26–28]. All basic procedures that we need in finite element
manipulations, such as the degree of freedom rotations, mechanical, electric and
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magnetic boundary condition settings, etc., we can also provide in a symmetric
form.

26.4 Models of Representative Volumes and Some Results

In ACELAN-COMPOS package the representative volume element (RVE) is simu-
lated in the form of a cubic array of finite elements, where the elements also have
cubic shapes. In accordance with the accepted structure of second phase, we assign
the properties of the skeleton material of the first phase to some part of the finite
elements, and assign the properties of the second phase to the remaining part of the
elements.

In ACELAN-COMPOS there are the opportunities to create different types of
representative volumes. Examples of representative volumes, created by different
algorithms of the ACELAN-COMPOS package, are shown in Figs. 26.1, 26.2, 26.3
and 26.4. In all cases, the percentage of occurrence of the second phase was approxi-
mately the same (about 15%), and the order ofRVE is the same and equal 16×16×16.
Everywhere in Figs. 26.1a, 26.2a, 26.3a and 26.4a the whole RVE is shown, in
Figs. 26.1b, 26.2b, 26.3b and 26.4b the elements of the first phase are shown, in
Figs. 26.1c, 26.2c, 26.3c, and 26.4c the elements of the second phase are shown, and
in Figs. 26.1d, 26.2d, 26.3d and 26.4d the surface elements are shown.

Fig. 26.1 Example of RVE of with a random arrangement of the elements of the second phase

Fig. 26.2 Example of RVE with 3–3 connectivity (direct algorithm)
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Fig. 26.3 Example of RVE with 3–3 connectivity (inverse algorithm)

Fig. 26.4 Example of RVE with 3–0 connectivity

In the first case, the finite elements of second phase are selected by a random
number generator (Fig. 26.1). It is obvious that the model created by using a simple
random number generator is easy to build. However, suchmodel does not support the
connectivity of the elements for the first phase and does not reflect the connectivity
structure of the elements for the second phase.

Two other algorithms in ACELAN-COMPOS create the structures of the two-
component materials with the connectivity for both phases (3–3 connectivity) [19,
20, 22]. In the case of porous composites, the 3–3 connectivity algorithms generate
materials with open porosity. In these algorithms, the representative volumes consist
of domains with 8 × 8 × 8 finite elements. Number 8 for the domain size was
chosen for the convenience of implementing numerical procedures to verify the
phase connectivity and generate different data structures. In a direct version of the
3–3 algorithm, the process of the domain generation is implemented in such way that
the connectivity of the elements of the first phase is maintained through the domain
vertices, and the connectivity of the structure of the second phase is maintained
through the elements located approximately in the midpoints of the domain edges.
In the inverted version of this algorithm, the first phase and the second phase are
interchanged.

Each domain is created by a partially randomway, and the representative volumes
of 8n ×8n×8n order are formed as a result of generating the sequence of n domains
along each of three coordinate axes. Thus, generally speaking, each resulting domain
differs from the other. Nevertheless, it maintains the connectivity of both phases and
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the connectivity of the total volume structure, being formed either by a direct 3–3
algorithm or by an inverse 3–3 algorithm.

A detailed description of these algorithms is given in [19, 20]. Some examples of
the representative volumes with the porosity p ≈ 15 % for n = 2 (eight domains)
are shown in Fig. 26.2 for direct algorithm and in Fig. 26.3 for inverse algorithm,
respectively. As can be seen from Fig. 26.2, the direct algorithm distributes a signifi-
cant amount of the framework elements (elements of the first phase) near the domain
edges. On the contrary, the inverse algorithm gathers the most part of the framework
elements (elements of the first phase) in the central part of the domain. For a larger
number of domains (n = 3, n = 4, etc.), these effects are leveled, since some parts
of the domain boundaries become located inside of the representative volume.

For simulate the element of second phase as granules, consisting of one or more
structural elements not connected with other granules, in ACELAN-COMPOS pack-
age the 3–0 algorithm exists [20–22]. In the case of porous composites, the 3–0 con-
nectivity algorithms generate materials with closed porosity. In this algorithm, the
representative volumes also consist of domains with 8 × 8 × 8 elements. The input
user data are the granule size and the maximum quantum of inclusions. Random
choice of the supporting elements for the granules ensures in the result the partially
stochastic distribution of the elements of second phase in the RVE. The granule
grows in the domain according to an algorithm that allows the granule to be shaped
as possible close to the ball, while avoiding highly elongated elements.

As in 3–3 algorithms, each domain in 3–0 algorithm is created by a partially
random way, and the representative volumes of 8n × 8n × 8n order are formed in
the result of generating the sequence of domains along three coordinate axes. Thus,
here each resulting domain differs from the other. Nevertheless, it maintains the
connectivity of the elements of the main first phase. A detailed description of the
3–0 algorithm is contained in [20, 21]. One example of the RVE for n = 2 (eight
domains), constructed by the 3–0 algorithm, is shown in Fig. 26.4.

In 1–3 (3–1) algorithm of the ACELAN-COMPOS package, the RVE contains
rods placed in the skeleton of the main material. This is a simple algorithm based
on placing two-dimensional pattern on the bottom of the volume and extruding it
through the body [20, 24].

For nanostructured composites, for all variants of representative volumes, it is pos-
sible to automatically find the interphase boundaries �s and place on them the shell
(membrane) finite elements that simulate the surface effects (Figs. 26.1d, 26.2d, 26.3d
and 26.4d). For the shell elements it is necessary to insure the anisotropy type, which
corresponds to the anisotropy of the volume finite element. This correspondence was
implemented only for transversely isotropic phases and for elements parallel to the
O x1x2 plane (painted in light green in Figs. 26.1d, 26.2d, 26.3d and 26.4d or x3 axis
(painted in crimson in Figs. 26.1d, 26.2d, 26.3d and 26.4d.

For representative volumes shown in Figs. 26.1, 26.2, 26.3 and 26.4, we will
present here as an example the calculation results of solving the homogenization
problem for a porous piezoceramic material without taking into account the surface
effects (Table 26.1) and taking into account only uncoupled surface stresses according
to the methodology presented in [29, 30] (Table 26.2). For RVE of this composite
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Table 26.1 Effective moduli of porous piezoceramics PZT-5 without surface stresses

Relative moduli SR, p = 14.99 3–3 (direct), p =
14.84

3–3 (inverse), p =
15.21

3–0, p = 15.04

r(c11) 0.76 0.71 0.69 0.66

r(c12) 0.72 0.65 0.62 0.61

r(c13) 0.71 0.64 0.61 0.58

r(c33) 0.75 0.69 0.68 0.64

r(c44) 0.81 0.79 0.78 0.77

r(e31) 0.73 0.66 0.64 0.56

r(e33) 0.84 0.83 0.83 0.81

r(e15) 0.80 0.77 0.77 0.74

r(κ11) 0.85 0.85 0.84 0.84

r(κ33) 0.84 0.83 0.83 0.83

r(d31) 0.95 0.92 0.92 0.88

r(d33) 0.99 0.98 0.99 0.98

r(d15) 0.98 0.98 0.98 0.96

|�s |/|�| 1.91 1.32 1.13 0.68

Table 26.2 Effective moduli of porous piezoceramics PZT-5 with surface stresses

Relative moduli SR, p = 14.99 3–3 (direct), p =
14.84

3–3 (inverse), p =
15.21

3–0, p = 15.04

r(c11) 1.09 0.98 0.93 0.77

r(c12) 0.93 0.85 0.80 0.70

r(c13) 0.92 0.84 0.79 0.66

r(c33) 1.09 0.98 0.92 0.75

r(c44) 1.08 1.00 0.98 0.88

r(e31) 0.84 0.78 0.74 0.63

r(e33) 0.84 0.83 0.83 0.81

r(e15) 0.83 0.80 0.79 0.76

r(κ11) 0.84 0.83 0.83 0.83

r(κ33) 0.83 0.82 0.82 0.82

r(d31) 0.59 0.63 0.66 0.75

r(d33) 0.60 0.66 0.69 0.83

r(d15) 0.76 0.80 0.81 0.87

|�s |/|�| 1.91 1.32 1.13 0.68
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the domain �(1) occupied by the dense piezoceramics and the domain �(2) occupied
by the pores: cαβ = cE(i)

αβ , e jβ = e(i)
jβ , κ j j = ε

S(i)
j j for x ∈ �(i), i = 1, 2.

In Tables 26.1 and 26.2 we give the relative values of the effective material moduli
r(cαβ) = ceffαβ/cαβ , r(e jβ) = eeffjβ/e jβ , r(κ j j ) = κeff

j j /κ j j and r(d jβ) = d eff
jβ /d jβ

for porous piezoceramics PZT-5. Here cαβ = cE(1)
αβ , e jβ = e(1)

jβ , κ j j = ε
S(1)
j j and

d jβ = d(1)
jβ are the corresponding values for the dense piezoceramics, d = e · c−1.

For dense piezoceramics PZT-5 we take the following mechanical, dielectric and
piezoelectric constants: cE(1)

11 = 12.1 · 1010; cE(1)
12 = 7.54 · 1010; cE(1)

13 = 7.52 · 1010;
cE(1)
33 = 11.1 ·1010; cE(1)

44 = 2.21 ·1010 (N/m2); e(1)
33 = 15.8; e(1)

31 = −5.4; e(1)
15 = 12.3

(C/m2); ε
S(1)
11 = 916ε0; ε

S(1)
33 = 830ε0; ε0 = 8.85 · 10−12 (F/m). For the pores, we

set negligibly small elastic moduli cE(2)
αβ = ηcE(1)

αβ , η = 1 · 10−10, piezomoduli

e(2)
jβ = η (x1 C/m2) and ε

S(2)
j j = ε0. For the case of nanoporous piezoceramics with

uncoupled surface stresses we accept the size of cube finite element a = 1 · 10−10

(m), csαβ = a cE(1)
αβ , esjβ = 0, κs

j j = 0.
It can be noted that even with the same porosity for the simple random (SR)

algorithm, the area of interface boundaries |�s | is larger than for the 3–3 connectivity
direct algorithms, the area of interface boundaries for the 3–3 direct algorithms is
larger than for the 3–3 inverse algorithms, and the area of interface boundaries for the
3–3 inverse algorithms is larger than for the 3–0 algorithms. So, as we can conclude
from Tables 26.1 and 26.2, for the representative volumes with SR distribution of
inclusions and with 3–3 or 3–0 connectivity for various interphase areas we obtain
different values of the effective moduli, moreover the SR model is slightly stiffer
and more electromechanical active than the 3–3 models, and the 3–3 connectivity
models are stiffer and more electromechanical active than the 3–1 model.

Accounting for surface stresses here is equivalent to the placement of elasticmem-
brane elements on the interface boundaries. Therefore, when taking into account sur-
face stresses, the size of the interface area has a very significant effect on the effective
stiffness moduli (Table 26.2). Thus, we can conclude that the internal structures of
nanoporous composites can have a significant effect on the effective stiffness moduli
values. Meanwhile, from a comparison of Tables 26.1 and 26.2, we can infer that the
uncoupled surface stresses have much less effect on the effective piezomoduli eeffjβ
and almost do not influence on the dielectric permittivities κeff

j j .
Note that using the described approaches in [1, 2, 19, 21, 22, 29] the of homog-

enization problems were solved for different structures of representative volumes.
Anisotropic elastic and piezoelectric composites were investigated, both on ordinary
scale levels and on nanoscale. It was found that the types of connectivity and the
internal structure of a composite can have a significant influence on effective moduli
(see also Tables 26.1 and 26.2), and taking into account surface or interface effects
can even lead to a change in the decreasing properties of moduli on their growth
and even lead to superiority of effective moduli compared to moduli of initial phases
(Table 26.2).

An analysis of the advantages and disadvantages of various algorithms for the
formation of representative volumes is given in [20]. Additionally, it can be noted that
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the piezoceramic finite elements of all types of representative volume structures can
be automatically equipped with their elemental coordinate systems rotated relative
to the initial Cartesian coordinate system in accordance with the direction of the
non-uniform polarization fields [1, 2, 23, 31], and for 3—0 connectivity models the
algorithms for the account of electrode surfaces for metallized interfaces have been
developed [30, 31].
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Chapter 27
Finite Element Investigation of Effective
Moduli of Transversely Isotropic
Thermoelastic Materials with Nanoscale
Porosity

Andrey Nasedkin, Anna Nasedkina, and Amirtham Rajagopal

Abstract Using the methods of effective moduli and finite elements, the effective
properties of nanoporous thermoelastic transversely isotropic materials were studied
for simple random and for closed structures of porosity. Nanoscale effects were mod-
elled in the framework of the Gurtin-Murdoch model of interface stresses and of the
high conductivity model. The modelling and solution of homogenization problems
was performed in the ANSYS package, while structures of representative volumes
with closed porosity were created in the ACELAN-COMPOS package. The effect of
porosity, types of representative volumes and pore sizes on the values of the effective
modules of nanoporous titanium is analysed.

27.1 Introduction

In recent years, there has been increased an interest for the theoretical problems of
nanomechanics. Numerous investigations have revealed a size effect, which consists
in changing the effective material moduli for nanoscale bodies in comparison with
the corresponding values for macrodimension bodies. Various theories have been
proposed to explain the scale factor. One such theory is the widely used model of
surface elasticity. There are several reviews devoted to research on the theories of
surface elasticity, their generalizations and applications [1–4]. In turn, among these
theories, themost famous is theGurtin-Murdochmodel [5–7]. It can be shown that the
use of this model is reduced to the fact that the external boundaries of the nanoscale
body are covered with elastic membranes, in which the internal tensions are caused
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by surface stresses. Elastic membranes can be placed on the interphase boundaries
inside the body with inclusions or pores, which also allows modeling imperfect
interfaces with stress jumps and interface surface effects for nanoinclusions or for
nanopores [8–11].

For thermal problems the high conductivity model with surface thermal fluxes
on the external boundaries or in the interphase surfaces is similar to the Gurtin-
Murdoch model for elastic problems. The effective thermal conductivity coefficients
for composite materials with imperfect boundaries and with micro- or nanoscale
effects were determined in [12–19].

The Gurtin-Murdoch theory can be extended to thermoelastic problems for nano-
sized bodies and nanostructured composites. Thus, in [20–23] using this model the
effective moduli of thermoelastic composites with spherical nanopores or nanoin-
clusions and the effective moduli of nanofibers have been studied. The finite ele-
ment method was applied for thermoelastic materials with surface stresses or with
interphase boundary conditions in [24–30].

In this chapter, we study the effective material properties of thermoelastic
nanoporous materials of hexagonal syngony class or transversely isotropic mate-
rials with random and close structures of porosity. We considered porous material as
extreme case of a two-phase bulk composite, when the stiffness moduli of inclusions
have negligibly small. The nano-dimensionality of the pore boundaries was taken
into account using the highly conducting model and the Gurtin-Murdoch model of
surface stresses. This work is a continuation of the author’s researches [27–30].
Here, the scale factor is associated with pore sizes and the influence of the structure
of porosity on the effective moduli is analysed.

Finite element packages ANSYS and ACELAN-COMPOS were used to simu-
late representative volumes and to calculate the effective material properties. This
approach is based on the theory of effective moduli of composite mechanics, mod-
elling of representative volumes and the finite element method. In accordance with
the effectivemodulimethodwe solve in the constructed volume the static thermoelas-
tic and thermal problems with linear essential boundary conditions. Homogenization
problems are solved numerically by the finite element method.

We used the regular cubic representative volumes with hexahedral thermoelastic
finite elements and random and granular distributions of pores. To take into account
the nanosized internal structure, the contact boundaries between material and pores
were covered by the surface membrane thermoelastic elements. We also specified
transversely isotropic material properties for the membrane elements, in accordance
with the location of the element coordinate systems and the anisotropy type of the vol-
ume elements in these coordinate systems. Next, we calculate the averaged stresses
and thermal fluxes, which determine the effective thermoelastic moduli.

As an example, the models of nanoporous material have been examined with
different values of surface moduli, porosity and number of pores. The calculation
results allowed us to analyze the dependence of the effective moduli on porosity and
surface elements.
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27.2 Homogenization Problems

Let � is a representative volume of thermoelastic material with nanodimensional
porosity; � = �(1) ∪ �(2); �(1) is the region occupied by the materials of the first
phase (main material or matrix); �(2) is the aggregate of the regions occupied by
the materials of the second phase (pores); � = ∂� is the external boundary of the
representative volume �; �i is the set of frontier surfaces of regions with different
phases (�i = ∂�(1)∩∂�(2));n = {n1, n2, n3} is the external unit normal vector to the
boundary, outward with respect to �(1); x = {x1, x2, x3} is the vector of Cartesian
coordinates. We assume that the parts �(1) and �(2) are filled with two different
transversely isotropic thermoelastic materials. Then in the framework of linear static
theory of thermoelasticity for x ∈ � we assume the following system of equations:

�T(∇) · T = 0, T = c · S − bθ, S = �(∇) · u, (27.1)

∇T · q = 0, q = −k · G, G = ∇θ, (27.2)

�T(∇) =
⎡
⎢⎣

∂1 0 0 0 ∂3 ∂2
0 ∂2 0 ∂3 0 ∂1
0 0 ∂3 ∂2 ∂1 0

⎤
⎥⎦, ∇ =

⎧⎪⎨
⎪⎩

∂1
∂2
∂3

⎫⎪⎬
⎪⎭

, u =

⎧⎪⎨
⎪⎩
u1
u2
u3

⎫⎪⎬
⎪⎭

,

k =
⎡
⎢⎣
k11 0 0
0 k11 0
0 0 k33

⎤
⎥⎦, (27.3)

c =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

c11 c12 c13 0 0 0
c12 c11 c13 0 0 0
c13 c13 c33 0 0 0
0 0 0 c44 0 0
0 0 0 0 c44 0
0 0 0 0 0 c66

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

, T =

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

σ11

σ22

σ33

σ23

σ13

σ12

⎫⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎭

, S =

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

ε11

ε22

ε33

2ε23
2ε13
2ε12

⎫⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎭

, b =

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

β11

β11

β33

0
0
0

⎫⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎭

,

(27.4)

where σi j , εi j are the components of the stress tensor and the strain tensor, respec-
tively; ui are the components of the displacement vector u; θ is the temperature
increment from natural state; q is the heat flux vector; G is the temperature gradient
vector; c is the 6 × 6 matrix of elastic stiffness moduli ci j ; b is the six-dimensional
array of the thermal stress coefficients βi j ; k is the 3 × 3 matrix of thermal conduc-
tivities ki j ; c = c(m), b = b(m), k = k(m) for x ∈ �(m),m = 1, 2, and c, b, k have the
structures characteristic transversely isotropic materials, c66 = (c11 − c12)/2; (. . .)T

is the transpose operation; (. . .) · (. . .) is the scalar product operation.
According to Gurtin-Murdoch model of surface stresses, we suppose that on the

nanosized boundaries �s the following interphase condition is held:

�T(n) · [T] = �T(∇s) · Ts, x ∈ �s, (27.5)
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where [T] = T(1) − T(2) is the stress jump over the interface between two phases;
∇s = ∇ − n(∂/∂n) is the surface nabla-operator; Ts = {σ s

11, σ
s
22, σ

s
33, σ

s
23, σ

s
13, σ

s
12}

is the array of the interface stresses σ s
i j .

We assume that the surface stresses σ s
i j are related to the surface strains εsi j and

the temperature θ by the formulas

Ts = cs · Ss − bsθ, Ss = �(∇s) · us, us = A · u, A = I − n ⊗ n, (27.6)

where cs is the 6 × 6 matrix of surface elastic stiffness moduli csi j ; b
s is the six-

dimensional array of the thermal stress coefficients βs
i j for the interface; Ss =

{εs11, εs22, εs33, 2εs23, 2εs13, 2εs12} is the array of the interface strains εsi j .
Analogically, we accept the equation of highly thermal conducting interface on

the nanosized boundaries �s

nT · [q] = ∇s T · qs, qs = −ks · Gs, Gs = ∇sθ, x ∈ �s, (27.7)

where qs is the surface heat flux vector;Gs is the surface temperature gradient vector;
ks is the 3 × 3 matrix of surface thermal conductivity.

Note that the structure of the matrices cs , ks and the structure of the array bs ,
as well as the values of their coefficients depend on the shape and orientation of
the interface boundary �s . Since there is so little data for surface moduli, and they
are quite contradictory, we will assume on the plane interface faces parallel to the
coordinate axes the following structure of surface moduli.

We assume that for a composite with two transversally isotropic phases, the
following surface moduli are available

c̃s =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

c̃s11 c̃
s
12 c̃

s
13 0 0 0

c̃s12 c̃
s
11 c̃

s
13 0 0 0

c̃s13 c̃
s
13 c̃

s
33 0 0 0

0 0 0 c̃s44 0 0
0 0 0 0 c̃s44 0
0 0 0 0 0 c̃s66

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

, b̃s =

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

β̃s
11

β̃s
11

β̃s
33

0
0
0

⎫⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎭

, k̃s =
⎡
⎣
k̃s11 0 0
0 k̃s11 0
0 0 k̃s33

⎤
⎦, (27.8)

where c̃s66 = (c̃s11 − c̃s12)/2.
Then, on flat interface faces, parallel to the plane Ox1x2, we have in (27.5)–

(27.7) n = {0, 0, 1}, ∇s = {∂/∂x1, ∂/∂x2, 0}, us = {u1, u2, 0}, Ts =
{σ s

11, σ
s
22, 0, 0, 0, σ

s
12}, Ss = {εs11, εs22, 0, 0, 0, 2εs12}, qs = {qs

1, q
s
2, 0}, Gs =

{Gs
1,G

s
2, 0}, cs = cs(12), bs = bs(12), ks = ks(12), where
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cs(12) =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

c̃s11 c̃
s
12 0 0 0 0

c̃s12 c̃
s
11 0 0 0 0

0 0 c̃s33 0 0 0
0 0 0 c̃s44 0 0
0 0 0 0 c̃s44 0
0 0 0 0 0 c̃s66

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

, bs(12) =

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

β̃s
11

β̃s
11

0
0
0
0

⎫⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎭

,ks(12) = k̃s . (27.9)

Meanwhile, on flat interface faces, parallel to the plane Ox1x3, in (27.5)–
(27.7) we have n = {0, 1, 0}, ∇s = {∂/∂x1, 0, ∂/∂x3}, us = {u1, 0, u3},
Ts = {σ s

11, 0, σ
s
33, σ

s
13, 0, 0}, Ss = {εs11, 0, εs33, 2εs13, 0, 0}, qs = {qs

1, 0, q
s
3}, Gs =

{Gs
1, 0,G

s
3}, cs = cs(13), bs = bs(13), ks = ks(13), where

cs(13) =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

c̃s11 0 c̃s13 0 0 0
0 c̃s11 0 0 0 0
c̃s13 0 c̃s33 0 0 0
0 0 0 c̃s44 0 0
0 0 0 0 c̃s44 0
0 0 0 0 0 c̃s66

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

, bs(13) =

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

β̃s
11

0
β̃s
33

0
0
0

⎫⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎭

,ks(13) = k̃s . (27.10)

Finally, on flat interface faces, parallel to the plane Ox2x3, in (27.5)–(27.7)
we have n = {1, 0, 0}, ∇s = {0, ∂/∂x2, ∂/∂x3}, us = {0, u2, u3}, Ts =
{0, σ s

22, σ
s
33, 0, σ

s
23, 0}, Ss = {0, εs22, εs33, 0, 2εs23, 0}, qs = {0, qs

2, q
s
3}, Gs =

{0,Gs
2,G

s
3}, cs = cs(23), bs = bs(23), ks = ks(23), where

cs(23) =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

c̃s11 0 0 0 0 0
0 c̃s11 c̃

s
13 0 0 0

0 c̃s13 c̃
s
33 0 0 0

0 0 0 c̃s44 0 0
0 0 0 0 c̃s44 0
0 0 0 0 0 c̃s66

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

,bs(23) =

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

0
β̃s
11

β̃s
33

0
0
0

⎫⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎭

, ks(23) = k̃s . (27.11)

Aswe can see, a two-phase composite consisting of two thermoelastic transversely
isotropic phases with interface boundaries is characterized by 27material moduli, for
example, c(m)

11 , c(m)
12 , c(m)

13 , c(m)
33 , c(m)

44 , β(m)
11 , β(m)

33 , k(m)
11 , k(m)

33 , m = 1, 2, c̃s11, c̃
s
12, c̃

s
13, c̃

s
33,

c̃s44, β̃
s
11, β̃

s
33, k̃

s
11, and k̃s33. If the representative volume does not have a pronounced

anisotropy in the distribution of its components, then an homogeneous “equivalent”
material will also be transversely isotropic and will be described by nine independent
moduli, for example, ceff11 , c

eff
12 , c

eff
13 , c

eff
33 , c

eff
44 , β

eff
11 , β

eff
33 , k

eff
11 and keff33 .

Note, that the (27.2), (27.7) are satisfied identically, if θ = θ0 = const for x ∈ �,
because for constant thermal fieldG = 0,Gs = 0, q = 0, qs = 0. Then, the thermal
problem (27.2), (27.7) is not used for solving the mechanical problem with thermal
stresses (27.1), (27.5), (27.6), if the temperature field is constant. Therefore, as we
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will see, the effective moduli ceff11 , c
eff
12 , c

eff
13 , c

eff
33 , c

eff
44 , β

eff
11 , β

eff
33 and the effective moduli

keff11 , k
eff
33 can be found from separate problems.

For determination the effective moduli ceffαβ and βeff
j j , it is enough to solve the

problems (27.1), (27.5), (27.6) in the representative volume � with the following
boundary condition

u = LT(x) · S0, θ = θ0, x ∈ �, (27.12)

where S0 is constant six-dimensional array and θ0 = const.
In the case of transversely isotropic composite to determine the effective thermo-

mechanicalmoduli ceff11 , c
eff
12 , c

eff
13 , c

eff
33 , c

eff
44 ,β

eff
11 ,β

eff
33 , it is required to solve the four prob-

lems (27.1), (27.5), (27.6), (27.12), differing in boundary conditions (27.12), inwhich
only one of the components S0γ , θ0 should be set not equal to zero (γ = 1, 2, . . . , 6):

(i) problem I

S0γ = S0δ1γ , θ0 = 0 ⇒ ceff11 = 〈σ11〉/S0, ceff12 = 〈σ22〉/S0, ceff13 = 〈σ33〉/S0,
(27.13)

(ii) problem II

S0γ = S0δ3γ , θ0 = 0 ⇒ ceff13 = 〈σ11〉/S0 ≈ 〈σ22〉/S0, ceff33 = 〈σ33〉/S0,
(27.14)

(iii) problem III

S0γ = S0δ4γ , θ0 = 0 ⇒ ceff44 = 〈σ23〉/(2S0), (27.15)

(iv) problem IV

S0 = 0, θ0 �= 0 ⇒ βeff
11 = 〈σ11〉/θ0 ≈ 〈σ22〉/θ0, βeff

33 = 〈σ33〉/θ0, (27.16)

where δi j is the Kronecker symbol;

〈(. . .)〉 = 1

|�|

⎛
⎝

∫

�

(. . .)d� +
∫

�s

(. . .)sd�

⎞
⎠. (27.17)

Next, in order to determine the effective coefficients keff11 , k
eff
33 it is sufficient to

consider thermal conductivity (27.2) and interface relation (27.7) of highly thermal
conducting. For setting the corresponding homogenisation problem, we adopt the
boundary conditions in the following form (G0 = const)

θ = x · G0, x ∈ �. (27.18)
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Here for the case of transversely isotropic composite to determine the effective
coefficients of thermal conductivities keff11 , k

eff
33 we can solve the two problems (27.2),

(27.7), (27.18) with different boundary conditions (27.18) (l = 1, 2, 3):

(v) problem V

G0l = G0δ1l ⇒ keff11 = −〈q1〉/G0, (27.19)

(vi) problem VI

G0l = G0δ3l ⇒ keff33 = −〈q3〉/G0. (27.20)

In conclusion of this section we can mark that taking into account the surface
effects for nanostructured composites leads to the appearance of boundary conditions
(27.5)–(27.7) on the interface �s and to the necessity of calculating by (27.17) the
averaged stresses in (27.13)–(27.16) and heat fluxes in (27.19), (27.20) not only by
the volume �, but also by the interface �s .

27.3 Finite Element Approaches and Models
of Representative Volumes

In order to solve the homogenization problems, we use the finite element approaches
described in [27, 28]. These approaches include the simulation of the structure of a
representative volume element (RVE) in the form of an array of finite elements and
the finite element solution of elastic boundary problem with thermal stresses (27.1),
(27.5), (27.6), (27.12) or thermal boundary problems (27.2), (27.7), (27.18).

We create a representative volume in the form of a cubic array of finite elements,
where the elements also have cubic shapes. In accordance with the accepted porosity
structure, we assign the properties of the skeleton material to some part of the finite
elements, and assign the properties of the pores to the remaining part of the elements.

We compare two types of representative volumes. In the first case, the finite
elements with properties of pores are selected by a random number generator. It is
obvious that the model created by using a simple random number generator is easy
to build. However, such model does not support the connectivity of the elements for
the first phase and does not reflect the connectivity structure of the elements for the
second phase (closed or open pores).

We also use the 3–0 algorithm fromACELAN–COMPOS package for simulation
of pores as granules, consisting of one or more structural elements not connected
with other granules [31–33]. In this algorithm, the representative volumes consist of
domains with 8 × 8 × 8 elements. Number 8 for the domain division was chosen for
the convenience of implementing numerical procedures to generate data structures
and verify the phase connectivity. The input user data are the size of RVE, the granule
size and themaximumpercentage of pores or inclusions in the representative volume.



332 A. Nasedkin et al.

Each domain is created by a partially random way, and the representative volumes
of 8n × 8n × 8n order are formed in the result of generating the sequence of n
domains along three coordinate axes. Thus, each resulting domain differs from the
other. Nevertheless, it maintains the connectivity of the main phase in each domain
and the connectivity of the total volume structure. A detailed description of the 3–0
connectivity algorithm from ACELAN–COMPOS package is contained in [32, 33].

At the next step, the generated structureswere transferred toANSYSfinite element
package, where all further operations were carried out. Then, the problems (27.1),
(27.5), (27.6), (27.12) or (27.2), (27.7), (27.18) were solved for the representative
volume using finite element technology and ANSYS package. In the end, in the
ANSYS postprocessor the average stresses and thermal fluxes were automatically
calculated by (27.17) according to (27.13)–(27.16), or (27.19), (27.20), and thus the
full sets of the effective material moduli of thermoelastic composite were obtained.

It is important to note, that we generate the representative volume in a dimension-
less form, with the edge of a separate finite element taken equal to dimensionless 1.
Thus, the dimensionless spatial parameter will be equal to the minimum pore size l0.

In order tomodel the surface effects inANSYS for the elastic shell finite elements,
we will specify only membrane stress options and a fictitious thickness hm . We take
the stiffness moduli cmαβ proportional to the stiffness moduli of the main material:
cmαβ = ksc(1)

αβ , where ks is the dimensionless factor. For surface stiffness moduli

c̃sαβ from (27.8) we assume that c̃sαβ = lcc
(1)
αβ , lc = 10−10 (m), and hence, cmαβ =

ksc(1)
αβ = (ks/ lc)c̃sαβ . The dimensional analysis shows that l0 = lc/ks , and therefore

the coefficient ks is inversely proportional to the minimum pore size l0. Further,
the dimensionless thickness of the shell elements was fixed hm = 1, and in the
computational experiments we varied the coefficient ks and the porosity p. Similarly,
we modeled the surface thermomechanical properties β̃s

j j and the surface thermal

conductivity moduli k̃sj j in the suitable shell elements.
For solving the thermoelastic problems (27.1), (27.5), (27.6), (27.12) with

(27.13)–(27.16) we used a coupled twenty-node finite element SOLID226 with the
displacements and the temperature as degrees of freedom in each node and with
capability of thermoelastic analysis with thermal stresses.

For automatic coating of the inner boundaries of the pores in a cubic representative
volume, the following algorithmhas been used. First, the finite elementswith the pore
material properties are selected. Then the external boundaries of the obtained array
of elements are covered by target contact elements TARGE170 using the command
TSHAP, QUA8. Hence, the edges of all finite elements with the pore properties lying
on the external surfaces of the set of these elements get covered by eight node contact
elements (TARGE170 of the shapeQUA8). Then the contact elements, located on the
external border of the whole representative volume, are deleted and the remaining
finite elements are changed to the eight node shell elements SHELL281 with the
membrane stress only option.

Further, it was necessary to provide an anisotropy type for the shell elements
SHELL281 which would be conformable with the anisotropy of the volume finite
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elements SOLID226 and the structures of surfacemoduli (27.9)–(27.11). For a hexag-
onal system of anisotropy, supplementary procedure was implemented for the shell
elements SHELL281 located perpendicular to the isotropy plane Ox1x2 by inter-
changing the stiffness moduli in rows and columns corresponding to the axes x3 and
x2. As a result, all contact boundaries where thermoelastic structural elements are in
contact with pores have been coated by the membrane finite elements which simulate
the effect of surface stresses.

Some examples of the representative volume element for n = 2 (eight domains)
are shown in Figs. 27.1 and 27.2, respectively. In these figures, percentage of pores
p = 15% is the same.

Figure 27.1 shows an example of the representative volume generated by the sim-
ple random algorithm and Fig. 27.2 shows an example of the representative volume
generated by the 3–0 algorithm from ACELAN–COMPOS package. In Figs. 27.1
and 27.2 on the left all, elements are shown, in the center only volume elements of
the second phase are shown, and on the right only shell elements are shown. The

Fig. 27.1 Example of RVE obtained by sample random algorithm, porosity 15%, 3002 surface
elements

Fig. 27.2 Example of RVE obtained by ACELAN-COMPOS 3–0 algorithm, porosity 15%, 981
surface elements
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shell elements located perpendicular to the plane Ox1x2 = Oxy are shown in crim-
son color, and the shell elements located parallel to the plane Ox1x2 are shown in
blue. The varicolored shell elements were endowed here with different anisotropic
material properties, conformable to the structures of the surface stiffness moduli cs

from (27.9) to (27.11).
Here it can be noted that even with the same porosity for the simple random

algorithm, the area of interface boundaries, usually, is substantially larger than for
the 3–0 connectivity algorithm.

For solving the thermal problems (27.2), (27.7), (27.18) with (27.19), (27.20),
we used a twenty-node thermal element SOLID90 as volume finite element and a
eight-node thermal element SHELL132 as surface finite element.

27.4 Numerical Results

To provide an example, let us consider a nanoporous titanium. As it is known, the
ordinary titanium is an anisotropic material of hexagonal symmetry. For numerical
simulation we assume the following values of the material macro moduli of titanium
with zero porosity: c11 = 16.24 × 1010 (N/m2), c12 = 9.2 × 1010 (N/m2), c13 =
6.9 × 1010 (N/m2), c33 = 18.7 × 1010 (N/m2), c44 = 4.67 × 1010 (N/m2), α11 =
α33 = 8.4 × 10−6 (K−1), β11 = α11(c11 + c12 + c13), β33 = α11(2c13 + c33),
k11 = k33 = 15.5 [W/(m K)], where superscript (27.1) is absent (cαβ = c(1)

αβ , etc.)
The material constants for the pores [marked by superscript (27.2)] were taken equal
to the following values: c(2)

αβ = ηc(1)
αβ , η = 1 · 10−10, α(2)

j j = α
(1)
j j , k

(2)
11 = k(2)

33 = 0.025
[W/(m K)].

In the numerical experiments, we varied the values of multipliers ks from
ks = 10−6 ≈ 0 to 1. Figures 27.3 and 27.4 show the dependencies of the rel-
ative effective Young’s moduli r(E1) = Eeff

1 /E (1)
1 and r(E3) = Eeff

3 /E (1)
3 , with

respect to the porosity p for the representative volumes constructed using the sam-
ple random algorithm and the 3–0 connectivity algorithm with two values of ks .

Fig. 27.3 Dependencies of
the relative effective modulus
r(E1) versus porosity for
different coefficient ks and
for two models of RVE
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Fig. 27.4 Dependencies of
the relative effective modulus
r(E3) versus porosity for
different coefficient ks and
for two models of RVE

Fig. 27.5 Dependencies of
the relative effective modulus
r(c44) versus porosity for
different coefficient ks and
for two models of RVE

Here, E1 = 1/s11, E3 = 1/s33, s11 = (c11c33 − (c13)2)/c, s33 = (c11 + c12)/Dc,
c = (c11 − c12)/Dc, Dc = (c11 + c12)c33 − 2(c13)2.

Similarly, Fig. 27.5 shows the dependencies of the relative effective shear mod-
ulus r(c44) = ceff44/c

(1)
44 with respect to the porosity p for the representative volumes

constructed using the sample random algorithm and the 3–0 connectivity algorithm
with two values of ks .

As it can be seen from Figs. 27.3, 27.4 and 27.5, for small values of the coefficient
ks the surface stresses do not affect the Young’s and shear moduli. However, for
all values of porosity the surface stresses increase the effective stiffness moduli.
Moreover, there are cases, where the nanoporous material have greater stiffness
moduli than the same dense material. This situation takes place for the RVE obtained
by the sample random algorithm with ks = 1 for the Young’s moduli Eeff

1 and Eeff
3

if p < 50%, and for shear modulus c44 if p < 25% (see the curves 3 in Figs. 27.3,
27.4 and 27.5, where we have the inequalities r(E j ) > 1 or r(c44) > 1).

Figures 27.3, 27.4 and 27.5 illustrate that the values of the effective Young’s
moduli and the values of the effective shear modulus are the largest for the simple
random algorithm in the presence of surface stress. This effect is explained by the
fact that for the composites obtained by the 3–0 connectivity algorithms the number
of interface elements is much smaller than for similar composites with an arbitrary
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Fig. 27.6 Dependencies of
the relative pore surface
versus porosity for two
models of RVE

pore distribution (see Fig. 27.6). Thus, we can be conclude that the internal structures
of nanoporous composites can have a significant effect on the values of effective
stiffness moduli.

We also emphasize that the porosity and the surface effects have the opposite
influence on the effective stiffness: a simple increase of porosity leads to a decrease
in effective stiffness moduli, but an increase of the surface stiffness moduli or a
decrease of the pore size leads to a increase of the effective stiffness. The porosity
growth up to certain limits enlarge the areas with surface stresses (see Fig. 27.6).
Therefore, as the porosity of the nanostuctured material grows, the stiffness moduli
can both decrease and increase. For example, for large values of the factor ks the
increase of porosity for small p leads to a growth of the effective Young’s moduli and
shear modulus, and with further increase of porosity the effective Young’s moduli
and shear modulus begin to decrease.

Thus, as in [1, 34–37], from the analysis of the computational experiments, we
observed the following trends. If we compare two similar porous materials, one of
which has an usual dimension of pores and the other has nanosized pores, then for
the nanosized porous materials at the expense of the surface stresses the effective
stiffness will be greater than for the porous materials of usual dimension of pores.
Furthermore, for the porous solid of the macroscopic size of pores the effective
stiffness moduli decrease with the porosity growth. Meanwhile, the effective stiff-
ness moduli of nanoporous materials with the same porosity may either decrease or
increase depending on the surface moduli values, porosity structure, type of con-
nectivity, dimensions and number of pores. We can observe similar effects for the
effective thermal conductivity coefficients.

Acknowledgements The work was done in the framework of the Ministry of Science and Higher
Education of Russia project No. 9.1001.2017/4.6 in part of the analysis of algorithms for creating
granular composite structures and in the framework of the RFBRproject 16-58-48009 IND_omi and
DST in part of analyzing the effective properties of nanostructured porous thermoelastic composites.
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Chapter 28
Investigation of Initial Stresses’ Influence
on Surface Wave Field in Bulk Metallic
Glass Layer

T. I. Belyankova, E. I. Vorovich, V. V. Kalinchuk, and O. M. Tukodova

Abstract The role of elastic moduli of the fourth order in the investigation of the
dynamic characteristics of prestressed bodies made of materials that allow large
static deformations is studied. The studies were carried out in the Lagrange coordi-
nate system. Linearized defining relations and equations of motion of a prestressed
medium are used, which allow us to consider nonlinear effects of the “second” and
“third” orders. On the example of the problem of the propagation of shear harmonic
oscillations, the influence of the initial stresses on the propagation velocity of surface
waves is studied. Two, five, and nine constant models of a prestressed layer made of
palladium-based bulk metal glass are considered. The results obtained in the frame-
work of various models are compared. The difference of the effect of initial stresses
on the velocities and critical output frequencies of the highermodes of surfacewaves,
calculated with and without higher order moduli, is shown. A significant effect of the
magnitude of the initial stresses is established for uniaxial and biaxial initial stress
states.

28.1 Introduction

The technological development of aircraft and cars building, devices making and
electronics has led to the need to create new, high-tech, artificial materials that can
retain their physical properties and unique qualities under any operating regime and
conditions. The breadth and the variety of problems performed with the participation
of new materials lead to the need for a detailed study of their physical properties,
technological and strength characteristics. Carrying out such studies is associated
with the need to solve complex applied problems of the theory of elasticity and to
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attract mechanical models of a hyperelastic medium [1, 2], with varying degrees
of accuracy, reflecting the processes occurring in the materials under study. For
isotropic materials, the elastic potential is represented as the scalar function of the
invariants of one of the tensors of the strain measure or the strain tensor [2–6]. For
hard materials (rocks, metals, alloys, crystals, etc.), the representation of the elastic
potential proposed by Murnaghan in the form of a cubic function of the invariants of
the Cauchy—Green strain tensor [7] with III-order constants is widely used.

Due to theoretical and experimental studies, the values of constants of the third
order are known for a wide range of metals, alloys, and various structural materials,
crystals with various symmetry classes [6, 8–11], as well as for some rocks [12]. The
use of models of hyperelastic material with moduli of elasticity of the third order
made it possible to more accurately describe the properties of a prestressed medium:
to study second-order effects [11, 12], to determine mechanical stresses [13, 14],
to study the characteristics of the dynamics, propagation and localization of waves
in prestressed media [15–26]. The review of works in this direction is presented in
[15, 21].

In [15], a sequential linearization of the nonlinear equations of the mechanics of
a solid elastic-deformable body was carried out in the Lagrange and Euler coordi-
nate systems. Linearized defining relations and equations of motion of a prestressed
medium are constructed in an arbitrary, generally curvilinear coordinate system.
Expressions presented in a compact, convenient for research form were used in [15,
24–26] to solve a number of specific mixed problems of the dynamic theory of elas-
ticity. In particular, for the model of an initially isotropic hyperelastic material with
a potential in the Murnagan form, the influence of the nature of the initial mechani-
cal influences on the formation, propagation, and localization of wave fields in both
homogeneous and inhomogeneous prestressed media were studied [24–26].

Recently, a number of new materials, promising in practical applications and
possessing unique physical properties has appeared. In particular, these materials
are able to withstand a very high level of elastic deformation, at which the non-
linearity of the elastic properties becomes very significant. In [27–31], the results of
studies to determine the elastic moduli of the third and fourth order for bulk metal
glasses based on zirconium (Zr) and palladium (Pd) are presented. The study of
the dynamics of structures involving such materials requires an improvement in the
theory of linearized contact for prestressed bodies. In [32], a sequential linearization
of the nonlinear equations of mechanics of an initially isotropic elastic body in the
vicinity of a certain initial stress state was carried out. The linearization was carried
out in the framework of the theory of small strains superimposed on a final one in the
Lagrange coordinate system. The representation of the specific strain energy in terms
of the algebraic invariants of the Green-Lagrange strain tensor is used as the elastic
potential for an initially isotropic body. Linearized defining relations and equations
of motion of a prestressed medium are obtained, allowing to consider the nonlinear
effects of initial deformation on the elastic properties of an initially isotropic body.
In this paper, we propose an approach to study the dynamics of prestressed initially
isotropic elastic bodies with allowance for IV modules. Using the example of the
problem of excitation of shear harmonic oscillations in a layer by a point surface
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source, the effect of higher-order moduli on the propagation velocity of surface
waves is studied. Two-, five-, and nine-constant models are considered, as well as
a model of linear approximation in deformations. The effect of prestresses on the
velocities and critical output frequencies of new modes is investigated.

28.2 Formulation of the Problem

Consider the boundary-value problem of vibrations of a prestressed layer caused by
the action of a surface load q = {q1, q2, q3}e−iω t , distributed in a certain region �.
Outside this region, the surface of the medium is free of stresses. The lower edge
of the layer | x1 |, | x2 | ≤ ∞, 0 ≤ x3 ≤ h is rigidly bonded to a non-deformable
base. The layer material is assumed to be compressible, initially isotropic, having an
elastic potential

χ = −pI1 + 1

2
λI 21 + μI2 + 1

6
ν1 I

3
1 + ν2 I1 I2 + 4

3
ν3 I3 + 1

24
γ1 I

4
1 + 1

2
γ2 I

2
1 I2

+ 4

3
γ3 I1 I3 + 1

2
γ4 I

2
2 . (28.1)

Here Ik = tr
(
Sk

)
, (k = 1, 2, 3) are the algebraic invariants of the Cauchy-Green

strain tensorS;λ,μ are elasticmoduli of the second order; ν1, ν2, ν3 and γ1, γ2, γ3, γ4
are elastic moduli of the third and fourth orders, respectively. We assume that the
state S = 0 is a state with minimal free energy, i.e. p = 0, the initial stress state is
determined by a uniform initial deformation [3, 15, 32]:

R = r · �,� = δk mvk ik im; vk = const, k = 1, 2, 3 (28.2)

here R, r are the radius vectors of a point of the medium in the initial deformed
and natural state (NS), respectively, vi = 1 + δi , δi are the relative elongations
of the fibers directed in a natural configuration along the axes coinciding with the
Cartesian coordinates, δi j is the Kronecker symbol. The studies are carried out in the
Lagrangian coordinate system, which coincides with a rectangular Cartesian system,
the oscillation mode is assumed to be steady, the time factor is omitted.

Further, in the work we use dimensionless parameters: linear parameters are
assigned to the layer thickness, density—to the density in the natural state, elas-
tic parameters—to the shear modulus in the NS. As a dimensionless frequency, the
parameter κ2 = ω h/V 0

S is used, where V 0
S = √

μ0/ρ0 is the shear wave velocity in
the NS; ω is the angular frequency.

Within the framework of the accepted assumptions, the boundary-value problem
of the oscillations of the prestressed layer in the Lagrange coordinates is described
by the linearized equations of motion [15, 32]:
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∇0 · � = ρ0
∂2u
∂t2

(28.3)

and linearized boundary conditions on the surface o = o1 + o2:

o1 : n · � = q, o2 : u = u∗ (28.4)

here∇0 is the Hamilton operator, u = {u1, u2, u3} is the displacement vector, n is the
vector of the external normal to the surface of the medium, defined in the coordinate
system associated with the NS; ρ0 is the density of the material in the NS; � is the
linearized Piola stress tensor, whose components are representable in the form [2–4,
15, 32]:

Θi j = C∗
i jkl

∂uk
∂xl

, i, j = 1, 2, 3. (28.5)

The coefficients C∗
i jkl determine the properties of a prestressed body and, in

accordance with [32] have the form:

C∗
i i i i = v2i ξi i + 2v2i (ψ1 + 3ψ2Si ) + Pi ,C

∗
i i j j = vi v jξi j , i �= j,

C∗
i j i j = v j vi

(
ψ1 + 3

2
ψ2

(
Si + Sj

)
)

,C∗
i j j i = v2j

(
ψ1 + 3

2
ψ2

(
Si + Sj

)
)

+ Pi

ξkn = ψ01 + 2ψ02Sn + 3ψ03S
2
n + 2(ψ11 + 2ψ12Sn)Sk + 4ψ21S

2
k , k, n = 1, 2, 3

(28.6)

other coefficientsC∗
i jkl are zero. According to [32], taking into account (28.1), (28.2)

for the components Sk and Pk following relations are valid:

Sk = 1

2

(
v2k − 1

)
, Pk = ψ0 + 2ψ1Sk + 3ψ2S

2
k , k = 1, 2, 3. (28.7)

ψ01 = λ + ν1 I1 + 1

2
γ1 I

2
1 + γ2 I2, ψ02 = ψ11 = ν2 + γ2 I1,

ψ03 = ψ21 = 4

3
γ3, ψ12 = γ4, ψ13 = ψ22 = ψ23 = 0,

Im = Sm1 + Sm2 + Sm3 , m = 1, 2, 3. (28.8)

ψ0 = λI1 + 1

2
ν1 I

2
1 + ν2 I2 + 1

6
γ1 I

3
1 + γ2 I1 I2 + 4

3
γ3 I3,

ψ1 = μ + ν2 I1 + γ2 I
2
1 /2 + γ4 I2, ψ2 = 4

3
(ν3 + γ3 I1). (28.9)

In the absence of initial stresses (v1 = v2 = v3 = 1), taking into account (28.6)–
(28.9), we obtain:
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C∗
i i i i = λ + 2μ,C∗

i i j j = λ,C∗
i j i j = μ,C∗

i j j i = μ.

Taking into account representations (28.5), (28.6), we write the boundary-value
problem (28.3), (28.4) in the form [15, 32]:

C∗
i jkl

∂2uk
∂xl∂xi

= ρ0
∂2u j

∂t2
, j = 1, 2, 3 (28.10)

with the boundary conditions:

x3 = h: C∗
3113

∂u1
∂x3

+ C∗
1313

∂u3
∂x1

= q1,

C∗
3223

∂u2
∂x3

+ C∗
2323

∂u3
∂x2

= q2,

C∗
3333

∂u3
∂x3

+ C∗
1133

∂u1
∂x1

+ C∗
2233

∂u2
∂x2

= q3

x3 = 0: uk = 0, k = 1, 2, 3 (28.11)

28.3 Solution of the Problem

To solve the boundary value problem (28.10), (28.11), the approach [15] is used: the
solution is constructed in Fourier images in the form of an expansions:

Up =
3∑

k=1

f pk(ck1sh σk x3 + ck2ch σk x3), p = 1, 2,

U3 =
3∑

k=1

ck1ch σk x3 + ck2sh σk x3. (28.12)

HereUk are the Fourier transforms of the component of the displacement vector;
fik are coefficients selected from the condition when the solution (28.12) is satisfied
to the equations of motion; cik are coefficients are determined by substituting (28.12)
into the boundary conditions; σk are the values of the characteristic equation [15].
Using the inverse Fourier transform, the solution of the original boundary value
problem (28.10), (28.11) is represented by the expressions (α1, α2 are the Fourier
transform parameters in coordinates x1, x2):

u = 1

4π2

¨

�

k(x1 − ξ, x2 − η, x3, κ2) q(ξ, η) dξ dη
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k(s, t, x3, κ2) =
∫

�1

∫

�2

K(α1, α2, x3, κ2)e
−i(α1s+α2t)dα1dα2 (28.13)

The form of the matrix—functions elements K(α1, α2, x3, κ2) in the represen-
tation (28.13) essentially depends on the nature of the initial stress state of the
medium.

28.3.1 Shear Layer Vibrations

In the study of shear oscillations of a prestressed layer under the action of a sur-
face source distributed in the region {Ω(x1, x2, x3): |x1| ≤ 1, |x2| < ∞, x3 = h}, in
the boundary value problem (28.3), (28.4), it is necessary to take into account the
conditions:

u2 = u2(x1, x3), u1 = u3 = 0,
∂

∂x2
= 0. (28.14)

Taking into account conditions (28.14), solution (28.13) looks like:

u2(x1, x3) = 1

2π

1∫

−1

k22(x1 − ξ, x3, κ2)q(ξ) dξ, (28.15)

k22(s, x3, κ2) =
∫

�

K22(α, x3, κ2)e
−iα sdα, K22(α, x3, κ2) = sh(σ2x3)�

−1,

σ2 = (
α2C∗

1221 − κ2
2

)
(C∗

3223)
−1,� = C∗

3223σ2ch(σ2h) (28.16)

Contour G is selected according to the radiation conditions.
Representation (28.15) determines the displacement of an arbitrary point of the

layer. In the case of a point source of oscillation q(x1) = {0, δ(x1), 0} (here δ(x1)
is the Dirac function) for the displacement in the layer, the following expression is
valid:

u2(x1, x3, κ2) = 1

2π

∫

Γ

K22(α, x3, κ2)e
−iαx1dα. (28.17)

It can be seen from representations (28.16), (28.17) that in this case the influence
of the initial stresses on the displacements in the layer, is associated with changes in
two coefficients C∗

1221 and C
∗
3223.
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28.4 Determination of Initial Stress State

The state of a prestressed body is described by the Kirchhoff tensor, which in the case
of a uniform initial deformation (28.2) is defined in (28.7) with coefficients (28.9).
Grouping the terms by the degrees of the strain tensor S, for the components of the
Kirchhoff tensor, we get:

P1 = (λ + 2μ)S1 + λS2 + λS3 + H 2
1 + H 3

1 ,

P2 = λS1 + (λ + 2μ)S2 + λS3 + H 2
2 + H 3

2 ,

P3 = λS1 + λS2 + (λ + 2μ)S3 + H 2
3 + H 3

3 . (28.18)

Following [32], we consider four models:
Model I. In elastic potential (28.1), only terms with second-order modules are

stored; coefficients ψk (k = 1, 2, 3) (28.9) are determined by the expressions:

ψ0 = λI1, ψ1 = μ, ψ2 = 0, H 2
k = H 3

k = 0.

The components of the Kirchhoff tensor in this case are linearly related to the
components of the strain tensor.

Model II. The linear approximation for invariants of the strain measure is used:

vk = 1 + δk, v2k = 1 + 2δk, vkvi = 1 + δk + δi , i, k = 1, 2, 3, i �= k

Sk = δk, I1 = θ = δ1 + δ2 + δ3, I2 = I3 = 0,

The components of the Kirchhoff tensor (28.18) are expressed by the formulas:

Pk = λθ + 2μδk, k = 1, 2, 3.

The coefficients C∗
i jkl from the representation (28.6) in this case can be expressed

as

C∗
i i i i = Pi + (λ + 2μ) + ν1θ + 2(λ + 2μ + 2ν2)δi ,

C∗
i i j j = λ + ν1θ + (λ + 2ν2)

(
δi + δ j

)
,

C∗
i j i j = μ + (μ + 2ν3)

(
δi + δ j

)
,C∗

i j j i = Pi + μ + 2μδ j + 2ν3
(
δi + δ j

)
,

i, j = 1, 2, 3, i �= j.

Model III. In the representation (28.1), only terms with elastic moduli of the
second and third orders, for ψk (k = 1, 2, 3) are saved;

ψ0 = λI1 + 1

2
ν1 I

2
1 + ν2 I2, ψ1 = μ + ν2 I1, ψ2 = 4

3
ν3,
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in view (28.18) H 2
k �= 0 i H 3

k = 0.
Model IV. In (28.1), modules of the third and fourth orders are taken into account.

In the representation of the components of the Kirchhoff tensor (28.18), H 2
k �= 0 and

H 3
k �= 0, (k = 1, 2, 3), which allows us to take into account the influence of the

second and third degrees of initial deformation. The form H 2
k and H 3

k is given in
[32].

Relations (28.18) are the system of three, generally non-linear, equations for three
unknowns: S1, S2, S3, P1, P2, P3 or their combinations, depending on the method of
setting the initial stress-strain state. In the combined setting of the initial state, it is
assumed that deformation along one axis (for example, v1) and two stress conditions
are known. Deformations and stresses along other axes are determined from system
(28.18).

Further, the influence of the magnitude of the initial stresses under uniaxial 1x1
(P1 = P, P2 = P3 = 0) and biaxial 2x1 (P1 = 0, P2 = P3 = P) initial stress
states is investigated.

28.5 Numerical Analysis

The material used was Pd40Cu30Ni10P20 metal glass based on palladium (Pd) with
the following parameters [29]:

ρ = 9300 kg m−3, λ = 1.453 × 1011 Pa, μ = 0.358 × 1011 Pa,

ν1 = −2.27 × 1011 Pa, ν2 = −2.34 × 1011 Pa, ν3 = −0.818 × 1011 Pa,

γ1 = −105.828 × 1012 Pa, γ2 = 15.556 × 1011 Pa, γ3 = 1.81 × 1011 Pa,

γ4 = −2.98 · 1011 Pa.

As noted, in the case of shear vibrations of a prestressed layer with a clamped
lower face, it follows from (28.16), (28.17) that the influence of the initial stresses on
the displacements is associated with changes in the two coefficients C∗

1221 and C
∗
3223.

In Fig. 28.1a, b the dependence of the coefficients C∗
1221 and C

∗
3223 on the magnitude

of the initial strains v1, acting along the axis x1, is presented for uniaxial 1x1 and
biaxial 2x1 initial stress states. The numbers 1, 2, 3, 4 mark the curves corresponding
to changesC∗

1221 within the framework of the fourmodels under consideration, curves
1′, 2′, 3′, 4′ correspond to the changes of C∗

3223. Dotted lines (curves 1) correspond
to coefficients calculated without taking into account higher order modules [model
I, H 2

k = H 3
k = 0 in (28.18)], dashed lines (curves 3)—taking into account modules

of the third order H 2
k �= 0, H 3

k = 0), solid lines (curves 4)—taking into account
modules of the III and IV orders (model IV, H 2

k �= 0, H 3
k �= 0). The dash-dotted

lines (curves 2) correspond to a linear respect to deformations approximation (model
II).
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Fig. 28.1 Influence of the initial strain on the coefficients C∗
1221 and C∗

3223 of uniaxial 1x1 a and
biaxial 2x1 b initial stress states

As follows from the graphs, the inclusion of higher order modules leads to sig-
nificant nonlinearity in the behavior of the coefficients, the region of one-to-one
correspondence, which determines the internal stability of the material, has signif-
icantly decreased. Taking into account IV constants to a greater extent narrows the
range of elongations at which the material remains stable. It should be noted that,
unlikemodel I, for the other threemodels there is a small region of small deformations
in which the values of the coefficients are close.

28.5.1 Influence of Initial Stresses on Dispersion Properties
of Layer

An analysis of the solutions of dispersion equation�(α, κ2) = 0 (28.16) showed that
the form of the initial stress state and the magnitude of the stresses that significantly
affect the behavior of the coefficientsC∗

1221 andC
∗
3223 lead to significant changes of the

dispersion properties of the layer material. This is manifested in a shift of the critical
frequencies of the appearance of surface wave modes upwards and in a change of the
angle of the dispersion curves inclination. In Fig. 28.1a–d on the example of the 5th
mode, fragments of dispersion curves are shown for I (Fig. 28.2a), II (Fig. 28.2b),
and III (Fig. 28.2d) models in case of initial stress state 1x1. Figure 28.2d shows a
fragment for the initial stress state 2x1. Curves 1, 2, 3, 4 in the Figures correspond
to tensions v1 = 1.01, 1.02, 1.03, 1.04, curve 0 corresponds to the dispersion curve
in the NS.

It can be seen from the Fig. 28.2 that when using model I, the shift of the values
of the critical frequencies occurs downward. Formodels II, III, and IV, the action of
initial stresses leads to a shift of the critical frequencies upward; their values depend
on the type of model, the type and magnitude of the initial stress state.
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Fig. 28.2 Fragment of the 5th mode of dispersion curves for models I (a), II (b) and III (c) in the
case of uniaxial tension 1x1, d fragment of the 5th mode for model III, stress state 2x1

28.5.2 Influence of Initial Stresses Magnitude on Surface
Waves Velocity

Figure 28.3a–d show the effect of the initial strains magnitude by the initial state 1x1
on the frequency distribution of the phase velocities of surface waves V σ

F /V 0
S [V σ

F =
ω

/
ξ , ξ is the solution of dispersion (28.16)] for the models under consideration.

As before, curves 1, 2, 3, 4 correspond to stretches v1 = 1.01, 1.02, 1.03, 1.04, the
number 0 marks the curves for the NS.

As follows from the figures, in models I, III, and IV, the initial stress mainly
affects the asymptotic values of the velocities. In model I, this effect is directly
proportional to the magnitude of the initial stresses, in models III and IV, it is
inversely proportional. In model II, the initial influence is mainly influenced by the
shift of critical frequencies; the effect on the asymptotic values of the velocities is
negligible.

Amore visual representation of the influence of initial stresses on variousmodes of
surface waves is given by the deviation and relative deviation of their phase velocities
with respect to phase velocity in the NS:

D = (
V 0
F − V σ

F

)/
V 0
S , δ = (

V 0
F − V σ

F

)/
V 0
F . (28.19)
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Fig. 28.3 Effect of the initial deformation on the velosity of surface waves for models I (a), II (b),
III (c) and IV (d)

Figure 28.4a–d show the graphs of deviation D (28.19) for odd velocity modes
of surface waves. Curves 1, 2, 3, 4 correspond to tension 1.01, 1.02, 1.03, 1.04 by a
uniaxial initial stress state of 1x1.

The graphs in Fig. 28.4 illustrate the dependence of the asymptotic values of the
phase velocities of surface waves on the initial deformation for various models. It
can be seen from the Figures that the maximum influence of v1 takes place in model
IV. The shift of the critical frequencies is insignificant in all models except for II, in
which this shift is directly proportional to the tension v1 and increaseswith increasing
mode number.

Figure 28.5a–d show the graphs of relative deviation δ (28.19) for the first three
modes of surface waves. The relative deviation, calculated in the framework of four
models; in the case of a uniaxial 1x1 initial stress state for v1 = 1.01 and 1.03, are
given in Fig. 28.5a and b, respectively. For comparison, Fig. 28.5c, d show the graphs
δ for the first three modes of model III in the case of uniaxial 1x1 and biaxial 2x1
tension v1 = 1.01 and 1.03.

It can be seen fromFig. 28.5a, b that themaximum influence of the initial 1x1 strain
on the phase velocities of surface waves occurs in models III and IV. A somewhat
smaller, but qualitatively opposite in character, effect of the initial deformation on
surface waves is observed in model II. The second factor in the influence of the
initial deformation on surface waves is the shift of critical frequencies. For the initial
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Fig. 28.4 The phase velocity deviation of the odd modes for models I (a), II (b), III (c) and IV
(d)

deformation of the 1x1 species, it is pronounced in model II; in models I, III, and
IV, it is insignificant.

From Fig. 28.5c, d it can be seen that a change in the form of the initial stress state
leads to qualitatively different results. The determining factor of influence in model
III for the initial 1x1 state is phase velocity. For the initial 2x1 state, the decisive factor
in the effect is the shift in the value of the critical frequency. Comparing Fig. 28.5b
and d it is easy to see that this shift in model III for the same values of v1 exceeds
the shift in model II.

28.6 Conclusions

An approach is proposed to study the dynamic characteristics of a prestressed layer
under the influence of large initial stresses made of a material that allows signifi-
cant static deformations. The studies were carried out in the Lagrange coordinate
system using various theories of dynamics of prestressed bodies. Two-, five-, and
nine-constant models are considered. Linearized defining relations and equations of
motion of a prestressed medium are used, which allow one to take into account the
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Fig. 28.5 The relative deviation of the phase velocities of the first three modes: a, b comparison
of models under initial stress state 1x1; c, d comparison of the influence of the initial states 1x1 and
2x1, model III

nonlinear effects of the “second” and “third” orders of influence ofmechanical strains
on the elastic properties of the starting material. Using the example of the problem
of shear harmonic oscillations in a layer, we studied the influence of the magnitude
and type of initial stresses on the structure of the surface field and the propagation
velocity of surface waves. The results obtained in the framework of various models
are compared. The effect of taking into account higher order moduli on the surface
wave velocities at various values of the initial strains is shown. The influence of the
type and magnitude of the initial uniaxial and biaxial effects on the transformation
of the phase velocities of surface waves is established. It is shown that the decisive
factor in the influence of the initial deformation on surface waves for some models
may be the value of the phase velocity, for other models, the values of the critical fre-
quencies of the appearance of surface wave modes. Which of the factors is decisive
may depend on the type of initial stress state.
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Chapter 29
Comparison of Two Numerical Inverse
Laplace Transform Methods
with Application for Problem of Surface
Waves Propagation in an Anisotropic
Elastic Half-Space

Ivan Markov and Leonid Igumnov

Abstract The propagation of the surfacewaves in elasticmedia has been extensively
studied and is very important in many fields. The Laplace domain Boundary Element
Method (BEM) is powerful and accurate numerical method that can be employed for
treating such problems. Since anisotropic elastic problems is very computationally
challenging for any BEM formulation, the choice of particular numerical Laplace
inversion algorithm is crucial for efficient anisotropic elastodynamic Laplace domain
boundary element analysis. In this investigation, for a specific problem of anisotropic
linearly elastic half space subjected to transient loading, we examine two different
methods for numerical inversion of Laplace transforms. The first method we test
is the renowned Durbin’s method which is based on a Fourier series expansion.
The second method is the convolution quadrature method which is reformulated
as a numerical Laplace transform inversion routine. Methods are compared in the
context of their application in the framework ofLaplace domain collocation boundary
element formulation.

29.1 Introduction

The propagation of the surface waves in elastic media has been extensively studied
and is very important in the fields of dynamic soil-structure interaction analysis,
seismology, earthquake engineering, etc. Among other powerful numerical methods
Boundary Element Method (BEM) is particularly well-suited for modelling elastic
wave propagation in infinite and semi-infinite domains. There are different BEM
formulations that can be used for treating such problems and Laplace domain direct
BEM approach is one of most well-studied and frequently employed. In case of
linear anisotropic elasticity BEM can be implemented very efficiently. However,
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when anisotropic elastic materials are considered, implementation of any BEM that
utilizes anisotropic elastic dynamic fundamental solutions gets complicated due to
an issue with their efficient evaluation. As presented by Wang and Achenbach [1,
2], regular parts of three-dimensional anisotropic elastic fundamental solutions can
be expressed as integrals over the surface of a half of a unit sphere. These integrals
must be calculated using numerical quadrature which can be quite time consuming.
Thus, a proper choice of a numerical inversion method can considerably boost the
performance of frequency or Laplace domain BEM for linear anisotropic elastic
materials.

Durbin’s method [3] for numerical inversion of Laplace transforms is based on
a Fourier series expansion and is a popular option for transient wave propagation
problems. There is a number of works (e.g. [4–7]) that are dedicated to improvements
of Durbin’s method, including, among other aspects, convergence acceleration of the
Fourier series, reduction of error, choice of free parameters.

Convolution Quadrature Method (CQM) is a relatively recent method originally
developed by Lubich [8, 9] as a quadrature rule for convolution integrals. CQM
can be reformulated as a numerical inversion procedure for Laplace transforms, and
Schanz [10] stated that for a short time periods CQM is superior to other inversion
methods.

Pekeris [11] presented analytical solutions for horizontal and vertical displace-
ments of the free surface of a homogeneous isotropic linearly elastic half-space due
to a surface impulse loading. Eskandari-Ghadi and Sattar [12] derived analytical
expressions for the surface and internal displacements of a transversely isotropic
half-space under axisymmetric surface point loading.

In the present chapter we present and discuss the comparison of the Durbin’s
method and the CQM in the context of their application in the framework of Laplace
domain collocation BEM formulation for transient surface waves propagation in
anisotropic linearly elastic half-space. Test functions are the horizontal and verti-
cal displacements of the surface of a transversely isotropic half-space subjected to
Heaviside-type surface point load.

29.2 Preliminary Considerations and Test Functions

The Laplace transform and its inversion are defined by the following relationships

F(s) = L{ f (t)} =
+∞∫

0

e−st f (t)dt, s = α + iω, (29.1)

f (t) = L−1{F(s)} = 1

2π i

α+i∞∫

α−i∞
est F(s)ds, (29.2)
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with f (t) = 0 for t < 0, α is arbitrary real number greater than the real parts of all
the singularities of F(s).

Application of Laplace domainBEM for elastodynamic problems usually consists
of obtaining Laplace domain responses for a set of sampling complex frequencies sl ,
l = 1, Ns , and then obtaining time-domain solutions via numerical inversionmethod.
It is expected that theLaplace domainBEM ismesh sensitive,meaning that the spatial
discretization and the frequency discretization are related and not independent. In
other words, a certain minimum number of boundary elements per wavelength are
required for a reliable dynamic boundary element analysis. Even more intricate this
issue becomes for anisotropic elastic media since the wave velocities are dependent
on direction. Additionally, integrals in the expressions of anisotropic elastic dynamic
fundamental solutions can become highly oscillatory for high frequencies. From
the practical point of view it means, that before starting Laplace domain boundary
element calculations,we need to somehowdeterminemaximumallowable valueωmax

of imaginary part of complex Laplace transform parameter s. For all these reasons,
further in our investigation we will assume, that in application of both considered
numerical Laplace inversion methods, we are restricted by a certain value ωmax.

For the original function in time-domain denoted as f (t) and approximation of
f (t) obtained with a numerical inversion routine from its Laplace transform as f̃ (t)
we define relative error Rerr and pointwise absolute error Aerr (tk) as follows

Rerr =

√√√√√√
⎛
⎜⎝
∑Nt

k=0

(
f (tk) − f̃ (tk)

)2
∑Nt

k=0 f (tk)
2

⎞
⎟⎠, Aerr (tk) =

∣∣∣ f (tk) − f̃ (tk)
∣∣∣, tk = k

tmax

Nt
,

(29.3)

where tmax is the largest value in the time range over which f̃ (t) is obtained.
As the test functions we use radial and vertical displacements of the free sur-

face of transversely isotropic half-space under Heaviside-type surface point load.
Transversely isotropic material of the half-space is characterized by mass density
ρ and the elasticity tensor Ci jkl . In the cylindrical coordinates radial displacements
u(r, z = 0, t) and vertical displacements w(r, z = 0, t) are given as follows [12]

u(r, z = 0, t) = −α3Pmaxt2

π2r3
Im

π/ 2∫

0

a22β1 − a21β2

f
cos θdθ, (29.4)

w(r, z = 0, t) =

− Pmaxt

π2r2
Im

π/ 2∫

0

(
(1 + α1)ψ

2 − ρ0
)
(a22 − a21) + α2

(
a22β2

1 − a21β2
2

)
f

cos θdθ

(29.5)
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ψ(r, t, θ) = t cos θ

r
, f = a11a22 − a12a21, (29.6)

α1 = C1212 + C1122

C1212
, α2 = C1313

C1212
, α3 = C1133 + C1313

C1212
, ρ0 = ρ

C1212
, (29.7)

β1 =
√

−k1ψ2 + k2 + 1

2

√
k3ψ4 − k4ψ2 + k5,

β2 =
√

−k1ψ2 + k2 − 1

2

√
k3ψ4 − k4ψ2 + k5, (29.8)

a11 = (−α3C1133 + (1 + α1)C3333ψ
2 − ρ0C3333

)
β1 + α2C3333β

3
1 , (29.9)

a12 = (−α3C1133 + (1 + α1)C3333ψ
2 − ρ0C3333

)
β2 + α2C3333β

3
2 , (29.10)

a21 = (−(1 + α1)C3333ψ
2 + ρ0

)
iψ + (α3 − α2)iψβ2

1 , (29.11)

a22 = (−(1 + α1)C3333ψ
2 + ρ0

)
iψ + (α3 − α2)iψβ2

2 , (29.12)

k1 =
(
h21 + h22

)
2

, k2 = 1

2
ρ

(
1

C3333
+ 1

C1313

)
, k3 = (

h22 − h21
)2

, (29.13)

k4 = 2ρ

((
1

C3333
+ 1

C1313

)(
h21 + h22

) − 2
C1111

C3333

(
1

C1111
+ 1

C1313

))
,

k5 = ρ2

(
1

C3333
− 1

C1313

)2

, (29.14)

where Pmax is the amplitude of the load, h21 and h22 are the roots of the following
equation

C3333C1313h
4 − (

C1111C3333 − C2
1133 − 2C1133C1313

)
h2 + C1111C1313 = 0.

(29.15)

For our investigation we chose Pmax = 1 Pa, observation point is located at
the distance r = 1m, the mass density of transversely isotropic material is ρ =
2000 kg/m3 and the elasticity tensor Ci jkl are given in the Voigt notation as follows

CT I =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

5.82 2.11 1.44 0 0 0
5.82 1.44 0 0 0

4.1 0 0 0
1.25 0 0

symm. 1.25 0
1.855

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

× 108 Pa. (29.16)
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Fig. 29.1 Test functions a u(t), b w(t)

For convenience we work with dimensionless variables and quantities

CT I = CT I p2 p
2
1/p3, ρ = ρp32/p3, Pmax = Pmax p

2
1(p2 p3), r = r/p2, t = t/p1,

(29.17)

p1 = 0.018 s, p2 = 1 m, p3 = 1 kg. (29.18)

To avoid complicated procedure associated with dealing with the singularities
of integrands [13] and to get meaningful error estimation around Rayleigh pole we
introduce a small artificial damping into the elasticity tensor of the material as

C = CT I (1 + 0.005i). (29.19)

Under these considerations test functions u(t) and w(t) are depicted in Fig. 29.1.

29.3 Durbin’s Method

We start with rewriting (29.1) as

F(s) =
+∞∫
0

e−st f (t)dt =
+∞∫
0

e−(α+iω)t f (t)dt =
+∞∫
0

e−αt (cos(ωt) − sin(ωt)) f (t)dt

=
+∞∫

0

e−αt f (t) cos(ωt)dt + i

⎛
⎝−

+∞∫

0

e−αt f (t) sin(ωt)dt

⎞
⎠ = Re(F(s))

+iIm(F(s)),
(29.20)

Re(F(s)) = Re(F(α + iω)) =
+∞∫

0

e−αt f (t) cos(ωt)dt, (29.21)
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Im(F(s)) = Im(F(α + iω)) = −
+∞∫

0

e−αt f (t) sin(ωt)dt . (29.22)

Recalling

Re(F(α − iω)) =
+∞∫

0

e−αt f (t) cos(−ωt)dt =
+∞∫

0

e−αt f (t) cos(ωt)dt

= Re(F(α + iω)), (29.23)

Im(F(α − iω)) = −
+∞∫

0

e−αt f (t) sin(−ωt)dt =
+∞∫

0

e−αt f (t) sin(ωt)dt

= −Im(F(α + iω)). (29.24)

Rewriting (29.2)

f (t) = 1

2π i

α+i∞∫

α−i∞
est F(s)ds = 1

2π i

+∞∫

−∞
e(α+iω)t F(s)idω

= 1

2π i

+∞∫

−∞
eαt (cos(ωt) + i sin(ωt))F(s)idω

= eαt

2π

+∞∫

−∞
(cos(ωt) + i sin(ωt))F(s)dω

= eαt

2π

+∞∫

−∞
(cos(ωt) + i sin(ωt))[Re(F(s)) + iIm(F(s))]dω

= eαt

2π

+∞∫

−∞
[Re(F(s)) cos(ωt) − Im(F(s)) sin(ωt)]dω

+ i
eαt

2π

+∞∫

−∞
[Re(F(s)) sin(ωt) + Im(F(s)) cos(ωt)]dω. (29.25)

Expanding imaginary part in (29.25)
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+∞∫
−∞

[Re(F(s)) sin(ωt) + Im(F(s)) cos(ωt)]dω

=
0∫

−∞
[Re(F(s)) sin(ωt) + Im(F(s)) cos(ωt)]dω

+
+∞∫
0

[Re(F(s)) sin(ωt) + Im(F(s)) cos(ωt)]dω,

(29.26)

and now using (29.21) and (29.22) we get for the first integral in (29.26)

0∫
−∞

[Re(F(s)) sin(ωt) + Im(F(s)) cos(ωt)]dω

=
0∫

+∞
[Re(F(α + i(−ω))) sin(−ωt) + Im(F(α + i(−ω))) cos(−ωt)](−dω)

=
0∫

+∞
[Re(F(α + iω))(− sin(ωt)) − Im(F(α + iω)) cos(ωt)](−dω)

−
0∫

+∞
[Re(F(α + iω)) sin(ωt) + Im(F(α + iω)) cos(ωt)](−dω)

=
0∫

+∞
[Re(F(α + iω)) sin(ωt) + Im(F(α + iω)) cos(ωt)]dω

= −
+∞∫
0

[Re(F(s)) sin(ωt) + Im(F(s)) cos(ωt)]dω.

(29.27)

It follows from (29.26) and (29.27) that the imaginary part in (29.25) is zero.
Applying (29.21) and (29.22) to the real part in (29.25) we get the equivalent
representation of (29.2):

f (t) = eαt

π

+∞∫

0

[Re(F(α + iω)) cos(ωt) − Im(F(α + iω)) sin(ωt)]dω, t ≥ 0.

(29.28)

Durbin’s method (or sometimes also called the Fourier Series Method) consists
of representing f (t) as

f (t) = eαt

T

[
− 1

2Re(F(α)) +
∞∑
k=1

Re
(
F
(
α + i kπT

))
cos

(
kπ
T t

)

−
∞∑
k=0

Im
(
F
(
α + i kπT

))
sin

(
kπ
T t

)] − Derr , 0 < t < 2T,

(29.29)

where Derr is the discretization error due to approximation of the integral by the
Fourier series. Since infinite series in (29.29) can only be summed up to a finite
number Nsum of terms, the approximating formula for f (t) is
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f (t) ≈ f̃ (t) = eαt

T

[− 1
2Re(F(α))

+
Nsum∑
k=0

{
Re

(
F
(
α + i kπT

))
cos

(
kπ
T t

) − Im
(
F
(
α + i kπT

))
sin

(
kπ
T t

)}]
,

(29.30)

for 0 < t < 2T .

Durbin derived formula (29.29) using a Fourier series expansion of e−αt f (t)
on the time interval [0, 2T ], which is formally equivalent to the application of the
trapezoidal rule to (29.28) with the integration step size equal π/T . Aside from
roundoff and discretization error in Durbin’s formula (29.30), there is the truncation
error since the series is not summed up to infinity. When the maximum of imaginary
parts of complex frequencies is given as ωmax, the Nsum is then determined as

Nsum =
[
ωmaxT

π

]
. (29.31)

Assuming that tmax is the largest value of time range over which f̃ (t) is obtained,
then T is chosen so that 2T > tmax or

T = T ∗tmax, T
∗ > 0.5. (29.32)

Slightly modifying the idea of Crump [4], α is chosen from the following relation

α = κ ln 10

T
= κ ln 10

T ∗tmax
. (29.33)

With (29.32) and (29.33) the input parameters in Durbin’s method are ωmax and
tmax, the free parameters are κ and T ∗.

We start with presenting in Figs. 29.2, 29.3, 29.4 and 29.5 contour plots of
Rerr (κ, T ∗) for inverted vertical displacements w̃(t) for two values of dimen-
sionless time tmax = 0.5 and tmax = 1.0 and four different values of ωmax :
500, 2000, 4000, 15000. Vertical displacements are chosen since they seem to

Fig. 29.2 Contour plots of Rerr (κ, T ∗) for w̃(t), ωmax = 500 and a tmax = 0.5, b tmax = 1.0
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Fig. 29.3 Contour plots of Rerr (κ, T ∗) for w̃(t), ωmax = 2000 and a tmax = 0.5, b tmax = 1.0

Fig. 29.4 Contour plots of Rerr (κ, T ∗) for w̃(t), ωmax = 4000 and a tmax = 0.5, b tmax = 1.0

Fig. 29.5 Contour plots of Rerr (κ, T ∗) for w̃(t), ωmax = 15000 and a tmax = 0.5, b tmax = 1.0

present stricter error bounds than ũ(t). Numbers along the contour lines mean how
many times the error Rerr (κ, T ∗) along each line is greater than minimal value Rmin

err
obtained for a given range of parameters κ and T ∗.

General observations following from Figs. 29.2, 29.3, 29.4 and 29.5 are that
for each tmax there is a different κmin(ωmax) that for all κ < κmin Durbin’s method
produce exponentially growing error Rerr regardless of T ∗ and therefore of sampling
points count Nsum. Value of κmin increases with increasing maximum value ωmax of
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imaginary parts of complex frequencies. For the values κ > κmin levels of Rerr

roughly correspond to the straight lines T ∗(κ) defined for a fixed values of α. It
is impossible to formulate universal relationship Rerr (κ, T ∗) for all possible values
of ωmax and tmax. Frequently employed rule of a thumb is to choose κ in the range
2 ≤ κ ≤ 3 and it seem to provide adequate balance between accuracy and number
of sampling points for T ∗ ≥ 0.75. It should be emphasized, that for increasing value
of κ , value of T ∗ should also increase for a given accuracy, which corresponds to
the error analysis presented by Durbin in [3]. This is demonstrated in Fig. 29.6 for
tmax = 0.5, T ∗ = 1.0 and κ = 2.0, 2.5, 3.0 and 4.0. For the fixed T ∗, starting from
a certain value of κ , increasing it, and therefore α, leads to the rapid deterioration
of the error Rerr with increasing of ωmax since roundoff and truncation errors are
amplified by the eαt/T .

In Fig. 29.7 inverted solutions ũ(t) and w̃(t), obtained by Durbin’s method with
parameters tmax = 0.5, ωmax = 2000, T ∗ = 1.0, κ = 2.0, (Nsum = 319, α ≈ 9.21),
are compared with the reference solutions u(t) and w(t). Corresponding pointwise
absolute errors Aerr are depicted in Fig. 29.8. As it can be expected, points near the
Rayleigh peak have the most deviation from the reference solutions. Gibb’s oscilla-
tions are present due to the truncation of integration range and usually are suppressed

Fig. 29.6 Error Rerr with T ∗ = 1.0 and tmax = 0.5 for a ũ(t), b w̃(t)

Fig. 29.7 Comparison between reference and inverted solutions for a u(t), b w(t)
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Fig. 29.8 Pointwise absolute error Aerr for a u(t), b w(t)

using a data windowing technique [14, 15]. But in course of our experiments we tried
several window functions (Blackman, Hanning, Lanczos and Riesz) and found that
application of a data filter leads to severe undershooting around Rayleigh peak.
Additionally we have tried to use Wynn’s epsilon method [4–6, 16] to accelerate
the convergence of the series in Durbin’s method and found that for complicated
functions like u(t) and w(t), performance of the epsilon algorithm heavily depends
on a proper choice of ωmax, which is impossible to make beforehand.

29.4 Convolution Quadrature Method

CQM was originally developed [8, 9] to numerically approximate convolution
integrals

f (t) = y(t) ∗ g(t) =
t∫

0

y(t − τ)g(τ )dτ , (29.34)

as follows [10]

f (n�t) =
n∑

k=0

ψn−k(ȳ)g(k�t), n = 0, Nt , (29.35)

where ȳ is the Laplace transform of y(t), �t is the time step, Nt is the number of
time steps.

Now let F(s) denote the Laplace transform of f (t) with f (t) = 0 for t < 0.
Consider the following convolution integral

f (t) = L−1{F(s)} = L−1

{
sF(s)

1

s

}
= L−1{sF(s)} ∗ L−1

{
1

s

}
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= L−1{sF(s)} ∗ H(t), (29.36)

where H(t) is the Heaviside step function.
Employing Backward Differential Formula of order two as an underlying time

stepping method, we present slightly modified CQM to approximate convolution
integral (29.36)

f (m�t) ≈ f̃ (m�t) =
n∑

k=0

ψn−k(sF(s))H(kψ) =
n∑

k=0

ψk(sF(s)), (29.37)

m = 0, Nt , �t = tmax

Nt
, n =

[
m�t Nψ

tmax

]
, Nψ ≥ Nt , (29.38)

ψk(sF(s)) = R−k

2π

2π∫

0

s(φ)F(s(φ))e−ikφdφ = Re

⎡
⎣ R−k

π

π∫

0

s(φ)F(s(φ))e−ikφdφ

⎤
⎦,

(29.39)

s(φ) = γ
(
Reiφ

)
Nψ

tmax
, γ

(
Reiφ

) = 3

2
− 2Reiφ +

(
Reiφ

)2
2

, (29.40)

where 0 < R < 1 is the free parameter of the method, tmax is the largest value of
time range over which f̃ (t) is to be obtained, Nψ is also the free parameter of the
method.

Suppose we are restricted by the maximum value ωmax > 0 of the imaginary parts
of sampling frequencies s(φ). To determine value φmax corresponding to value ωmax,
so that |Im(s(φmax))| = ωmax, we first solve the following the equation

∂Im
(
γ
(
Reiφ

))
∂φ

= 0, (29.41)

to establish maximum value of |Im(s(φ))| and compare it to ωmax since imaginary
part of the characteristic function γ

(
Reiφ

)
has only one local extremum in [0, π ].

Expanding (29.41) we get

∂Im
(
γ
(
Reiφ

))
∂φ

= −2R cos(φ) + R2cos(2φ) = 2R2(cos(φ))2 − 2R cos(φ)

− R2 = 0, (29.42)

φ = φ∗ = arccos

(
1 − √

2R2 + 1

2R

)
. (29.43)

If |Im(s(φ∗))| > ωmax then we solve the following equation for the value φmax
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Im(s(φmax)) = −ωmax or Im
(
γ
(
Reiφmax

)) = − tmaxωmax

Nψ

or (29.44)

−2R sin(φmax) + 1

2
R2 sin(2φmax) = − tmaxωmax

Nψ

, 0 < φmax < φ∗ < π, (29.45)

which we can solve using any suitable numerical root-finding method.
If |Im(s(φ∗))| ≤ ωmax then we set φmax = π. To evaluate integral in (29.39), we

discard the part of the integral where φ > φmax

ψk(sF(s)) = R−k

2π

φmax∫

0

s(φ)F(s(φ))e−ikφdφ

= Re

⎡
⎣ R−k

π

φmax∫

0

s(φ)F(s(φ))e−ikφdφ

⎤
⎦, (29.46)

and use trapezoidal rule with L equal subintervals φmax/L for the rest

ψk(sF(s)) = φmaxR−k

πL Re

[(
L∑

p=0
s
(
φp

)
F
(
s
(
φp

))
e−ikφp

− s(0)F(s(0))+s(φmax)F(s(φmax))e−ikφmax

2

)]
,

(29.47)

with φp = φmax p/L .

To make comparison with Durbin’s method easier we require that L satisfies the
same relationship as Nsum

L =
[
ωmaxT

π

]
=

[
ωmaxT ∗tmax

π

]
, (29.48)

where T ∗ > 0 is the free parameter.
Following [10], R can be determined from the relation

R = ε

1

2(Nψ +1) , (29.49)

where ε is problem dependent and usually 10−20 < ε < 10−1.

With (29.48) and (29.49) the input parameters in the CQMare same as in Durbin’s
method, namely ωmax and tmax, the free parameters are Nψ, T ∗ and ε. Because of
higher number of free parameters and the intertwined nature of their relationships in
the CQM, it is difficult to produce explicit recommendations for choosing optimal
values of the free parameters even for this particular problem. We performed a con-
siderable number of numerical experiments and there are our general observations.
For a fixed value of T ∗ the relative error Rerr significantly depends on Nψ and less on



366 I. Markov and L. Igumnov

ε. For the problem under consideration choosing 10−8 < ε < 10−2 yields acceptable
results for a large range of ωmax and tmax. For a fixed value of ε again the relative
error greatly depends on Nψ,which in turn depends on ωmax. The relationship seems
to be similar to dependence of κ on ωmax in Durbin’s method – the greater ωmax the
bigger Nψ should be. Error depends on value of T ∗ much less. Basically, values of
T ∗ greater than 0.75 do not noticeably improve accuracy. For the large values of Nψ

and therefore small value of φmax, taking ε = 10−2κ ,where κ is the free parameter of
Durbin’s method, leads to the sampling frequencies defined in (29.40) with real parts
roughly the same as defined in (29.33). Overall, largest pointwise absolute errors are
located around peaks.

In Fig. 29.9 and 29.10 we present solutions ũ(t) and w̃(t) inverted with CQM
with parameters tmax = 0.5, ωmax = 2000, T ∗ = 1.0, ε = 10−4, Nψ = 5 · 105
(L = 319, Re(s(φ)) ≈ 9.21) and corresponding pointwise absolute errors Aerr .

Results obtained with the CQM and depicted in Figs. 29.9 and 29.10 are very
close to the results obtained with Durbin’s method. In Fig. 29.11 we compare the
errors Rerr obtained with the CQM and Durbin’s method for 500 ≤ ωmax ≤ 30,000.
The shared free parameters are tmax = 0.5 and T ∗ = 1.0, also κ = 3.0 for Durbin’s
method and ε = 10−2κ = 10−6, Nψ = 1 · 106 for the CQM. With this choice of

Fig. 29.9 Comparison of CQM inverted solutions and reference solutions for a u(t), b w(t)

Fig. 29.10 Pointwise absolute error Aerr with CQM for a u(t), b w(t)
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Fig. 29.11 Comparison of Durbin’s method and CQM for a ũ(t), b w̃(t)

parameters both methods produce the same number of sampling frequencies for each
ωmax. Until ωmax ≈ 11,000 both methods demonstrate very close accuracy.

29.5 Conclusions

Both considered methods for numerical inversion of Laplace transforms are almost
identical accuracy-wise with a right choice of free parameters. The Durbin’s method
have only two free parameters and choosing their values is much more straightfor-
ward, while CQM have three free parameters and choosing their optimal values can
be rather complicated. Overall CQM does not seem to provide any special features
or present any apparent advantages over Durbin’s method in the problems such as
considered.

Acknowledgements The work is financially supported by the Russian Science Foundation under
grant No. 18-79-00082.
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Chapter 30
Twofold Re-reflections of Ultrasonic
Waves from Obstacles
in a Two-Dimensional Elastic Material,
Taking into Account Any Laws of Their
Reflections and Transformations

Nikolay V. Boyev

Abstract In this chapter, the problem of the diffraction of ultrasonic waves by cav-
ity obstacles in an infinite two-dimensional elastic medium with double reflections
is studied. A short pulse is introduced into the elastic medium with tonal filling with
several periods of a plane high-frequency, monochromatic longitudinal or transverse
elastic wave. Double re-reflections of waves with any possible reflections (longitu-
dinal wave to longitudinal, transverse to transverse waves) and transformations (lon-
gitudinal waves to transverse, transverse waves to longitudinal) are considered. The
integral representations of the displacements in the reflected waves are written out
on the basis of the physical theory of Kirchhoff diffraction. An asymptotic estimate
of multiple diffraction integrals using the multidimensional stationary phase method
gives an explicit form of the geometrical optical approximation of displacements in
doubly reflected and transformed waves.

30.1 Introduction

High-frequency waves are used in ultrasonic testing of elastic materials to detect
possible accumulations of cavity defects, solid and elastic inclusions, and also to
study the properties of metamaterials. In the propagation of high-frequency waves in
clusters of obstacles, both multiple re-reflections of waves and their transformation
on the boundary contours of obstacles are possible. A numerical study of the prob-
lems of short-wavelength diffraction of elastic waves is significantly complicated
if the wavelength is much less than the average size of the obstacle. In connection
with this circumstance, obtaining and applying explicit analytical expressions for the
characteristics of the wave field in the framework of the geometric theory of diffrac-
tion (GTD) is an urgent task. The filtration properties of the metamaterial, which is
an elastic matrix of hardened epoxy resin and containing a three-period system of
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hard balls, were studied experimentally [1] in a wide frequency range. A theoretical
justification of these properties was obtained [2] in the acoustic approximation. The
study of single and double scattering of short acoustic waves is the subject of [3–5].
A complete study of the features of the passage of high-frequency waves through
clusters of obstacles in elastic media can be carried out on the basis of GTDmethods
taking into account all kinds of multiple reflections and transformations of elastic
waves. In this paper, we consider all the laws of double reflections and transforma-
tions of short waves in a two-dimensional elastic medium containing obstacles in the
form of cavities.

30.2 Problem Statement

In an infinite two-dimensional elastic medium there is a cluster of cavity obstacles.
An unsteady short pulse of a special structure propagating in an elastic medium was
chosen as a dynamic effect on the accumulation of defects. The pulse is filled with
6–12 periods of a plane high-frequency monochromatic elastic wave. The diffracted
waves that passed through with any possible reflections and transformations can be
received in any region of the elastic medium.

The task consists in a complete analytical study in the framework of GTD of all
possible sequences of double reflections and transformations of elastic waves at the
boundary contours of obstacles due to the fact that they form the basis for obtaining
explicit expressions of the characteristics of the wave field for any laws of multiple
reflections and wave transformations.

30.3 Solution Method

The tonal filling of the short pulse introduced into the obstacle clusterwith a sufficient
number of periods (6–12 periods) of the monochromatic wave allows us to study
the task in the mode of harmonic oscillations. In this case, the incident wave is a
superposition of point sources of circular waves. During discretization, each circular
wave is replaced by a system of radial propagation rays of the elastic wave and
only those rays that are directed toward the obstacles and interact with them are
taken into account. Thus, the problem reduces to solving the problem of short-
wavelength diffraction of elastic waves, taking into account their re-reflections and
transformations in a local setting.
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30.4 Study of the Problem in a Local Formulation

At point x̃0 of an infinite elastic two-dimensional medium, there is a pulsating point
source of a circular monochromatic wave generated by a concentrated forceQe−iωt ,
whereω is the oscillation frequency.Weconsider the directionsq ofwavepropagation
oriented on the boundary contour l of an obstacle or an accumulation of obstacles
located in the elastic plane. In this case, the displacements at the point ỹ of the elastic
plane caused by the point source are determined by the Kupradze matrix [6].

The goal is to study the amplitude characteristics of the scattered field at the
contours of obstacles, taking into account all possible options for twofold reflections
and transformations of elastic waves.

In the directions q and q1 at ỹ, we have asymptotic representations of the
amplitudes of displacements in the incident wave:

u(p)
q (y) = Qq

4μ
qi

k2p
k2s

√
2

πkp
e−i π

4
eikp R0

√
R0

[
1 + O

((
1

kp R0

))]
, Qq = (Q, q), (30.1)

u(s)
q1 (y) = Qq1

4μ
q1i

√
2

πks
e−i π

4
eiks R0

√
R0

[
1 + O

(
1

ks R0

)]
, Qq1 = (Q, q1

)
. (30.2)

Here, the tangential direction q1 is perpendicular to the direction of wave q prop-
agation. Qq and Qq1 are projections of the force Q on the directions q1 and q. In
Formulae (30.1), (30.2) and below, ρ is the density, λ, μ are the Lame coefficients,
kp = ω/cp, ks = ω/cs , cp and cS are the wave numbers and velocities of the longi-
tudinal and transverse waves. The components of the displacement vector of a wave
reflected once from a free boundary contour at a point x̃ of the elastic plane are
determined by the following integral [7]:

uk(x̃) =
∫
l

Ty[U(k)(ỹ, x̃)] · u(ỹ)dl, k = 1, 2, (30.3)

Ty
[
U(k)(ỹ, x̃)

] = 2μ
∂U(k)

∂n
+ λn div

(
U(k)

)+ μ
(
n × rot

(
U(k)

))
, (30.4)

where the Kupradze matrix U(k)(ỹ, x̃) is obtained from the matrix U(k)(ỹ, x̃0) by
replacing x̃0 by x̃ and R0 by R = |ỹ − x̃ |; Ty is the force vector at the point ỹ; u(ỹ)
is the vector of the total displacement field on the boundary surface; n is the external
normal to the contour l directed toward the elastic medium.

In the vectors of total elastic displacement on the boundary contour and in the
vectorTy at the point ỹ, we select the terms determined by the longitudinal (p-wave)
and transverse (s-wave) waves.
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uk(x̃) =
∫
l

{
Ty[U(k)

p (ỹ, x̃)] + Ty[U(k)
s (ỹ, x̃)]} · [u(ỹ; p) + u(ỹ; s)]dly (30.5)

uk(x̃) =
∫
l

Ty[U(k)
p (ỹ, x̃)] · u(ỹ; p)dly +

∫
l

Ty[U(k)
s (ỹ, x̃)] · u(ỹ; p)dly

+
∫
l

Ty[U(k)
p (ỹ, x̃)] · u(ỹ; s)dly +

∫
l

Ty[U(k)
s (ỹ, x̃)] · u(ỹ; s)dly (30.6)

The first and last terms in Formula (30.6) describe the p–p and s–s reflections,
and the second and third terms p–s and s–p of the transformation.

Direct use of the integral representation of displacements (30.3) over the entire
“light” zone for an obstacle in the form of a cavity describes only once-reflected
waves.

In [3–5], for a two-dimensional and three-dimensional problems in the case of
a single reflection, an asymptotic solution is constructed that is local in nature and
gives a geometrical optical approximation of the diffracted field amplitude in a small
neighborhood of any ray emerging from a point x̃0 reflected from the boundary
contour of an obstacle at a point ỹ∗ and arriving at the point x̃ of reception of the
elastic medium.

30.5 Double Re-reflection of Elastic Waves from the Plane
Contours of Obstacles, Taking into Account Possible
Transformations

Double reflection of the wave can occur both from the contour of one non-convex
obstacle, and from two obstacles, including a non-convex shape. Obtaining explicit
expressions of the displacement amplitude in re-reflected and transformed waves
based on the use of geometric considerations andKeller GTD divergence coefficients
[8]. In the short-wavelength diffraction problem, taking into account multiple reflec-
tions and transformations on obstacles in an elastic medium, it is more convenient, in
our opinion, to proceed from integral representations of theKirchhoff physical theory
of diffraction [8]. For the asymptotic estimation of the arising diffraction multiple
integrals of rapidly oscillating functions, it is possible to use the multidimensional
stationary phase method.

Note that the integral Formula (30.3) gives only a once reflected wave. For repeat-
edly reflected waves, the application of the integral representation (30.3) is possible
only in the modification [9]. Following this modification, doubly reflected and trans-
formed waves at the receiving point will be found by repeated integration of the rays
successively over the neighborhoods l∗1 and l∗2 of the mirror reflection points ỹ∗

1 and
ỹ∗
2 , respectively. The applied modification [9] of the integral representation (30.3)
means that when finding the leading term of the asymptotics of the double diffraction
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integral, we will be in the framework of calculating the displacement amplitude in
the wave twice reflected with possible transformations according to the GTD.

We consider the re-reflection of a high-frequency wave using the example of
re-reflection of a ray x̃0 − ỹ∗

1 − ỹ∗
2 − x̃3 emitted from a point x̃0 [p-wave (30.1)] and

received at a point x̃3 with a possible twofold transformation p–s–p.
The components of the p-wave displacement vector at the receiving point x̃3 are

given by the following formula:

u(p)
k (x̃3) =

∫
l∗2

Ty2

[
U(k)

p (ỹ2, x̃3)
] · u(ỹ2; s)dl2. (30.7)

Here u(ỹ2) is the vector of complete displacement at the point ỹ2 ∈ l∗2 of the
neighborhood of the point ỹ∗

2 , which is determined after the first p–s transformation
on the neighborhood l∗1 of the reflection point ỹ∗

1 .
In the asymptotic estimate of the Kirchhoff integral in (30.7), the components

of the vector of the total displacement field uk(ỹ2), k = 1, 2 under the sign of the
integral should be chosen as a solution to the local diffraction problem of reflection
of a plane incident s-wave [10], formedwith p–s transformation on the neighborhood
l∗1 of the reflection point ỹ∗

1 .

u1(ỹ2; s) = (Vss(ỹ2) − 1 − tgγ1Vsp(ỹ2)
)
u(s)
1 (ỹ2),

u2(ỹ2; s) =
(
Vss(ỹ2) + 1 + kp

ks sin γ1

√
1 − k2s

k2p
sin2 γ1Vsp(ỹ2)

)
u(s)
2 (ỹ2), (30.8)

where Vss(ỹ2) and Vsp(ỹ2) are the reflection coefficients s–s and s–p of the
transformation [11].

At the same time, the components of the displacement vector u(s)
k (ỹ2), k = 1, 2

in Formula (30.8) themselves are expressed by a similar formula:

u(s)
k (ỹ2) =

∫
l∗1

Ty1

[
U(k)

s (ỹ1, ỹ2)
] · u(ỹ1; p)dl1, (30.9)

where the vector of the total displacement field u(ỹ1; p) (30.9) at points ỹ1 ∈ l∗1
of the neighborhood of ỹ∗

1 should be chosen as a solution to the local diffraction
problem of reflection of a plane incident p− wave (30.1) [10]:

u1(ỹ; p) =
(
1 + Vpp(ỹ) − ks

kp sin γ

√
1 − k2p

k2s
sin2 γ Vps(ỹ)

)
u(p)
1q (ỹ),

u2(ỹ; p) = (1 − Vpp(ỹ) − tgγ Vps(ỹ)
)
u(p)
2q (ỹ),

(30.10)

where Vpp and Vps are the reflection coefficients p–p and p–s of the transformation
[10], and u(p)

1q (ỹ) and u(p)
2q (ỹ) are the components of the displacement vector u(p)

q (ỹ)
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in the incident p-wave (30.1). After substituting (30.10) in (30.9) and (30.9) in (30.8)
and (30.8) in (30.7) and moving to the local polar coordinate system r , θ at the
specular reflection point ỹ∗

2 , we arrive at the components of radial displacement at
the point x̃3:

u(p)
r (x̃3) = − Qq

4πμ

(
kp
ks

)2
2ks
√

2
πks

kp
2ks

(
− kp

2ks

)
e−i π

4
cos γ1 cos γ3√

L0L1L2

×Vps
(
ỹ∗
1

)
Vsp
(
ỹ∗
2

) ∫
l∗2

∫
l∗1

eikpφpsp dl1dl2,
(30.11)

u(p)
θ (x̃3) = 0,

φpsp = |x̃0 − ỹ1| + ks
kp

|ỹ1 − ỹ2| + |ỹ2 − x̃3|,
L0 = ∣∣x̃0 − ỹ∗

1

∣∣, L1 = ∣∣ỹ∗
1 − ỹ∗

2

∣∣, L2 = ∣∣ỹ∗
2 − x̃3

∣∣. (30.12)

At points of direct specular reflection ỹ∗
1 ∈ l∗1 and ỹ∗

2 ∈ l∗2 , we assign the neighbor-
hoods of these points to Cartesian coordinate systems O1X

(1)
1 X (1)

2 and O2X
(2)
1 X (2)

2

defined by the normals n1 = O1X
(1)
2 , n2 = O2X

(2)
2 and tangent to the contour of the

obstacle. Along the contours from the points ỹ∗
1 and ỹ∗

2 , we count the lengths of the
arcs 
s1 in the vicinity of l∗1 and 
s2 in the vicinity of l∗2 . For small 
s1 and 
s2
up to small second-order inclusive expressions for the first and third terms in phase
ϕpsp have the following form:

|x̃0 − ỹ1| = L0 + 
s1 sin γ
(p)
1 + 1

2

(
L−1
0 cos2 γ

(p)
1 + cos γ

(p)
1

ρ1

)
(
s1)

2, (30.13)

|ỹ2 − x̃3| = L2 − 
s2 sin γ
(p)
2 + 1

2

(
L−1
2 cos2 γ

(p)
2 + cos γ

(p)
2

ρ2

)
(
s2)

2. (30.14)

For p–s–p transformation,
{
− sin γ

(p)
1 ,− cos γ

(p)
1

}
is the vector which deter-

mines the direction of the p-wave (30.1), and
{
− sin γ

(s)
1 , cos γ

(s)
1

}
is the direction

of the reflected wave relatively the coordinate system O1X
(1)
1 X (1)

2 at the point y∗
1 ,

and
{
− sin γ

(s)
2 ,− cos γ

(s)
2

}
is the vector determining the direction of incidence of

the s-wave reflected at point y∗
1 with respect to the coordinate system O2X

(2)
1 X (2)

2 at

the point ỹ∗
2 ; while

{
− sin γ

(p)
2 , cos γ

(p)
2

}
is the direction of the reflected p-wave at

the point ỹ∗
2 .

Let us find the term |ỹ1 − ỹ2| = |ỹ2ỹ1| in the phase φpsp (30.12). The points
ỹ1 ∈ l∗1 and ỹ2 ∈ l∗2 in the local Cartesian coordinate systems O1X

(1)
1 X (1)

2 and

O2X
(2)
1 X (2)

2 have the coordinates ỹ1
(
−
s1,− (
s1)

2

2ρ1

)
and ỹ2

(
−
s2,− (
s2)

2

2ρ2

)
, where

ρi are the radii of curvature of the boundary contours l1 and l2 of the two obstacles,
respectively, at points ỹ∗

1 and ỹ
∗
2 . Thedistance |ỹ1 − ỹ2| is considered in the coordinate



30 Twofold Re-reflections of Ultrasonic Waves from Obstacles … 375

system O2X
(2)
1 X (2)

2 . In this coordinate systemwe denote the coordinates of the points
ỹ1(ξ1, η1), ỹ2(ξ2, η2), ỹ∗

1

(
ξ 0
1 , η0

1

)
. Taking this into account, we represent the vector

ỹ2ỹ1 in the form:

ỹ2ỹ1 = ỹ∗
2ỹ

∗
1 + Aỹ∗

1ỹ1 − ỹ∗
2ỹ2,

ỹ2ỹ1 = {ξ1 − ξ2, η1 − η2}, ỹ∗
2 ỹ

∗
1 = {ξ 0

1 , η0
1

}
.

(30.15)

Here A = (
ai j
)
, i, j = 1, 2 is the orthogonal transition matrix from the basis

of the Cartesian coordinate system O2X
(2)
1 X (2)

2 at the point ỹ∗
2 to the basis of the

Cartesian coordinate system O1X
(1)
1 X (1)

2 at the point ỹ∗
1 . The matrix A has the form:

A =
(
cos α − sin α

sin α cos α

)
. (30.16)

In the local coordinate systems, the vectors ỹ∗
1ỹ1 and ỹ∗

2 ỹ2 have coordinates

ỹ∗
i ỹi
(
−
si ,− (
si )

2

2ρi

)
. Substituting the coordinates of all the vectors in relation

(30.15), one obtains:

|ỹ1 − ỹ2| = [(ξ1 − ξ2)
2 + (η1 − η2)

2
]1/ 2

=
[(

ξ 0
1 − 
s1 cos α + (
s1)

2

2ρ1
+ 
s2

)2

+
(

η0
1 − 
s1 sin α − (
s1)

2

2ρ1
cos α + (
s2)

2

2ρ2

)1/2

(30.17)

Expanding the square root in powers of 
s1 and 
s2 on the right-hand side of
(30.17), we obtain the following asymptotic representation of the distance up to small
second-order inclusive:

|ỹ1 − ỹ2| = L1 − 
s1 sin γ
(s)
1 + 
s2 sin γ

(s)
2

+ 1

2

(
L−1
1 cos2 γ

(s)
1 + cos γ

(s)
1

ρ1

)
(
s1)

2

+ 1

2

(
L−1
1 cos2 γ

(s)
2 + cos γ

(s)
2

ρ2

)
(
s2)

2

+ L−1
1 
s1
s2 cos γ

(s)
1 cos γ

(s)
2 . (30.18)

Summing up the expressions |x0 − y1|, ks
kp

|y1 − y2|, |y2 − x3| and using Snell’s

law kp sin γ
(p)
1 = ks sin γ

(s)
1 , ks sin γ

(s)
2 = kp sin γ

(p)
2 , we write out the relation for

phase ϕpsp (30.12):
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φpsp = L0 + ks
kp

L1 + L2

+ 1

2

(
cos2 γ

(p)
1

L0
+ ks cos2 γ

(s)
1

kpL1
+ cos γ

(p)
1

ρ1
+ ks cos γ

(s)
1

kpρ1

)
(
s1)

2

+ cos γ
(s)
1 cos γ

(p)
2

L1

+ 1

2

(
ks cos2 γ

(s)
2

kpL1
+ cos2 γ

(p)
2

L2
+ ks cos γ

(s)
2

kpρ2
+ cos γ

(p)
2

ρ2

)
(
s2)

2.

Phaseϕpsp does not contain termswith the first powers
s1 and
s2. This suggests
that the specular reflection points are stationary for phase ϕpsp.

The leading term in the asymptotic behavior of the diffraction double integral
(30.11) can be obtained using the two-dimensional stationary phase method [11]:

u(p)
r (x̃3) = −Qq

μ

kp
ks

√
2

πks
e−i π

4
cos γ1 cos γ3√

L0L1L2
× Vps

(
ỹ∗)Vsp

(
ỹ∗)

×
exp
{
i
[
kpL0 + ks L1 + kpL2 + π

4

(
δ

(psp)
2 − 2

)]}
√∣∣∣det D(psp)

2

∣∣∣
(30.19)

Here D(psp)
2 is the Hessian matrix:

D(psp)
2 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

cos2 γ
(p)
1

L0
+ ks cos2 γ

(s)
1

kpL1

+ cos γ
(p)
1

ρ1
+ ks cos γ

(s)
1

kpρ1

cos γ
(s)
1 cos γ

(p)
2

L1

cos γ
(s)
1 cos γ

(p)
2

L1

ks cos2 γ
(s)
2

kpL1
+ cos2 γ

(p)
2

L2

+ ks cos γ
(s)
2

kpρ2
+ cos γ

(p)
2

ρ2

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

and δ
(psp)
2 = sign D(psp)

2 = ν+ −ν− is the difference between the number of positive
ν+ and negative ν− eigenvalues of the Hessian matrix D(psp)

2 .
Thus, in this subsection we obtain the leading term of the asymptotics (30.19)

of the displacement amplitude u(p)
r (x̃3) in the reflected high-frequency longitudinal

wave during p-s-p transformation from the surfaces of one or two obstacles located
in an elastic medium in the two-dimensional case.

Explicit expressions of the main terms of displacements in doubly re-reflected
waves along the ray x̃0− ỹ∗

1 − ỹ∗
2 − x̃3 in the remaining seven cases of various possible
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reflections and transformations of elastic waves, namely: p-p-p, p-p-s, p-s-s, s-s-s,
s-s-p, s-p-s, s-p-p were obtained by the method described above.

30.5.1 Case of p-p-p Transformation

u(p)
r (x̃) = M (ppp)

exp
{
i
[
kp(L0 + L1 + L2) + π

4

(
δ

(ppp)
2 − 2

)]}
√
L0L1L2

√∣∣∣det(D(ppp)
2

)∣∣∣
,

u(p)
θ (x̃) = 0, M (ppp) =

2∏
n=1

Vpp
(
ỹ∗
n

)
cos γ (p)

n , δ
(ppp)
2 = sign

(
D(ppp)

2

)

D(ppp)
2 =

⎛
⎝ cos2 γ

(p)
1

(
1
L0

+ 1
L1

)
+ 2 cos γ

(p)
1

ρ1

cos γ
(p)
1 cos γ

(p)
2

L1

cos γ
(p)
1 cos γ

(p)
2

L1
cos2 γ

(p)
2

(
1
L1

+ 1
L2

)
+ 2 cos γ

(p)
2

ρ2

⎞
⎠.

(30.20)

30.5.2 Case of p-p-s Transformation

u(s)
θ (x̃) = Mpps

exp
{
i
[
kpL0 + kpL1 + ks L2 + π

4

(
δ
(pps)
2 − 2

)]}
√
L0L1L2

√∣∣∣det(D(pps)
2

)∣∣∣
,

u(s)
r (x̃) = 0, M (pps) = kp

ks
Vpp
(
ỹ∗
1

)
Vps
(
ỹ∗
2

)
cos γ

(p)
1 cos γ

(s)
2 , δ

(pps)
2 = sign

(
D(pps)
2

)
,

D(pps)
2 =

⎛
⎜⎝ cos2 γ

(p)
1

(
1
L0

+ 1
L1

)
− 2 cos γ

(p)
1

ρ1

cos γ
(p)
1 cos γ

(s)
2

L1

cos γ
(p)
1 cos γ

(s)
2

L1

cos2 γ
(p)
2

L1
+ ks cos2 γ

(s)
2

kp L2
+ cos γ

(p)
2

ρ2
+ ks cos γ

(s)
2

kpρ2

⎞
⎟⎠.

(30.21)

30.5.3 Case of p-s-p Transformation

This case was considered in detail above in the text.
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30.5.4 Case of p-s-s Transformation

u(s)
θ (x̃) = Mpss

exp
{
i
[
kpL0 + ks L1 + ks L2 + π

4

(
δ

(pss)
2 − 2

)]}
√
L0L1L2

√∣∣∣det(D(pss)
2

)∣∣∣
,

u(s)
r (x̃) = 0, M (pss) = kp

ks
Vps
(
ỹ∗
1

)
Vss
(
ỹ∗
2

)
cos γ

(s)
1 cos γ

(s)
2 , δ

(pss)
2 = sign

(
D(pss)

2

)
,

D(pss)
2 =

⎛
⎜⎜⎜⎜⎜⎝

cos2 γ
(p)
1

L0
+ ks cos2 γ

(s)
1

L1

+ cos γ
(p)
1

ρ1
+ ks cos γ

(s)
1

ρ2

cos γ
(s)
1 cos γ

(s)
2

L1

cos γ
(s)
1 cos γ

(s)
2

L1
cos2 γ

(s)
2

(
1
L1

+ 1
L2

)
− 2 cos γ

(s)
2

ρ2

⎞
⎟⎟⎟⎟⎟⎠. (30.22)

30.5.5 Case of s-s-s Transformation

u(s)
θ (x̃) = M (sss)

exp
{
i
[
ks(L0 + L1 + L2) + π

4

(
δ
(sss)
2 − 2

)]}
√
L0L1L2

√∣∣∣det(D(sss)
2

)∣∣∣
,

u(s)
r (x̃) = 0, M (sss) =

2∏
n=1

Vss
(
ỹ∗
n

)
cos γ (s)

n , δ
(sss)
2 = sign

(
D(sss)
2

)
,

D(sss)
2 =

⎛
⎜⎝ cos2 γ

(s)
1

(
1
L0

+ 1
L1

)
+ 2

cos γ
(s)
1

cos γ
(s)
1 cos γ

(s)
2

L1

cos γ
(s)
1 cos γ

(s)
2

L1
cos2 γ

(s)
2

(
1
L1

+ 1
L2

)
+ 2 cos γ

(s)
2

ρ2

⎞
⎟⎠ (30.23)
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30.5.6 Case of s-s-p Transformation

u(p)
r (x̃) = M (ssp)

exp
{
i
[
ks(L0 + L1) + kpL2 + π

4

(
δ
(ssp)
2 − 2

)]}
√
L0L1L2

√∣∣∣det(D(ssp)
2

)∣∣∣
u(s)

θ (x̃) = 0, M (ssp) = kp
ks

Vss
(
ỹ∗
1

)
Vsp
(
ỹ∗
2

)
cos γ

(s)
1 cos γ

(p)
2 , δ

(ssp)
2 = sign

(
D(ssp)
2

)
,

D(ssp)
2 =

⎛
⎝ cos2 γ

(s)
1

(
1
L0

+ 1
L1

)
+ 2 cos γ

(s)
1

ρ1

cos γ
(s)
1 cos γ

(p)
2

L1

cos γ
(s)
1 cos γ

(p)
2

L1

cos2 γ
(s)
2

L1
+ ks cos2 γ

(p)
2

ks L2
+ cos γ

(s)
2

ρ2
+ kp cos γ

(p)
2

ρ2

⎞
⎠.

(30.24)

30.5.7 Case of s-p-s Transformation

u(s)
θ (x̃) = M (sps)

exp
{
i
[
ks L0 + kpL1 + ks L2 + π

4

(
δ
(sps)
2 − 2

)]}
√
L0L1L2

√∣∣∣det(D(sps)
2

)∣∣∣
,

u(s)
r (x̃) = 0, M (sps) = kp

ks
Vsp
(
ỹ∗
1

)
Vps
(
ỹ∗
2

)
cos γ

(p)
1 cos γ

(s)
2 , δ

(sps)
2 = sign

(
D(sps)
2

)
,

D(sps)
2 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

cos2 γ
(s)
1

L0
+ kp cos2 γ

(p)
1

L1

+ cos γ
(s)
1

ρ1
+ kp cos γ

(p)
1

ksρ1

cos γ
(p)
1 cos γ

(s)
2

L1

cos γ
(p)
1 cos γ

(s)
2

L1

kp cos2 γ
(p)
2

ks L1
+ cos2 γ

(p)
2

L2

+ kp cos γ
(p)
2

ksρ2
+ cos γ

(s)
2

ρ2

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(30.25)
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30.5.8 Case of s-p-p Transformation

u(p)
r (x̃) = M (spp)

exp
{
i
[
ks L0 + kp(L1 + L2) + π

4

(
δ
(spp)
2 − 2

)]}
√
L0L1L2

√∣∣∣det(D(spp)
2

)∣∣∣
,

u(p)
θ (x̃) = 0, M (spp) = kp

ks
Vsp
(
ỹ∗
1

)
Vpp
(
ỹ∗
2

)
cos γ

(p)
1 cos γ

(p)
2 , δ

(spp)
2 = sign

(
D(spp)
2

)

D(spp)
2 =

⎛
⎝ cos2 γ

(s)
1

L0
+ kp cos2 γ

(p)
1

L1
+ cos γ

(s)
1

ρ1
+ kp cos γ

(p)
1

ksρ1

cos γ
(p)
1 cos γ

(p)
2

L1

cos γ
(p)
1 cos γ

(p)
2

L1
cos2 γ

(p)
2

(
1
L1

+ 1
L2

)
− 2 cos γ

(p)
2

ρ2

⎞
⎠

(30.26)

30.6 Conclusion

Thus, the main term of the asymptotics (30.19)–(30.26) of the displacement ampli-
tude in a high-frequency longitudinal or transverse wave twice reflected along the
x̃0− ỹ∗

1 − ỹ∗
2 − x̃3 ray for an arbitrary sequence of reflections and transformations from

one or two obstacles in an elastic medium in the two-dimensional case is obtained in
the work. The amplitude of movement in the reflected elastic wave (30.19)–(30.26) is
determined by the distances from the wave source to the first point ỹ∗

1 of the specular
reflection L0, from the second point of the specular reflection ỹ∗

2 to the receiving
point L2, and the distance L1 between points ỹ∗

1 and ỹ∗
2 . Points ỹ

∗
1 and ỹ∗

2 can belong
both to the boundaries of two isolated obstacles and to the boundary l of one obstacle
of complex non-convex shape. The main term of the asymptotics of displacement
also explicitly contains the radii of curvature ρi of the boundary contours l1 and
l2 of two obstacles, respectively, at points ỹ∗

1 and ỹ∗
2 of the direction of incident

and reflected waves at points of specular reflection and coefficients of reflection and
transformation. The phase of the reflected wave (30.19)–(30.26) is determined by
the distances L0, L1, L2, wave numbers kp and ks , the sign of the Hessian matrix,
and also the number of points of specular reflection.
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Chapter 31
On the Use of Models of the Tymoshenko
Type in the Analysis of Wave Processes
in Wedge-Shaped Waveguides

Aleksandr Vatulyan and Lyubov Parinova

Abstract Wave processes in topographic waveguides are studied. A wedge-shaped
waveguide with a triple cross-section is considered. Hypotheses for variable stiffness
plates are taken into account. Dispersion dependencies for two orthotropic materials
for a model of the Timoshenko type using the variational Hamilton-Ostrogradsky
principle and theRitz approximate calculationmethod are constructed.The results are
compared with those obtained in the study of the Kirchhoff model. A mathematical
software Maple was used for computational experiments.

31.1 Introduction

The solution of the problems on the propagation of elastic waves traveling along the
edge of a topographic waveguide is relevant in seismology, microelectronics, flaw
detection and acoustics. The study of the kinematics of such waves can be used to
develop new non-destructive testing methods and to create effective delay lines and
filters.

For the first time, wave processes in wedge-shaped topographic waveguides were
studied in the 1970–80s in [1, 2]. The finite element method was used to study wave
processes in a wedge-shaped waveguide at an arbitrary opening angle. In the same
period the conditions for the existence of symmetric and antisymmetric vibration
modes in a wedge-shaped waveguide were found using the generalized variational
principle [3]. In the twenty-first century, the existence ofwedgewaveswas rigorously
proved in [4, 5]. The existence of waves in some types of topographic waveguides
was proved in [6]. The most interesting case is a waveguide with a small aperture
angle.While the use of approximate models based onmodels of oscillations of plates
of variable stiffness is very fruitful. Approximate models were constructed in [7–
10] and antisymmetric vibration modes in topographic waveguides for orthotropic
materials were studied taking into account the properties of the Kirchhoff model.
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The purpose of this work is to study the propagation features of wave processes
in wedge-shaped topographic waveguides of finite height based on more complex
models of plates of variable stiffness, for example, the model of the Tymoshenko
type, to obtain dispersion relations, to compare the results with the dependences
obtained previously.

31.2 Formulation of Problem

The natural vibrations of an orthotropic topographic waveguide with a cross-section
in the form of a triangle with a small angle 2α at the apex of height h are considered.
An elastic wave propagating along the edge of a wedge-shaped structure is studied.

We assume that a Cartesian coordinate system Ox1x2x3 is connected with the
waveguide. The x3-axis is directed perpendicular to the plane of the section S and
passes through the apex of the angle of an isosceles triangle, not lying at the base.
The base of the waveguide x1 = h is pinched. The remaining faces of the waveguide
are free of loads.

The solution to the problem for a topographic wedge-shaped waveguide is sought
in the form of traveling waves:

u1(x1, x2, x3, t) = U1(x1, x2) cos(γ x3 − ωt)

u2(x1, x2, x3, t) = U2(x1, x2) cos(γ x3 − ωt)

u3(x1, x2, x3, t) = U3(x1, x2) sin(γ x3 − ωt)

where γ is a wave number, ω is the oscillation frequency, Um(x1, x2), m = 1, 2, 3
are amplitudes of propagating waves.

Next, dimensionless parameters are entered:

γ1 = C11

C55
, γ2 = C22

C55
, γ3 = C33

C55
, γ4 = C44

C55
, γ5 = C12

C55
,

γ6 = C66

C55
, γ7 = C23

C55
, γ8 = C13

C55
,
ρω2h2

C55
= β, γ 2h2 = μ,

where Ci j are elastic moduli of an orthotropic medium, ρ is density. As in [7–10],
the problem of the propagation of an elastic wave along the edge of a wedge-shaped
waveguide is reduced to finding the stationary value of some quadratic functional
M :

M[Ui ] =
∫

S

M0dS (31.1)

where the integrand has the form:



31 On the Use of Models of the Tymoshenko Type … 385

M0 = (γ1U1,1 + γ5U2,2 + γ8U3,3)U1,1 + (γ5U1,1 + γ2U2,2 + γ7U3,3)U2,2

+ (γ8U1,1 + γ7U2,2 + γ3U3,3)U3,3 + γ6(U1,2 +U2,1)
2 + (U1,3 +U3,1)

2

+ γ4(U2,3 +U3,2)
2 − β (U 2

1 +U 2
2 +U 2

3 )

The condition of stationarity of the functional δM[Ui ] = 0 leads to the solution
of a homogeneous boundary-value problem with two parameters. We find such a
relationship between these parameters μ and β, for which the variational equation
has a nontrivial solution.

31.3 The Model of the Timoshenko Type Plate

Oscillations of a symmetric region are divided into two problems, such as symmetric
and antisymmetric oscillations. The studied types of motions are usually absent for
the symmetric case. Therefore, to find a solution to the problem, the antisymmetric
case is considered. It is assumed that the components of the displacement amplitudes
Ui (x1, x2) satisfy the following relation parity and oddness coordinate relations x2:

U1(x1,−x2) = −U1(x1, x2)

U2(x1,−x2) = U2(x1, x2)

U3(x1,−x2) = −U3(x1, x2)

Generalized hypotheses are introduced due to the small opening angle α. These
hypotheses are similar for the model of the Timoshenko type [11]:

U1 = x2W1(x1) (31.2)

U2 = hW2(x1) (31.3)

U3 = γ x2hW3(x1) (31.4)

Integration over x2 is made in the presentation of functional (1). New dimension-
less variable: z = x1

h is introduced. A simplified value of functional (1) is found
taking into account hypotheses (2–4). Thus, the task of studying localized waves
for topographic wedge-shaped waveguides is reduced to the problem of finding the
stationary value of the functional M :

M[W ] =
1∫

0

M∗
0 dz (31.5)

here
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M∗
0 = ht

⎛
⎜⎝

1

3
z3t2

((
γ1W

′2
1 + 2μγ8W

′
1W3 + μ2γ3W

2
3 + μ

(−W1 + W ′
3

)2 )
+

−β
(
W 2

1 + μW 2
3

)) + z
(
γ6

(
W1 + W ′

2

)2 + γ4μ(−W2 + W3)
2 − βW 2

2

)
⎞
⎟⎠

where t = tgα.
The stationary value of the functional M[W ] is found by the approximate method.

This method is based on the Ritz method. The solution W (z) is selected taking
into account the requirements for coordinate functions from the class of functions
bounded and satisfying the boundary conditions of rigid pinching at z = 1.

We shall look for a solution in the form:

W1 = (z − 1)2
N∑

n=1

anϕn(z)

W2 = (z − 1)2
N∑

n=1

bnϕn(z)

W3 = (z − 1)2
N∑

n=1

cnϕn(z)

A system of functions φn(z) = zn−1, n = 1, 2, . . . is selected as coordinate
functions. Then functional (5) takes a quadratic form of 3N variables:

M(a1, b1, c1, a2, b2, c2, . . . aN , bN , cN ) =
1∫

0

M1dz (31.6)

where M1 = M1(a1, b1, c1, a2, b2, c2, . . . aN , bN , cN ).
As an example, we consider a special case for N = 2. After integrating (6) over

z the functional transforms into a quadratic form of 6 variables:

M(a1, b1, c1, a2, b2, c2) = k11a
2
1 + k12a1b1 + k13a1c1 + k14a1a2

+ k15a1b2 + k16a1c2 + k22b
2
1 + k23b1c1 + k24b1a2 + k25b1b2

+ k26b1c2 + k33c
2
1 + k34c1a2 + k35c1b2 + k36c1c2 + k44a

2
2

+ k45a2b2 + k46a2c2 + k55b
2
2 + k56b2c2 + k66a

2
6

where ki j = ki j (β, μ), i, j = 1 − 6 due to bulkiness are not given, for example:

k11 = 1

30
γ6 + 1

45
γ1t

2 − 1

840
βt2 + 1

840
μt2,

A linear homogeneous system is formed with respect to the coefficients ak , bk ,
ck , k = 1, 2, . . . , N , according to the condition of stationarity of the functional. The
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determinant of the obtained system of linear equations is equal to zero. It turns out
an approximate dispersion, namely algebraic equation that relates β and μ.

31.4 Computational Experiments

When finding dispersion dependences, the convergence of the Ritz method was stud-
ied depending on the number of coordinate functions. Calculations are performed
for barite materials with parameters [12]:

γ1 = 3.154, γ2 = 2.799, γ3 = 3.720, γ4 = 0.419,

γ5 = 1.710, γ6 = 3.154, γ7 = 1.036, γ8 = 0.964

and austenitic steel with parameters [12]:

γ1 = 2.036, γ2 = 2.036, γ3 = 1.674, γ4 = 1.000,

γ5 = 0.761, γ6 = 2.036, γ7 = 1.124, γ8 = 1.124

The graphs of dispersion dependencies were constructed in respect to the relative
dependencies μ(β) for these materials (see Fig. 31.1).

Dispersion dependencies are shown by red and blue colors for the cases N = 3
and N = 8, respectively.

Table 31.1 shows the values μ for different values of the frequency parameter for
different values of frequency parameterβ for various number of coordinate functions.

Fig. 31.1 Plots of parametric dependences for barite (a) and austenitic steel (b) materials for the
opening angle α = 3◦
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Table 31.1 Values of μ for barite for wedge at α = 3◦ and N = 8

Mode No. β Number of coordinate functions

N = 5 N = 6 N = 7 N = 8

First mode 1 82.191 82.819 82.894 82.902

2 157.664 163.749 165.441 165.759

3 223.703 239.666 246.317 248.241

4 282.151 309.584 324.084 329.673

5 334.870 373.974 398.009 409.315

6 383.178 433.645 467.983 486.616

Second mode 1 13.557 13.789 14.052 14.149

2 41.518 41.696 41.875 41.906

3 63.365 64.410 64.787 64.805

4 82.696 85.710 86.661 86.777

5 100.622 106.112 108.122 108.511

6 117.379 125.676 128.219 130.127

Third mode 3 5.714 8.879 9.184 9.590

4 23.282 27.845 28.029 28.417

5 36.946 42.730 43.103 43.534

6 48.532 55.434 56.220 56.751

The monotonic growth of the sought values is characteristic for the implementa-
tion of the Ritz method. For N = 8, stabilization of values is achieved at the calcu-
lating the parameter μ for the first three propagating modes. The relative difference
in the values μ corresponding to N = 7 and N = 8 does not exceed 5%.

The comparison of the results of the dependence μ on the parameter β for the
model of the Timoshenko type and the previously studied Kirchhoff model [8, 9] is
made for N = 4. Graphs of dispersion dependencies are shown in Fig. 31.2.

The digits 1, 2, 3 show in Fig. 31.2 first, second, and thirdmodes, respectively. The
dots illustrate the results of calculations for the Kirchhoff model. The solid cirves
show the results of calculations for the model of the Timoshenko type. We can note
that the dispersion dependences for both models practically coincide for the first
mode. The discrepancy is slightly larger for the second and third modes.
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Fig. 31.2 Plots of dispersion
dependencies for the
Kirchhoff model and the
model of Timoshenko type
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Chapter 32
Construction of the Mechanical Model
of Keratoprosthesis of the Ocular Cornea

Arkadiy Soloviev, Nadegda Glushko, Alexander Epikhin and Michael Swain

Abstract By developing ocular prostheses, a number of problems arise, one of
which is the design of the connection between the rigid optical part and the soft
tissue of the cornea; their Young’s modules can differ by three orders of magnitude.
In this case, the problem arises of creating some intermediate layer, possibly with
gradient properties, the purpose ofwhich is to exclude injury to soft biological tissues.
An analytical and finite element modeling of the interaction of a cylindrical optical
prosthesis, an intermediate heterogeneous layer and the cornea, in the framework
of elastic media, in two versions: (i) without taking into account curvature (round
plate) and (ii) taking into account curvature (spherical dome or shell), was performed.
In a simplified model, the intermediate layer is represented as a spring layer, the
determination of the rigidity of which will allow one to create an original design.
Based on the proposed models, the stress-strain state of soft biological tissues was
calculated.

32.1 Introduction

A keratoprosthesis is a cell-free artificial implant consisting of central optics held in
a cylindrical frame. Keratoprosthesis replaces the removed part of the cornea. When
developing keratoprostheses, scientists facedmany difficulties, andmany of the early
corneal transplants had high rates of infection and rejection. In the late 1980s, a “core-
and-skirt” device in which a bio-integrated “skirt” surrounds central optics became
the most common design. Important parameters were not only the size, but also
the location of the pores in the porous skirt. Keratoprostheses, such as AlphaCor,
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formerly known as Chirila keratoprostheses, were a polymethylmethacrylate device
with a central optical region fused to the surrounding spongy skirt.

Modern keratoprostheses consist of an optical element and a support plate. The
optical element is mainly in the form of a cylinder or lens, consists of an optically
transparent material. The base plate connected to the optical element may have var-
ious forms: the shape of a ring with holes or a “wheel with spokes”, can be made in
the form of “ears” or “amoeba-shaped legs”. The book [1] provides descriptions of
various types and forms of both mounts and keratoprostheses themselves. The main
complication after keratoprosthetics is aseptic necrosis of the cornea that occurs in
front of the implant support. It is a complication that quite often leads to rejection
of the keratoprosthesis [1]. The main reason for the occurrence of aseptic necrosis
is the blocking of the flow of vital substances into the layers of the cornea, which
are located above the keratoprosthesis support. In this regard, for the manufacture
of a support plate, it is necessary to use a biocompatible material that would allow
corneal tissue to grow through the support mount.

The patent [2] describes a microporous keratoprosthesis base plate made of
stretched polytetrafluoroethylene (PTFE), the structure of which has a configuration
in the form of polymer nodes that are connected by fibrils with a length of 7–8 µm.
Based on the data, PTFE with a fibrillar structure has too small pores, which does
not allow corneal tissue to grow. Therefore, it is necessary to additionally penetrate
it with pores perpendicular to the surfaces of the support plate with a diameter of
20–150 µm and preferably 50 µm. The thickness of the base plate should be about
0.2 µm, but not more than 0.3 µm.

In patent [3] a keratoprosthesis is described, consisting of an optical element and
a support fixture made in the form of a ring. The optical element is made of an
optically transparent substance, such as polymethylmethacrylate (PMMA), and the
support mount is made of a hydrophilic porous material having a fibrous structure
that can grow through the corneal tissues. A support plate with a thickness of 0.15–
0.30 µm is formed from said fiber; with an outer diameter of the ring of about
9.5 mm, is worn on an optical element, the front of which is made in the form of a
cylinder. The part directed inside the eye has the shape of a truncated cone, a larger
section of which is directed inward. The backing plate has “elastic characteristics
necessary to prevent keratoprosthesis rejection and necrosis resulting from pressure
from surrounding eye tissue.

In patent [4], the keratoprosthesis support plate is made in the form of two parallel
shells spaced 0.4–0.7 µm apart. The optimal distance is 0.3 ± 0.02 mm; the shells
are slightly conical in shape and are attached to the cylindrical optical element. The
material of the support plates should be “bio-populated”, therefore, it is assumed that
the shells should be made of a material with a porosity of 50% and higher, the pores
should be open and their diameter should be about 20–100 µm.

The patent [5] describes a keratoprosthesis (Fig. 32.1), consisting of a support
plate and an optical element. The base plate is made in the form of a convex-concave
lens with a radius of curvature of 7–10 mm In each individual case, the radius of
curvature of the base plate is selected in accordance with the radius of curvature of
the cornea of the patient, which is determined using hard contact lenses or in another
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Fig. 32.1 Scheme of
keratoprosthesis [5]

way. In the part adjacent to the optical element, the support plate has a thickness
of 0.3–0.7 mm, tapering at the edges to a thickness of about 0.01 mm. The outer
diameter of the support plate can be 7–12 mm, depending on the individual diameter
of the cornea of the patient’s eye. In the center, the support plate has a cylindrical
hole necessary for attaching the optical element. The optical element is in the form
of a cylinder, the outer end (directed from the eye) of which is always convex, and the
inner end, depending on how many diopters the optical element is designed for, can
be flat or slightly convex. The optical element is made of polymethyl methacrylate or
polycarbonate. It is possible to perform optical elements in 40–60 diopters. Also, the
optical element of the keratoprosthesis under consideration can be collapsible. In this
case, a screw thread is applied along the lateral surface of the cylinder. The prosthesis
is additionally equipped with a washer having an internal screw thread. The washer
is connected (glued) with its outer side to the inner surface of the cylindrical hole of
the base plate. A keratoprosthesis can be implanted into the intralamellar pocket of
the cornea, while the support plate is located inside the cornea of the eye, and the
optical element penetrates all layers of the cornea.

The patent [6] describes an implant for strengthening the cornea, which is made
in the form of a round or oval plate having the shape of a trefoil, chamomile, or in
the form of a convex-concave lens, which has a radius of curvature of 7–10 mm.
The lens may have a cylindrical hole in the center, which can be used for subsequent
keratoprosthetics. The structure of the material fromwhich the implant is made has a
volume fraction of void space of 15–40%, a specific surface space of voids of 0.25–
0.55 µm2/µm3, an average distance between voids of 25–50 µm, and an average
volume chord of 8–25 µm. The inventive implant is a convex-concave lens having
a radius of curvature corresponding to the radius of curvature of the cornea of the
patient. In the central part, the implant has a thickness of 0.3–0.7 mm, descending
along the edges to 0.01 mm.

The patent [7] describes the effectiveness of treatment using themethod of surgical
treatment of cataracts using keratoprosthetics as an implant with a support base of
permeable-porous titanium nickelide, which copies the curvature of the eye and
supports a cylindrical optical element located in its central hole. The support base is
mounted on the surface of the cornea and is retentively fixed by the scleral allograft,
which is superimposed on top of the lamellar support base. The support base has
the following parameters. The variable thickness of the plate support base with its
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gradual increase to the hole located in the center, allows one to fix the optical element,
made in the form of a cylinder, without an additional mounting sleeve, as well as
a threaded connection, which is technically simple and operationally reliable. A
simple and reliable way to fix the support base of the optical element in the hole
is a tight fit. It is possible to produce it with a negative difference between the
diameters of the hole and the actual bore diameter of the optical cylinder. A tight fit
(the nature of the connection of parts) in the “hole-shaft” system is carried out in
metals due to the elastic deformation of the material. Titanium nickelide is subject
to deformation according to the law of elastic deformation, which is several times
larger than the elastic deformation of metals. This is what makes it possible to insert a
keratoprosthesis (a lightweight and precision construction) with the least mechanical
effort, which reduces the possibility of technological defects and errors. The rough
surface of the hole in the slice of the porous material prevents the migration of the
optical element in the absence of additional fixing elements. The reliability of the
fastening of the optical element is also enhanced by a decrease in porosity, as well as
a predominant pore size near the hole, in the result of an increase in the mechanical
strength of the material in the central part of the base, which carries the main load.
The absolute values of pore size and porosity are selected taking into account the
conditions for the optimal integration of porous titanium nickelide and body tissues:
such as the cornea of the eye, on the one hand, and the allograft, on the other hand.
Fast and successful integration of a porous implant (basis) with surrounding tissues,
mechanically strong fixation of the optical element, i.e. a reduction in the risk of
keratoprosthesis reposition is regarded as an increase in effectiveness in treating a
cataract.

In patent [8], attention is drawn to the fact that the support part of the implant in
shape and area should provide maximum resistance to the buoyant effect of intraoc-
ular fluid pressure on the optical part of the keratoprosthesis, while minimizing the
deformation of the proper tissue. The material of the supporting part should not only
be biocompatible, but also structured in such a way that to be able to ensure fusion
of the above and the underlying layers of the cornea, which are separated during the
keratoprosthesis implantation. The author notes that keratoprostheses are known,
including an optical element made of an optically transparent substance, for exam-
ple, PMMA, and a ring-shaped support plate made of a hydrophilic porous material
of polytetrafluoroethylene or polyethylene [3, 4], whose merit is the possibility of
fusion over and supporting layers of the cornea due to the high porosity of thematerial
from 50% and above, and pore diameters up to 100 µm. The main drawback of the
designs is excessive flexibility and low mechanical strength. These characteristics
do not allow for a long time to reliably hold and fix the installed keratoprosthesis
with large optics. The combined keratoprosthesis described in the patent consists
of an optical part, which is made of a transparent solid or elastic polymer saturated
with ultraviolet adsorbent. It is a removable bolt with a diameter of 5–6 mm, having
a mushroom-shaped front end and spherical and/or aspherical surfaces of the ends
and a thread on the side surface of the haptic part, made in the form of a support
disk with an outer diameter of 8–12 mm, the thickness of which can vary from 0.3 to
0.9 mm. It is made of porous and/or perforated solid and/or elastic reactive polymer
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and/or metal with a volume fraction of void space no more than 50%. The haptic part
includes two parts: (i) from the front, it consists of biological materials; (ii) from the
back, it includes artificial biocompatible materials. The supporting disk of the rear
part is made plane and connected perpendicularly to the centrally located supporting
hollow cylinder by means of a groove and/or flange formed on the outer rear part
of the cylinder. The cylinder is equipped with an internal thread, which corresponds
to the profile and diameter of the thread of the optical bolt. In this case, the support
disk can pass into the cover sleeve, which wraps around the support cylinder from
the outside. The support plate in front is connected to a round bio-disk, which is cut
from freshly taken or preserved sterile biological materials of different layered com-
binations of biological tissues. For this, parts of the keratoprosthesis are sterilized
before joining. The connection is carried out under sterile conditions, immediately
before the implantation of a keratoprosthesis or in advance with subsequent storage
before surgery. The external diameter of the bio-disk is made larger than the external
diameter of the supporting disk by 0.3–1 mm, a coaxial hole is made in the center
of the bio-disk, the diameter of which must correspond to the outer diameter of the
cover sleeve or supporting cylinder.

In this work, we consider a keratoprosthesis, which has an optical element (first
area is white) of a cylindrical shape and there is a certain intermediate layer on
the cylindrical surface with mechanical properties inhomogeneous in radius. Semi-
axial sections of the keratoprosthesis are shown in Fig. 32.2, (a) without taking
into account the curvature and (b) taking into account the curvature of the cornea,
a layer with functionally gradient properties is highlighted in gray (second area)
and the cornea (third area—is the region with points). This layer is designed to
provide non-traumatic contact of optics with soft tissues of the cornea. Analytical
and numerical models of keratoprosthesis implantation into the cornea based on
FEM are constructed. The stress-strain state of the cornea in the contact area was
investigated.

Fig. 32.2 Semi-axial section, plate model (a), domes (b)
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32.1.1 Research Purpose

The stress-strain state of the cornea is studied in the vicinity of the contact with the
keratoprosthesis, the outer layer of which is a certain structure that allows one to
reduce soft tissue injury. This intermediate (interface) layer is modeled by a hollow
cylinder with functionally gradient mechanical properties.

32.1.2 Research Scope

At this study, we consider the following frameworks of the problem:

(i) an analytical model of an implanted prosthesis based on the bending a
composite circular plate;

(ii) FEM model of an implanted prosthesis based on a composite circular plate;
(iii) FEM model of an implanted prosthesis based on a composite spherical dome;
(iv) FEMmodel of the cornea based on a circular plate, in which the interface layer

is replaced by the spring type conditions for joining with an absolutely rigid
optical part;

(v) FEM model of the cornea based on a spherical dome, in which the interface
layer is replaced by the spring type conditions for joining with an absolutely
rigid optical part.

32.2 Research Method

32.2.1 Continuous Formulation of the Problem

The general mathematical formulation of the problem under study consists of the
boundary-value problemof the theory of elasticity for a composite isotropic body, two
of which are homogeneous cylindrical optical prostheses and corneas, with elastic
moduli Er1 andEr3, and the interface layer has a functionally gradient elasticmodulus
Er2 = Er2(r). The right side is fixed on the left side, symmetry conditions are set,
a uniformly distributed pressure acts on the lower border, which corresponds to an
excess intraocular pressure compared to atmospheric pressure, continuity conditions
are set at the interface. The system of differential equations for unknown components
of the displacement vector �u = (u1, u2, u3) is presented as [9]

σi j, j = 0, σi j = ci jkl εkl − α p δi j , εkl = 1

2

(
uk,l + ul,k

)
(32.1)
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where σi j , ci jkl , εkl are the components of the tensors of stresses, elastic constants,
deformations, respectively.

The boundary conditions are set for the displacement and stress vectors on the
corresponding surfaces Su and St :

ui |Su = u0i (x, t), x ∈ Su (32.2)

ti |St = σi j n j |St = q(x, t), x ∈ St (32.3)

where nj are the coordinates of the unit vector of external normal.
In the case of modeling the second section by spring boundary conditions at

the interface boundary Sint with continuous displacements, the condition is the set
σn = −k un , where k is a certain stiffness coefficient, characterizing the elastic
properties of the second section.

To studymodel (i), boundary-value problem (1–3) reduces to a system of ordinary
differential equations (4–6) for the first, second, and third sections, respectively,
relatively to θ(r) being the angle of rotation of the unit vector of normal with a
power law of changing the elastic modulus of the second section along radius [10]:

(
d2

dr2
θ1(r)

)
r2 +

(
d

dr
θ1(r)

)
r − θ1(r) = 1

2
K1lqr

3 (32.4)

(
d2

dr2
θ2(r)

)
r2 + a

(
d

dr
θ2(r)

)
r + aϑ2θ2(r) +

(
d

dr
θ2(r)

)
r − θ2(r)

= 1

2

K2q
(
r2 − r21

)
r2−a

r
(32.5)

(
d2

dr2
θ3(r)

)
r2 +

(
d

dr
θ3(r)

)
r − θ3(r) = 1

2
K33q

(
r2 − r22

)
r (32.6)

where Ki = 1/Di , Di is the cylindrical stiffness i = 1, 2, 3.
The general solution of the system of (4–6) is constructed

at first section: θ1(r) = rC2 + 1

16
K1lqr

3 + C1

r

at second section: θ2(r) = r− 1
2 a+ 1

2

√
a2−4aϑ2+4C4 + r− 1

2 a+ 1
2

√
a2−4aϑ2+4C3

+ 1

2

K2qr1−a
(((

r2 − r21
)
ϑ2 − r2 + 3rl2

)
a − 8rl2

)

(8 + (ϑ2 − 3)a)a(ϑ2 − 1)

at third section: θ3(r) = C5

r
+ rC6 − 1

16
K33q

(
4 ln(r)r22 − r2

)
r (32.7)

where
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Er2 = Er1
(r1
r

)a
, Di = Eri h3i

12
(
1 − ϑ2

i

) , Er2 = Er1
(r1
r

) ln

(
Er1
Er3

)

ln( r2
r1 )

Arbitrary constants Ci are determined from the boundary conditions at the right
end and the matching conditions, moreover C1 = 0.

32.3 Results and Discussion

Numericalmodelingwas carried out in the finite element softwareACELAN [11, 12],
the components of the stress-strain state in problem (ii) are presented in Figs. 32.3,
32.4, 32.5 and 32.6.

The Characteristics of the stress-strain state in problem (iv) are presented in
Figs. 32.7 and 32.8.

Fig. 32.3 Finite element grid (a), displacement vector distribution (b)

Fig. 32.4 Dependence of elastic modulus on radius (a), distribution of radial stresses (b)
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Fig. 32.5 Dependence of radial stresses on radius on the upper border (a), and on the interface
with cornea (b)

Fig. 32.6 Dependence of angular stresses on radius on the upper border (a), and on the interface
with cornea (b)

The characteristics of the stress-strain state in problem (iii) are presented in
Figs. 32.9, 32.10, 32.11 and 32.12.

The characteristics of the stress-strain state in problem (v) are presented in
Figs. 32.13, 32.14 and 32.15.
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Fig. 32.7 Distribution of radial stresses along radius (a), dependence of radial stresses on radius
on left boundary (b)

Fig. 32.8 Distribution of angular stresses (a), dependence of angular stresses on the left boundary
(b)

32.4 Conclusion

The keratoprosthesis models are considered, the feature of which is the presence
of an intermediate layer between a rigid optical prosthesis and the soft tissues of
cornea. This intermediate layer may provide non-traumatic contact. Several models
(analytical and finite element) of a prosthesis implanted in the cornea were built.
The components of a stress-strain cornea at the contact region are calculated. The
present analysis of the stress results will determine the stiffness of the intermediate
layer and, in accordance with this, propose its design.
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Fig. 32.9 Finite element grid (a), displacement vector distribution (b)

Fig. 32.10 Distribution of radial stresses in the region (a), at the interface with cornea (b)

Fig. 32.11 Distribution of angular stresses in the region (a), at the interface with cornea (b)
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Fig. 32.12 Distribution of shear stresses in the region (a), at the interface with cornea (b)

Fig. 32.13 Distribution of radial stresses in the region (a), at the interface with cornea (b)

Fig. 32.14 Distribution of angular stresses in the region (a), at the interface with cornea (b)
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Fig. 32.15 Distribution of shear stresses in the region
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Chapter 33
Simulation of the Stress-Strain State
of the Spline Joint of the Helicopter Tail
Transmission

M. I. Chebakov, S. A. Danilchenko, and E. M. Kolosova

Abstract In the present work, frictional contact interaction between the tip and the
shaft of the tail transmission of the MI-26 helicopter is considered in the framework
of the linear theory of elasticity. The geometrical dimensions of the joint elements
are taken from the design documentation. To set the profile of the tooth section,
the necessary parametric equations were derived. To solve the tasks set, the finite
element method and the ANSYS software were used. The main attention in the
calculations was paid to the study of contact pressure q and effective (equivalent)
stresses σ e on the tip teeth surfaces that are in direct contact with the teeth of the
cup. In accordance with one of the proposed ways to increase the operational life of
the node under study, a thin coating with mechanical characteristics different from
the teeth original material was designed placed on the contacting surface of the tip
tooth. The stress-strain state of the node has been calculated for various geometrical
and mechanical parameters of the coating.

33.1 Introduction

There are some parts in mechanisms that operational life is sufficiently less than for
others. Limited resource items primarily include the most loaded joints. Technologi-
cal units, mentioned above, are braking systems, where due to the large magnitude of
the friction forces work, to the presence of high sliding speeds of the contact surfaces
and their significant heating, intensive wear of the brake pads occurs; helicopter tail
transmission, in the shaft joints of which involute tooth gears are used. Such gears
fail mainly due to crushing and wear of the working surfaces of the teeth. The inter-
action processes in the frictional contact area of the helicopter’s spline joint of the tail
transmission are characterized by small amplitude relative vibrations and significant
dynamic loads occurring in junction under operating conditions.
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Currently, various methods are used to reduce the wear of rubbing parts [1]. For
example, the usage of lubricants and anti-friction materials that reduce friction [2–
4]. Also, one of the effective ways to increase the durability of working junctions is
to modify the surfaces of the tribocontact including by hardening and coating them
[5–8]. According to such approach the main difficulty is to obtain the optimal surface
modification parameters for each particular joint.

One way to solve this problem may be to assess the effect of various modification
parameters on the stress-strain state of the joint. In theoretical terms, the problem
of evaluating the stress-strain state of a heavily loaded tribo-conjugate assembly is
reduced to solve the contact problem of the deformable solid mechanics. In spite of
considerable advance in this field of knowledge, in practice, such problems require
studying novel contact problems with complicated physical and mechanical prop-
erties in the contact area, calling in contemporary numerical-analytic and numeri-
cal only methods, integrated calculation and design methodology using finite ele-
ment technologies, including the steps of creating finite element models, performing
calculations and results estimation.

33.2 Formulation of the Transmission Spline Junction
Contact Interaction Problem

In the framework of linear theory of elasticity frictional contact interaction between
the tip and the shaft of the tail transmission of the MI-26 helicopter is considered.
The geometric dimensions of the connected elements are taken from the design doc-
umentation. To set the tooth cross-section profile, the necessary parametric equations
were derived. To derive formulas the following involute parameters were used: m
= 3 mm—engagement module, z = 27—number of gear teeth, α = 20◦—profile
angle of the original contour, h∗

a = 1—the height of the tooth head of the original
contour, x∗ = 0—displacement of the initial contour (worm cutter) when cutting a
tooth, c∗ = 0.25—gear radial clearance, r∗

i = 0.38—the radius of the fillet of the
tooth of the original contour (Fig. 33.1). An asterisk indicates the assignment of this
linear quantity to the engagement modulus.

Based on these data, auxiliary values were calculated: the radius of the pitch
circle r = 0.5mz, tooth projections circle radius ra = r + m(x∗ + h∗

a), depressions
teeth radius circle r f = r − m(x∗ + h∗

a + c∗); μ = arcsin[r sin(π/2 + α)/ra],
β = π/2 − (α + μ), n = r sin β/ sinμ, k = m[h∗

a + c∗ − r∗
i (1 − sin α)].

As a result, we obtain parametric equations for the involute portion of the tooth
(a − b)
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Fig. 33.1 Cross-section
tooth profile

where , ,
. Linear parameter U is

varying from Umin = 0 (in point b), to Umax = ntgα + (k −mx∗)/ cosα(in point
a)

We also obtain the parametric equations of the tooth fillet portion (b − c):

where ,
,

.
Angle parameter ϑ varies from ϑmin = α (in point b) to ϑmax = π/2(in

point c). At the final step of calculation, the following checks were made: (1) at
point a, ; (2) at point b, and ; 3) at point c,

. The right side of the tooth profile is symmetrical to the left

about the axis Oy, i.e. and
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Fig. 33.2 Solid models of tip (a) and shaft (b) (axial section)

It is assumed that the shaft and tip are in perfect coaxial position. The end face
of the shaft in the wider part is fixed in all directions, and a load in the form of the
momentM is applied to the end face of the tip in the wider part, which causes rotation
around its axis. Between the contacting surfaces of the teeth of the tip and the shaft,
Coulomb friction with a coefficient k is set. Solid-state models of junction elements
are shown in Fig. 33.2.

33.3 Finite-Element Simulation of Contact Interaction
in Transmission Spline Junction

To solve this problem, the finite element method and the ANSYS software package
were used. To construct the finite elementmesh, a ten-node tetrahedral elastic element
SOLID187 was used. For better convergence and increased accuracy of calculations
in accordance with the methodology for solving contact problems on the surfaces of
the teeth of the shaft and tip, directly contacting each other, condensing of the finite
element meshing was applied. To simulate contact interaction, the surfaces of the
teeth of the tip and the shaft were coated with CONTA174 and TARGE170, respec-
tively. The constructed finite element model of the junction is shown in Figs. 33.3
and 33.4.

33.4 Results

To conduct numerical calculations, the following values of the mechanical charac-
teristics of the materials were applied: for the tip—a material with Young’s modulus
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Fig. 33.3 Finite-element models of tip (a) and shaft (b) (axial section)

Fig. 33.4 Finite-element meshing of the tip (a) and shaft (b) surfaces

E1 = 2 × 105 MPa, Poisson’s ratio υ1 = 0.3, density ρ1 = 7850 kg/m3; for the
shaft—a material with Young’s modulus E2 = 3 × 105 MPa, Poisson’s ratio υ2 =
0.28 and density ρ2 = 7850 kg/m3. The momentM applied to the tip was set to 5 ×
104 N/m, the friction coefficient between the contacting teeth surfaces k = 0.15.

The main attention in the calculations was given to the study of contact pressure
q and effective (equivalent) stresses σ e on the surfaces of the teeth of the tip directly
at contact with the teeth of the shaft. The results are given for one of the contacting
surfaces, since with perfect alignment on all the teeth of the tip due to the uniformity
of their geometry and the applied load, the results coincide.

In a real junction, due to the volumetric design of the tail transmission and the
complex connection scheme of its individual components during operation, it is
not possible to achieve ideal alignment of the mating elements. In the individual
transmission shafts, the axis of the tip and the cup deviate by an angle within 7 min
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(0.01°). To assess the effect of themisaligned arrangement of the spline joint elements
on the stress-strain state, calculations were performed for cases when the axis of the
cup has a horizontal deviation (rotation about the Oy-axis in Fig. 33.2a) or vertical
(rotation about the Oz-axis in Fig. 33.2a) relative to the tip axis.

Calculations show that the deviation of the axis of the shaft in the horizontal plane
leads to a shift of the contact spot in the corresponding direction, while the contact
pressure values change by no more than 4%, effective stresses by no more than 9%
compared to those with the coaxial position. When the axis of the shaft deviates in
the vertical plane, stress concentrators appear. The values of contact pressure and
effective stresses in these spots increase by 42% and 25%, respectively.

Further, in accordance with one of the proposed methods for increasing the ser-
vice life of the test site on the contact surface of the tip tooth, a thin coating was
modeled with mechanical characteristics different from the initial tooth material. It
is assumed that the coating and tooth surface are rigidly joined. When setting the
mechanical characteristics of the coating, the following condition was fulfilled: the
elastic modulus of the E3 coating should be higher than that of the material of the
teeth of the tip, but not exceed the corresponding value for the teeth of the shaft. In
order to estimate the effect of the elastic modulus and Poisson’s ratio for a coating
with a thickness of 40 µm, contact pressure and effective stresses were calculated
for various values of these characteristics. The results are shown in Table 33.1.

It follows from the table that an increase in the elastic modulus and Poisson’s
ratio leads to an increase in contact pressure and effective stresses on the surface of
the coating, while the effective stresses on the boundary between the coating and
the tooth edge practically do not change. It should be noted that a change in the

Table 33.1 Maximum values of contact pressure and effective stress on the surface of the coating,
as well as the effective stress at the interface between the coating and the tooth tip edge for various
values of the elastic modulus and Poisson’s ratio of the coating

Young’s modulus and
Poisson’s ratio values
of coating

Maximum contact
pressure on the
surface of the coating
q, MPa

Maximum effective
stress on the surface
of the coating σ emax ,
MPa

Maximum effective
stress in the interface
of the coating and
tooth σ emax, MPa

E3 = 2.5 × 105

MPa, υ3= 0.25
533 936 205

E3 = 2.5 × 105

MPa, υ3 = 0.3
535 944 206

E3 = 2.5 × 105

MPa, υ3 = 0.35
537 956 207

E3 = 3 × 105 MPa,
υ3 = 0.25

558 1066 206

E3 = 3 × 105 MPa,
υ3 = 0.3

559 1092 206

E3 = 3 × 105 MPa,
υ3 = 0.35

564 1095 207
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Fig. 33.5 Dependences of
maximum contact pressure
(a) and effective stresses
(b) on coating thickness of
the coating surface

elastic modulus has a greater effect on the values of the calculated stresses than the
Poisson’s ratio.

To study the effect of the coating thickness on the stress-strain state, the contact
pressure distributions and the effective stresses on the coating surfacewere compared,
as well as the effective stresses at the interface between the coating and the tooth
face on which it was applied.

Using the obtained data, we plotted the dependence of the maximum contact
pressure and effective stress on the coating surface, as well as the effective stress
at the interface between the coating and the tooth edge (which is coated), from
the coating thickness (Figs. 33.5, 33.6). The coating characteristics are given as
following: E3 = 3 × 105 MPa, υ3 = 0.3, ρ3 = 7850 kg/m3.

33.5 Conclusions

From the analysis of the results obtained, it follows that with perfect alignment of
the shaft and tip and a large load, as well as taking into account the shape of the
teeth, contact occurs in the middle of the surface of the tip tooth. In this case, the
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Fig. 33.6 Dependence of
maximum effective stress σ e
on coating thickness at the
interface of coating and tooth

maximum values of contact pressure and effective stresses are reached at the point of
intersection of the involutewith the fillet, since this point is irregular. After estimation
of the misaligned arrangement effect of the spline junction elements on the stress-
strain state, it was found that deviation from the coaxial position in the vertical plane
has a greater effect on the contact pressure and effective stresses on the tip tooth
surface than the deviation in the horizontal plane.

The study of the coating influence on the stress-strain state showed that with an
increase in the elastic characteristics of the coatingmaterial, an increase in the contact
pressure and effective stresses on the coating surface is observed. This is due to a
decrease in contact area. The effective stresses at the boundary between the coating
and the face of the tip tooth on which it is applied are practically unchanged.

After assessing the thickness influence of the coating, it was found that with
an increase in this parameter, a more uniform distribution of stresses occurs in the
coating. Furthermore, this leads to a decrease in effective stresses both on the surface
of the coating and on the boundary between the coating and the tooth edge, but
the contact pressure increases in this case. Probably, this may be connected with a
decrease in the influence of the material of the tip tooth, for which the value of the
elastic modulus was set lower than that of the coating.

The refinement of the developed model will allow us to solve contact problems
for the components of the spline junction, taking into account the presence of coating
on interacting surfaces. Based on the data obtained by such calculations, recommen-
dations can be made on the choice of coating thickness for specific values of their
physical and mechanical characteristics in order to optimize the stress-strain state of
the assembly.
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Chapter 34
Shell with Auxetic Properties
in the Model Taking into Account
the Transverse Shear

Anatoly S. Yudin

Abstract The Tymoshenko type model of constructively anisotropic shell with aux-
etic properties is considered. Forced oscillations in the frequency range including the
first resonances are analyzed. The internal scattering of vibrational energy is taken
into account. The influence of the transverse shear on the amplitude-frequency char-
acteristics (AFCs) of the input malleability is investigated. It is compared with the
frequency response obtained from the equations of the theory of Kirchhoff-Love.

34.1 Introduction

The intention to increase the level of operational properties of materials creates new
areas of research. In particular, the direction of search for structures that have anoma-
lous properties is developing. They include materials with a negative Poisson’s ratio,
which can expand in a direction perpendicular to the direction of stretching (auxet-
ics). Data on such materials, natural and artificial, are collected in the detailed review
[1], in which typical structures are considered and their classification is given. The
history of search of natural materials, experimental observations and development
of mechanical models with properties of auxetics is also briefly presented.

One of the methods for creating auxetic materials is the technology of composite
materials. The possibilities of obtaining inexpensive quasi-isotropic auxeticmaterials
in the form of two-phase composites, one of the phases of which are auxetic particles,
are analyzed. The particles can have different shapes: spherical, ellipsoidal, disk,
blade and needle. Auxetic composites, the matrix phase and the filler which are not
authenticate, are also considered. Several approaches differ in the level of detail of
the environment and scale levels. There are three levels:

1. macroscopic level, when the occurrence of a negative Poisson’s ratio is explained
on the basis of the relations of the theory of elasticity of anisotropic bodies;
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macroscopic analysis covers, for example, composites formed by oblique-angle
reinforcement of an elastic matrix;

2. mesoscopic level, when the auxetic properties are due to the form of structural
units at the scale of cells, pores, inclusions, etc.; periodic inhomogeneities of the
meso-level have foam, granular materials and some others;

3. microscopic level, when, the features of elastic behavior are explained by intra-
and intermolecular interaction,which is typical formany single crystals and some
other materials [1].

Composites are characterized by properties associated with a decrease in shear
stiffness. Therefore, in the case of shells, there is a need to apply refined mod-
els. Previously, the Kirchhoff-Love type theory was used in the trial analysis [2].
The calculations showed a noticeable effect of the negative Poisson’s ratio on the
reduction of the amplitudes of forced vibrations. Here the effect of the transverse
shift is estimated using the equations of the Tymoshenko-type theory in combination
with the auxetic properties. The method of complex amplitudes and semi-analytical
method of solution construction are used. In the case of a cylindrical shell freely
supported at the ends, Fourier series in two coordinates are used. The problem of
forced oscillations is solved by decomposition of the displacement amplitudes in the
eigenforms of oscillations. This provides a separation of equations to determine the
coefficients of the harmonic numbers. The algorithm on this basis allows one to build
the amplitude-frequency characteristics necessary for analysis quickly, taking into
account the losses in the material.

34.2 Basic Equations

Let us consider the shell of rotation in a system of curvilinear orthogonal coordinates
which lines coincide with the lines of the principal curvatures. According to the
hypothesis of a direct non-orthogonal material normal, the displacements of shell
points are defined as follows:

U(α1, α2, z) = u(α1, α2) + zϕ1(α1, α2), V(α1, α2, z) = v(α1, α2) + zϕ2(α1, α2)

W(α1, α2, z) = w(α1, α2),

(34.1)

where u, v, w are the components of displacements of points of the middle surface
of the shell; ϕ1, ϕ2 are angles of rotation normal to the middle surface. The number
of degrees of freedom of the material here is five.

In this case, the linear deformation relations have the form:

ε11(α1, α2, z) = E11(α1, α2) + zK11(α1, α2), ε13(α1, α2, z) = E13(α1, α2), (1 ↔ 2),

ε12(α1, α2, z) = E12(α1, α2) + zK12(α1, α2), ε33(α1, α2, z) = 0. (34.2)
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Here Ejj, E12, Ej3, Kj, K12, (j = 1, 2) are the tensile-compression deformation,
tangential and transverse shear, curvature changes, torsion of the middle surface of
the shell, respectively. They are associated with the components of displacements
and angles of rotation for normal formulae:

E11 = 1

A1

∂u

∂α1
+ 1

A1A2

∂A1

∂α2
v + k1w,E13 = ϕ1 − ϑ1, (1 ↔ 2),

E12 = 1

A1

∂v

∂α1
− 1

A1A2

∂A1

∂α2
u + 1

A2

∂u

∂α2
− 1

A1A2

∂A2

∂α1
v,

K11 = 1

A1

∂φ1

∂α1
+ 1

A1A2

∂A1

∂α2
ϕ2, (1 ↔ 2),

K12 =
(

1

A1

∂ϕ2

∂α1
− 1

A1A2

∂A1

∂α2
ϕ1

)
+

(
1

A2

∂ϕ1

∂α2
− 1

A1A2

∂A2

∂α1
ϕ2

)
,

ϑ1 = k1u − 1

A1

∂w

∂α1
,ϑ2 = k2v − 1

A2

∂w

∂α2
, (34.3)

where: A1, A2 are the Lame coefficients; k1, k2 are the main curvatures of the middle
surface of the shell.

For rotation shells, the kinematic relations (34.3) can be written as follows:

E11 = u′ + k1w, E22 = v• + ψu + k2w, E12 = v′ + u• − ψv,

K11 = ϕ′
1,K22 = ϕ•

2 + ψϕ 1,K12 = ϕ′
2 + ϕ•

1 − ψϕ 2,

E13 = ϕ1 − ϑ1,E23 = ϕ2 − ϑ2,ϑ1 = k1u − w′,ϑ2 = k2v − w•,

(·)′ = 1

A1

∂()

∂α1
, (·)• = 1

A2

∂()

∂α2
,ψ = 1

A1A2

∂A2

∂α1
. (34.4)

In the cylindrical shell version: k1 = 0, k2 = 1/Rc, ψ = 0, A2 = Rc,

E11 = u′,E22 = v• + k2w, E12 = v′ + u•,
K11 = ϕ′

1,K22 = ϕ•
2,K12 = ϕ′

2 + ϕ•
1,

E13 = ϕ1 − ϑ1,E23 = ϕ2 − ϑ2,ϑ1 = −w′,ϑ2 = k2v − w•. (34.5)

Equations of motion of the envelope follow the principle of Hamilton:
t∫
0

(δK − δU + δA)dt = 0, in which the integrand is formed by the algebraic sum of

the variations of the kinetic energy δK, the potential energy δU, and the elementary
work of the external forces δA:

δU =
¨

s

(T11δE11 + T22δE22 + SδE12 + Q11δE13 + Q22δE23 + M11δK11 + M22δK22

+ 2HδK12)A1A2dα1dα2,
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δK =
¨

s

{b(u,t δu,t +v,t δv,t +w,t δw,t ) + c(u,t δϕ1,t +v,t δϕ2,t +ϕ1,t δu,t +ϕ2,t δv,t )

+ d(φ1,t δϕ1,t +ϕ2,t δϕ2,t )}A1A2dα1dα2,

δA =
¨

s

(q1δu + q2δv + q3δw)A1A2 dα1dα2. (34.6)

Here

Tjj =
∫
h

σjjdz,Qjj =
∫
h

σj3dz,H =
∫
h

σ12zdz, S =
∫
h

σ12dz ,Mjj =
∫
h

σjjzdz, j = 1, 2

(34.7)

are the internal forces and moments, given to the main surface, respectively;

b =
∫
h

ρ dz , c =
∫
h

ρzdz , d =
∫
h

ρ z 2dz (34.8)

are the inertia coefficients; ρ is the density of the shell material.
In the future, the established forced oscillations of the shell with the dependence

of the values on time t of the form are considered: F(α1, α2, t)=Fa(α1, α2)e−iωt, where
Fa is the complex amplitude of the harmonic quantities included in the equation, ω
is the circular frequency of the driving load.

After substitution of expressions (34.6) for variations, execution of the procedure
for transferring derivatives, separation of the time parameter and assembling the
coefficients with independent variations δu, δv, δw, δϕ1, δϕ2, the equations of har-
monic stationary oscillations for complex amplitudes are obtained from theHamilton
principle. They have the form in the embodiment of the shells of rotation:

T′
11 + ψ(T11 − T22) + S• + k1Q11 + ω2(bu + cϕ1) + q1 = 0,

S′ + 2ψS + T•
22 + k2Q22 + ω2(bv + cϕ2) + q2 = 0,

Q′
11 + ψQ11 + Q•

22 − k1T11 − k2T22 + ω2bw + q3 = 0,

M′
11 + ψ(M11 − M22) + H• − Q11 + ω2(cu + dϕ1) = 0,

H′ + 2ψH + M•
22 − Q22 + ω2(cv + dϕ2) = 0. (34.9)

For a cylindrical shell we have:

T′
11 + S• + ω2(bu + cϕ1) + q1 = 0,S′ + T•

22 + k2Q22 + ω2(bv + cϕ2) + q2 = 0,

Q′
11 + Q•

22 − k2T22 + ω2bw + q3 = 0, M ′
11 + H• − Q11 + ω2(cu + dϕ1) = 0,

H′ + M•
22 − Q22 + ω2(cv + dϕ2) = 0, (34.10)
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where for complex amplitudes the designations of the initial values are left. The
elasticity relations are taken in the form of constructive orthotropy:

T11 = B11E11 + B12E22 + A11K11 + A12K22,T22 = B12E11 + B22E22 + A12K11 + A22K22,

M11 = A11E11 + A12E22 + D11K11 + D12K22,M22 = A12E11 + A22E22 + D12K11 + D22K22,

S = B33E12 + A33 · 2K12,H = A33E12 + D33 · 2K12,Q11 = G13E13, Q22 = G23E23;
(34.11)

B11 =
�∑

λ=1
B1(λ) + Bp1, B22 =

�∑
λ=1

B2(λ) + Bp2,

B12 = B21 =
�∑

λ=1
B1(λ)ν2(λ) =

�∑
λ=1

B2(λ)ν1(λ),B33 =
�∑

λ=1
Ḡ(λ),

D11 =
�∑

λ=1
(D1(λ) + z2

(λ)
B1(λ)) + Dp1,D12 =

�∑
λ=1

(D1(λ) + z2
(λ)

B1(λ))ν2(λ),

D22 =
�∑

λ=1
(D2(λ) + z2

(λ)
B2(λ)) + Dp2,A11 =

�∑
λ=1

B1(λ)z(λ) + Bp1zp1,

A22 =
�∑

λ=1
B2(λ)z(λ) + Bp2zp2,A12 =

�∑
λ=1

B1(λ)z(λ)ν2(λ),A33 =
�∑

λ=1
Ḡ(λ)z(λ),

B11 =
�∑

λ=1
B1(λ) + Bp1, B22 =

�∑
λ=1

B2(λ) + Bp2,B12 = B21 =
�∑

λ=1
B1(λ)ν2(λ) =

�∑
λ=1

B2(λ)ν1(λ),

B33 =
�∑

λ=1
Ḡ(λ),D11 =

�∑
λ=1

(D1(λ) + z2
(λ)

B1(λ)) + Dp1,D12 =
�∑

λ=1
(D1(λ) + z2

(λ)
B1(λ))ν2(λ),

D22 =
�∑

λ=1
(D2(λ) + z2

(λ)
B2(λ)) + Dp2,D33 =

�∑
λ=1

(G̃(λ) + z2
(λ)

Ḡ(λ)) + G̃p1 + G̃p2,

A11 =
�∑

λ=1
B1(λ)z(λ) + Bp1zp1,A22 =

�∑
λ=1

B2(λ)z(λ) + Bp2zp2,

A12 =
�∑

λ=1
B1(λ)z(λ)ν2(λ),A33 =

�∑
λ=1

Ḡ(λ)z(λ);
(34.12)

(34.13)

Here Ek(λ) are elastic constants of layers (k = 1, 2); h(λ) is the thicknesses; z(λ)
are the eccentricities (normal coordinates of the middle surface of the λ-th layer);
lpk is the distance between the ribs; Epk, Gpk are the Young’s moduli and shear of the
material of the ribs; Fpk is the cross-section area (CSA) of ribs; Ipk are themoments of
inertia CSA of the ribs relative to the axes passing through the center of gravity CSA
of the ribs parallel to the tangent to the coordinate lines of the reference surface; Iok
is the moment of inertia of the ribs CSA relative to the tangent of the k-th coordinate
line; Jpk are the moments of inertia of the ribs in torsion; Bk(λ), Dk(λ), G(λ), G̃(λ), are
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the effective tensile stiffness of the λ-th layer-compression, bending, shear, torsion,
respectively; G13, G23 are induced shear stiffness of the shell: Bpk, Dpk, G̃k are the
stiffness of the ribs in tension-compression, bending, torsion, respectively.

The inertial characteristics of the shell (mass per unit area) are determined by the
parameters:

ρ1 j = ρ1 + �j, j = 1, 2, 3, ρ1 =
�∑

λ=1

ρ(λ)h(λ) +
2∑

k=1

[ρpkFpk/(ν̄∗ ∫
pk

)]. (34.14)

Here ρ1 is the specific mass of the actually reinforced shell, ρ(λ) is the density
of the materials of the layers, ρpk is the density of the materials of the ribs; �j

are the inertial components of the masses modeling the useful filling of the shell.
These masses can be involved in various ways in oscillations in different coordinate
directions. Their accounting can be carried out in different ways depending on the
number of the circumferential harmonic. Input design information can be entered in
both dimensional and dimensionless form. In the dimensional version should be put
ν̄∗ = 1.

34.3 Method of Solution

Since we consider axisymmetric constructions, it is possible to separate the cir-
cumferential coordinate α2 in the above equations. Let us limit the normal load q3,
symmetrically located relative to the origin of the circumferential coordinate. Then
the decomposition in Fourier series can be performed either in cosines or in sines.
For example:

w =
∞∑
n=0

wn cos nα2, v =
∞∑
n=0

vn sin nα2,T11 =
∞∑
n=0

11n cos nα2,

q3 =
∞∑
n=0

q3n cos nα2, (34.15)

and so on. The components of the stress-strain state are decomposed by cosines u,
w, ϕ1, ϑ1, E11, E22, E12, E13, E23, K11, K22, K12, T11, T22, M11, M22, Q11, by sine – v,
ϕ2, ϑ2, E12, K12, S, H, Q22.

Let us proceed in the basic relations and equations to dimensionless quantities,
using thebasic normalizingparametersE*,ν*,R*, h*,ρ*. Theymake sense anddimen-
sion of the characteristic, respectively, Young’s modulus, Poisson’s ratio, radius of
curvature or linear size (large), thickness (small size), density of the material. Com-
binations of divisors having the dimension of normalized quantities are formed from
the main normalizing parameters.
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Symbols are entered: ε∗ = h∗/R∗ is the thin-walled parameter; ν̄∗ = 1 − ν2∗;
B∗ = E∗h∗/ν̄∗, A∗ = E∗h2∗/ν̄∗, D∗ = E∗h3∗/ν̄∗ are the normalizing values for the
coefficients of reduced stiffness in the elasticity relations; c∗ = √

E∗/(ρ∗ν̄∗) is the
characteristic speed of sound in the shell material; F∗ = R∗h∗/ν̄∗, S∗ = R∗h2∗/ν̄∗
J∗ = R∗h3∗/ν̄∗ are the values for normalization of the cross-section parameters of
edges (areas and moments of inertia). We also introduce a dimensionless frequency
parameter, related to the circular frequency ω = 2πf, where f is the frequency in
hertz, by the formula: � = ωR∗/c∗.

The formulae of transition to dimensionless quantities have the form [3]:

(34.16)

In Formulae (34.16), dimensionless quantities are grouped by braces with the
index “L” in the left parts of the equations. Their dimensional (normalized) analogs
are implied in brackets with the index “D” in the right parts of the formulae.

As a test design, we consider a circular cylindrical shell supported by the edges
of the longitudinal and circumferential directions. The construction was analyzed in
[2] by Kirchhoff-Love theory, so a comparison of mathematical models can be made.
The main surface of the shell has a radius R. We assume R* = R, then A1 = 1, A2

= 1, k2 = 1.
We apply the method of complex amplitudes to the equations for the cylindrical

shell and separate the n-th circumferentialmode.After the transition to dimensionless
quantities, kinematic relations are reduced to the form:

E11 n = u′
n,E22 n = nvn + wn,E12n = v′

n − nun,

K11n = ε∗ϕ′
1 n,K22 n = ε∗nϕ2n,K12n = ε∗(ϕ′

2n − nϕ1n),

E13n = ϕ1n − ϑ1n,E23n = ϕ2n − ϑ2n,ϑ1n = −w′
n,ϑ2n = vn + nwn; (34.17)

The simplest analytical solution is constructed for the free support: v = 0, M11 =
0, T11 = 0, w = 0, Q11 = 0, ϕ2 = 0. These conditions and homogeneous (q3n = 0)
Eqs. (34.1)–(34.3) satisfy the following forms of natural oscillations:

un(x) = unk cos(mx), vn(x) = vnk sin(mx), wn(x) = wnk sin(mx),
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ϕ1n(x) = ϕ1nk cos(mx), ϕ2n(x) = ϕ2nk sin(mx), (34.18)

where m= kπ/L, k is a number of longitudinal half-waves, x= α1 is the longitudinal
coordinate. We will also denote the circumferential coordinate as θ = α2.

The problems of forced oscillations can be solved by decomposition of the dis-
placement amplitudes in the eigenforms of oscillations (34.17), i.e. in the Fourier
series and along the longitudinal coordinate. This provides a separation of equations
to determine the coefficients by mode numbers.

In the circumferential coordinate θ, cosine and sine series expansions are per-
formed in rows in the interval (0, 2π) due to the symmetry of the load in the diamet-
rical plane (DP), which is assumed. In the longitudinal direction, the solutions on the
interval (0, L) are also represented by rows of sines and cosines. Restrictions on the
load coordinates along the length of the shell are not imposed. Here we perform the
decomposition of even and odd functions on the interval (−L, L), which are formally
considered as a continuation of the solution to the interval (−L, 0) in an even or odd
way. We are only interested in the part on the interval (0, L) of the shell. Therefore,
the number n is the number of waves in the circumferential direction, and k is the
number of half-waves on the generator of the shell.

The series solution for displacement and rotation angles as functions of coordi-
nates and frequency is

u(x, θ, �) = M
�
k=1

u0k(�) cos[(kπ/L)x] + M
�
k=1

N
�
n=1

unk(�) cos[(kπ/L)x] cos(nθ),

v(x, θ, �) = M
�
k=1

N
�
n=1

vnk(�) sin[(kπ/L)x] sin(nθ),

w(x, θ, �) = M
�
k=1

w0k(�) sin[(kπ/L)x] + M
�
k=1

N
�
n=1

wnk(�) sin[(kπ/L)x] cos(nθ),

ϕ1(x, θ, �) = M
�
k=1

ϕ10k(�) cos[(kπ/L)x] + M
�
k=1

N
�
n=1

ϕ1nk(�) cos[(kπ/L)x] cos(nθ),

ϕ2(x, θ, �) = M
�
k=1

N
�
n=1

ϕ2nk(�) sin[(kπ/L)x] sin(nθ).

(34.19)

Using expansions of this type in all relations and equations, we obtain for the
coefficients of trigonometric series:

E11nk = −munk, E22nk = nvnk + wnk, , E12nk = mvnk − nunk,

K11nk = −ε∗mϕ1nk, K12nk = ε∗nϕ2nk, K12n = ε∗(mϕ2nk − nϕ1nk),

E13nk = ϕ1nk + ϑ1nk, E23nk = ϕ2nk + ϑ2nk,

ϑ1nk = −mwnk, ϑ2nk = vnk + nwnk, ϑ2n = vn + nwn; (34.20)

T11nk = B11E11nk + B12E22nk + A11K11nk + A12K22nk,

T22nk = B12E11nk + B22E22nk + A12K11nk + A22K22nk,

M11nk = A11E11nk + A12E22nk + D11K11nk + D12K22nk,



34 Shell with Auxetic Properties in the Model Taking into Account … 423

M22nk = A12E11nk + A22E22nk + D12K11nk + D22K22nk,

Snk = B33E12nk + 2A33K12nk,

Hnk = A33E12nk + 2D33K12nk,

Q11nk = G13E13nk, Q22nk = G23E23nk; (34.21)

mT11nk + nSnk + �2(bunk+ε∗cϕ1nk) = 0,

- mSnk - nT22nk + Q22nk + �2(bvnk + ε∗cϕ2nk) = 0,

- mQ11nk + nQ22nk - T22nk + �2bwnk + q3nk= 0,

mM11nk + nHnk - Q11nk/ε∗ + �2(cunk + ε∗dϕ1nk) = 0,

- mHnk - nM22nk - Q22nk/ε∗ + �2(cvnk + ε∗dϕ2nk) = 0. (34.22)

We consider the load acting on the normal to the shell and equivalent to the
concentrated force Q3. Let l is the length of the platform along the longitudinal
coordinate, δ1 is the length of a segment of its midline (like a trapezoid); 2δ is the
angle of coverage along the circumferential coordinate; x1, θ1 are the longitudinal
and angular coordinates of the center of the site, S = lδ1 is the area of application of
the load.

Let us move on to dimensionless quantities by formulae:

{l, δ1}L = {l, δ1}D/R∗, {Q3}L = {Q3}D(1 − ν2∗)/E∗h2∗, {q3}L = {q3}D(1 − ν2∗)R2∗/E∗h2∗.

(34.23)

Further (in a dimensionless form), the concentrated force is “smeared” across
the site into the normal intensity load q3a = Q3/(lδ1) distributed over the surface
within the platform. In the domain of curvilinear coordinates {x∈(0, L); θ∈(0, 2π)},
corresponding to the shell under consideration, the distributed load can be specified
using Heviside step function h(x), which is 0 at x < 0 and 1 at x ≥ 0.

Then in the field of definition q3(x, θ) = q3a
1(x)
2(θ), where


1(x) = [H(x − (x1 − l/2)) − H(x − (x1 + l/2))],

2(θ) = [H(θ − (θ1 − δ)) − H(θ − (θ1 + δ))]. (34.24)
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The decomposition of the even function 
2(θ) into cosines has the form:


2 (θ) = δ/π + N
�
n=1

[2/(nπ)] sin(nδ) cos(nθ1) cos(nθ). (34.25)

Let us continue 
1(x) on the interval (-L, 0) in an odd way. The corresponding
expansion in the interval (-L, L) by sine has the form:


1(x) =
M∑
k=1

[4/ (kπ)] sin[(kπ/L)l
/
2)] sin[(kπ/L)x1] sin[(kπ/L)x)]. (34.26)

Thus, the normal load q3(x, θ) is approximated by a double row:

q(x, θ) = aθ 0

2

M∑
k=1

axk sin[(kπ/L)x] +
N∑

n=1

M∑
k=1

aθnaxk sin[(kπ/L)x] cos(nθ),
(34.27)

where

aθ 0 = q3a2l
/
L, aθn = q3a[2

/
(nπ)] sin(nδ) cos(nθ1),

axk = q3a[4
/

(kπ)] sin[(kπ/L)l
/
2] sin(mx1).

(34.28)

or

q(x, θ) =
N∑

n=0

M∑
k=1

qnk sin[(kπ/L)x] cos(nθ), qk0 = aθ 0axk
/
2, qkn = aθ naxk.

(34.29)

Let us substitute (34.20) into (34.21) and then into (34.22). Collecting the coef-
ficients at unk, vnk, wnk, ϕ1nk, ϕ2nk, we obtain algebraic system of equations of the
fifth order to determine the coefficients of the series (34.19) when n > 0: KX = B.
Here K = [

Kλμ

]
, λ,μ = 1, . . . , 5 is the matrix of the system; X is the column with

unknown elements: X1 = unk, X2 = vnk, X3 = wnk, X4 = ϕ1nk, X5 = ϕ2nk; B is the
right part, dependent on the load ratios:

K =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

K11 K12 K13 K14 K15

K21 K22 K23 K24 K25

K31 K32 K33 K34 K35

K41 K42 K43 K44 K45

K51 K52 K53 K54 K55

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

,X =

⎡
⎢⎢⎢⎢⎢⎣

X1

X2

X3

X4

X5

⎤
⎥⎥⎥⎥⎥⎦

, B =

⎡
⎢⎢⎢⎢⎢⎣

0
0
qnk
0
0

⎤
⎥⎥⎥⎥⎥⎦

. (34.30)
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The elements of the matrix K are defined by formulae:

K11 = b�2 − B11m
2 − B33n

2, K12 = mn(B12 + B33), K13 = B12m,

K14 = ε∗(c�2 − A11m
2 − 2A33n

2), K15 = ε∗m(A12m + 2A33n);
K21 = mn(B12 + B33), K22 = b�2 − B33m

2 − B22n
2 − G23, K23 = −n(B22 + G23);

K24 = ε∗mn(A12 + 2A33), K25 = ε∗(c�2 − 2A33m
2 − A22n

2) + G23;
K31 = B12m, K32 = −n(B22 + G23), K33 = b�2 − G13m

2 − G23n
2 − B22,

K34 = ε∗(A12m + A22n) − G13m, K35 = n(G23 − ε∗A22 );
K41 = −(A11m

2 + A33n
2) , K42 = mn(A12 + A33), K43 = m(A12 − G13/ε∗),

K44 = ε∗(d�2 − D11m
2 − 2D33n

2) − G13/ε∗, K45 = ε∗mn(D12 + 2D33);
K51 = mn(A12 + A33), K52 = c�2 − A22n

2 − A33m
2 + G23/ε∗, K53 = n(G23/ε∗ − A22),

K54 = ε∗mn(D12 + 2D33), K55 = ε∗(d�2 − 2D33m
2 − D22n

2) − G23/ε∗. (34.31)

The equations for determining the coefficients of the zero circumferential mode
are processed separately. The problem is reduced to a system of three algebraic
equations: PY = C with respect to Y1 = u0k, Y2 = w0k, Y3 = ϕ10k, where

P =
⎡
⎣P11 P12 P13
P21 P22 P23
P31 P32 P33

⎤
⎦,Y =

⎡
⎣Y1

Y2

Y3

⎤
⎦, C =

⎡
⎣ 0
q0k
0

⎤
⎦, (34.32)

P11 = b�2 − B11m
2,P12 = B12m,P13 = ε∗(c�2 − A11m

2) ;
P21 = B12m,P22 = b�2 − G13m

2 − B22,P23 = ε∗mA12 − G13m;
P31 = c�2 − A11m

2,P32 = m(A12 − G13/ε∗),P33 = ε∗(d�2 − D11m
2) − G23/ε∗.

(34.33)

34.4 Calculations and Analysis

The shell was considered as the initial one, the rigidity of the constructive anisotropy
of which is similar to that considered in [2]. Loss factor η = 0.03, dimensionless
length L = π. The driving harmonic force is applied in the middle of the length.

Let us consider the comparison of models for orthogonal (theory of Kirchhoff—
Love—K) and slope normal (the theory of Timoshenko type—T), first. Model K
corresponds to the dashed curves, model T—to the continuous ones. The results for
the second model have lower vibration amplitudes and strongly depend on the values
of the transverse shear modules G13 and G23. It was assumed in the calculations G13

=G23. It is possible both to coincidewith themain resonance (mode n= 3, Fig. 34.1),
and to leave this resonance to other frequencies (Fig. 34.2). At the same time, close
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Fig. 34.1 ν = 0.3, G13 = 0.000087B33

Fig. 34.2 ν = 0.3, G13 = 0.005B33

in frequency resonance modes n = 2 and n = 4 can be cut off. The resonance of the
n = 5 mode can also be shifted.

Let us try to explain the difference between the theories of K and T.We turn to the
equations of oscillations (34.9), (34.10). It is necessary to remove the terms associ-
ated with the inertia of turns in variant K in the fourth and fifth equations. There are
no elasticity relations for shear forces here, since transverse deformations are con-
sidered to be zero. The transverse forces are determined from the last two equations
through bending and torques and are substituted into the second and third equations.
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Fig. 34.3 ν = −0.5, G13 = 0.0001B33

Accordingly, these values are affected by the flexural and torsional stiffness of the
shell. In theory of T, the shearing forces become independent stress state compo-
nents affecting four of the five equations. Therefore, the transverse shear strains and
transverse shear modules become decisive here, by varying which it is possible to
more flexibly control the amplitude-frequency characteristics.

Let us consider the influence of the Poisson’s ratio ν on the amplitude-frequency
characteristics in the model of T. The coefficient ν was set equal to −0.5 and −0.3
in the auxetic version. In general, the influence of the negative Poisson’s ratio has a
positive effect on vibration damping. Here, both the suppression of the resonances
n = 2 and n = 4 (Fig. 34.3), and their preservation (Fig. 34.4) are also observed.

Model variation of material parameters was performed here. It is necessary to set
the properties of the material based on the analysis of its structure and mechanical
test data to calculate specific products.
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Fig. 34.4 ν = −0.3, G13 = 0.0036B33
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Chapter 35
Coupled Problem
of Thermoviscoelasticity for Composite
Polymer Shell of Revolution

V. G. Safronenko

Abstract The problem of connectedness of mechanical and thermal fields has
acquired great practical importance in the mechanics of shells made of polymer
composite materials. A number of specific properties of polymers, such as low ther-
mal conductivity, high sensitivity to temperature change, large hysteresis losses,
lead to harmonic loading under the effect of heat generation in the body of the shell,
namely dissipative heating. To solve the problem of forced vibrations of polymer
composite shells, taking into account thermomechanical connectivity, along with
effective thermal-viscoelastic characteristics, it is necessary to specify effective ther-
mal characteristics (thermal conductivity, thermal expansion, and specific heat). A
complete system of relations is presented, including the equations of forced oscil-
lations of polymer-based composite shells of revolution, heat conduction equations
taking into account the effect of heat generation, the constitutive equations of ther-
moviscoelasticity with the corresponding boundary conditions. As an example, we
consider forced axisymmetric vibrations of a fibrous-layered cylindrical shell. In the
following, it is assumed that the hard fitting condition is satisfied at the ends of the
shell and the temperature is kept constant.

35.1 Introduction

At the first stage, the solution of the heat generation problem is considered without
taking into account the temperature dependences of the properties of the polymer
(the so-called weakly coupled problem). Numerical calculations are made for three
variants of reinforcement. The amplitude-frequency and temperature-frequency char-
acteristics in the frequency range, including the first eigenfrequencies, are obtained.
Further, the related problem of thermoviscoelasticity is considered for the case of
axisymmetric forced vibrations. The problem is essentially non-linear in nature due
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to the dependence of polymer properties on temperature and the presence of a dis-
sipative function in the heat equation. Therefore, in solving a system of differential
equations, in addition to the orthogonal sweep method, an iterative method was
implemented with a given accuracy. The calculations indicate a significant discrep-
ancy between the amplitudes and heat generation temperature in the vicinity of the
resonant frequencies. In this case, the solution of the problem, which does not take
into account the effect of temperature on the properties of the polymer, yields substan-
tially underestimated values both in the calculation of the amplitude-frequency and
temperature-frequency characteristics. Outside the resonance regions, the solutions
of both problems are fairly close.

35.2 Methods

The complete system of equations describing the related problem of thermo-
viscoelasticity for the shell of revolution has the following form in common
notations:

1

A1

dy∗
1

dα1
= ψ(T22 − y1) − k1y3 − ρ11�

2y4 − q1,

1

A1

dy∗
2

dα1
= ψ

(
M22) − y2

) + 1

ε1
y3 − ε1ρ12�

2y5,

1

A1

dy∗
3

dα1
= −ψy3 + k1y1 + k2T22 − ρ11�

2y6 − q3,

1

A1

dy∗
4

dα1
= E11 − k1y6,

1

A1

dy∗
5

dα1
= K11,

1

A1

dy∗
6

dα1
= k1y4 − θ1,

1

A1

dy7
dα1

= � − C1(y8 − Tcp) − ψy7,

1

A1

dy8
dα1

= −C2μ11y7 (35.1)

In the case of axisymmetric loading the resolving functions are [1]:

y∗
1 = T11; y∗

2 = M11; y∗
3 = Q11; y∗

4 = u;
y∗
5 = ϕ1; y∗

6 = w; y7 = q1; y8 = T .

y∗
i = yRi + iy Ii (35.2)
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To solve the problemof forced oscillations of polymer composite shells taking into
account thermomechanical coupling, along with effective viscoelastic characteris-
tics, it is necessary to set effective thermal characteristics (coefficients of thermal con-
ductivity, thermal expansion and specific heat capacity). For a polydisperse medium
with cylindrical inclusions corresponding to a fibrous composite, the effective ther-
mal conductivity coefficients are given in [2]. Due to the transversal isotropy of the
medium, only two components of the tensor of the effective thermal conductivity
coefficients are independent, and Fourier’s law is written as

⎡

⎣
q1
q2
q3

⎤

⎦ =
⎡

⎣
−λ11 0 0
0 −λ22 0
0 0 −λ22

⎤

⎦

⎡

⎣
∇1T
∇2T
∇3T

⎤

⎦ (35.3)

In the coordinate axes (α1, α2, z) entered on the median surface of the shell of
revolution, respectively:

∇1T = 1

A1

∂T

∂α1
; ∇2T = 1

A2

∂T

∂α2
; ∇1T = ∂T

∂z
(35.4)

In this case, the effective coefficient in the axial direction (along the fiber) is
determined by the rule of mixtures. For a two-phase medium, we obtain:

λ11 = Vfλf + Vmλm. (35.5)

where λm, λf are thermal conductivity coefficients of isotropic matrix and fiber
materials. The effective coefficient λ22 can be found by the formula:

λ22 = λm

[

1 + Vf
λm

λf−λm
+ 1−Vf

2

]

(35.6)

We assume that the temperature gradient over the thickness of the thin shell is
zero. In this case, the matrix of effective thermal conductivity coefficients in the axes
of symmetry has the form:

Λ =
[−λ11 0

0 −λ22

]
(35.7)

Consider the case, where a new coordinate system (α′
1, α

′
2, z) is derived from the

system (α1, α2, z) by rotating by some angle β. We introduce a transition matrix B,
which has the form:

B =
[
cosβ − sin β

sin β cosβ

]
(35.8)
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The thermal conductivity matrix in the new coordinate system will look like this:

Λ′ = B−1ΛB

Λ′ =
[−(λ11 cos2 β + λ22 sin2 β) sin β cosβ(λ11 − λ22)

sin β cosβ(λ11 − λ22) −(λ11 sin2 β + λ22 cos2 β)

]
(35.9)

The matrix of thermal resistance, inverse Λ′ has the form:

M =
[−μ11 −μ12

−μ21 −μ22

]
= (Λ′)−1

=
[

− (λ11 sin2 β+λ22 cos2 β)

λ11λ22
− sin β cosβ(λ11−λ22)

λ11λ22

− sin β cosβ(λ11−λ22)

λ11λ22
− (λ11 cos2 β+λ22 sin2 β)

λ11λ22

]

(35.10)

In the case of an axisymmetric problem for an arbitrary shell, the Fourier equation
can be written as

dT

A1dα1
= −μ11q1. (35.11)

The energy equation, composed taking into account the convective heat transfer
on the front surface of the shell, will be written as

dq1
A1dα1

+ ψq1 = 1

h
� − 2α

h

(
T − Tcp

)
, (35.12)

where λ is the effective coefficient of thermal conductivity; α is the coefficient of
heat transfer from the shell surface.

The boundary conditions for the energy equation under conditions of preservation
at the ends of the shell of a constant temperature T 0, and the absence of heat flow,
have the form:

{
T |α1=0 = T0 T |α1=L = T0
q1|α1=0 = 0 q1|α1=L = 0

. (35.13)

Taking into account the expression of the dissipative function,we give the equation
of thermal conductivity to the dimensionless form.

� = ω
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K
∧
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+ E∗h2∗
R∗

Q̃R
23
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E
∧
I
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Q
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23
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E
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R

23
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∧
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We obtain the following dimensionless quantities:

�
∧ =

√
ρ∗
E∗

R3∗
E∗h3∗

�, T
∧ = T

T∗
, h

∧ = h

h∗
(35.15)

dq
∧
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Write down finally (35.12) as

dq
∧
1

A∧
1
dα1

= �
∧ 1

h∧ − C1(T
∧ − T

∧
cp) − ψ

∧
q

∧
1 ,

where C1 = 2αT∗
h∗K

, q
∧
1 = 1

R∗K
q1,

dT
∧

A
∧
1dα1

= −C2μ11q
∧
1 (35.17)

where C2 = R2∗K
T∗ , K =

√
E∗
ρ∗

E∗h2∗
R3∗

.

In the future, it is assumed that at the ends of the shell, the condition of anchorage
is fulfilled and a constant temperature is maintained:

y∗
4 = 0, y∗

5 = 0, y∗
6 = 0, y7 = 0, y8 = Tcp at a1 = 0, L (35.18)

35.3 Numerical Experiment

Let us consider the forced axisymmetric oscillations of the fibrous-layered cylin-
drical shell, taking into account the thermomechanical coupling. The physical and
mechanical characteristics of the polymermatrix correspond to the dependencies [3].
Let the multilayer cylindrical shell be exposed to an external load with an intensity
of p3 = 5 kPa. The load is distributed over a ring of width R. The shell consists
of five layers, while the physical and mechanical characteristics of the reinforcing
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fibers correspond to carbon fiber with mechanical properties: Ef = 186 GPA; νf =
0.3; ρf = 1730 kg/m3; λf = 20 W/(m deg). Characteristics of the polymer matrix:
ρm = 1214 kg/m3; λm = 0.15 W/(m deg). Medium temperature T 0 = 293 K.

Let us consider at the first stage the solution of the problem of heat formation
without taking into account the dependence of the properties of the polymer on
temperature (the so-called loosely coupled problem).

Numerical calculations are made for three variants of reinforcement. The specific
content of fibers in the composite V f = 0.7. Figure 35.1 presents the amplitude-
frequency characteristics of the shell in the frequency range, including the first reso-
nances and Table 35.1 shows values of the first three resonant frequencies and their
oscillation amplitudes.

Figure 35.2 presents the temperature-frequency dependences for these three rein-
forcement options and Table 35.2 shows values of the self-heating temperature at
first three resonant frequencies.

Next, we consider the related thermoviscoelasticity problem for the case of
axisymmetric forced oscillations. The problem is essentially nonlinear due to the
dependence of the polymer properties on temperature and the presence of a dissipa-
tive function in the energy equation. Therefore, by solving the system of differential

Fig. 35.1 Amplitude-frequency characteristics for the three variants of reinforcement

Table 35.1 Values of the first three resonant frequencies and their oscillation amplitudes

�1 |W1| �2 |W2| �3 |W3|

β = 0° 0.477 0.01 0.549 0.005 – –

β = 45° 0.507 0.008 0.574 0.005 0.631 0.0084
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Fig. 35.2 Self-heating temperature

Table 35.2 Values of the
self-heating temperature at
first three resonant
frequencies

T1 T2 T3

β = 0° 1.62 1.15 –

β = 45° 1.46 1.21 1.37

equations, in addition to the orthogonal run method, an iterative method with a
given accuracy was implemented. The results of amplitude-frequency characteris-
tics calculations corresponding to the coupled and weakly coupled formulation of
the problem are present in Fig. 35.3a and b, respectively. The coupled problem is
understood here as a problem in which the physical and mechanical properties of the
polymer depend only on the initial temperature of the shell equal to T 0. The corre-
sponding temperature-frequency characteristics are shown in Fig. 35.4a and b. The
frequency ranges including the first resonances are considered, where there is a gap
in the solution of the related problem at the intervals �1 = [0.415–0.485] and �2 =
[0.623–0.634]. In this frequency range, the convergence of the solution is violated,
and the accumulation of the critical error is achieved at the first iterations.By solving a
weakly coupled problem, stationary vibrational and temperature regimes exist for all
taken values of the frequency parameter. The calculations indicate a significant dis-
crepancy between the amplitudes and temperature of heat formation in the vicinity of
resonance frequencies. In this case, the solution of the problem, which does not take
into account the influence of temperature on the properties of the polymer, gives sig-
nificantly underestimated values both in the calculation of amplitude-frequency and
temperature-frequency characteristics. Outside the resonant regions, the solutions of
both problems are quite close.

Figure 35.5a and b present typical distributions of transverse deflection and tem-
perature along the length of the shell in the vicinity of thefirst resonance at a frequency
� = 0.4.
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(a)

(b)

coupled task weak ly coupled 

Fig. 35.3 Amplitude–frequency characteristics

35.4 Conclusion

The forced oscillations of the composite polymer shell of revolution are considered
taking into account the thermomechanical coupling. The related problem of thermo-
viscoelasticity for a fibrous-layered cylindrical shell is investigated numerically in an
axisymmetric formulation. The problem of heat formation with and without taking
into account the dependence of the properties of the polymer matrix on temperature
is considered.
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(a)

(b)
weakly coupled problem coupled problem

Fig. 35.4 Temperature–frequency characteristics
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Fig. 35.5 Distributions of transverse deflection and temperature along shell length
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Chapter 36
The Study of Stratification of Multilayer
Structures Based on Finite Element
Modeling and Neural Network
Technologies

A. V. Cherpakov, P. V. Vasiliev, A. N. Soloviev, I. A. Parinov and B. V. Sobol

Abstract An approach to solving the problem of identifying the thickness of the
layers of a multilayer structure using the combination of the finite element method
and artificial neural networks (ANNs) is presented. The simulation of a multilayer
structure in the ANSYS finite element software is presented. The construction model
consists of 4 layers, each of which has certain properties. The model is an imitation
of the soil foundation of the road surface. Simulation in the form of a simplified,
plane statement of the problem is considered. The analysis of surface waves, excited
during the simulation of impact loading. The wave field of displacements in a given
section of the structure is analyzed. Based on a numerical experiment, an approach
is constructed to estimate the thickness of one of the layers of the structure. The
application of ANN to restore information about the thickness of one of the layers
is considered. As a result of the study, a method for identifying the thickness of the
layers of a multilayer structure was developed, based on a combination of the finite
element method and ANN.

36.1 Introduction

The reconstruction of properties and defects, the restoration of the homogeneity of
the structure of materials in layered structures, for example, such as pavements and
various soil bases, is an important technical problem. Solving the reconstruction
problem will allow us to evaluate the current state of the structure of the studied
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layered structure. The task of restoring information about stratification of layered
structures is especially relevant for monitoring and comparative analysis of structural
changes from mechanical action on layers in a certain area of the structure.

Such identification can be carried out using instruments (laser displacement sen-
sors, cycle meters, accelerometers, etc.), which are located along the investigated
surface of the structure and monitor it [1]. A more attractive detection method is the
use of acoustic sensors and receivers mounted on the external surface and detecting
various zones of structural heterogeneity (defects, inclusions, voids, etc.) based on
the reflected signals from the defects. Such a system should be equipped with soft-
ware, allowing the analysis of the reflected signal to identify a defective area of the
structure. Corresponding software can be developed based on the use of an artificial
neural network (ANN) [2]. The use of ANN in reconstruction of the damaged state
of structural elements is described in [3–12]. The use of various architectures and
algorithms of ANN is described in [3–7]. Defining defects in anisotropic plates using
ANN is the subject of [8]. In [9], the authors pointed out the advantages of identi-
fication methods that do not require the preliminary construction of a mathematical
model of the object of study.

In this chapter, we develop a method for reconstructing the depth of one of the
layers of a layered structure using pavement as an example. Mathematically, the
problem is reduced to the inverse geometric problem of the theory of elasticity [13].
The structure is loaded in the form of a pulsed impact effect at a certain distance
from the studied zone; a series of sensors recording vibrations is located in a certain
sequence in the linear direction of the study zone. The transverse and longitudinal
vibrations aremeasured during the timewhen thewaves reflected from the ends of the
simulated section of the structure have not time to reach the sensor. In this way, real
conditions for studying the layered structure of the soil base are simulated. Analysis
of the measured amplitude-time characteristics (ATCs) shows the possibility of their
use in inverse problems of defect recovery.

An ANN is used as a tool for solving the inverse problem of reconstruction of
defect parameters. The popularity of using ANNs is due to the fact that they were
originally designed to solve just such problems, to find nonlinear dependencies in
multidimensional data arrays. ANN, unlike other algorithmic constructions, are not
programmed, but trained on amultitude of data for various studied design parameters.
Training samples are built by solving direct problems in the finite element (FE)
software ANSYS. The trained network, having received new, previously unknown
analysis results, is able to correctly recognize the defect parameters.

The use of FE modeling is rather effectively shown in [14–20]. We study the
parameters of the natural modes of vibration, as well as their angular values of the
formsof the vibration curves, showing fairly good correlationdatawith themagnitude
of the defect in the structural element.

The aim of the work is to build a FE model in the ANSYS software and develop
principles for solving the problem of identifying layer parameters, using the example
of restoring information about the second layer for given parameters of the structure
properties, in a multilayer structure with pulsed excitation based on a combination
of numerical experimental analysis and the use of neural network technologies.
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36.2 Statement of the Problem

The problem is solved in a plane formulation using the finite element method (FEM).
In this work, linear equations of the theory of elasticity are used taking into account
the energy dissipation adopted in the ANSYS package [21, 22].

For an elastic medium, we have:

ρüi + αρu̇i − σi j, j = fi ;
σi j = ci jkl(εkl + βε̇kl);
εkl =

(
uk,l + ul,k

)
/2;

where ρ is the density of material; ui are the components of the vector function of
displacements; σi, j are the components of the tensor ofmechanical stresses; fi are the
components of the vector of the density of mass forces; εkl components of the strain
tensor; ci jkl components of the fourth-rank tensor of elastic moduli; α non-negative
damping coefficients (in ANSYS).

Let us consider in more detail the mechanical boundary conditions. When deter-
mining the mechanical boundary conditions, the body boundary is represented as
a union of disjoint regions S = SuSt Sut on which the following conditions are
specified:

(i) is the condition for fixing the border or given movements

ui |Su = u0i

(ii) is the condition of the force action under which the components of the vector
of mechanical stresses are specified

ti = σi j n j

∣∣
St
= pi

(iii) is the condition for smooth contact with an absolutely rigid body—equality to
zero of normal displacements and tangential stresses:

un = uini |Sut = 0, t (k)i = σi j n jτ
(k)
i

∣∣∣
Sut

= 0
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36.3 FE Modeling

We consider the problem in a flat setting. As a simulated structure, an element
of a multilayer structure, including 4 layers, was selected. Figure 36.1 shows an
example of the physical structure of the “base” system “road construction—soil”.
The numbers in the figure indicate the numbers of layers of the structure, the physical
and geometric characteristics of which are given in Table 36.1.

All layers are rigidly coupled with each other and with the underlying half-space
(Fig. 36.1). As input parameters, the surface displacement field is considered as a
result of short-term pulsed exposure. Parameters of layer properties are known. The
thickness of the second layer d2 is considered as the investigated variable parameter.
The magnitude of the variation of the 2nd layer lies in the range of d2 = 0–1.1 m.
It is assumed that under dynamic loading of the structure, the dependences of the
thickness variations of the second layerd2 on themagnitude of the vibration responses
measured at certain points of the structure will be found.

An impulse in the form of a force Pt of a conditional unit amplitude is applied at
point 1 (Fig. 36.2b). Pulse loading has a linear character with respect to the time of
application of the load in the form of force (Fig. 36.2a). The load application time
is τ = 0.003 s, which corresponds to the parameters of real impact loading. The
displacement of wave field is analyzed in the area adjacent to the point of influence
on the surface of layer 1. The characteristics of the waves propagating in the layered
structure are studied based on the implementation of the FEM using the ANSYS
complex.

In the result of impulse loading, transverse and longitudinal waves of displace-
ments of points arise both on the surface of the structure and throughout its volume.

Fig. 36.1 Notation for
layered soil structure with
horizontal interfaces

Table 36.1 Parameters of the layers

Layer
No.

Elements Thickness
(m)

E (GPa) ρ (kg/m3) ν Damping
factor

1 Asphalt-concrete 0.1 4 2000 0.33 0.001

2 Disconnected
layers

0–1.1 0.1 2000 0.33 0.001

3 Underlying layer 0.1 2 2000 0.33 0.001

4 Underlying
half-space

5 0.1 2000 0.33 0.001
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Fig. 36.2 a Diagram of the impulse load from the force Pt , applied at point 1 of the structure; an
example of the result of transverse vibrations at a certain point at time t = 0.02 s, by modeling
structural vibrations

An example of the implementation of the calculation results is a graph of the shape
of transverse vibrations at time t = 0.02 s, when modeling structural vibrations
(Fig. 36.2b). Control points are located on the surface at a distance of 0.1 m from
each other. The first point is located at a distance of 0.1 m from the place of impact.
Data is collected at 60 points. Figure 36.3 shows the results of numerical calculations
of transverse displacements at various points on the surface. In the process of solving

Fig. 36.3 Amplitudes of the displacements of the traveling shear wave at the studied points on the
surface at different points in time
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Fig. 36.4 a Plots of the maximum amplitudes of transverse vibrations; b bending angles of curves
of maximum amplitudes at the corresponding points Npt on the surface of the structure

the problem, the transverse displacements are calculated at the control points of the
structure in the time range of t = 0−1 s. Of particular interest is the displacement
field of the points of the surface layer in the time range of t = 0−0.12 s. This range is
characterized by the fact that the primary form of deflections of the layered structure
is formed and there are no vibration responses from the excitation of the outer layers
of the structure. The oscillation amplitudes have maximum values of deflections at
the corresponding points.

The maximum oscillation amplitudes in a given time interval are measured. The
curves of transverse deflections are constructed and the bending angles of these
curves are calculated depending on the time of registration and the number of the
studied point for each value from the varied parameters of thickness d2 of the second
layer. Figure 36.4a shows the peak values of the oscillations for a thickness of the
second layer d2 = 0.1m, 0.5m, 1m; graphs of the bending angles of the curves at
the corresponding measurement points are also presented (Fig. 36.4b). The initial
analysis shows that the oscillation amplitudes have a non-linear logarithmic trend of
change depending on the registration point. Nonlinearity of the trend is shown by
the angles of the deflection of the curve of maximum amplitudes for various values
of the depth of layer 2, which has certain pronounced inflection points. Data are
collected on the deflection curves of non-stationary oscillations for all variations of
the d2 layer.
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36.4 Application of Neural Network Technologies
in the Task of Identifying the Thickness of Hidden
Layer of Structure

Artificial neural networks are computer systems that take the basics in biological
neural networks that make up the brain of animals. Such systems are “learned” to
perform tasks based on prepared examples. This is a nonlinear modeling tool. They
are typically used to model complex relationships between inputs and outputs to find
patterns in large amounts of data.

In the framework of this task, it is necessary to establish a relationship between
the amplitudes of oscillations propagating in the multilayer structure, as well as the
angles of the deflection of the curve of maximum amplitudes with a layer thickness
d2 (Fig. 36.2b). Based on the data obtained, at the stage of FEmodeling, it is possible
to form a training set and conduct training on the constructed neural network model.

In the result of the numerical solution of direct problems by using the FE software
package ANSYS, data were obtained at 60 points, located on the surface of the mul-
tilayer structure. For each set of 60 values, a specific layer height d2 was set. Training
vectors have been prepared that contain the amplitudes of oscillations and the angles
of deflection of the maxima of the amplitudes as input values, and the thickness of
the layer under study as output values. A total of 100 numerical experiments were
conducted. Thus, the training and test samples consist of 50 vectors. All data used
in training the neural network are normalized and are on the interval [0, 1].

In order to solve the problem of identifying a parameter-value of the layer thick-
ness, it is most rational, in this case, to apply a fully-connected multilayer ANN
model. The proposed neural network model consists of 60 input neurons. The first
hidden layer contains 32 neurons. The second hidden layer contains 8 neurons. As an
activation function, the Rectified Linear Unit (ReLU) was selected. Sigmoid is set as
the output activation function. For training, the Adam optimization method (Method
for Stochastic Optimization) [23] is used. The root mean square error (MSE) was
chosen as the loss function. It has been established that 4000 epochs of training are
sufficient to achieve the required level of quality of ANN work, if amplitude values
are used in the training set. In Fig. 36.5, the process of training a neural network
model based on various data obtained during FE modeling is shown. The analysis
shows that when reaching more than 1000 epochs, the mean-square error changes
insignificantly.

36.5 Conclusion

The problem of unsteady oscillations under pulsed loading of a layered structure
is considered. The results of transverse displacements at the control points of the
structure during the propagation of the wave from pulse excitation at a certain point
are presented. During the simulation, the time interval in which the effects of the
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Fig. 36.5 Change in the error value (MSE) of the neural network during its training based on the
values of amplitudes (a), based on the values of the deflection angles of the curve of maximum
amplitudes (b)

backward passage of thewave are not taken into account is considered as the analyzed
one. Using optimization in the ANSYS complex allowed us to accelerate the process
of solving the problem.

In the result of the study, an approach was developed to identify the thickness of
layers of a multilayer structure, based on a combination of the finite element method
and ANN. The most successful configuration of the neural network architecture was
established, namely: 60 input neurons, 32 neurons on the first hidden layer, 8 neurons
on the second hidden layer and 1 output neuron.

The study showed that the prepared volume of the data set is sufficient for the
successful training of the constructed model and identification of the thickness of the
hidden layer of the structure. In this case, the relative accuracy of determining the
layer thickness in the case of applying the values of the amplitudes of the oscillations
is 97%, and in the case of applying the values of the inflection angles of the curves
of maximum amplitudes 91%.

Based on the foregoing, we conclude that ANN algorithms can be successfully
used to evaluate the stratification of multilayer structures using acoustic sounding
from the far zone.
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Chapter 37
The Structural Correlation
and Mechanical Properties
in Amorphous Hafnium Oxide Under
Pressure

Nguyen-Hoang Thoan, Nguyen-Trung Do, Nguyen-Ngoc Trung,
and Le-Van Vinh

Abstract In this chapter, the classical molecular dynamics technique was used to
investigate the atomistic structure of amorphous hafnium oxide (HfO2) under pres-
sure. The local atomic structure and the liquid-solid transition of HfO2 were analyzed
the pair radical distribution functions, bond angle distributions, coordination number
and the void distribution. The simulation reveals that although the fractions of struc-
tural units HfOx and OHfy strongly change with the density, the partial bond angle
distributions of these structural units are identical for all constructed models. This
result has enabled us to establish a relationship between the bond angle distributions
and the fractions of structural units. From deformation of samples, elastic moduli
and Poisson ratio were determined. The Young’s modulus and yield stress increase
with the increasing density. The strain hardening becomes more pronounced as the
density increases.

37.1 Introduction

Hafnium oxide, HfO2, has been extensively studied for use as silicon dioxide replace-
ments in the gate oxide insulating layer in complementary metal oxide semiconduc-
tor (CMOS) devices and resistive RAM devices [1–4]. This oxide has high electric
constant (high-κ) of about 25–30 depending on fabrication process conditions. In
addition, it has a wide band gap, relatively high refractive index, high thermal and
chemical stability, high melting point, excellent compression performance and low
thermal expansion coefficient. SolidHfO2 can be formed at different phases including
amorphous, monoclinic, tetragonal and cubic. However, HfO2 often deposits as an
amorphous phase by CVD or ALD fabrication processes. Many comprehensive stud-
ies of the structure and thermodynamics of the HfO2 crystal and amorphous phases

N.-H. Thoan · N.-T. Do · N.-N. Trung (B)
School of Engineering Physics, Hanoi University of Science and Technology, Hanoi, Vietnam
e-mail: trung.nguyenngoc@hust.edu.vn

L.-V. Vinh
Phenikaa University, Hanoi, Vietnam

© Springer Nature Switzerland AG 2020
I. A. Parinov et al. (eds.), Advanced Materials, Springer Proceedings
in Materials 6, https://doi.org/10.1007/978-3-030-45120-2_37

449

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-45120-2_37&domain=pdf
mailto:trung.nguyenngoc@hust.edu.vn
https://doi.org/10.1007/978-3-030-45120-2_37


450 N.-H. Thoan et al.

have been investigated intensively by both experiments and simulations in recent
years [5–9]. Recently, we investigated MD simulation results on liquid-amorphous
transition of HfO2 undercooling process [10]. Tapily et al. demonstrated that the
initial low temperature ALD deposited HfO2 in its amorphous state is harder and
stiffer than the polycrystalline form of HfO2 [11]. Therefore, this has motivated us to
carry out this study. Therefore, in this study, we report on the results of density and
the structural evolution of a-HfO2 under compression, and discuss the unit structure
HfOx and mechanical behavior of these systems.

37.2 Computational Procedures

The MD simulation has been performed using an initial configuration containing
6000 atoms (2000 hafnium and 4000 oxygen ones) in a cube under periodic boundary
conditions. We apply the Morse-KBS combined potential:

ϕi j = qiq j e2

ri j
+ Di j

{[
1− exp

[−ai j
(
ri j − r0

)]] − 1
} + Ci j

r12i j
(37.1)

where, rij is the distance between an ion of type i and an ion of type j (i, j = Hf,
O), e is the elementary charge, and qHf = 2.4 and qO = −1.2 are partial charges
of hafnium and oxygen respectively; Dij, aij and r0 are Morse potential parameters
(listed in [12]); andC/r12 is the repulsive contribution. The cation-cation interactions
are assumed to be purely coulombic.

The long-range Coulomb interactions were calculated with the Ewald summation
technique, which is applied to three-dimensional periodic boundary conditions [13].
The Verlet algorithm with a time step of 1.5 fs is adopted and the simulation was
executed at a constant pressure (the ensemble NPT). Classical MD simulation and
the Verlet algorithm can be seen in detail elsewhere [14, 15]. The scaling method
was adopted during the simulation to control the system temperature. The pressure is
defined in terms of the virial expression [16]. The initial configuration was randomly
generated all atoms in the simulation box corresponding to the density of 10.2 g cm−3

with condition that no two atoms be closer than 1.0 Å. The initial configuration was
then equilibrated for 50,000 static relaxation (SR) steps. In the SRmethod the system
is at absolute zero due to no kinetic energy, and the atoms are displaced in the direction
in which the resultant force acts. The displacement step (SR step) is proportional to
the resultant force. In the next step, this configuration had been equilibrated by MD
method at temperature of 5000 K for over 50,000 time steps. Then, the samples were
cooled down to 300Kwithin 470,000 time steps (with the cooling rate of 66.67 K/ps)
without andwith applying an pressure during cooling process (P= 0–100GPa).After
reaching 300 K, samples are relaxed for 50,000 time steps to get a stable state.

To determine the coordination number, bond angle distribution (BAD), the struc-
tural unit HfOx and OHfy linkages, we used the cutoff distance Rc(Hf–O) = 2.57 Å,
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which is a cutoff radius as the first minimum after peak of Hf–O PRDF for 300 K-
samples. The radius distributions of voids were calculated following the procedure
which was described elsewhere [17]. If every atom is considered as a sphere, then
there is a part of the system in which no atomic sphere exists. The radius of Hf and O
atoms are 1.55 and 0.73 Å, respectively. The void is defined as a sphere that can be
inserted in contact with four atoms and do not intersect with any atom. The volume of
voids (V void) is calculated by randomly generating 300,000 points in the simulation
box containing the voids inside. Then, the number of points (nvoid) located in the
voids is determined. V is defined as the volume of sample. The V void is evaluated by
V void = V × nvoid/300,000. Strain-stress simulations with a strain rate of 2 × 1011

s−1 were calculated following the computational procedures which were described
in detail elsewhere [18].

37.3 Results and Discussion

Figure 37.1 presents potential energy (PE) per atom of different samples as function
of cooling temperature. For all samples, the PEs change continuously so that the
liquid-solid phase transition is continuous as other glass transition [19]. The liquid-
to-solid transition temperatures of HfO2 systems are determined by extrapolation
of the low temperature and high temperature dependence of PE. We found out that
the transition temperature increases with increasing pressure, and in the range of
2550–3000 K.

Figure 37.2 shows snapshots of samples at 300 K after cooling from 5000 K
without andwith pressureP= 50GPa.We can see themore condense when applying
a pressure on the sample.

Fig. 37.1 Potential energy
per atom of different samples
as function of cooling
temperature
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P=0 GPa P=50 GPa

Fig. 37.2 Snap shots of samples at 300 K after cooling from 5000 K without and with pressure P
= 50 GPa

In order to investigate the effect of pressure on structural parameters, the volume
per atom and density dependence of the pressure up to 100 GPa is calculated and
presented in Fig. 37.3. We can see that the volume decreases gradually with increas-
ing pressure from 0 to 100 GPa. This result is logical because upon compression,
the material is compressed and the atoms move closer each other decreasing the
unit cell volume. This P-V isotherm shows that no discontinuous change. Although
there is no experiment of the pressure-induced structural transformation in a-HfO2,
however, both experiment [20] and first-principles computations [21] show that the
transformation frommonoclinic to orthorhombic hafnia at 7–17 GPa occurs with the
increase of density ~20%. Using first-principles computations on pressure-volume
isotherms of amorphous and cubic HfO2. Hoat et al. [22] proved that with increasing
pressure up to 30 GPa. On experimental study by Rathak et al., the volume of mon-
oclinic hafnia varies faster than that of orthorhombic [20]. There is not experimental
results with pressure larger than 30 GPa.

Figure 37.4 presents the partial and total PRDF g(r) of a-HfO2 samples at different
pressures. For the total RDFs gN (r) exhibiting the short order structure of amorphous
phase (see Fig. 37.4a), the first peak is almost unchanged,while the second peak shifts
to the left from 2.83 to 2.55 Å with increasing pressure. At 0 GPa (no pressure) the
gN (r) of the model is good agreement with the experimental data [23]. The first peak
of the gN (r) is contributed from the pair RDF gHf–O(r) and the second and third peaks
are contributed from the pair RDFs gO–O(r) and gHf–Hf(r). All gHf–O(r) functions of all
samples exhibit a solid state with disorder structure (amorphous phase), indicating
that no pressure-induced phase transformation occurs in a-HfO2 systems. For the
gHf–O(r) exhibiting the Hf–O bond distance (see Fig. 37.4b), the shape and peak
position are almost unchanged except the height of the first peak with increasing
pressure. Hf–O bond distance is almost unchanged at r = 2.07 ± 0.02 Å, which is
shorter than the average value of 2.14 Å in the monoclinic crystal [9]. The gHf-Hf(r)
in Fig. 37.4c present a dual peak between 3 and 4 Å. The first one slightly shifts to the



37 The Structural Correlation and Mechanical Properties … 453

Fig. 37.3 a Density
dependence of the pressure
of and b pressure-volume
isotherms of a-HfO2 systems
at the temperature of 300 K

left from 3.26 to 3.20 Å; while the second one at ~3.80 Å decrease its intensity with
increasing pressure. In Fig. 37.4d, the first peak of the gO–O(r) (see Fig. 37.4d) also
shifts to the left from 2.77 to 2.51 Å upon compression, and the second from 4.12
to 3.94 Å. These results are close to that in previous simulation and experimental
studies [23–26].

The network structure of a-HfO2 samples consists of HfOx (x = 5, 6, 7, 8) units
and OHfy (y = 2, 3, 4) linkages as presented in Fig. 37.5. Here one can see that
HfO6 units and OHf3 linkages are dominant for samples at 0 GPa. However, the
increasing of pressure induces in amorphous hafnium a change in theHf coordination
number, which passes on average from six to eight. Fraction of HfO6 units decreases
drastically from 78.7% at P = 0 GPa to 1.77% at P = 100 GPa. While, fraction of
HfO8 units increases drastically from 0.35% at P= 0 GPa to 60.2% at P= 100 GPa.
On average, the Hf–O coordination number ranges from 6.14 to 7.58 as shown in
Fig. 37.5c.

The same trend has been observed also for the average oxygen coordination num-
ber. As shown in Fig. 37.5b, fraction of OHf3 units decreases continuously from
63.6% at P = 0 GPa to 20.4% at P = 100 GPa. While, fraction of OHf4 units
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Fig. 37.5 Fractions of a HfOx (x = 5, 6, 7 or 8) units; b OHfy (y = 2, 3, 4) linkages, and c the
average co-ordination number of Hf (surrounding by O) and of O (surrounding by Hf)
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increases continuously from 11.6% at P= 0 GPa to 74.8% at P= 100 GPa. On aver-
age, the O–Hf coordination number ranges from 3.07 to 3.84 as shown in Fig. 37.5c.
Cressoli et al. simulated amorphous HfO2 and also found a prevalence of six- and
seven-fold coordinated Hf and three- and four-fold coordinated oxygen atoms [27].
However, there is a large variation in the predicted packing between the polyhedra
in the different models. A study combining both classical MD and DFT calculations
found domination of six-fold Hf atoms and three-fold O atoms led to significantly
more corner-sharing polyhedral than edge sharing [26]. According to Gallington
et al., corner and edge shared HfO7 polyhedra present in the monoclinic phase com-
pared to the solely edge shared HfO8 polyhedra that comprise the cubic phase [23].
In the monoclinic phase, Hf atoms are surrounded by seven oxygen atoms, with
an asymmetric arrangement of Hf–O bond distances in the range 2.03 to 2.25 Å,
corresponding to a mixture of seven-edge shared polyhedra and four-corner shared
polyhedra in the unit cell [28]. In monoclinic HfO2, 50% of the O atoms have a coor-
dination number equal to three and 50% have a coordination number equal to four.
Gallington found essentially the same numbers are observed both in the melt (O–Hf
CN = 3.5) and the amorphous solid (O–Hf CN = 3.4); likewise, the distribution of
bond lengths is highly asymmetric, with ~30% of the atoms involved in extended
O–Hf bonds [23]. This behavior might be associated with a more compact struc-
ture, which is promoted by the higher density, being related to the smaller volume
available for the system to relax.

More details about the local atomic structures can be inferred from bond angle
distributions (BAD). In Fig. 37.6, O–Hf–O BAD describes the topology inside the
structural units, and the Hf–O–Hf one gives the connectivity between them. The O–
Hf–O BADs, shown in Fig. 37.6, have two peaks. The positions of both two peaks
shift to the left upon compression up to 40 GPa: the main one shifts from 78° to 73°,
and the other from 160° to ~136°. In addition, the height of both two peaks increase
with increasing pressure up to 40 GPa. These results may be related to changing of
main structure units from HfO6 to HfO7 when increasing pressure. When increasing
pressure from 40 to 100 GPa, the position of both two peaks and the height of the
main peak are almost unchanged; while the height of the second minor peak increase
slightly. Broglia et al. also showed that Hf–O–Hf angles are insensitive to density,
and the Hf–O coordination number is most affected by density [12]. In this study,
changing of pressure results in change of sample’s density, so our results agree with
Broglia’s [12].

Figure 37.7 presents Hf–O–Hf BADs of samples with different pressure. Com-
pared the results in Fig. 37.5, the Hf–O–Hf BAD at P = 0 GPa is contributed mainly
from the Hf–O–Hf bond angles of OHf3 linkages, at which a main peak locates at
99°, and a small peak at 126°. These bond angles have been also observed in [12]
with difference of 2°. Upon increasing pressure, positions of both two peaks shift
slightly to the right, the intensity of the first peak slightly reduces, and the second
peak’s intensity reduces stronger. At P= 100 GPa, the Hf–O–Hf BAD is contributed
mainly from the Hf–O–Hf bond angles of the HfO4 linkages.

Our recent study, [10], reported that the almost corner-sharing bond appears in the
HfO5–HfO5 connectivity whereas three types (corner-, edge- and face-) of sharing
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Fig. 37.6 O–Hf–O BADs for samples with different pressure

bonds appear in the HfO6–HfO6 and HfO7–HfO7 connections. For HfO5–HfO6 and
HfO5–HfO7 connection, corner-sharing bonds account for dominant bonds whereas
edge-sharing bonds account for minor bonds and face-sharing bonds do not appear.
For HfO5–HfO7 connections, edge- and face-sharing bonds are the predominant
part whereas small amounts of face-sharing bonds appear. The strong shift of main
structure units from HfO6 to HfO7 upon compression results in deduce of HfO5-
and HfO6-related connectivity and increase of HfO7-related connectivity. These also
affects the BADs, because each connectivity has its own bond angle.

Figure 37.8a shows the radial distribution of voids for a-HfO2 samples with dif-
ference pressure. It is clear that, the peak shift to the left. This indicates decrease
of void’s dimension upon compression. Figure 37.8b indicates the volume of voids
decreases with increasing pressure.

We also investigate themechanical behavior of a-HfO2 sample upon compression.
TheYoung’smodulus was determined by extended the sample uniformly in the x-, y-,
and z-directions and uniaxial deformation along the z-direction. Figure 37.9a present
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Fig. 37.7 Hf–O–Hf BADs for samples with different pressure

Fig. 37.8 a Radial
distribution of voids for
a-HfO2 samples with
difference pressure and
b dependence of the ratio
Vvoid/V on the pressure
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Fig. 37.9 a Stress-strain
curves for a-HfO2 samples
upon compression;
b Young’s modulus of
a-HfO2 systems as a function
of the density of the sample;
the line is to guide the eyes
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stress-strain curves for a-HfO2 samples upon compression. The Young’s modulus is
estimated by the slope of the stress-strain curves in the linear regions. The calculated
Young’s modulus is comparable with experimental one for amorphous HfO2. The
Young’s modulus increases with increasing density due to the increasing fraction of
high coordination number.

37.4 Conclusion

MDhas been used to investigate the atomic structural characteristics and mechanical
behavior of a-HfO2 system upon compression. Under pressure, the transition of
HfOx units and OHfy linkages occurs from low to higher coordination numbers.
The number of small voids increases and big voids decreases, simultaneously. The
Young modulus increase upon compression due to the increasing fraction of high
coordination number and the decrease of the volume of voids.
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Chapter 38
A Comparison Study of a DIC
and Extensometer on Stress-Strain Curve
for AL5052 Aluminum Sheets and Its
FEM Applications

Ngoc-Duc Do, Van-Thuong Nguyen, and Duc-Toan Nguyen

Abstract The digital image correlation (DIC) method is an advanced technical
method to measure material strain by comparing several captured figures during
deformation. DIC provides full-field displacements and full-field strains in recorded
images. In fact, there ismuch software using theDIC algorithm. However, a commer-
cial DIC system requires a high initial investment. In this study, the DIC algorithm
was built based on the open-source of Matlab software, temporarily called NCORR
DIC. A DIC system was built including a computer system, extensometer, tensile
testing machine, high-resolution camera, NCORR DIC software and applied for
AL5052 sheet metal test sample. After obtaining the images from the tensile test, the
entire image will be included in the NCORR DIC software for processing. To check
the accuracy of the DIC system, the results of the stress-strain curve of NCORR soft-
ware were compared with the standard test method using extensometer. The obtained
results measured from NCORR DIC software were imported into a finite element
method (FEM) software to check the accuracy of this method. Moreover, the hard-
ening model (Voce, Swift, Kim-Tuan) provides empirical evidence and prerequisite
conditions for the development of new fracture criteria to describe behavior fractures.

38.1 Introduction

Today, in the field of scientific research, there are many methods for measuring
displacement and strain fields. Among them are the methods that require relatively
high trade. Along with the development of today’s modern digital image processing
technology, digital image correlation techniques for full-field strain measurement [1]
have researched by many other researchers. To optimize the design and shorten the
production time, measure detailed properties of important materials such as defor-
mation limits, Poison coefficients, elastic modules, etc. The most commonly used
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method to search for material properties is to test the tensile strength with a compres-
sion tractor. However, this method only provides an average displacement-strain field
over the length according to the specified standard. The DIC method [2] is a method
that uses image tracking and analysis techniques to accurately measure changes of
images. It has the advantage of being highly accurate and full-field displacement and
strain measurements on each pixel.

The 2D-DIC system used the Ncorr software [3] developed based on Matlab’s
open-source to measure the full-field strain distribution. Significant progress has
been made in recent decades in both the development of DIC measurement methods
and in enhancing the performance of related computational algorithms. To achieve
these advances, not to mention the flexible, high-quality Ncorr software. It has an
easy-to-access and intuitive user interface dialog box, using many new DIC 2D
algorithms, completely contained in Matlab software and contains drawing tools
to create images. The idea is to provide users of a DIC program that is easy to use,
efficient and flexible. The material used in this study is AL5052. All recorded images
will be included in the Ncorr software for processing. To check the accuracy of the
DIC system, the results of the stress-strain curve of NCORR software for AL5052
were compared with the standard test method using an extensometer. The obtained
results measured from NCORR DIC software were imported into a finite element
method (FEM) [4] software to check the accuracy of this method. Furthermore, this
study monitors the flow curve and ductile failure of AL5052 materials based on
the DIC method. Therefore, the Bao and Wierzbicki criterion [5] is presented in
conjunction with three hardening models (Voce, Swift, Kim-Tuan) [6–8] to achieve
fracture profiles. It provides empirical evidence and prerequisite conditions for the
development of new fracture criteria to describe behavior fractures in a large range
of triaxiality stress. The software used the finite element method (FEM) in this study
is Abaqus [9]. Simulation software is easy to use and highly accurate.

In this chapter, thanks to the accurate measurement results of the DIC method for
the ductile damage model, various hardening models have made the same predic-
tion for the force-displacement scheme before achieving maximum drag. Moreover,
comparing the simulation results based on various hardening models with the exper-
imental data of the tensile test shows the effect of the post-necking prediction of the
hardeningmodel on the simulation results of the tensile test. Through this simulation,
the accuracy of the post-necking prediction of the Kim-Tuan, Swift and Voce models
has been confirmed.

38.2 Development of 2D-DIC System and Its Application

38.2.1 The 2D-DIC System in House [10]

Figure 38.1 shows the in-house 2D-DIC system developed in this study. There are
three steps to implementing this method: (i) spray paint on the surface of materials to
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Fig. 38.1 In-house 2D-DIC
system

distribute gray intensity; (ii) record the deformation process images of the material;
(iii) apply DIC software to obtain full displacement-strain. In addition, during load-
ing, the specimen surface is also strictly required in the same plane that is parallel to
the sensor plane of the camera.

38.2.1.1 Basic Principle and Concept

Digital use measurement (DIC) is an optical method that uses image tracking and
analysis techniques to accurately measure changes of 2D images. This method is
often used to measure full-fields displacement-strain, and it is widely applied in
many fields of science and engineering.

The overall objective of the DIC measurement method is to obtain displacement
and distortion data in the region of interest (ROI) for a sample of material undergoing
deformation. Basically, the image of a sample is taken when it is deformed. These
images are used as inputs for the DIC program. The idea is to somehow get the one-
to-one correspondence between the points in the original undeformed image and the
subsequent deformed image.

38.2.1.2 Displacement Mapping Function

Figure 38.2 shows the Basic principle of the DICmethod. For distortionmapping, the
mapping function associated with the image can be obtained from comparing a set
of sub-pairs of waves across the entire image. The coordinates or grid points F(x, y)
and G(x*, y*) are related by the translations that occur between the two images.
If the distortion is small and perpendicular to the optical axis of the camera, then
the relationship between F(x, y) and G(x*, y*) can be approximated by 2D affine
transformations such as [see (38.1) and (38.2)]:
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Fig. 38.2 Basic principle of
DIC method

x∗ = x + u + ∂u

∂x
�x + ∂u

∂y
�y (38.1)

y∗ = y + v + ∂v

∂x
�x + ∂v

∂y
�y (38.2)

Here u and v are translations of the center of the sub-image in the X and Y direc-
tions respectively. The distances from the center of the sub-image to the point (x, y)
are denoted by �x and �y, displacement gradient: ∂u

∂x
, ∂u

∂y
, ∂v

∂x
, ∂v

∂y
.

38.2.1.3 Correlation Criterion

Before the correlation analysis process, a correlation criterion is selected to assess the
similarity degree between the reference and deformed subsets. Moreover, the DIC
algorithms find the extremum of a correlation cost function to find the deformation
of the subset. Hence, the zero-normalized sum of squared differences (ZNSSD) [11]
is one of these functions at the integer location, which can be written as follows:

CZNSSD =
M∑

i=−M
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2

(38.3)

where f and g are the functions of the reference and the current image grayscale
intensity at a point location (x, y), respectively. fm, gm, �f and �g are determined
by using the following functions:
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38.2.1.4 Calculation of Strain

From the displacement gradient, Lagrangian strains are calculated by:
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Engineering strain and true strain are calculated by the way used strain contour
maps computed by DIC method:

εeng = −1 + √
2 ∗ ELag + 1 (38.11)

εtrue = ln
(
1 + εeng

)
(38.12)

Here the subscripts “eng”, “Lag”, “true” mean engineering, Lagrangian, true,
respectively.

Thus, the average true strain (εave) is calculated as follows:

εave = 1

M X N

N∑

1

M∑

1

ε(i, j) (38.13)

where M and N are the total number of the DIC grid points along the tensile axis and
its perpendicular axis in the region of interest (ROI), respectively; ε(i, j) is the local
true strain at grid point (i, j) and εave is the average true strain calculated over the
entire gauge section (region of interest).
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38.2.2 Experiment System

Figure 38.3 shows a schematic drawing of a 2D-DIC system. To eliminate disruption
from ambient light, a strong white LED light source is used to illuminate the sample
and a corresponding filter is used to illuminate to produce the sharpest image for
analysis. The camera is perpendicular to the position of the subject, the images taken
will be digitized before being included in the computer software. Standard tensile
tests according to ASTM-8 are performed for AL5052-O sheets with a thickness of
1 mm at a constant tensile speed of 5 mm/min. For measuring the normal tension
curve, an extensometer with a gauge length of 50 mm is attached to the back.

The camera is perpendicular to the position of the subject, the images taken will
be digitized before being included in the computer software. The camera used in this
study is a Blue FOX 3 camera with CMOS sensor technology, full resolution of 1936
× 1216 pixels and a frame rate of 41. The distance from the image to the sample is
450 mm. Camera parameters will be maintained during the test, so it will not affect
the deformation measurement. The projects of the DIC method in the DIC software
can be shown in Table 38.1.

Fig. 38.3 Schematic figure of the 2D-DIC system

Table 38.1 Project of DIC
method

Material Subset size
(Pixels)

Step size
(Pixels)

Speckle size
(mm)

AL5052 20 2 0.3

1 pixel ≈ 0.15 m
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38.3 Experiment and Simulation of Tensile Test

38.3.1 Flow Curve

Furthermore, Young’s modulus (E), tensile yield strength YS (σ), and Poisson’s ratio
(υ) were also calculated from theDIC results. Themechanical properties for AL5052
are determined as shown in Table 38.2.

During tensile testing, the stress is calculated by various methods (using a contact
extensometer in the conventional method and a non-contact optical extensometer
in the DIC method). At the same time, stress evolution can be estimated based on
measured axial force data. The formula for calculating stress is expressed as

σtrue = σeng
(
1 + εeng

)
(38.14)

As can be seen in Fig. 38.4, it shows that the measurement results from the DIC
method are relatively accurate compared to traditional methods using extensometer.
Furthermore, to confirm again the proposed method, the results measured from the
DIC are input to a simulation program in the next section.

Table 38.2 Mechanical properties for AL5052

Material r0 σY S (MPa) E (Gpa) ϑ

AL5052 0.763 209.71 72.3 0.32

Fig. 38.4 Comparison True
Strain-Stress DIC method
and method using an
extensometer
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38.3.2 FEM Model

The purpose of this section is to check the accuracy of the material parameters being
the input of a simulation program. A FEM model simulating a tensile test [12] for
the AL5052 sheet is carried out by using the ABAQUS/EXPLICIT version 6.14.
To determine the exact value of εf, a finer mesh of 0.3 mm has been applied. The
finite element mesh of the numerical tensile test is shown in Fig. 38.5. In addition,
to simulate the tensile test, the left end is fixed and the displacement condition is
applied to the right end. The Swift, Voce and Kim-Tuan hardening models have
been widely applied to describe the flow curves of sheet metal needed. In this study,
three hardening models were used to verify the effect of the hardening model on the
simulation results of the tensile test on AL5052 materials, see (38.15)–(38.17).

(i) Swift Equation:

σ = K(ε0 + ε)n (38.15)

(ii) Voce Equation:

σ = σ0 + A
(
1 − exp−bε

)
(38.16)

(iii) Kim-Tuan Equation:

σ = σ0 + T(ε + ε0)
m
(
1 − exp−cε

)
(38.17)

Figure 38.6 shows a comparison between the applications of the three hardening
models above depicting the post-necking of the AL5052 sheet. The parameters of
the different hardening models are summarized in Table 38.3. It is clear that all
hardening models are very well suited to the empirical data of the flow curve in the
range of uniform elongation. Among the three models, the Kim-Tuan equation gives

Fig. 38.5 FEM model
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Fig. 38.6 Hardening models
and the results from DIC
measurement method

Table 38.3 Parameters of hardening models for flow curve of AL5052 sheet

Initial yield stress Swift Voce Kim-Tuan

ε0 σ0 (MPa) K (MPa) n A (MPa) B T (MPa) m c

0.002 209.715 355.54 0.1 93.97 16.12 172.61 0.36 44.1

the highest result of flow stress within a large strain range, while the Voce equation
results are the lowest. This shows the effect of the post-neck prediction of stiffening
model on tensile test simulation results.

38.3.3 Ductile Damage Model

The ductile criterion describes the evolution of damage in a material when a critical
value is reached. Moreover, this leads to the onset of a macro fracture. The ductile
criteria at piles are taken according to:

D =
εf∫

0

(
1

εf(η)

)
dεf (38.18)

where D is a state variable of plasticity damage, denoting the onset of fractures when
D reaches unity; εf is the equivalent plastic strain at the onset of fracture and η is the
stress triaxiality.

Concerning these models, the ductile damage model proposed by Bao and
Wierzbicki has been widely applied by many researchers. In this model, εf evolution
can be approximated by the following equation:
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εf =

⎧
⎪⎪⎨

⎪⎪⎩

∞, η ≤ −1/3
C2/(1 + 3η), −1/3 < η ≤ 0
C1 + (C2 − C1)(η/η0)

2, 0 < η ≤ η0

C2η/η0, η ≥ η0

(38.19)

where η0 is the average value of the stress triaxiality in unilateral tension;C2 is equal
to the maximum equivalent plastic strain observed during the uniaxial tension test.

In addition, regarding the hypothesis of maximum shear stress, C1 =
(√

3/2
)1/n

with n is the hardening exponent of the material. According to this expression, three
material constants including η0,C2 and n are determined based on DICmeasurement
results.

The first, from (38.19), stress triaxiality is given as the ratio of mean stress (σm)

to the equivalent stress (σe). This ratio can be calculated as follows:

η = σm

σe
= (σ1 + σ2 + σ3)/3

1√
2

√
(σ1 − σ2)

2 + (σ2 − σ3)
2 + (σ3 − σ1)

2
(38.20)

where σi are the principal stresses.
The stress triaxiality also can be determined in the plane-stress condition by:

η = (σ1 + σ2)/3√
σ2
1 + σ2

2 − σ1σ2

(38.21)

We have a relationship using the laws of flow:

dε2
dε1

= 2σ2 − σ1

2σ1 − σ2
(38.22)

If the strain path is ratio during the tensile test, we can get the regarding
relationship:

dε2
dε1

≈ ε2

ε1
(38.23)

Therefore, the relationship between σ1 and σ2 can be approximated by:

σ2 ≈ 2ε2 + ε1

2ε1 + ε2
σ1 (38.24)

According to this relationship, the evolution of a stress triaxiality is calculated for
a local element located in the necking region for the AL5052-sheet. Mean of stress
triaxiality (η0) is determined by 0.39.

Figure 38.7 shows the good agreement with those of the extrapolation data from
the DIC measurement. To clarify the damage model for the tested material, the
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Fig. 38.7 SEM observations of the thickness of AL5052-O sheet under tension

Table 38.4 Material parameters of the Bao and Wierzbicki criterion for AL5052

σ0 (MPa) σ ∗ (MPa) C1 C2 η0

209.72 257.57 0.13 1.12 0.39

Fig. 38.8 Fracture strain and
stress triaxiality for AL5052
sheet from (38.19) based on
Bao and Wierzbicki criterion

processing of the AL5052 sheet was looked over by a scanning electron microscopy
(SEM) machine [13]. This supports the use of the ductile damage model for the
Al5052 sheet in this study. C2 in (38.19) is determined as 1.12 by SEM.

Finally, the hardening exponent of the tested material can be found by simply
fitting the stress-strain data obtained from the tensile test with a hardening model,
such as Hollomon or Swift. Therefore, all parameters of the ductile damage model
C1, C2, and η0 are identified (can be seen in Table 38.4). These parameters to the
evolution of strain to fracture in the space of (η, ε f ) presented in Fig. 38.8.

38.3.4 Relationship Between Ductile Damage Parameters
for Kim-Tuan Hardening Model

From the mathematical equation of the Kim-Tuanmodel, it is not possible to indicate
the hardening exponent of the material tested. Fortunately, the value of the parameter
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m of the Kim-Tuan model can be calculated based on the measured data of the
maximum tensile force point (MTFP):

m = ε∗ σ∗

σ∗ − σ0
(38.25)

According to the diffuse necking criterion, the hardening exponent at MTFP is
equal to the deformation at this time. Therefore, the relationship between parameter
m (in Kim-Tuan hardening model) and parameter n (in ductile damage model) can
be expressed as follows:

n = m
σ∗ − σ0

σ∗ (38.26)

Therefore, C1 in (38.19) can be calculated as follows:

C1 = C2

(√
3/2

)σ∗/(m(σ∗−σ0))

(38.27)

38.4 Comparison Results

Figure 38.9 shows a comparison of simulation and experimental results on the angle
of fracture observed on the specimen surface. The post-necking of the hardening
model strongly affects the angle of fracture. Compared to the experimental results,
the Voce model, with a prediction of saturation stress at the initial value of strain,
produced the most misleading prediction of the fracture profiles. Meanwhile, Swift
and Kim-Tuan hardening models provide better prediction for the fracture profile
of the AL5052 model. Therein, the Swift and Kim-Tuan models provided a better
prediction about fracture profiles of the AL5052 model.

Figure 38.10 shows the thickness measurement from the simulation result by

Fig. 38.9 Fracture profile of AL5052 sheet from simulations and experiment
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Fig. 38.10 Thickness measurement at the fracture region in the simulation by applying Kim-Tuan
hardening model

applying the Kim-Tuan hardening model. Obviously, the thickness of the material
under test is greatly reducedwhen the neckingoccurs. Furthermore, this figure depicts
the 6 points corresponding to the points of the test in Fig. 38.7 tomeasure thickness in
the fracture area. Therefore, it is part of the simulation results to confirm the accuracy
of the proposed method.

Figure 38.11 shows the result of force and displacement obtained from the ten-
sile test and the maximum tensile force. For comparison, force-displacement data
based on FEM simulations are also plotted in this figure. These consistent results
testify to the accuracy of the material properties outlined in previous sections of the
current study. However, from another perspective, the hardened models studied have
provided different results on force-displacement after the MTFP. This demonstrates
the influence of the post-necking prediction of the flow curve on the accuracy of the
FEM models for tensile test simulation. The Voce hardening model with saturated
stress predicts that failure will occur as soon as the maximum force is reached, while

Fig. 38.11 Results of
force-displacement for
AL5052 sheet experiment
and simulation
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the Swift hardening model overestimates the elongation of the test piece. The advan-
tage of Kim-Tuan hardening model is that it makes an accurate prediction for the
force-displacement diagram (see Fig. 38.11).

38.5 Conclusion

The developed internal DIC 2D system provides an accurate measurement of full-
field displacement and strain compared to traditionalmeasuringmethods using exten-
someters. The comparison results show the relative accuracy of the DICmethod with
the traditional measurement method using an extensometer. Therefore, from these
measurement results, the material parameters AL5052 sheet were found. Moreover,
using the DIC measurement method, this study identifies the flow curve and ductile
damage model for an aluminum sheet with high accuracy. The idea of extrapolating
themeasured data from the last image before the fracture is proposed. This procedure
can be effectively applied to other sheet metal materials.

Moreover, the advantage of the DIC measurement method to evaluate ductile
fracture through simulation. The results show this provides a better prediction for
the fracture profile of the AL5052 model, determines the maximum tensile force,
force-displacement data based on FEM simulations. The thickness of the material
under the test is greatly reduced when the occurrence of necking occurs.
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Chapter 39
An Analytical Model for AlGaN/GaN
MOS-HEMT for High Power
Applications

Nguyen-Trung Do, Nguyen-Hoang Thoan, Tran Minh Quang,
Dao Anh Tuan, and Nguyen-Ngoc Trung

Abstract We develop a physics based analytical model for AlGaN/GaN high elec-
tron mobility transistors (HEMT and MOS-HEMT) to study the I-V characteristics,
current transfer characteristics, transconductance and drain-conductance. The model
is modified from a model first presented by Chang and Fetterman for AlGaAs/GaAs
HEMT (Chang and Fetterman in Solid-State Electron 30(5), 1987 [1], IEEE Trans
Electron Dev Ed-34(I), 1987 [2]) The linear and non-linear drain currents have been
separately calculated and merged them in order to evaluate the I-V characteristics.
The threshold voltage has been evaluated from current transfer characteristics plot
and verified from the transconductance parameter. We also consider the effect of
polarization on threshold voltage of the devices. Moreover, to prove the exactness
of our model, we compare our data with our experiment data for common HEMT,
Hasan’s MOS-HEMT and Yoon’s HEMT with short channel.

39.1 Introduction

Nowadays, the development of power devices andmodern applications such as smart
phone, electric converter is helping our life became more convenience. The classic
Si-based devices has reached limitation so it’s difficult to create new one with better
performances. GaN-based high electronmobility Transistors (HEMTs) are emerging
as great candidates for high-temperature, high-power and radio-frequency (RF) elec-
tronics due to their unique capabilities of achieving higher current density, higher
breakdown voltage, higher operating temperatures and higher cut-off frequencies
compared to silicon (Si) [3]. Due to higher breakdown voltage, up to 2 × 106 V/cm,
GaNMOSFET andGaN/AlGaNHEMTcan operate at higher temperature and power
than that of Si MOSFET and GaAs HEMT [3, 4]. Moreover, GaN is more chemical
stable and environmentally friendly than GaAs. GaN-based HEMT has a current
flow which is controlled by a metal Schottky-gate leads to a MOS structure on the
top of HEMT, which decreases gate leakage current in Schottky-gate devices and the
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current collapse occurs in unpassivated devices due to traps existing between gate
and drain. However, there are so many difficulties to manufacture a good HEMT;
simulation theory model on computer before manufacturing experimental HEMT is
a method focused by many researchers.

In this study, we built up an analytical model to simulate electrical characteristics
of Gate first process flow HEMT (use n+-GaN capping layer to form better ohmic
contact) andMOS-HEMTbased onAlGaN/GaNhetero structure.Ourmodel is based
on the model proposed by Chang and Fetterman for AlGaAs/GaAs HEMT [1, 2] and
it is extended for both kinds of HEMTs with long and short channel. Moreover,
we also compare the simulation data with results obtained from experiment such
as Id − Vd characteristics, value of Idsat corresponds to different gate voltages, Vg

then calculates some other characteristics of HEMT like pinch-off voltage, Vpinch-off ,
transconductance, Gm. All of them are prove that our model could be used to simu-
lation for conventional and Gate first process flow HEMT. In addition, we use this
model to simulate MOS-HEMT of Hasan and HEMT of Yoon with short channel.
Our simulation data has a strong coincidence with experiment data which Hasan and
Yoon showed in their research.

39.2 Simulation Procedure and Experimental

TheAlGaN/GaN epi-layers structure andHEMT design, used in this study, is present
in Fig. 39.1. It consists of, starting from the bottom, a thick buffer C-doped layer
grown on substrate, an undoped GaN, followed by donor layer doped with Si, an
undoped AlGaN channel layer, GaN cap layer and finally a very thin oxide layer. The
aluminummole of AlGaN is variable. For this simulation, the effects of drain, source
parasitic resistances, thickness of each layer anddoping concentration are considered.
The effect of cap and oxide layers is included in the capacitance calculation.However,
mobility variation and voltage dependence of the Fermi level have not been included.

Here, the threshold voltage expression for an n-channel device has been derived
considering the effect of the oxide layer and polarization [5]:

Vth = θb − �Ec − qNDd2
d

2ε0εb
− σpd

ε0εb
− Qox

2Cox
− σp

Cox
(39.1)

where σp is the polarization charge density, θb is the metal-semiconductor Schottky
barrier height, d is the overall AlGaN upper layer thickness, dd is the doped AlGaN
layer thickness, ε0 is a vacuum permittivity, εb is an AlGaN barrier layer relative
permittivity,ND is the barrier layer doping concentration in the doped-AlGaN,Cox is
the gate oxide capacitance, �Ec is the conduction band discontinuity/offset (�Ec =
0 at 300 K), Qox is the fixed oxide charge.

Spontaneous polarization and electric polarization, combined with the difference
of bandgap between substrate GaN and AlGaN barrier layer, forms a two dimensions
electron gas (2DEG) near the GaN/AlGaN boundary. Polarization charge density is
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Fig. 39.1 Schematic diagram of the studied AlGaN/GaN MOS-HEMTs

a parameter dependent on the concentration of Al in AlmGa1–mN [5]:

σp = −0.52m + 2
a(GaN ) − a0(m)

a0(m)

[
e31(m) − e33(m)

C31(m)

C33(m)

]
(39.2)

where, a(GaN) and a0 are lattice constant of GaN and AlGaN, respectively; e31
and e33 are piezoelectric coefficients; C31 and C33 are elastic stiffness constants.
This study used the relation of molar ratio and some parameters of MOS-HEMT
SiO2/AlGaN/GaN as reported in [5].

39.2.1 Simulation Model

Our simulation model could be used in general case; it means this model can be
applied for both HEMT and MOS-HEMT with long and short channels. The 2DEG
channel is divided into two regions: low-field region 0 ≤ x ≤ L1, and the high-field
region, L1≤ x ≤ L2, as shown in Fig. 39.2.

In this proposed model, the drain resistance is considered constant in the whole
region. The drain current is given as [1, 2]

IDS = qns(x)Zv(x) (39.3)
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Fig. 39.2 Simulation of
HEMT structure

whereZ is the gatewidth and v(x) is the electron drift velocity. TheGaussian Standing
Wave (GSW) equation for velocity-field dependence is

v(x) = vs
(
1 − e−ξ(x)/ ξc

)
(39.4)

where vS is the saturation drift velocity, ξ c = νS/μ, μ is the low-field mobility.
The potential at x = L1 is:

VL1 = VG − VTO − IC
G0

where Ic is the current in the 2DEG channel. So, the channel current–voltage relation
in the low-field region is given as

L1 = IcC2(t0)

ξcG0

For the high-field region, 0≤ x′ ≤ L2, one needs to solve the two-dimensional
Poisson equation:

∂2V
(
x ′, y

)
∂x ′2 + ∂2V

(
x ′, y

)
∂y2

= −qND(y)

ε2
(39.5)

The equation is subjected to the following boundary conditions:

(a) V (0, y) = VG + q
ε2

(
d∫
0
ND(y)dy − Ic

q Zvs

)
y − q

ε2

d∫
0

d∫
0
ND(y)dydy

(b) ∂V
∂x ′ (0, d) = ξ0

(c) V
(
x ′, 0

) = Vg

(d) ∂V
∂y

(
x ′, d

) = − Ic
q Zvs
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Boundary condition (a) ensures the continuity of the potential across the interface
of the two regions. In the low field region, x ≤ L1, it is assumed that in the depletion
region the x component of the electric field is a slow-varying function and hence
∂2V/ ∂x2≈ 0, giving condition (a). One needs to assume that ξ = ξ 0 at condition (b)
for the 2DEG channel. The electron drift velocity at x′ = 0 is vS and ξ 0 is infinite.
However, it is physically not possible. For practical purpose, it is assumed that ξ 0

is the electric field at which the electron velocity v reaches the value 0.99vS in the
high-field region. For condition (c), themetal gate is treated as an equipotential plane.
Condition (d) shows that y-component of the electric field is discontinuous at the
hetero-interface due to 2DEG.

39.2.2 Fabrication Procedure

The main steps involved in the process flow of fabricating the AlGaN/GaN HEMTs
are sample cleaning and preparation, photolithography (ohmic and gate), metalliza-
tion (ohmic and gate metals), ohmic contacts annealing, dielectric deposition (for
the MOS-HEM), and dry etching of dielectric.

The 4-in. AlGaN/GaN on Si substrate epi-layers wafer used in this study was
grown by NTT-AT Corporation. The parameters of wafer are following: sheet resis-
tance is 300–400 
/sq. 2; sheet carrier density is about 1013 cm−2; electron mobility
is ~2000 cm2/V s; and breakdown voltage is ~1000 V.

The MASK’s set for photolithography is designed by using CleWin 4 software
and manufactured by the Formosa Microsemi Co., LTD.

The fabrication processes of conventional HEMT started with the mesa isolation
etching in the ICP chamber. We used a RIE power of 400 W and an ICP power of
250W. These values have been chosen in view thatmesa structures require an etching
depth of at least 1.2 µm so as to prevent leakage current between adjacent devices.
Hence, a high RIE power of 400 W has been chosen as it produces ions with higher
energy for bombardment so as to achieve a higher etch rate. The gas mixture used
in the etching was Cl2/Ar (20/5 sccm) and the HEMT epi-layer structure was etched
for 6 min. An average etch depth of 1.3 µm was attained. Ohmic contacts were then
formed using e-beam evaporation with Ti/Al/Pd/Au (20 nm/200 nm/60 nm/100 nm)
metallization scheme. This was followed by rapid thermal annealing at 650 °C for
1 min. Prior to the metal evaporation, the samples were subjected to an etching
procedure down to a depth of approximately 17–20 nm from the surface where the
n-doped AlGaN donor layer is located. Gate contacts of Pd/Au (50 nm/150 nm) were
patterned using optical lithography. The gate length was 2 µm and the width was
100 µm. The drain-source separation was about 4 µm and the gate-drain distance
was about 1 µm.
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39.3 Results and Discussion

39.3.1 Comparing Simulation and Experiment Results
of Conventional HEMT

Figure 39.3 indicates Ids − Vds of the fabricated conventional AlGaN/GaN HEMT
and compares it with simulation data, corresponding to different Vg. The obtained
value of saturation current is about 79.5 mA (corresponding to 795mA/mm) at a gate
bias of Vg = 2 V, and the Id − Vd characteristic curve has a knee voltage of about
6 V. This indicates the processing procedures developed in the formation of good
ohmic and Schottky contact, as described in the previous sections, have enabled the
successful fabrication of the AlGaN/GaN HEMT.

The pinch-off voltage determines from intersection of Idsat and Ids − Vds curves,
which correspond to different gate voltage and the value of pinch-off voltage, as
shown the parabolic-like orange curve in Fig. 39.3.

The obtained simulation value of Vpinch-off at Vg = 2 V has not big difference
when compare to the experimental value, Vpinch-off experiment ~ 5 V. As we can see from
Fig. 39.3, the data obtained from Ids − Vds curves using our model are in excellent
agreement with the data obtained from experiment.

Figure 39.4 shows transconductance, Gm, and saturation current, Id , depends on
gate voltage, Vg (at drain voltage of 10 V), of conventional AlGaN/GaNHEMTwith
5 µm channel length and 2 µm gate length. From the graph, the peak transconduc-
tance is found to be approximately 165 mS/mm. Our model can simulate the upward
region of Gm curve and the value of Gm from simulation data also reaches peak at
about ~160 mS/mm.

Fig. 39.3 Id − Vd
characteristic of conventional
AlGaN/GaN HEMT in
comparison with simulation;
solid line—this model, open
symbols—experimental data
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Fig. 39.4 Transconductance
and saturation current
depend on gate voltage (at
drain voltage of 10 V) of
conventional AlGaN/GaN
HEMT with 5µm channel
length and 2µm gate length

39.3.2 Comparing Simulation and Experiment Results
of MOS-HEMT with Long Channel

We also compared results obtained from our model with Hasan’s experimental
devices. Simulated MOS-HEMT devices is traditional AlmGa1–mN/GaN device with
Al mol concentration m = 0.2 mol with oxide layer SiO2 below gate. Width and
length of gate also was chosen with the same size as Hasan device for comparing
easily, gate length and width are Lg = 40 µm, Wg = 153 µm, respectively, and
thickness of oxide layer is tox = 10 nm. Moreover, to unified with Hasan research,
chosen electron mobility is 2200 cm2/V s.

Figure 39.5 shows Ids − Vds curves calculated fromMOS-HEMT simulation and
compares them with Hasan et al. experiment data, corresponding to different Vg.
We can see that Ids reaches the maximum value of 33 mA/mm at Vg = 0 V. This
is sensible with results obtained from Hasan report [6]. The open symbols are the

Fig. 39.5 Id − Vd
characteristics of MOS
HEMT in comparison with
simulation: solid
line—simulation; open
symbol—experimental data
of [6]
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Fig. 39.6 Id − Vd
characteristics of Yoon’s
MOS HEMT in comparison
with simulation: solid
line—simulation; open
symbol—experimental data
of [6]

experimental data; the solid lines represent the calculated curves. As we can see from
this figure, the curves using the extended model are in excellent agreement with the
experimental data, so ourmodel is good for simulateMOS-HEMTwith long channel.

39.3.3 Comparing Simulation and Experiment Results
of HEMT with Short Channel

In this section, we compare simulation results obtained from our model and data
from Yoon’s experimental research with short-channel HEMT.

Transistor model used to simulate is an AlmGa1–mN/GaN device with Al mol
concentration, m = 0.25 with a 20 nm Al0.25Ga0.75N layer above a 2 µm GaN layer
and no oxide layer. Metal gate has width,Wg = 200 µm and length, Lg = 0.18 µm.

Figure 39.6 shows the simulation Ids −Vds characteristic curves and experimental
results of Yoon-HEMT with short channel, corresponding to changing gate voltage,
Vg= −1,−0.5 and 0 V.We note that, all given experimental values relatively close to
the simulation results.Moreover, the value of saturation drain current from simulation
data at Vg = 0 V is 112 mA. This is sensible with results obtained fromYoon’s report
[6].

A comparison between simulated from our model and measured Id − Vd charac-
teristic of short-channel HEMT from Yoon’s research, proves that our model is not
only good fit for HEMT with long channel but also could be used for HEMT with
short channel and the MOS-HEMT.
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39.4 Conclusion

Due to its excellent material properties, GaN-based technology is set to become the
dominant semiconductor in high-power and high-speed electronics. In conclusion,
this research has been successful in building a suitable model to simulate common
HEMT and MOS-HEMT. The data obtained from simulation methods are com-
pared with result from Hasan’s long channel, Yoon’s short channel and our experi-
ment designed HEMT. This comparison of the simulations and measured Id − Vd

characteristics proves the exactness and correctness of our analytical model.
So, we can use this model to estimate and consider HEMT performances with

different input parameters. This allows us to design a MOS-HEMT structure for
manufacturing products to get better HEMTs for high power applications.

Acknowledgements This research was supported byVietnamMinistry of Science and Technology
and World Bank through Project “Fostering Innovation through Research, Science and Technology
(FIRST), Grants No 01/FIRST/1.a/HUST. We gratefully acknowledge Prof. Chua Soo Jin (Depart-
ment of Electrical and Computer Engineering, National University of Singapore) for the Project
cooperation.

References

1. C.-S. Chang, H. I. Fetterman, Solid-State Electron. 30(5) (1987)
2. C.-S. Chang, H. I. Fetterman, IEEE Trans. Electron Dev. Ed-34(I) (1987)
3. E.A. Jones, F. Wang, D. Costinett, IEEE J. Emerg. Sel. Top. Power Electron. (JESTPE-2016-

01-0036.R1). https://doi.org/10.1109/jestpe.2016.2582685
4. S. Taking, AlN/GaN MOS-HEMTs Technology. A thesis submitted in fullfillment for the degree

of Doctor of Philosophy (2012)
5. M.R. Hasan, A. Motayed, M.S. Fahad, M.V. Rao, J. Vac. Sci. Technol. B35, 052202 (2017)
6. H.S. Yoon, B.-G. Min, J.M. Lee, D.M. Kang, H.K. Ahn, K.-J. Cho, J.-W. Do, M.J. Shin, H.-W.

Jung, S.I. Kim, H.C. Kim, J.W. Lim, J. Korean Phys. Soc. 17(6), 360–364 (2017)

https://doi.org/10.1109/jestpe.2016.2582685


Chapter 40
Structural Scheme of Electroelastic
Actuator for Nanomechatronics

Sergey M. Afonin

Abstract Structural scheme of the electroelastic actuator for nanomechatronics and
its transfer functions was obtained. Changes in the elastic compliance and stiffness
of the piezoactuator, accounting for the type of control, were found. The transfer
functions of the piezoactuator for nanomechatronics with transverse, longitudinal,
and shear piezoeffects and voltage or current control were also obtained. Electroe-
lastic actuator based on electroelasticity with piezoelectric or electrostriction effects
is used for nanomechatronics. The structural scheme of the piezoactuator obtained
in this work reflects the transformation of electrical energy into mechanical energy,
in contrast to Cady’s and Mason’s electrical equivalent circuits of piezotransducer.
The study explains the direct piezoeffect on the acting voltage of the piezoactuator.
Changes in elastic compliance due to the direct piezoeffect determine the structural
scheme of the piezoactuator with feedback for nanomechatronics systems. For the
structural scheme, we considered the inverse piezoeffect, the elastic flexibility of the
variables, the stiffness of piezoactuator, the direct piezoeffects, and the counter elec-
tromotive force, depending on the speed of the movement of the piezoactuator face.
To construct the structural scheme of the piezoactuator, we solved the inverse piezo-
effect equation and the wave equation under appropriate boundary conditions for
calculating the parameters of the nanomechatronics system with piezoactuator. Due
to the reaction of the piezoactuator and considering the direct piezoeffect, the elastic
compliance and rigidity of the piezoactuator are changed. The structural scheme of
the piezoactuator is obtained, considering the inverse piezoelectric effect and the
back electromotive force due to the direct piezoelectric effect. The transfer functions
of the piezoactuators for nanomechatronics with the transverse, longitudinal, shear,
generalized piezoeffects and with both voltage and current controls are obtained.
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40.1 Introduction

Electroelastic actuators with piezoelectric or electrostriction effects are used in the
nanomechatronics systems in nanotechnology, nanobiology, adaptive optics, micro-
electronics, and power engineering. The piezoactuators, based on the piezoelectric
effect, are often used for nano- andmicrodisplacement in nanotechnology,microelec-
tronics, nanobiology, energy, and astronomy. The piezoactuator is piezo mechanical
device designed to actuate or control mechanisms and systems using the piezoelec-
tric effect and to convert electrical energy into mechanical energy [1–9]. A cell
structure combined with the piezoactuator is used in nanomechatronics systems.
The nanometric accuracy of nano-mechatronic systems is provided by the piezoac-
tuator. In nanotechnology, photonics, and adaptive optics, these piezoactuators are
used for aligning the mirrors of laser ring gyroscopes, for combining and scanning
in atomic-force microscopes, and in laser systems [10–23]. The structural scheme
of the piezoactuator represents the system of Laplace transformation equations for
the displacement of its ends due to the inverse piezoeffect, which, accounting for
the electromechanical parameters of the piezoactuator, describes its structure, the
conversion of electrical field energy into mechanical energy, the displacements and
forces corresponding to the ends of the piezoactuator, and the appearance of the
counter electromotive force due to the direct piezoelectric effect.

At this work, we obtained structural scheme of the piezoactuator obtained clearly
and visually reflects the transformation of electrical energy into mechanical energy,
in contrast to Cady’s andMason’s electrical equivalent circuits of the piezotransducer
[2, 3]. To construct the structural scheme of the piezoactuator, we solved the inverse
piezoeffect equation and the wave equation under appropriate boundary conditions
for calculating the parameters of the nanomechatronics system with the piezoactua-
tor. Due to the reaction of the piezoactuator and considering the direct piezoeffect, the
elastic compliance and rigidity of the piezoactuator are changed. The speed move-
ment of the end the piezoactuator, considering the direct piezoeffect, affects the
current through the piezoactuator and on the actual voltage on a piezoelectric actu-
ator. The structural scheme of the piezoactuator is obtained, considering the inverse
piezoelectric effect and the back electromotive force due to the direct piezoelec-
tric effect. The elastic compliance and the stiffness of the piezoactuator are found
for the transverse, longitudinal, shear, generalized piezoelectric effects and for the
types of the voltage or current controls. The transfer functions of the piezoactuators
for nanomechatronics with the transverse, longitudinal, shear piezoeffects and with
voltage or current controls are obtained. The effects of the geometric and physical
parameters of the electroelastic actuator and external load on its dynamic charac-
teristics are determined. To calculate nanomechatronics systems with electroelastic
actuator, its structural scheme and matrix transfer function are obtained.

We solve the inverse piezoeffect equation and thewave equation under appropriate
boundary conditions for calculating the parameters of the nanomechatronics system
with the piezoactuator. Due to the reaction of the piezoactuator and accounting for
the direct piezoeffect, the elastic compliance and rigidity of the piezoactuator, which,
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along with the piezomodule, are the main parameters of the piezoactuator, change
depending on whether the control is by voltage or by current. The high-speed move-
ment of the end of the piezoactuator, accounting for the direct piezoeffect, affects
the current through the piezoactuator and on the actual voltage on the piezoactuator.

40.1.1 Research Purpose

The purpose of this paper is calculation of structural scheme of the electroelastic
actuator for nanomechatronics.

40.1.2 Research Scope

At this work, we consider the following frameworks of the problem:

(i) Deformation of the electroelastic actuator for nanomechatronics;
(ii) Applied theory of the structural schemes of the electroelastic actuator for

nanomechatronics;
(iii) Calculation of the structural-parametric model for the electroelastic actuator;
(iv) Determination of the transfer function for the electroelastic actuator;
(v) Numerical and analytical calculation of the static and dynamic characteristics

of the piezoactuator.

40.2 Research Method

The method of mathematical physics is used to solve the wave equation with the
Laplace transform toobtain the structural schemeand the structural-parametricmodel
of the electroelastic actuator for nanomechatronics.

Theproblemof obtaining the structural schemeof the piezoactuator is solvedusing
the method of mathematical physics. The solution of the wave equation is found, tak-
ing into account the boundary conditions. Using the Laplace transform, the problem
of the wave equation with partial derivatives of the hyperbolic type is reduced to
linear ordinary differential equation. The transfer functions of the piezoactuator are
determined from its structural scheme. The structural scheme of the piezoactuator
obtained in this work clearly reflects the transformation of electrical energy into
mechanical energy, in contrast to the electrical equivalent circuit of the piezotrans-
ducer or the piezovibrator [2, 3]. The study accounts for the direct piezoeffect on the
acting voltage on the piezoactuator. Changes in elastic compliance due to the direct
piezoeffect determine the structural scheme of the piezoactuator with feedback for
nanomechatronics. The paper presents the following options for constructing the
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structural scheme of the piezoactuator: taking into account the reverse piezoeffect
and constant elastic flexibility and stiffness of the piezoactuator; taking into account
the inverse and direct piezoeffects and the variables of elastic flexibility and stiff-
ness of the piezoactuator; taking into account the inverse and direct piezoeffects,
the variables of elastic elasticity and stiffness of the piezoactuator, and the influ-
ence of the counter electromotive force, depending on the speed of the movement of
piezoactuator end.

Consider the deformation of the piezoactuator for nanomechatronics, which cor-
responds to its stress state. If an electric field is created in the piezoactuator, then
deformation and mechanical stress will occur. Accordingly, if mechanical stress is
created in the piezoactuator, electric induction and electric charge will occur on the
plates of the piezoactuator. The electroelasticity equations of the piezoactuator, in
general form for the inverse and direct piezoeffects [3, 5, 6, 8, 10] have the form;

Si = dmi Em + sEi j Tj , (40.1)

Dm = dmi Ti + εE
mk Ek, (40.2)

where i, j = 1, 2, . . . , 6, m, k = 1, 2, 3 are the indexes; l = (δ, h, b) are
the working lengths of the piezoactuators with longitudinal, transverse, and shear
piezoeffects along axis i; Si is the relative displacement of the piezoactuator section
along axis i; dmi is the piezomodule; Em(t) = u(t)/δ is the electric field strength
along axis m; u(t) is the voltage on the plates of the piezoactuator; sEi j is the elastic
compliance at E = const; Tj is the mechanical stress along axis j; δ is the thickness of
the piezoactuator; Dm(t) is the electric induction along axis m; εTmk is the dielectric
permittivity at T = const.

From (40.1) in statics, we can obtain the steady-state movement ξ0 of the
piezoactuator for nanomechatronics:

ξ0 = dmi (l/δ)u0, (40.3)

where u0 is the voltage amplitude on the plates of the piezoactuator.
The equation of forces acting on the ends of the piezoactuator has the form

T S0 = F + M
∂2ξ(x, t)

∂t2
,

where F is the external force applied to the piezoactuator andM is the moved mass.
Let us consider deformation of the electroelastic actuator for nanomechatronics.

To compile the structural scheme of the piezoactuator for nanomechatronics with
voltage control, we will jointly solve the wave equation, the equation for the inverse
piezoeffect, and the force equation at its ends. Calculating the piezoactuator for
nanomechatronics involves the wave equation, which describes wave propagation in
the long line with attenuation and without distortion [3, 5, 7, 9, 16–18, 22]. Using
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the Laplace transform, the initial problem for the hyperbolic-type partial differential
equation reduces to the simple linear ordinary differential equation [5–9, 17, 18].

Applying the Laplace transform to the wave equation and setting the initial con-
ditions to zero gives the second-order linear ordinary differential equation in the
form

d2�(x, p)

dx2
− γ 2�(x, p) = 0, (40.4)

solution is the function

�(x, p) = Ce−xγ + Bexγ , (40.5)

where �(x, p) is the Laplace transform of the bias of the piezoactuator; x is the
coordinate; p is the Laplace operator; γ = p/cE +α is the wave propagation coeffi-
cient; cE is the speed of sound in the piezoactuator at E = const; α is an attenuation
coefficient, accounting for the damping of vibrations during wave propagation due
to energy dissipation and heat loss.

We denote

�(0, p) = �1(p) for x = 0;
�(l, p) = �2(p) for x = l.

Therefore, we get the coefficients C and B for solving linear ordinary differential
equation in the form

C = (�1e
lγ − �2)/[2sh(lγ )], B = (�2 − �1e

−lγ )/[2sh(lγ )].

The solution of the linear ordinary differential equation is

�(x, p) = {�1(p)sh[(l − x)γ ] + �2(p)sh(xγ )/}sh(lγ ).

The equations for the forces acting on the ends the piezoactuator for nanomecha-
tronics have the form

Tj (0, p)S0 = F1(p) + M1 p2�1(p) for x = 0;
Tj (l, p)S0 = −F2(p) − M2 p2�2(p) for x = l.

(40.6)

We have the system of equations for mechanical stresses at the ends of the
piezoactuator at x = 0 and x = l in the form

Tj (0, p) = 1
sEi j

d�(x,p)
dx

∣
∣
∣
x=0

− dmi

sEi j
Em(p);

Tj (l, p) = 1
sEi j

d�(x,p)
dx

∣
∣
∣
x=l

− dmi

sEi j
Em(p).

(40.7)
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Fig. 40.1 Structural scheme of piezoactuator for nanomechatronics with voltage control at zero
source resistance

System (40.7) gives the following system of equations for the structural-
parametric model of the piezoactuator for nanomechatronics with voltage control
at zero source resistance R = 0 and for the structural scheme in Fig. 40.1 of the
piezoactuator for nanomechatronics

�1(p) = [1/(M1 p2)]
{

−F1(p) + (1/χ E
i j )

×[dmi Em(p) − [γ /sh(lγ )][ch(lγ )�1(p) − �2(p)]]

}

;
�2(p) = [1/(M2 p2)]

{

−F2(p) + (1/χ E
i j )

×[dmi Em(p) − [γ /sh(lγ )][ch(lγ )�2(p) − �1(p)]]

}

,

(40.8)

where χ E
i j = sEi j /S0.

From the transformations, we obtain the system of equations of the structural-
parametric model of the piezoactuator for nanomechatronics with voltage control:
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�1(p) = [

1/
(

M1 p2
)]

{

−F1(p) +
(

1/χE
i j

)

×[

dmi Em(p) − γ�1(p)/th(lγ) + γ�2(p)/sh(lγ)
]

}

;

�2(p) = [

1/
(

M2 p2
)]

{

−F2(p) +
(

1/χE
i j

)

×[

dmi Em(p) − γ�2(p)/th(lγ) + γ�1(p)/sh(lγ)
]

}

.

(40.9)

Equation (40.8) for the structural-parametric model of the piezoactuator for
nanomechatronics with voltage control convert to

�1(p) = [1/(M1 p2)]
{

−F1(p) + CE
i j l

×[dmi Em(p) − [γ /sh(lγ )][ch(lγ )�1(p) − �2(p)]]

}

;
�2(p) = [1/(M2 p2)]

{

−F2(p) + CE
i j l

×[dmi Em(p) − [γ /sh(lγ )][ch(lγ )�2(p) − �1(p)]]

}

,

(40.10)

where CE
i j = S0/(sEi j l) = 1/(χ E

i j l) is the stiffness of the piezoactuator with voltage
control.

The structural-parametricmodel of the piezoactuator for nanomechatronicsmakes
it possible to obtain its transfer functions. The joint solution of (40.10) for displacing
two faces of the piezoactuator with voltage control gives the system

�1(p) = W11(p)Em(p) + W12(p)F1(p) + W13(p)F2(p);
�2(p) = W21(p)Em(p) + W22(p)F1(p) + W23(p)F2(p),

(40.11)

and the matrix equation in the form

(

�1(p)
�2(p)

)

=
(

W11(p) W12(p) W13(p)
W21(p) W22(p) W23(p)

) ⎛

⎝

Em(p)
F1(p)
F2(p)

⎞

⎠, (40.12)

where the transfer functions are

W11(p) = �1(p)/Em(p) = dmi
[

M2χ
E
i j p

2 + γ th(lγ /2)
]

/Ai j ; χ E
i j = sEi j /S0;

Ai j = M1M2
(

χE
i j

)2
p4 + {

(M1 + M2)χ
E
i j/

[

cE th(lγ)
]}

p3

+
[

(M1 + M2)χ
E
i j α/th(lγ ) + 1/

(

cE
)2

]

p2 + 2αp/cE + α2

W21(p) = �2(p)/Em(p) = dmi
[

M1χ
E
i j p

2 + γ th(lγ /2)
]

/Ai j ;
W12(p) = �1(p)/F1(p) = −χ E

i j

[

M2χ
E
i j p

2 + γ /th(lγ )
]

/Ai j ;
W13(p) = �1(p)/F2(p);
W22(p) = �2(p)/F1(p) = [

χ E
i j γ /sh(lγ )

]

/Ai j ;
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W23(p) = �2(p)/F2(p) = −χ E
i j

[

M1χ
E
i j p

2 + γ /th(lγ )
]

/Ai j .

Equation (40.12) for voltage control at zero source resistance R = 0 gives the
transfer function of the piezoactuator for the transverse piezoelectric effect, with
resonance conditions at M1 = 0 and M2 = 0, in the form

tg(kh/2) = ∞, (40.13)

where k = ω/cE is frequency coefficient; ω is circular frequency.
This is because

kih = π(2i − 1), (40.14)

where index i = 1, 2, 3, . . ..
Therefore, for i = 1, the piezoactuator is the half-wave vibrator with resonance

frequency

f1 = cE/(2h). (40.15)

For the piezoactuator from piezoceramics PZT under the transverse piezoeffect at
cE = 3× 103 m/s and h = 2.5× 10−2 m, the resonance frequency is f1 = 60 kHz.

Consider the influence of the reaction of the piezoactuator for nanomechatronics
due to the creation of an anti-electromotive force by the piezoactuator due to the
direct piezoeffect during its static deformation.

The maximum force Fmax and mechanical stress Tjmax developed by the piezoac-
tuator with the inverse piezoelectric effect when powered from the voltage source
are

Fmax = U

δ
dmi

S0
sEi j

,
Fmax

S0
sEi j = Emdmi , Tjmaxs

E
i j = Emdmi . (40.16)

Consequently,

Tjmax = Emdmi/s
E
i j , Fmax = Emdmi S0/s

E
i j . (40.17)

We estimate the maximum force Fmax and the maximum mechanical stress Tjmax

developed by the piezoactuator for nanomechatronicswhen powered from the current
source.

Let us consider static characteristic piezoactuator with one fixed for the longitudi-
nal piezoeffect with the voltage control.We have in Fig. 40.2maximumdisplacement
ξ2m for F2 = 0 and maximum force F2m for ξ2 = 0 in the form

ξ2m = d33Um, (40.18)
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Fig. 40.2 Static
characteristic piezoactuator
for longitudinal piezoeffect

F2m = d33UmS0
sE33δ

. (40.19)

For the voltage-controlled piezoactuator for nanomechatronics at the longitudinal
piezoeffect from piezoceramics PZT with one fixed face at zero source resistance
R = 0 for d33 = 4 × 10−10 m/V, δ = 6 × 10−4 m, S0 = 1.8 × 10−4 m2, sE33 =
3×10−11 m2/N,Um = 100Vweobtain inFig. 40.2 values ofmaximumdisplacement
ξ2m = 40 nm, maximum force F2m = 400 N. The measurements were made on
UMM-5 press. The discrepancy between the experimental data and the calculation
results is 5%.

We consider the direct piezoeffect, accounting for the positive force feedback due
to the direct piezoeffect, for the maximum force in the following form

Fmax = U

δ
dmi

S0
sEi j

+ Fmax

S0
dmi Sp

1

εTmk Sp/δ

1

δ
dmi

S0
sEi j

, (40.20)

from which

Fmax

S0
sEi j

(

1 − d2
mi

εTmks
E
i j

)

= Emdmi (40.21)

we have

Tjmax(1 − k2mi )s
E
i j = Emdmi , kmi = dmi/

√

sEi j ε
T
mk (40.22)

where kmi is the electromechanical coupling coefficient.
Consequently,

Tjmaxs
D
i j = Emdmi ; (40.23)
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sDi j = (1 − k2mi )s
E
i j = kss

E
i j , ks = 1 − k2mi = sDi j /s

E
i j , ks > 0,

where ks is the coefficient of the change of elastic compliance.
Moreover, we have

Fmax = Emdmi S0/(s
E
i j ks) = Emdmi S0/s

D
i j . (40.24)

Consequently,

Tjmax = Emdmi/s
D
i j . (40.25)

The elastic compliance si j of the piezoactuator takes the form sEi j > si j > sDi j ,
where sEi j /s

D
i j ≤ 1.2. CE

i j = S0(sEi j l) is the stiffness of the piezoactuator with voltage
control and CD

i j = S0/(sDi j l) is the stiffness of the piezoactuator with current control.
Consequently, CE

i j < Ci j < CD
i j , Ci j = S0/(si j l) is the stiffness of the piezoac-

tuator. When the electrodes are open, the stiffness of the piezoactuator increases
when compared with closed electrodes. Increasing the resistance of the power sup-
ply and matching circuits decreases the elastic compliance and increases the rigidity
of the piezoactuator. When controlling the piezoactuator from the power source with
finite source resistance and accounting for positive force feedback due to the direct
piezoeffect, we get the maximum force of the piezoactuator as

Fmax = U

δ
dmi

S0
sEi j

+ Fmax

S0
dmi Sp

1

εTmk Sp/δ
ku

1

δ
dmi

S0
sEi j

, (40.26)

which gives

Fmax

S0
sEi j

(

1 − d2
miku

εTmks
E
i j

)

= Emdmi , kmi = dmi/

√

sEi j ε
T
mk;

Tjmax
(

1 − k2miku
)

sEi j = Emdmi , 0 ≤ ku ≤ 1, (40.27)

where ku is the coefficient of control from the electric power source.
When controlling the piezoactuator from the current source, we have ku |R→∞ =

1; when controlling the piezoactuator from the voltage source, we have ku |R→0 = 0;
with elastic compliance, we have

si j = (1 − k2miku)s
E
i j = kss

E
i j , ks = 1 − k2miku, ks > 0,

(1 − k2mi )|R→∞ ≤ ks ≤ 1|R→0, ks |R→∞ = 1 − k2mi , ks |R→0 = 1, (40.28)

where ks is the coefficient of change of the elastic compliance.
Controlling the piezoactuator from the power source with the finite source resis-

tance gives expressions for positive force feedback in Fig. 40.3 in the structural-
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Fig. 40.3 Structural scheme of electroelastic actuator for nanomechatronics with voltage control
and finite source resistance

parametric model of piezoactuator for nanomechatronics

UFα(p) = ku(l/δ)dmi

C0
Fα(p), α = 1, 2. (40.29)

For controlling current from the source with infinitely large resistance gives
ku |R→∞ = 1.

After transformations, we obtain the structural-parametric model of the piezoac-
tuator for nanomechatronics with the current control and its transfer functions.

Therefore, the system of equations for the structural-parametric model and the
structural scheme of the electroelastic actuator for nanomechatronics in Fig. 40.3
have the form
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�1(p) = [1/(M1 p
2)]

{

−F1(p) + (1/χ�
i j )

×[

dmi�m(p) − [γ /sh(lγ )][ch(lγ )�1(p) − �2(p)]
]

}

;
(40.30)

�2(p) = [1/(M2 p
2)]

{

−F2(p) + (1/χ�
i j )

×[

dmi�m(p) − [γ /sh(lγ )][ch(lγ )�2(p) − �1(p)]
]

}

,

where χ�
i j = s�

i j /S0, vmi =
{

d33, d31, d15
g33, g31, g15

, �m =
{

E3, E1

D3, D
, s�

i j =
{

sE33, s
E
11, s

E
55

sD33, s
D
11, s

D
55

,

γ =
{

γE

γD , c� =
{

cE

cD
.

To account for the effect of the velocity of the ends of the piezoactuator in Fig. 40.3
due to the appearance of the counter electromotive force from the direct piezoeffect,
the structural scheme of the piezoactuator is supplemented with negative feedback

U�̇α(p) = dmi S0R

δsi j
�̇α(p), α = 1, 2. (40.31)

40.3 Results and Discussion

The structural-parametric model and the structural scheme of the piezoactuator for
nanomechatronics with feedback of the piezoactuator reflect the conversion of the
electrical energy into the mechanical energy. The structural-parametric model and
structural scheme change depending on whether the piezoactuator is controlled by
voltage or current.

We constructed the structural scheme and the matrix transfer function of the
electroelastic actuator. We obtained the matrix transfer function of the electroelastic
actuator [8, 18] from the structural-parametric model (40.30) in the form

(�(p)) = (W (p)) (P(p)),

(�(p)) =
(

�1(p)
�2(p)

)

,
(W (p)) =

(

W11(p) W12(p) W13(p)
W21(p) W22(p) W23(p)

)

,

(P(p)) =
⎛

⎝

�m(p)
F1(p)
F2(p)

⎞

⎠

,
(40.32)

where (�(p)), (W (p)), (P(p)) are the matrices of Laplace transforms of the
displacements for the faces, the transfer functions, the control parameters.
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We find the displacement of both faces of the electroelastic actuator in the static
regime for �m(t) = �m0 · 1(t), F1(t) = F2(t) = 0 at the inertia load. From (40.32)
the static displacements of both faces of the actuator at m � M1 and m � M2 and
the inertial load are respectively

ξ1(∞) = lim
t→∞ ξ1(t) = νmi l�m0M2/(M1 + M2), (40.33)

ξ2(∞) = lim
t→∞ ξ2(t) = νmi l�m0M1/(M1 + M2), (40.34)

ξ1(∞) + ξ2(∞) = lim
t→∞(ξ1(t) + ξ2(t)) = νmi l�m0, (40.35)

where m is the mass of the piezoactuator; M1, M2 are the load masses.
The static displacements of both faces of the piezoactuator for the longitudinal

piezoeffect and the inertial load at m � M1 and m � M2 are respectively

ξ1(∞) = d33U0/(M1 + M2), (40.36)

ξ2(∞) = d33U0M1/(M1 + M2). (40.37)

We have the static characteristics of the piezoactuator from piezoceramics PZT
for the longitudinal piezoeffect at m � M1 and m � M2. At d33 = 4× 10−10m/V,
U0 = 250V, M1 = 1 kg, and M2 = 4 kg, we obtain the static displacements
of both faces of the piezoactuator as ξ1(∞) = 80 nm, ξ2(∞) = 20 mm, and
ξ1(∞) + ξ2(∞) = 100 nm.

Consider the structural schemes of the piezoactuator with distributed and lumped
parameters at onefixed facewith elastic-inertial load, controlled by voltagewith finite
source resistance. From (40.29)–(40.31) for the piezoactuator with one rigidly fixed
face at elastic-inertial load for M1 → ∞ we obtain structural scheme in Fig. 40.4
with distributed parameters.

After the structural transformations of the initial structural scheme seen in
Fig. 40.4a we obtain the transformed structural scheme seen in Fig. 40.4bwith elastic
compliance si j = (1 − k2miku)s

E
i j . With replacing the hyperbolic cotangent on two

members of the power series and using the structural scheme in Fig. 40.4b we have
coefficient kd of the direct piezoeffect and coefficient kr of the reverse piezoeffect of
the piezoactuator in the form

kd = kr = dmi S0
δsi j

. (40.38)

Weget the structural schemeof the piezoactuatorwith concentrated parameters for
one rigidly fixed face under elastic-inertial load with M1 → ∞, as seen in Fig. 40.5.

For the structural scheme of the piezoactuator in Fig. 40.5 at R = 0, we define
the following expression for its transfer function
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Fig. 40.4 Structural scheme with distributed parameters of piezoactuator, fixed at one face and
voltage control at finite source resistance for a initial scheme and b transformed scheme

Fig. 40.5 Structural schemewith lumped parameters of piezoactuator, fixed at one facewith elastic-
inertial load and voltage control at finite source resistance
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W (p) = �2(p)

U (p)
= kr

M2 p2 + kv p + CE
i j + Ce

. (40.39)

After transformations, we obtain the transfer function for the piezoactuator in the
form

W (p) = �2(p)

U (p)
= dmi (l/δ)

(1 + Ce/CE
i j )(T

2
t p2 + 2Ttξt p + 1)

; (40.40)

Tt =
√

M2/(CE
i j + Ce), ξt = kv/

(

2(CE
i j + Ce)

√

M2(CE
i j + Ce)

)

,

CE
i j = S0/(s

E
i j l) = 1/(χE

i j l).

Consequently, the transfer function of the piezoactuator with the transverse
piezoelectric effect and voltage control at R = 0 has the form

W (p) = �2(p)

U (p)
= d31h/δ

(1 + Ce/CE
11)(T

2
t p2 + 2Ttξt p + 1)

;

Tt =
√

M2/(Ce + CE
11), ξt = αh2CE

11

/(

3cE
√

M(Ce + CE
11)

)

;
CE
11 = S0/(s

E
11h) = 1/(χ E

11h),

where �2(p) and U (p) are the Laplace transformations of the displacement of the
face and the voltage on the plates of the piezoactuator; δ is the thickness; h is
the height; Tt and ξt are the time constant and the attenuation coefficient of the
piezoactuator.

For the piezoactuator from PZT piezoceramics with the transverse piezoeffect
and voltage control with one rigidly fixed face for M1 → ∞, m � M2, and the
step input voltage amplitude U0 = 200 V at d31 = 2.5 × 10−10 m/V, h/δ = 20,
M2 = 1 kg, CE

11 = 2× 107 N/m and Ce = 0.5× 107 N/m, we get ξ0 = 800 nm and
Tt = 0.2× 10−3 s. The experimental and calculated values for the piezoactuator are
in agreement up to an accuracy of 5%.

40.4 Conclusion

Applied theory of structural schemes of the electroelastic actuator for nanomecha-
tronics is constructed. We determine structural-parametric model and transfer func-
tion for electroelastic actuator. We obtain numerical and analytical calculation of
the static and dynamic characteristics of the piezoactuator from its transfer func-
tion. This work defines the structural-parametric model and structural scheme of the
piezoactuator, taking into account the inverse piezoeffect and the back electromotive
force due to the direct piezoeffect.
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The structural-parametric model and structural scheme of the piezoactuator for
nanomechatronics with feedback visually reflect the conversion of the piezoactuator
the electrical energy into the mechanical energy. The structural-parametric model
and structural scheme of the piezoactuator are shown to change depending on con-
trolled by voltage or current. The maximum forces and mechanical stresses, which
the piezoactuator develops for the transverse, longitudinal, shear piezoeffects, are
determined.

The elastic compliances and the stiffness of the piezoactuators are found for
the transverse, longitudinal, shear piezoeffects, depending from the type control by
voltage or current. The transfer functions of the piezoactuators for nanomechatronics
with the transverse, longitudinal, shear piezoeffects with voltage or current control
are obtained.
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Chapter 41
On Extraction of Energy from Rotating
Objects

Tejkaran Narolia, Vijay K. Gupta, and Ivan A. Parinov

Abstract In the recent years, researchers are trying to make devices self-powered.
For this purpose, energy is converted from the ambient vibrations generated by the
device or some other internal source. In this chapter, it is proposed to extract energy
from the rotating objects to self-power small sensors. For this purpose, a stator and
rotor of parallel plates are mounted on the coaxial shaft. The stator plate has a series
of isolated piezoelectric patches of rectangular shape mounted on inner surface. The
surface of the piezoelectric patches is covered by the magnetic slab of same size.
The upper rotator plate is made of aluminum with inner surface having the series of
magnetic slabs of same size and shape. Due to rotation of the rotating plate, periodic
compressive magnetic force will be applied on the piezoelectric patches resulting
in generation of electric charge. It is observed that output power of the order of
1.3572W can be obtained from 11 mm radius plate harvester. The effects of rotating
speed, piezoelectric patch dimension and magnet dimension on the generated root
mean square electric power has been discussed in this paper.

41.1 Introduction

Replacement of batteries in small-power consuming wireless sensors, implantable
medical devices, and structural health monitoring are the tedious tasks. Researchers
are trying to use energy harvesting methods in place of these batteries. Mechanical
energy is one of the most abandoned energy that can be harvest from surroundings.
There are various sources of mechanical energy such as vibrating structure, a moving
object, and vibration induced by flowing air or water.

Piezolectric materials (for example, PZT) are one of the medium to convert
mechanical energy into electrical energy [1]. Piezoelectric materials have been used
in transducers to change mechanical motion or force into electrical energy or vice
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versa [2]. Umeda et al. [3] proposed an electrical equivalent model for mechanical
model consisting of lumped mass, spring and damper to convert mechanical impact
energy into electrical energy using piezoelectricmaterial. Roundy et al. [4–6] showed
a slightly distinct perspective, using electrical equivalent circuit to explain the PZT
bender, which minimize the gap between theoretical and experimental results. Sirohi
et al. [7] developed an energy-harvesting device based on piezoelectricmaterial using
galloping cantilever beam. Rezaei-Hosseinabadi et al. [8] presented a topology for
PZT energy harvesting made of a lift-based wind turbine and a PZT beam without
contact vibration mechanism. They showed that 2 mW/cm3 power density can be
achieved at 3.8 V with wind speed of 0.9 m/s. Kishore et al. [9] designed a wind-mill
having horizontal axis wind turbine with 12 magnets of alternating polarity around
its periphery and a 60 × 20 × 0.7 mm3 PZT bimorph element having a magnet at its
tip. They reported that 450-μW peak electric power at the rated speed of 4.2 mph of
wind can be achieved. Wu et al. [10] developed a cantilever harvester for cross-wind,
which was able to generate 2 W power at resonance frequency. Tao et al. [11] used a
scotch yoke mechanism for converting the rotational motion into linear vibrations of
two piezoelectricity-levers through springs. They reported that power of the order of
150W can be harvested for a piezoelectric wind turbine with a radius of blades of 1m
at the wind speed of 7.2 m/s, and the designed angular velocity of 50 rad/s. Xie et al.
[12] presented a ring PZT harvester, which was excited by repulsive magnetic forces
at high excitation frequencies. They reported that 5274.8 W of power can be har-
vested using their mechanism. Most of the literature discussions use piezoelectrics
in d31 mode for energy harvesting.

In this chapter, a simple configuration of piezoelectric energy harvester with par-
allel coaxial plates is presented. A mathematical model has been developed for RMS
power generation and effect of various design parameters on energy harvesting has
been studied.

41.2 Configuration of Piezoelectric Energy Harvester
with Parallel Coaxial Plates

For extracting the energy from the rotating object, harvester with parallel coaxial
plates is proposed. The harvester consists of a rotor plate, stator plate, piezoelectric
patches and magnetic slabs shown in Fig. 41.1. Relative angular motion between
the stator and rotor generates periodic magnetic repulsive force between the mag-
net slabs. This repulsive force produces compression in the piezoelectric patches
resulting to generation of electric charge on the PZT surface.

Considering, r as radius of the stator and rotator plate; d as space between the sta-
tor plate and the rotator plate; l as the length of the piezoelectric patches andmagnetic
slabs; w as the width of the piezoelectric patches and magnetic slabs; tp and tm as the
thickness of the piezoelectric patches and magnetic slabs, respectively, the repelling
force FM between two permanent magnets of thickness tm can be expressed as
[13, 14].
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Fig. 41.1 Simple configuration of the piezoelectric energy harvester

FM = lwt1/3m Br |B(d)| f (d) (41.1)

where Br is the residual flux density of the magnet, B(d) is the magnitude of the
magnetic flux density field, and f (d) is an empirical function representing the decay
of the repelling force between two magnets.

For a rectangular magnet, the relation for calculation of B(d) and f (d) can be
expressed as [14]

B(d) = Br
π

⎡
⎣tan−1

{
lw

2d
√
4d2 + l2 + w2

}
− tan−1

⎧⎨
⎩

lw

2(tm + d)

√
4(tm + d)2 + l2 + w2

⎫⎬
⎭

⎤
⎦

(41.2)

f (d) =
[
1.749 + 1.145e

(
− d

d0

)]
× 106
(
NT−2m(− 7

3 )
)

(41.3)

where d0 = 1 mm.
Due to this repulsive force, the induced compression on PZT patches can be

obtained using the fundamental relationship of the PZT material in the poling
direction [15]:

D3 = d33 T3 (41.4)

whereD3 is the density of surface charge displacement on the surface of the piezoelec-
tric patches; d33 and T3 are the piezoelectric strain coefficient and the normal stress
applied in the poling direction of the piezoelectric material. The surface charge Qi

g

and voltage V i
g on the ith piezoelectric patch at time t are given as

Qi
g(t) = D3i A = D3i lw = d33T3i (t)lw (41.5)

V i
g (t) = D33A/Cv = Qi

g(t)/Cv = d33T3i (t)lw/Cv (41.6)
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where A is the surface area of the PZT patch.
Capacitance of the PZT patch can be estimated as

Cv = C ′
v × l × w × 0.0001/

(
0.01 × 0.01 × tp

)
(41.7)

where, C ′
v is the unit capacitance of the PZT patch and w = 0.01 m, l = 0.01 m,

tp = 0.0001m are sizes of the piezoelectric patch.
The periodic normal stress induced into the piezoelectric patch can be written as

T3i (t) =
∣∣∣∣
FM sin(n1n2πt)

lw

∣∣∣∣ (41.8)

where n1 is the excitation frequency in cycles per second; n2 is the number ofmagnetic
slabs mounted on the outer face of the rotator plate; 1 ≤ i ≤ 2n2 and 2n2 is the
number of the PZT patches bonded on the inner surface of the stator plate. It can be
seen that a decrease in the width of the magnetic slabs leads to increase in the value
of the n2 and hence to an increase in the excitation frequency on the piezoelectric
patches.

The generated periodic charge and voltage on the ith PZT patch can then be
deduced as

Qi
g(t) = D33FM|sin(n1n2π t)|, (41.9)

V i
g (t) = D33FM|sin(n1n2π t)|/Cv. (41.10)

The generated power in the form of RMS at the time, T, is given as

prms
e =

√√√√√
⎛
⎝ 1

T

T∫

0

[pe(t)]
2dt

⎞
⎟⎠ (41.11)

where pe(t) is the total generated power by all the PZT patches on the stator plate at
time t (0 < t < T ), which is provided as

pe(t) =
2n2∑
i=1

dQi
g(t)

dt
V i
g (t) =

2n2∑
i=1

d2
33n1n2πF2

M |sin (n1n2π t) cos (n1n2π t)|/Cv

(41.12)

To calculate the RMS power, the period, T, can be divided into j time steps with a
sufficiently short time interval, �t . A discrete form of the expression in (41.11) can
be written as [15]
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prms
e =
√√√√ �t

2(T − �t)

j∑
i=2

(
[pe(ti )]

2 + [pe(ti−1)
]2
⎞
⎠ (41.13)

41.3 Results and Discussion

After deriving the relation of RMS power due to rotation, effect of rotating speed of
the rotor, piezoelectric patch andmagnetic slab sizes (length, width and thicknesses),
space between the stator plate and the rotator plate, and residual flux density of the
magnet on the generated power have been studied. The properties of material and
sizes of the energy harvester used in the simulations are summarized in Tables 41.1
and 41.2. It is assumed that the piezoelectric patches, magnets and rotor-stator plates
are made of PZT-4 (lead zirconate titanate), N5311 (neodymium iron boron) and
aluminum, respectively.

In this study, five different values of the thickness of piezoelectric patches are
considered. Analysis is carried out using the following parameters of the energy
harvester: lm = 6 mm, w = 3 mm, tm = 5 mm d = 0.5 mm and Br = 1.48 T, at
rotating speed of the rotor plate of n1 = 1600 c/s.

Effect of thickness of the magnet on the RMS power is plotted in Fig. 41.2. It
can be observed that as the thickness of the magnetic slab increases, RMS power
increases nonlinearly. Maximum RMS power obtained is 0.714 W at the magnet
thickness of tp = tm = 5 mm.

Effect of width of PZT patch on RMS of the generated electric power is shown
in Fig. 41.3 corresponding to 5 mm thickness of the magnet. It can be observed that
after 1.2 mm width of the piezo, there is drastic reduction in power. This is due to
the fact that the number of patches reduces as width increases. Highest RMS output
power of 1.07 W is obtained at a width of 1.2 mm.

Figure 41.4 depicts the variation of RMS output power with length of the piezo-
electric patch. The width in this case is considered as w = 1.2 mm and thickness of

Table 41.1 Material properties and dimensions of piezoelectric patches (PZT-4)

K33 d33 (C/N) cE
(
N/m2
)

l (m) w (mm) tp (mm)

0.70 2.89e−10 1.1541e11 1–6 0.8–3.2 2–5

C ′
v 0.375 for the piezoelectric patch with the geometry of w = 0.01 m, l = 0.01 m,

tp = 0.0001 m [14]

Table 41.2 Material properties and sizes of plates (Al) and magnets (neodymium iron boron)

r (mm) d Br n l (mm) w (mm) tm (mm)

11 0.5–1.1 0.9–1.5 1/3 1–6 0.8–3.2 2–5
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magnet tm as 5 mm. It can be observed that RMS power increases with the length
of the piezoelectric patch up to a maximum value of 4 mm and then decreases. The
maximum RMS of power is 1.36 W for piezo thickness of 5 mm and 4 mm length.

Figure 41.5 shows the effect of space between the stator plate and the rotator plate,
d on the RMS power. It can be observed that RMS power decreases nonlinearly with
an increase in the space between the stator plate and the rotator plate.

Figure 41.6 shows the effect of residual flux density on RMS power. It can be
observed that that RMS power nonlinearly increases with an increase in the residual
flux density of the magnet. It is seen that that the RMS power is exponentially
proportional to the residual flux density of the magnet with a power of 4 as shown
in (41.1), (41.2), and (41.12). Thus, slight increase in the residual flux density of
magnets leads to a remarkable increase in the RMS power.

Figure 41.7 shows variation of rotator speed on the RMS power. It is observed
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that with increase in speed of rotator, RMS power increases. There is increase from
0.446 to 0.714 W as the rotating speed changes from 1000 to 1600 c/s with a 5 mm
thick piezoelectric patch.
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41.4 Conclusion

In this chapter a simple configuration using parallel plate piezoelectric energy har-
vester for extracting energy from rotating object has been proposed. Mathematical
relation for the RMS power for piezoelectric based energy harvester is derived. Effect
of various parameters such as dimensions of the magnetic slab and piezoelectric
patch, magnetic flux density and rotation speed has been analyzed. The results show
that the RMS power increases with increase in the length and thicknesses of both
the piezoelectric patch and magnetic slab. RMS power also increases with increase
in the rotating speed of the rotor plate and the residual flux density of the magnet.
Decrease in space between the stator plate and the rotor plate and the width of the
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piezoelectric patch and magnetic slab results in increase of RMS power. In this case,
maximum power of 1.3572 W is obtained for geometric parameters of l = 4 mm, w
= 1.2 mm, tm = tp = 5 mm, n1 = 1600 c/s, d = 0.5 mm, r = 11 mm and magnetic
field intensity Br of 1.48 T.
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Chapter 42
Computer Modeling and Experimental
Research of Component Processing
Procedure in the Centrifugal-Rotary
Equipment

Nguyen Van Tho, A. N. Soloviev, M. A. Tamarkin, and I. A. Panfilov

Abstract In this paper, the work is dedicated to modeling and analysis of the dis-
tribution characteristics of stress-strain state and temperature in the vicinity of the
contact region, analysis of the removal of metal during centrifugal-rotary processing
(CRO) detail in abrasive discrete environment. Examines the interplay of a single
abrasive particle with workpiece surface. The study is meant to explore the stress-
strain state and temperature in the vicinity of the contact region, removal ofmetal from
workpiece surface depending on the parameters of contact interaction (pressure force,
processing time, sliding speed) which are associated with the process. The problem
is addressed to the finite element method. Simultaneously with numerical modeling,
experiments were conducted on centrifugal-rotary setup and the dependence removal
of metal on the processing technological parameters was investigated.

42.1 Introduction

The centrifugal-rotary processing method occupies a special position in the known
workpiece processingmethods by surface plastic deformation because it achieves the
highest productivity of machining process, many times higher than the productivity
of other method [1, 2]. This is one of the best surface finishing methods to achieve
the best productivity, surface quality. Process optimization requires the develop-
ment of models that improve friction interactions between abrasive particles and the
workpiece surface.
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Fig. 42.1 Model of abrasive particles and workpiece

In this research, the interaction process of an abrasive particle with workpiece
surface is considered with a three-dimensional formula in the dynamic framework
of thermoplastic theory in a static formula, taking into account the internal heating
contact area. So, Li et al. [3] used structural thermal analysis, and a prediction of
the wear and tear of the seal element was made. Tran et al. [4] dedicated to creating
an effective machine learning framework for local predictions of surface erosion
through Gaussian processes. The results of real-time experimental measurements on
metal removal due to sliding aluminum oxide particles are presented by Gee et al.
[5].

The operation of a abrasive cone in the form of a conical cone is modeled by
a circle of a smaller diameter in contact with workpiece, taking into account dry
friction and removal of metal from workpiece surface (Fig. 42.1). It depends on the
parameters of technological process, namely size of abrasive particles, volume of
abrasive medium, rotational speed of centrifuge and interaction force are considered.
Two problems are considered, in the first problem, research of the stress distribution
and temperature characteristics in the vicinity of the contact region when particles
slide at a constant speed. In the second task, the rate of the removal of metal from
workpiece surface when sliding an abrasive particle depends on the theoretical and
experimental technological parameters.

In this research, we use the following models and methods:

(i) the interaction of abrasive particles with the workpiece surface is consid-
ered within the dynamic problem of thermoplastic contact theory, taking into
account the Coulomb friction and heating the surface in the contact region;

(ii) Archard model is used to model material removal process in a dynamic contact
problem;

(iii) theoretical problems are solved by finite element method in FlexPDE and
ANSYS;

(iv) Experimental research of processing in centrifugal-rotary setup.

42.2 Problem Formulation

It is thought that the surface of abrasive particles has an irregular shape in the form of
truncated cones on the surface. The diagramof building a three-dimensionalmodel of
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the abrasive contact interaction with workpiece is shown in Fig. 42.1. The interaction
of a single abrasive particle with workpiece surface is considered. The problem is
formed in the framework of the dynamic contact problem of elastic theory, taking into
account dry friction and metal removal in the contact region. The abrasive particles
are modeled by a truncated cone, in a smaller base in contact with workpiece surface.
The abrasive particle is pressed onto workpiece surface by a vertical force and slides
with a constant speed, modeled by a parallel rectangle that is much larger than the
diameter of the contact point.

Friction and removal of metals have been studied for a long time and their base
is presented in [6]. The processing in the rotating chamber is described in the works
of M. A. Tamarkin et al. and research on the features of this process are present
in [7, 8]. The process of interaction takes place resulting in wear and heating of
workpiece surface. Experiments and calculations are presented in [9], it is known
that the temperature in the processing area is not high and does not lead to changes in
the surface layer structure of workpiece surface. In this chapter, we study the contact
interaction of a abrasive particle sliding on workpiece surface.

42.2.1 Problem Formulation of Abrasive Particle Movement
Taking into Account Friction and Heat Release

In the first problem, the process of releasing heat due to friction is considered. Tan-
gential stresses on the contact surface are related to normal stresses according to
Coulomb’s lawwith a friction coefficient f . It is thought that friction coefficient may
depend on the surface temperature T at the points of contact f = f (T ). Assuming a
weak connection and a quasarized formula without mass and volumetric heat sources
in a moving coordinate system (Fig. 42.2), wherein x1 → x1−vt , xi → xi , i = 2, 3
the complete equations have the following forms:

μui,kk + (λ + μ)uk,ki − (3λ + 2μ)αT θ,i − ν2ρui = 0 (42.1)

L

X10

RX3

X2

X1

h

0

Fig. 42.2 Diagram workpiece and flat round stamp
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λqT,u + cεθ = 0 (42.2)

whereΘ = T −T0, T0 = 273 °C, λ, μ are the Lame coefficients, αT is the coefficient
of linear expansion, λq is the thermal conductivity coefficient, cε is the specific heat.

The boundary conditions are divided in mechanical and temperature conditions:
at x3 = 0

hard clutch: uk = 0 (42.3)

or smooth base: u3 = 0, ti = σi j n j = 0, i = 1, 2 (42.4)

thermal insulated surface:
∂T

∂n
= 0 (42.5)

or heat interchange:
∂T

∂n
= h1

λq
(T1 − T ) (42.6)

or prespecified temperature: T = T1 (42.7)

at x3 = h the stamp takes into account ultimate friction force:

u3 = −δ, t1 = − f t3, (x1 − x10)
2 + x22 ≤ R2 (42.8)

heat dissipation under stamp:
∂T

∂n
= Q

λq
, Q = vt1, (x1 − x10)

2 + x22 ≤ R2

(42.9)

free surface: ti = σi j n j = 0, (x1 − x10)
2 + x22 > R2 (42.10)

heat interchange:
∂T

∂n
= h2

λq
(T2 − T ), (x1 − x10)

2 + x22 > R2 (42.11)

or prespecified temperature: T = T2, (x1 − x10)
2 + x22 > R2 (42.12)

where h1, T1 and h2, T2 are the heat transfer coefficient and medium temperature
below and above the strip.

In a numerical solution, for example, by the finite element method of a boundary
value problem (42.1), (42.2) a selected set of boundary conditions (42.3)–(42.12),
introduce fictitious borders: x1 = 0 and x1 = L if L � max(2R, h), on which we
set the following boundary conditions:
at x1 = 0, L

u1 = 0, tk = 0, k = 2, 3 (42.13)
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∂T

∂n
= h3

λq
(T3 − T ) (42.14)

or T = T3 (42.15)

where h3, T3 are the heat transfer coefficient and initial temperature of the strip.

42.2.2 Problem Formulation of Material Removal

The value of force of a abrasive particles on workpiece of the sliding process is
related to the rotation speed of the setup ω and is determined as follows:

F = mω2R (42.16)

where m is the mass of abrasive particle, R is the machining radius (distance from
the axis of rotation to the workpiece).

The problem is reduced to motion of a circular cone with constant speed v > 0
in positive direction of x1-axis, taking into account the friction forces arising under
it. Due to this interaction, the strip material is removed, the Archard model is used
[10]:

w = K

H
σ b
n ν

q
rel (42.17)

where w is the displacement of contact surface points in the direction removal of
metal;K is the metal removal coefficient;H is the material hardness; σn is the contact
pressure; v is the relative sliding speed; b, q are some parameters characterizing the
power dependence of the quantity.

The boundary conditions correspond to the effect of uniform pressure distribution
P on the round surface of the abrasive particle (Fig. 42.3), cone and workpiece are
in friction contact, the lower plane of the part is fixed, the remaining surfaces have
no stress.

Table 42.1 presents the parameters of the abrasive particles and workpiece.
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Fig. 42.3 Design contact
interaction of the abrasive
particles and workpiece

Table 42.1 Model parameters of abrasive particles and workpiece

No. Characteristic Material model

Workpiece (Steel) Abrasive particles (Corundum)

1 Young’s modulus (MPa) 2 × 105 2 × 109

2 Poisson’s ratio 0.28 0.3

3 Material hardness (HB) 190 20,600

4 Density (kg/m3) 7850 4000

42.3 Finite Element Modeling

42.3.1 Distribution of Stress-Strain State and Temperature
Characteristics

The solution of boundary value problem, described in Sect. 42.2.1, was obtained
by using the finite element method in the FlexPDE. The simplification of the finite
element model is shown in Fig. 42.4. Since the elastic modulus and hardness of
abrasive particles is much greater than workpiece, then its action is replaced by a
hard stamp (Scheme 3 in Fig. 42.4). The finite element grid is shown in scheme 4 of
Fig. 42.4 and has a thickening in the vicinity of the contact region.

42.3.2 Value of Removed Metal from Workpiece Surface

Method for solving the second boundary value problem (Sect. 42.2.2), finite element
method andANSYS software are used,which implements theArchardmetal removal
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Fig. 42.4 Diagram contact
interaction: 1 workpiece; 2
abrasive particle; 3 flat round
stamp abrasive particle; 4
finite element mesh

model. Figure 42.5 shows the finite element mesh of a three-dimensional model of
workpiece and abrasive particle; in the contact area, the mesh is thickened. The final
elements SOLID185, CONTA174 and TARG169 are used for contact surfaces.

Both models are activated using the TB, WEAR command, and their binding to
contact elements is carried out through 01 unique material identifier ID. Activation
of the generalized Archard wear model is carried in the formats: TB,WEAR,MATID,
ARCD, where MATID is the identification of the material associated with contact
elements.

Fig. 42.5 Finite-element partitioning in contact problem: 1 abrasive particle, 2 workpiece abrasive
particle 1, sliding with a constant speed v along the workpiece surface
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42.4 Numerical Results

42.4.1 Calculation of Stress-Strain State and Temperature

In the first problem, finite element method was applied [11]. The mechanical
properties and temperature specified in the SI system are used: Young’s modulus
E = 2×1011 Pa, Poisson’s Ratio 0.3, coefficient of thermal expansion αT = 11.9×
10−6 κ−1, density ρ = 7.8 × 103 kg/m3, thermal conductivity λq = 52w/(mk),
thermal capacity cε = 462 J/k, heat transfer coefficient h1 = 1791.3w/

(
m2 κ

)
,

h2 = 1791.3w/
(
m2 κ

)
, initial and external temperature T1 = T2 = T3 = 293 k,

strip length b = 25 hm, sliding speed v = 0.2m/s, strip height h = 0.04m, stamp
width 2a = 0.02m, friction coefficient f = 0.2, penetration depth δ = 1.0×10−4 m

Figure 42.6 shows the distribution characteristics in the stress-strain state and
temperature of the strip.

Table 42.2 presents the relationship between the penetration depth of stamps and
vertical component of contact interaction force F.

Fig. 42.6 Characteristics of the stress-strain state and temperature in the strip: a temperature under
the stamp,bdistributionof horizontal displacement, c distributionof vertical displacement,d voltage
distribution in area under the stamp
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Table 42.2 Relationship between contact force and penetration depth

Penetration depth (m) 1.0 × 10−5 2.0 × 10−5 3.0 × 10−5 4.0 × 10−5 5.0 × 10−5

F(N) 55 96 138 180 221

The dependences of maximum temperature on speed, friction coefficient and
penetration depth of the stamp are shown in Figs. 42.7, 42.8 and 42.9 in 3 cases:

(i) when friction coefficient f = 0.2; δ = 3.10−5 m and sliding speed change
from v = 0.1m/s to v = 0.5m/s;

(ii) when δ = 3 × 10−5 mm, sliding speed v = 0.2m/s and friction coefficient ƒ
change from f = 0.05 to f = 0.3;

Fig. 42.7 Dependence of temperature on sliding speed

Fig. 42.8 Dependence of temperature on friction coefficient
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Fig. 42.9 Dependence of temperature on penetration depth

(iii) when sliding speed v = 0.2m/s, friction coefficient f = 0.2 and penetration
depth change from δ = 10−5 m to δ = 10−4 m.

42.4.2 Calculation of Removed Metal from Workpiece
Surface

Calculations aremade for an abrasive particle andworkpiece, thematerial parameters
are shown in Table 42.1. The following mechanical properties and geometric param-
eters are used: metal removal rate Kd = 1.06793 × 10−6; b = q = 1.0; radius of
the truncated cone R1 = 2mm and R2 = 4mm, cone height h1 = 2mm; workpiece
height h2 = 3 mm, workpiece length L = 30mm, workpiece width D = 5mm;
friction coefficient f = 0.1; step t = 1 s.

Figure 42.10 shows the distribution of metal removal rate fromworkpiece surface
when abrasive particles is pressed to workpiece by vertical pressure P = 2.5N/mm2

and slide with constant speed v = 30mm/s on workpiece surface.
Figure 42.11 shows the distributions of rates for metal removal from workpiece

surface depending on rotation speed, for the values of rotation speed equal to 5, 12,
16 and 20 rp/s.

The dependence of maximum rate of removed metal from workpiece surface on
the rotation speed of the setup is present in Fig. 42.12. It can be noted that metal
removal rate increases linearly with the rotation speed of CRO.

Figure 42.13 shows the numerical results obtained by performing 4 different
processing modes depending on the time. Note that curves 1 and 2 are smooth and
increase over time. When machining in this mode, the workpiece surface provides
the best of metal removal rate and surface roughness. Curves 3 and 4 show that metal
removal values increase over time, but in these modes, instability has occurred,
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Fig. 42.10 Distribution of removed metal (mm x 10–6): a distribution of rates for metal removal
from workpiece surface, b dependence of maximum rate of metal removal on time

Fig. 42.11 Distribution of metal removal rate on rotation speed (mm x 10–6): a 5 rp/s; b 12 rp/s;
c 16 rp/s; d 20 rp/s
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Fig. 42.12 Maximum of metal removal rate depending on rotation speed

Fig. 42.13 Metal removal rate depending on time: (Series 1) 5 rp/s; (Series 2) 12 rp/s; (Series 3)
16 rp/s; (Series 4) 20 rp/s
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Table 42.3 Dependence of metal removal due to vertical force

Vertical force F(N) 100 280 370 460

Removal of metal from the workpiece surface (μm × 10−3) 0.487 1.23 1.57 1.95

uncontrolled metal removal rate, causing high surface roughness, the authors of [12]
noted similar results.

Table 42.3 shows the dependence metal removal rate from workpiece surface on
the uniformly distributed pressure acting on the larger circle of the dead-end cone.

42.5 Experiments

42.5.1 Technology Equipment

Experimental research on the CRO process have been carried out on the CROS-7,
including working chambers, process fluid delivery units and hydraulic installations
that control the rotation of the work chamber.

The summary of the CRO method is that abrasive particles 3 and workpiece 4
(Fig. 42.14 [6]) are loaded into the working chamber and rotated about the vertical
axis so that the entire mass of the load becomes a torus in which particles move
along spiral paths. The toroidal helical flow is ensured through the design of the
machine working chamber consisting of a fixed cylindrical ring 1 and a rotating
bottom (rotor) 2 adjacent to it, having a common plate shape. Workpieces 4 are
loaded into the working chamber with abrasive particles 3. To reduce wear, the inner
surfaces of the bottom and the fixed part of the working chamber are coated with a
wear-resistant material.

Fig. 42.14 Centrifugal-
rotary processing CROS-7 in
abrasive medium: 1 fixed
cylindrical ring; 2 rotor; 3
abrasive particles; 4
workpieces
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Fig. 42.15 a Workpiece and b abrasive particles in experiments

42.5.2 Experimental Research on the CROS-7

In order to investigate the process of metal removal fromworkpiece surface, we used
steel 45 cylindrical samples of size ∅ 20 × 20 mm (Fig. 42.15).

The parameters of abrasive particles and workpieces are shown in Table 42.1.
Moreover, 3 samples were processed, every 30 min, the processing is stopped, the
samples are taken out of the chamber, washed, dried and weighed on the analytical
balance.

The following formula was used to perform comparison between the numerical
results and experimental data:

m = Vρ (42.18)

where m is the metal removal weight, V is the volume of lost metal after machining
process, ρ is the density.

Figure 42.16 shows the comparison between numerical simulation results and
experimental research metal removal rate of workpiece from the rotation speed.

It is obvious that, the data obtained in experimental research are well consistent
with numerical simulation results.

42.6 Conclusion

In thiswork,wehavedeveloped a three-dimensional statement for contact interaction,
considering the interaction process of an abrasive particle moving at a constant speed
with the workpiece surface.

Finite element models of the abrasive particle and workpieces were constructed
in the FlexPDE and ANSYS software.

When modeling the metal removal process, taking into account the removal of
metal from workpiece surface, the abrasive particles had not wear. The calculation
for metal removal were made with different technological process parameters: the
dependences of metal removal rate on time were constructed with different values of
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Fig. 42.16 Compared results of numerical modeling and experimental research

the CRO angular velocity, the dependence of maximum rate of metal removal on the
rotation speed was constructed. The dependence of metal removal rate on the force
acting on abrasive particles was investigated, too.

The studies of the stress-strain state on the surface and in the volume of work-
piece were performed. The dependences of temperature, of the interaction force on
penetration depth of the stamp, taking into account friction coefficient and slip speed
of abrasive particles were constructed. In the consideration, the strength of the inter-
action depended on set of parameters, such as: rotational speed, type of abrasive
particles, their total volume, and so on. The dependences constructed in the work
allow determining the optimal values of the parameters of the CRO in workpiece
machining.
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Chapter 43
Optimization Design of a 2-DOF
Compliant Parallel Mechanism Using
NSGA-II Algorithm
for Vibration-Assisted Milling

Huy-Tuan Pham, Van-Khien Nguyen, Khac-Huy Nguyen,
Quang-Khoa Dang, Trung-Kien Hoang, and Son-Minh Pham

Abstract Compliant parallel mechanisms (CPMs) combining parallel mechanisms
and compliant mechanisms exhibiting many advantages such as high stiffness, high
load carrying capacity, and high accuracy are widely used in various precision engi-
neering applications. This chapter proposes a new design of a CPM using hollow
flexural hinges combinedwith semicircular hinges and leaf springs for a non-resonant
vibration assisted milling application. The mechanismwill be actuated by piezoelec-
tric actuators. The dimensions of the mechanism are optimized using an FEA-based
global search evolutionary optimization (NSGA-II) procedure, aiming to maximize
the natural frequencies and decoupling between its two axes. The optimization pro-
cedure is programmed in MATLAB whereas the ANSYSMechanical ADPL code is
embedded to support and enhance the calculation process. Using the optimal param-
eters, the established model for the mechanical performance evaluation of the CPM
is verified with the finite-element method. A prototype of the mechanism can be fab-
ricated using wire EDM machining method and it will be incorporated into a CNC
machining center to validate the performance of the established system.

43.1 Introduction

Vibration assisted machining (VAM) is a hybrid machining method which com-
bines small amplitude vibration into either the conventional or non-conventional
subtractivemachining approaches to enhance the cutting performance and efficiency.
Researches showed that with the integrated reciprocatingmotion to the tools or work-
pieces, tighter tolerance and higher quality surface finish could be obtained especially
when hard, high brittleness and low fracture toughness materials are machined [1, 2].
Other reported benefits of VAM include reduction in machining forces, suppression
of burr formation, reduction of tool wear and extension of tool life.
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The purpose of integrating vibration into non-conventional machining methods
such as EDMorwire-EDM is to enhance the cutting speed. For conventional machin-
ing methods, VAM has been applied to turning, milling, drilling, and grinding, for
the processing of hard materials. While in VATurning the vibration can be easily
applied to the tool since it is stationary, the integration of vibration in VAMilling is
much more challenging [3].

Currently twovibrationmethods that are used inVAMilling are shown inFig. 43.1.

Fig. 43.1 Vibration-assisted machining principle: a resonant mode [6]; b non-resonant mode
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In Fig. 43.1a, ultrasonic vibration is integrated into the holder of the tool and operated
using resonant principle. A horn will transmit the mechanical vibration from the
piezoceramic rings to the cutter and this amplitude can be magnified depending on
the design of the horn. Horn design is a crucial but intricate task in this system
and its natural frequencies must match the vibration frequency of the PZT [4–7].
Any mismatch of these frequencies would lead to catastrophic failures for the tool
or the machining system. The other simpler method to feed the vibration into the
machining system is to oscillate the workpiece as illustrated in Fig. 43.1b whereas
the design of a 2-DOF micro-positioning stage using compliant mechanism is the
heart of the system. This paper proposes a 2-DOF platform using a novel design of
a hollow circular flexure hinge to optimize the static and dynamic performance of
a high precision machining stage. The stage can be used to verify the efficiency of
VAMilling in either macro or micro machining.

43.2 Problem Formulation

43.2.1 Design Concept

In this section, a 2-DOF micro-positioning platform is designed to integrate into a
conventional CNC milling machine that could help to induce the vibration of the
workpiece to enhance the machining efficiency. A new hollow flexural hinge in our
previous research [8] is used in combination with the classical semicircular hinge
and leaf spring to optimize the static and dynamic loading performance of the stage.
Figure 43.2 is the design of the hollow hinge where the experimental results have
shown that it could help to improve the stiffness and guiding accuracy.

The configuration of the 2-DOFmicro-positioning platform is shown in Fig. 43.3.

Fig. 43.2 New hollow flexural hinge for the 2-DOF positioning platform: a design parameters of
the hinge, b experimental testing of a fabricated prototype
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Fig. 43.3 Design parameters of a 2-DOF micro-positioning table for vibration-assisted machining

In this design the central stage is connected to the frame via compliant mecha-
nisms including eight hollow hinges, eight semicircular hinges and eight leaf springs.
This stage is vibrated by the vibration from the two PZT actuators that could drive
the motion in either x- or y-direction. Two lever mechanisms are used to transfer
the vibration and amplify the motion from the vibration sources. Thirteen design
parameters are also shown in Fig. 43.3.

43.2.2 Design Concept

In order to independently vibrate workpiece in two perpendicular directions (x and
y), two PZT actuators are used. This 2-DOFmicro-positioning stage could separately
and simultaneously activate the two vibration motions of the workpiece during the
machining process. However, before one could use this stage for the best VAMilling
performance, three objectives should be optimized by varying the above thirteen
design variables. Firstly, since this machining method follows a non-resonant mode,
resonant phenomenon must be mitigated. The natural frequency of the stage should
be maximized to enlarge the processing vibration frequency range. Secondly, fatigue
failure is also a crucial concern for all compliant mechanisms when they are operated
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Table 43.1 Formulation of
the design optimization
problem

1. Objectives:
• Minimize the maximum concentrated stress (σm)
• Minimize the parasitic motion (δy)
• Maximize the first-mode natural frequency (f o)

2. Design variables:
• Hollow hinges: T7, R7, θ

• Lever circular hinges: T3, R3, T4, R4

• Leaf springs: T5, L5, T8, L8

• Table circular hinges: T2, R2

3. Constraints:
i. (g1): 1.0 ≤ Ti ≤ 4.0 (mm), (i = 2–8)
ii. (g2): 3.0 ≤ Ri ≤ 8.0 (mm), (i = 2–7)
iii. Design space, (g3): W × H = 340 × 340 (mm)

iv. The maximum stress within the CPM (g4): σm < [σ y]/SF

in dynamic modes especially under high frequency. Therefore, the designing task
should not only assure the maximum stress within the elastic range but it also should
be small as possible to lengthen the lifetime of the mechanism. The last objective
function is to minimize the parasitic motion of the CPM to reduce the decoupling
between its two axes and enhance its driving accuracy. The optimization problem of
the CPM is formulated in Table 43.1 with three objective functions, thirteen design
variables and four constraint functions.

In order to optimize the shape and size of the CPM, an effective optimization
procedure for the design of compliant mechanisms was developed [9] and it is used
for the synthesis of the current mechanism (Fig. 43.4). The nondominated sorting
genetic algorithm (GA) integrated with ANSYS Mechanical ADPL is applied. This
algorithm was proved to be suitable for solving constrained nonlinear problems with
multiple objective functions. In this analysis, both static and dynamic behaviors of
the mechanism are investigated by using the finite element method.

Static analysis is used to calculate the amplification of the levermechanismswhere
PZT input displacement is transmitted to the displacement of the central stage. Both
maximum stress and parasitic motion are considered in this analysis type to evaluate
the first two objective functions in Table 43.1. Figure 43.5a shows the FEM results
for the displacement of the mechanism when PZT-X is activated and Fig. 43.5b
illustrates the stress distribution among the flexural hinges.

Modal analysis of the mechanism is also implemented to investigate its dynamic
behavior. The first three modes are presented as shown in Fig. 43.6. The first two
modes are the translational motion of the stage in two main directions and their
frequencies are quite close with each other. The third mode is the rotation motion of
the central stage. During the operation of the stage, the machining frequency should
be smaller than the first natural frequency of the mechanism to mitigate the resonant
phenomenon.
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Fig. 43.4 Flowchart of the FEA-based genetic algorithm optimization procedure
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Fig. 43.5 Total displacement of the mechanism with x-input displacement (a); Von-Mises stress
distribution (b)
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Fig. 43.6 Mode shape analysis

43.3 Results and Discussion

In the analysis, aluminum Al7075-T6 is used whose mechanical properties are
Young’s modulus (E = 71.7GPa), Poisson’s ratio (ϑ = 0.33), yield strength(
σy = 503MPa

)
, and density

(
ρ = 2810 kg/m3

)
and the out-of-plane thickness of

the structure is 15.0 mm. By using the GA optimization method integrated with the
ANSYSMechanical ADPL and the number of generations is 60, the optimum results
for the design variables of the CPM are presented in Table 43.2.

Physik Instrument piezoelectric actuators (model: P-225.10) with a maximum
travel range of 15 µm and a maximum pushing force of 12,500 N will be used in
this research. Figure 43.7 shows the displacement of the central table in both x- and
y-directions when PZT-X is activated. An input displacement of 5 µm is applied
and the obtained output motion in x-direction is 7 µm with the amplification of
the lever mechanism is 1.4. This output motion can be optimized to make it bigger
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Table 43.2 Optimum design
variables of the CPM

Design
variables

Values (mm) Design
variables

Values (mm)

T2 1.4 R2 4.0

T3 2.9 R3 6.4

T4 2.9 R4 6.4

T5 1.6 L5 17.0

T7 1.2 R7 4.8

T8 1.2 L8 15

θ 109°

Fig. 43.7 Displacement simulation results

but since during the VAM process large vibration amplitude is not a key factor to
affect the machining performance so it is not included into the objective functions
of the optimization problem. With the optimum design, the parasitic motion of the
stage in y-direction is thousand times smaller than the main motion. This shows a
complete decoupling between two axes. In order to ensure for the best performance
and mitigate the resonant phenomenon of the CPM, the natural frequency of the
mechanism should be several times larger than the activation frequency of the PZT.
When 5 µm excitation is expected from the PZT, the required working frequency is
around 150 Hz. Figure 43.8 is the harmonic analysis result that shows the frequency
response of the mechanism. The first natural frequency of the optimum design is
498Hz that is high enough for embedding external vibration to themachiningprocess.
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Fig. 43.8 Harmonic analysis of the CPM

43.4 Conclusion

Compliant parallel mechanisms were used in this research to design a micro-
positioning stage for VAMilling. The highly precise vibration of the PZT actuators
was transferred to the machining stage via the compliant mechanism combining dif-
ferent types of flexural hinges. In this chapter, hollow flexural hinges were integrated
with semicircular hinges and leaf springs to construct the mechanism. Finite ele-
ment method combined with multi-objective genetic algorithm was used to optimize
the dimensions of the hinges. The simulated results show that the optimum design
exhibits a first natural frequency that is three times larger than the excitation fre-
quency of the PZT for 5 µm input driving. The maximum stress is 101.9 MPa that
is equivalent to a safety factor of around 5.0 and a relatively small parasitic motion
that ensures for a completely decoupling between two axes. This characteristic is
favorable for any vibration-assisted machining processes. In the latter stage of this
research, the designed mechanism will be fabricated using wire EDM and integrated
into a CNC milling center to investigate the influence of the vibration effect to the
machining performance.
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Chapter 44
Design and Analysis of a Compliant
Constant-Torque Mechanism
for Rehabilitation Devices

Thanh-Vu Phan, Huy-Tuan Pham, and Cong-Nam Truong

Abstract Medical or healthcare devices assisting the rehabilitation of human joints
often rely on functional mechanisms that could provide stable output torque. To
achieve this target, available equipment usually uses motorized mechanisms com-
binedwith complicated sensorized control system. This paper presents a novel design
concept of a monolithic compliant constant-torque mechanism (CTM). It could pro-
duce an output torque that does not change in a prescribed input rotation. Thanks
to the monolithic nature of the compliant mechanism, the device is more compact,
lightweight and portable regardless of sensors or actuators. However, to be used in
the rehabilitation equipment, the mechanismmust produce a stable output torque in a
sufficiently wide range of operation. The designmethodology of this compliant CTM
uses a genetic algorithm shape optimization. After obtaining the optimal configura-
tion, finite element analysis is used to verify the design. This chapter also proposes
a general design formulation to find the CTMs with a certain constant output torque
in a specified input rotation range that can be used for human joint rehabilitative
devices or human mobility-assisting devices.

44.1 Introduction

Constant-torque mechanism (CTM) is defined as a mechanism that could provide
a stable output torque regardless of the variation of the rotation angle input. This
mechanism can be found in many applications including technological or medical
devices and daily life products [1, 2]. In order tomaintain a stable output torque, some
rehabilitation devices that are constructed from rigid mechanisms will use sensors
and actuators and combine with complicated control systems [3–6]. Other passive
devices such as the splint in [7] composed of the digit apparatuses and it is identified
as a constant-torque spring. It is a combination from plenty of parts therefore it
reduces the accuracy of the mechanism and makes a challenge in decreasing the size
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of mechanism. In comparison with the traditional rigid-body counterparts, the use
of compliant mechanisms results in reduced wear, reduced need for lubrication, and
a consistently high precision [8].

The compliant CTM is another variant of compliant constant-force mechanism
in which the mechanism rotates around its axis. The constant-force mechanisms
have been attracted by many researchers [9–13] while the CTMs did not receive an
appropriate concerned. Hou et al. [2] proposed a compliant CTM as a function joint.
Prakashah et al. [14] used variable width spline curves to synthesize a compliant
CTM. A simpler compliant CTM by using the straight beams was proposed in [15].
However, it produces a shorter range of constant-torque in comparison with the
curved beams.

The designing concept of the CTM in this paper follows the idea of regulating the
torque—rotation curve of a bi-stable mechanism by converting the negative stiffness
region into zero stiffness section. Using a similar concept, Wang et al. has designed
a simple structure of a constant output torque by using the buckling phenomenon
of a linear bi-stable beam that was arranged with an inclined angle [15]. With the
purpose of lengthening the working range, this paper proposes the configuration of a
CTM with the combination of three slender curve beams in different directions that
is similar to the design of a constant-force mechanism [10].

44.2 Design

44.2.1 Operational Principle and Design Concept

Most ideal compliant mechanisms (CMs) will obey the Hooke’s law when they are
operated in the elastic regime. However, some special CMs such as the CTM will
exhibit an irregular torque curve that differs from the purely elastic mechanism as
shown in Fig. 44.1. It includes two regions: the pre-stress stage and the working

Fig. 44.1 Torque—rotation
curve of a compliant CTM
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Fig. 44.2 Concept of the
CTM

range. During the initial loading process, any elevation of the input rotation angle
would lead to the increment of the reaction output torque. If a CTM is properly
designed, after this stage, the torque will remain stable in a certain range despite of
the increasing of the rotation angle. It is the working range of the CTM.

The proposed CTM in this research has three identical branches that are oriented
symmetrically around the center of the mechanism. Each one includes three com-
pliant beams that are parameterized using Bezier curves as shown Fig. 44.2. The
outer ring is used to anchor two ends of each beam group. The whole mechanism
can rotate around a shaft that is used to constraint the motion of the CTM in one
degree-of-freedom.

44.2.2 Optimization Design of the CFM

Owing to the symmetry of the design, only one branch with three slender beams
illustrated in Fig. 44.3 is analyzed. The design variables are coordinates of ten control
points Ci (x, y)(i = 0 − 9) that compose three 3rd-order Bezier curves and their
width w. The control point C3 is constrained in the vertical center line and it is the
intersection of the three beams. In any design, the working space or the maximum
boundary of mechanism is the first thing that needs to be concerned. Here, the outer
ring that attaches to two points C0 and C6 is considered as a part of the boundary
constraint. The area with radius R that attaches to point C9 is a predefined parameter
so that it could provide enough space to set up the shaft.
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Fig. 44.3 Schematic of one
branch of the CTM and the
design variables of three
Bezier curves

Based on the preliminary parameters, trial designs are randomly created by using
MATLAB and finite element analysis by ABAQUS is applied to obtain the behavior
between output torque and rotation angle. Simultaneously, the stress is also evaluated
to assure the operation of the CTM within the elastic regime. The design variables
are parameterized and optimized by genetic algorithm (GA) to attain the optimum
shape and size of curved beams. The flowchart of this algorithm which was veri-
fied to be suitable for solving constrained nonlinear problems is given in Fig. 44.4.
The optimization problem in this research is formulated in the following objective
function:

Fig. 44.4 Flowchart of the FEA-based genetic algorithm optimization procedure
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Table 44.1 Formulation of
compliant constant torque
mechanism optimization

Objective:
Minimize the variation of the torque following (44.1)

Design variables:
Control points: Ci (x, y) (i = 0 − 9)
In-plane thickness: w

Constraints:
g1 : Ci (x) < 0(i = 0 − 2; 7); Ci (x) > 0(i = 4 − 6; 8)
g2 : 0.7 ≤ w ≤ 1.5 (mm)

The maximum stress within the CTM, g3 : σm < σy/SF

Min f (θ) =
b∫

a

(T − Te)
2dθ (44.1)

This CTMhas 20 designed variables including the (x, y) coordinates of ten Bezier
control points in which the point C3 just has one variable y coordinate and a uniform
width (w) of the beams. The objective of this design is to minimize the variation
of the torque function toward a constant torque regardless the rotation angle of
the mechanism in the working range. The optimization formulation is described in
Table 44.1. The radius R is prescribed as 15 mm. Three constraint functions with
different purpose are embedded to govern the optimization process. The function
g1 is to prevent the curved beams from the intersection. The function g2 defines the
bound for the width of slender beams. The stress of the mechanism is required in the
constraint g3.

44.3 Results and Discussion

In the analysis, polyoxymethylene (POM) is considered being a high-performance
engineering polymer with many applications in industry; it is used for the device.
POM as well as other thermoplastic materials exhibit viscoelastic behavior and time-
dependent properties. However, if the loading process is regarded as static, it can be
assumed to be linear elastic and isotropic material [16]. In this model, the Young’s
modulus (E) of POM is taken as 2.6 GPa, the Poisson’s ratio

(
vp

)
is taken as 0.25,

and the out-of-plane thickness of the structure is 10 mm. By using the GA opti-
mization method integrated with the FEM beam element model in Fig. 44.5 and the
number of generation equal to 25, the optimum results for the design variables of the
parameterized curves are presented in Table 44.2.

To verify for the nonlinear stiffness and structural integrity of the mechanism and
improve the accuracy from the simulation to the practical device, a three-dimensional
model of the obtained optimum beam-element design (Fig. 44.6) is built to analyze
the behaviors of the CTM. The torque—rotation curves of the optimum mechanism
are indicated in Fig. 44.7. The constant-torque value of 3D model is slightly higher
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Fig. 44.5 FEM beam element model (a) and simulation results using Abaqus (b)

Table 44.2 Optimum design variables of the CTM

Design variables Values (mm) Design variables Values (mm)

C0(x, y) (−20.69, 89.76) C5(x, y) (21.99, 68.23)

C1(x, y) (−20.56, 73.49) C6(x, y) (20.80, 89.64)

C2(x, y) (−13.68, 71.76) C7(x, y) (−16.96, 41.85)

C3(x, y) (0.00, 77.37) C8(x, y) (21.74, 40.95)

C4(x, y) (21.80, 68.00) C9(x, y) (14.43, −4.10)

w 0.90

than that of 2Dmodel, but the stability is quite good for both cases. In the operational
range, from 20º to 60º, the torque remains steady at 242 N mm and 247 N mm for
2D and 3D simulation, respectively. The torque can be adjusted to higher value by
increasing the out-of-plane thicknesswithout changing theflatness of themechanism.

The designed CTM can find its applications in integration to a rehabilitative
devices or human mobility-assisting devices. With this mechanism, sophisticated
sensors and feedback control systems can be eliminated to maintain a constant out-
put torque. One such prototype is shown in Fig. 44.8. It is an effectively supportive
device for recovering in knee injuries or going up and down the stairs. Thanks to the
monolithic nature of the compliant mechanism, the proposed CTM can be designed
more compactly to adapt for ankle or elbow rehabilitation devices.
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Fig. 44.6 3D model of the CTM

Fig. 44.7 Torque—rotation results using FEA simulation
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Fig. 44.8 Illustration of
applying the CTM in the
rehabilitation devices

44.4 Conclusions

In this research, a simple and efficient method for the design of a compliant CTMwas
proposed. Shape optimization coupled with genetic algorithm has been used during
thedesignprocess. Taking full advantageof compliantmechanisms,withoutmovable
joints, the use of the designed device would result to reduced wear, reduced need
for lubrication and increased performance by increasing precision. The feasibility of
using themechanism to achieve constant output torque is confirmed by finite element
analyses. The proposed CTM can be used for human joint rehabilitative devices or
humanmobility-assisting devices. The design could bemonolithically fabricated and
miniaturized to use in another smaller devices.
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Chapter 45
Improve the Loading Capacity
and Stiffness of Hydrostatic Spindle
Medium Sized Circular Grinding
Machines Based on Simulation
and Geometric Parameters of the Bearing

Van-Hung Pham, Manh-Toan Nguyen, and Tuan-Anh Bui

Abstract Loading capacity and stiffness of spindle grinding machine are
important features that determine the machining capability and precision of the
machine. Characteristics of hydrostatic spindle bearing depend on geometric param-
eters, oil properties, temperature and oil chamber pressure. The hydrostatic spindle
bearing with four high pressure chambers has been designed and manufactured for
the 3K12 external circular grinding machine with bearing diameter and length corre-
sponding to 70 mm and 56 mm, respectively. This chapter presents a simulation and
experimental results to determine oil viscosity in accordance with the actual geome-
try bearing parameters in order to achieve the highest loading capacity and stiffness of
the bearing. This is the base for determining the characteristics of lubricant oil under
the specific machining process and working conditions of the hydrostatic spindle
bearing.

45.1 Introduction

Hydrostatic bearing systems have been widely used in machine tools, because of
their high stiffness. Many researches have been worked to improve the performance
of a hydrostatic bearing. In order to improve the bearing performance many methods
have been proposed such as: adding a membrane to a restrictor [1, 2] and changing
the shape of a recess [3–5]. In addition, the hydrostatic bearings with a variable
external flow restrictor have been also proposed as typical examples of the hydrostatic
bearing with higher performance [6–9]. By using variable external flow restrictors,
the static stiffness of a hydrostatic bearing can be improved significantly. However,
such restrictors have a desirable problem which both dynamic stiffness and response
are decreased. These studies almost focus on improving performance of hydrostatic
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bearing by improve bearing design. However, with a designed hydrostatic bearing
system, the performance of bearing is also strongly depended on its geometry data.
On the other hand, with an existed hydrostatic bearing, there are many methods to
improve bearing performance, working oil is an example [10–12]. These studies
focuses on finding working oil pressure and viscosity to get the highest stiffness
and loading capacity of hydrostatic spindle based on simulation. Furthermore, the
performance evaluating experiments are also conducted to verify simulation results.

45.2 Loading Capacity and Stiffness Simulation

Hydrostatic journal bearing used in this study is hydrostatic spindle designed for
medium sized circular grinding machine that is constructed of 4 recesses as shown in
Fig. 45.1. The recess pressure is controlled by capillary restrictor, spindle diameter
is D = 70 mm, bearing length is L = 56 mm, the eccentricity e of the bearing is
4.5 µm and bush case having no axial groove.

The eccentricity e and relative eccentricity 1of the grinding machine hydrostatic
spindle are 4.5 µm and 0.3, respectively, land width of bush case are a = 14 mm and
b = 14 mm. With mentioned geometry parameters, hydrostatic film stiffness can be
calculated as [13].

J = ps . L . D

ho
.Jn (45.1)

where

P1

P2

P3

P4

Fig. 45.1 Diagramstructure of the hydrostatic spindle unit used for themedium-sizedouter grinding
machine
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Jn = 3n2

2π
β(1− a

L ) sin
2( π

n )
z+1+2γ . sin2( π

n )
is the dimensionless stiffness; n = 4 is the number of

recesses; γ = n . a . (L−a)

π . D . b is the circumferential flow factor; z =
[

β

1−β

]
is used for

capillary control; β = pr
ps
; ho = e

ε
= 4.5

0.3 = 15 (µm).
Hence

γ = 4 ∗ 14 ∗ (56 − 14)

π ∗ 70 ∗ 14
= 2.4

π
(45.2)

and

Jn = 9 ∗ β(1 − β)

π + 2.4(1 − β)
(45.3)

Therefore

J = ps . L . D

ho
.
9 ∗ β(1 − β)

π + 2.4(1 − β)
(45.4)

On the other hand

Sh = ηN

Ps

(
D

2ho

)2

(45.5)

Therefore

Ps = ηN

Sh

(
D

2ho

)2

(45.6)

where N is the angular velocity of shaft (rad/s).
Then (45.4) can be rewritten as

J = ηN . L . D3

4Shh3o

9 ∗ β(1 − β)

π + 2.4(1 − β)
(45.7)

The bearing stiffness is strongly depended on dynamic viscosity η. MATLAB
software was used to simulate a relationship between bearing stiffness and pump
pressure ps, oil viscosity η. In general, viscosity of oil that used for hydrostatic lubri-
cation is chosen low to achieve cooling effect of fluid flow. On the other hand, at low
viscosity of oil, it is difficult to achieve very high pressure, in most of cases, pressure
of oil is limited by a value no higher than 10 MN/m2. Therefore, the simulation
has been made with a range of viscosity: 0–3 mPa s and pressure: 0–10 MN/m2.
Figure 45.2 shows relationship between bearing stiffness J and oil viscosity, gauge
pressure ratio β when diameter of spindle D = 70 mm and the fabricated bearing
clearance h0 = 12 µm. As it can be seen, stiffness proportional to oil viscosity,
increasing in viscosity will result in increasing of bearing stiffness.
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Fig. 45.2 Hydrostatic bearing stiffness with D = 70 mm, h0 = 12 µm

Similarly, a relationship between stiffness of the hydrostatic bearing and pump
pressure is also simulated to determine the most appropriate pressure value for
the fabricated bearing, the simulation result is shown in Fig. 45.3. As it can be
seen, the bearing stiffness increasing in proportion to the pump pressure in a range
of 0 to 10 MPa. Calculation results show that the appropriate pressure range that
satisfies the requires of the hydrostatic bearing applied in machine tools should be
greater than 5 MPa. This is also the basis for selecting the oil supply system for the
experiment system later.

Fig. 45.3 Hydrostatic bearing stiffness with D = 70 mm and β = 0.5
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45.3 Experimental Setup

In order to verify simulation results, a testing bench has been set up as shown in
Figs. 45.4 and 45.5. There are 2 pneumatic cylinders used to apply load on spindle

Fig. 45.4 Hydrostatic spindle testing bench layout: 1—motor; 2—journal bearing; 3—radial
indicator; 4—bearing bush case; 5—spindle; 6—pneumatic cylinder

Pneumatic cylinder

Bearing bush case

Bearing

Oil supply system

Mechanical 
transmission system 

Spindle unit of 
grinding machine

Fig. 45.5 Hydrostatic spindle testing bench
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and displacement of spindle is monitored by 2 radial indicators. These pneumatic
cylinders are supplied by three separated compressed air sources which are calibrated
to corresponding to three designed loads applied to spindle: 500, 1000 and 1500 N.
Values of viscosity of oils used in this experiment are equal to: 1, 1.5 and 2 mPa s;
and oil pressure is 5 MN/m2.

45.4 Results and Discussion

The experiment has been carried out step-by-step strictly follow procedure: (i) pump-
ing hydrostatic pressure into bearing; (ii) wait for one minute to ensure stable of
pressure oil inside system; (iii) applying load on spindle and see the displacements
of spindle. With each load and oil experiment has been done five times and displace-
ment of spindle was averaged on that five displacements. Experimental results are
presented in Table 45.1.

Based on the displacement of spindle, experimental stiffness of hydrostatic
bearing could be estimated as

1

Jbearing
= 1

J
− 1

Jshaft
(45.8)

where J is the stiffness of hydrostatic spindle (N/µm), Jshaft is the stiffness of shaft
(N/µm), Jbearing is the stiffness of bearing (N/µm).

Spindle shaft made of 40XMH steel and stiffness of shaft is about of Jshaft = 470
(N/µm) therefore stiffness of hydrostatic bearing, which is obtained from experiment
is shown in Table 45.2.

As it can be seen, for viscosity of oil in a range of 1–2mPa s, stiffness of hydrostatic
bearing obtained from simulation is about 700–1400 (N/µm). However, stiffness that
obtained from experiment is smaller, it is in the range of 534.09–932.54 N/µm. The
stiffness obtained from experiment smaller than that of simulation because of:

(i) In simulation process, spindle shaft and bush case are in ideal conditions: axis
of shaft and that of bush cases are parallel. But in fact, in manufacturing and
assembly process, these axes are non-parallel.

Table 45.1 Displacement of hydrostatic spindle under loading condition and spindle stiffness

Load (N) Oil viscosity

Spindle displacement (µm) Stiffness (N/µm)

1 mPa s 1.5 mPa s 2 mPa s 1 mPa s 1.5 mPa s 2 mPa s

500 2.0 1.8 1.6 250.0 277.8 312.5

1000 3.8 3.4 3.2 263.2 294.1 312.5

1500 5.8 5.6 5.0 258.6 267.9 300.0
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Table 45.2 Experimental
stiffness of hydrostatic
bearing

Stiffness (N/µm)

Load (N) Oil viscosity

1 mPa s 1.5 mPa s 2 mPa s

500 534.091 679.191 932.540

1000 597.964 785.953 932.540

1500 575.041 622.792 829.412

(ii) This hydrostatic spindle is upgraded from hydrodynamic spindle of medium
sized circular grinding. The bush case housing is original while bush cases are
new designed, and they are elastic deformed in assembly process; this defor-
mation is also non-regular deformation on circumference of bush case or bush
case is not ideal cylindrical form as in simulation.

(iii) Under high pressure of oil, bush case made by copper bronze also is elastic
deformed.

(iv) The deformation of bush case would result in changing of clearance, however
this deformation of bush case, bearing, shaft, etc. have not been counted in
simulation. Therefore, simulation bearing stiffness is higher than that obtained
from experiments.

On the other hand, the experimental results also show that with a known viscosity
and pressure, the hydrostatic bearing stiffness is not stable when load is changed.
This instability arises since the radial indicators used in experiment have resolution
of 1 µm while displacement of spindle is not more than 7 µm so incorrectness in
measuring displacement of spindle may result in the stability of stiffness.

It also can be seen that either in simulation or experiment, the stiffness of hydro-
static bearing increase when viscosity of oil is increased. However, high viscosity
reduces flow and hence pumping power; moreover, the spindle of grinding machine
always works at high speed that leads to high power consumption and requires high
flow to achieve cool running so viscosity of oil should not be high. The stiffness of the
machine tool spindle is commonly into range of 250–500 N/µm. For medium-sized
external cylindrical grinding machines, the total hydrostatic spindle unit stiffness
J should reach of 300–500 N/µm [14]. Experiment results pointed out that, with
viscosity of 2 mPas, the stiffness of a whole hydrostatic spindle is in a range of
300–500 N/µm. So, the oil viscosity of 2 mPas should be the most feasible for this
application.
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45.5 Conclusion

This chapter presents a study on numerical simulation and experimental study of
hydrostatic bearing spindle stiffness of the medium-sized external cylindrical grind-
ing machine. The simulation results are consisted with experimental results while
there are some differences between them, however those differences are reasonable.

The hydrostatic bearing stiffness shows a difference between theoretical calcula-
tion and experimental results due to some reasons. Such as a high working pressure
may cause an expansion of the copper bush case with a limited thickness, leading
to increasing of the bearing clearance, which will increase the flow and reduce the
experimental stiffness of the hydrostatic spindle bearing unit.

Both simulation and experiment also point out that the stiffness of a hydrostatic
bearing strongly depends on viscosity and pressure of oil. Increasing of viscosity
or pressure would result in increasing of stiffness. However, increase of viscosity
or pressure will result in some draw back such as decreasing in cooling, pumping
up power, etc. With a designed hydrostatic bearing there is a range of hydrostatic
parameters that satisfy required stiffness. Therefore, there are always an optimum
viscosity and pressure, at which hydrostatic bearing gets the best performance. For
instant, with the hydrostatic spindle of medium-sized circular grinding machine, the
oil viscosity of 2 mPa s should be the most feasible for the hydrostatic spindle of
grinding machine.
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Chapter 46
Inverse Method for Estimating
the Convection Coefficient at Gap Inside
Bearing Rig Test

Thi-Thao Ngo, Jin H. Huang, and Van-The Than

Abstract This paper presents an inverse method to estimate the convection
coefficient in the gap of rig test for bearing by using twomeasured temperatures. The
measurement temperatures are obtained by performing the test for different speeds.
The temperature is then used as input data in the inverse algorithm. The method is
constructed based on finite different thermalmodel and an optimizationmethod—the
conjugate gradient method. After acquiring the convection coefficients for various
speeds, formulae of the convection coefficient of two bearing kinds are established.
To validate the inverse results, a comparison of simulation and experimental temper-
atures has been carried out. The results show that the predicted temperatures are in
good agreement with the measured temperatures.

46.1 Introduction

Bearing is one of the key components of almost rotating machinery. The bearing is
designed to operate at demand speed and load-carrying capacity. In spite of different
operational mechanisms and geometry configurations, the bearing is susceptible to
a peculiar form of failure known as seizure whose root cause is thermal effects. In
high speedmachine tool, the bearings are usually used to support the rotation of shaft
which connected to cutting tool. At beginning, to issue a new kind of the bearing,
temperature characteristics usually considers through rig test model. Stein and Tu
[1] applied thermal resistance to predict temperature of the rig test model and further
resulting on thermal preload. Takabi and Khonsari [2] also used the thermal network
to investigate the thermal induced preload. In their studies, the convection coefficient
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inside system was calculated by using some theory and approximate empirical equa-
tions. However, these equations are usually established for simple and laboratory
conditions. Therefore, determining the convection coefficients to construct an accu-
rate thermal model for rig test is necessary task. Directlymeasurement the coefficient
inside the rig test is very difficult due to complex structure and high-speed rotation.
Fortunately, inverse method is an appropriate solution, which is widely utilized in
science and engineering. The inverse method is applied to estimate temperature,
heat generation, convection coefficients, parameters, etc. which are far from easy to
directly measure or calculate. The inverse method has been successfully applied to
estimate heat sources and convection coefficients in many researches [3–6]. In this
chapter, the inverse method is used to estimate the convection coefficient inside gap
of the rig test system. The coefficient is finally formed as a function of speed for
convenience during creating the thermal model of various speeds.

46.2 Inverse Algorithm

Figure 46.1 shows the inverse schematic. It shows that thefinite different (FD) thermal
model is employed. Based on round symmetric property and ignored small structures,
the Shaft-Bearing-Housing system is discretized into thirty-one elements and the
center of each element is described as a location with average temperature. Heat
from the center of one element to the centers of the adjacent elements is transfer
through their contact areas.

In order to derive the FDequation for themodel, the energy balancemethod,which
enables analysis of many different phenomena, is applied. In the energy balance
method, the FD equation for each node is obtained by applying conservation of
energy to a control volume about the nodal region (Fig. 46.2) [7].

4∑

n=1

Tn − Ti
Rin

+ qi = miCpi
∂Ti
∂t

(46.1)

where Tn is the temperature of the nth node which is related to the node i; Ti is the
temperature of node i; Rin is the thermal resistance coefficient between nodes i and n;
and qi ,mi andCi are the heat rate, mass, and thermal capacity of node i, respectively.

The bearing heat generation (q) is determined through the frictional torque of the
bearing (M) and speed (n) [7] as following

q = 1.047 × 10−4nM (46.2)

M = M1 + Mv + Ms (46.3)

M1 = f1F1dm (46.4)



46 Inverse Method for Estimating the Convection Coefficient … 561

Fig. 46.1 Schematic of inverse method

Fig. 46.2 A node with its
adjoining nodes
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Mν =
{
10−7 · (ν0n)2/3 fvd3

m if ν0n ≥ 2000
10−7 · 160 fvd3

m if ν0n < 2000
(46.5)

where M1 and Mv are the friction torque of the bearing related to applied load and
lubricant viscosity, respectively. In (46.4), f1 is a factor related to the type of bearing
and load; F1 represents the static equivalent load; dm is the pitch diameter. For (46.5),
fv is a factor dependent on the types of bearings and the lubrication method; and ν0
stands for the kinematic viscosity of the lubricant.

The spinning friction moment can be carried out as

Ms = 3μQaE

8
(46.6)

where μ, Q, a, and E are the friction coefficient, normal contact force, semi-major
axis of the contact ellipse, and the elliptical integral of the second kind, respectively.

The above equations reveal that the total heat generation is obviously a function
of the bearing’s parameters, lubricant kinematic viscosity, preload, and rotational
speed.

For heat conduction, according to [8], the axial and radial thermal resistance
coefficient can be obtained as

Raxial = �x

k A
(46.7)

Rradial = ln(ro/ri )

2πkL
(46.8)

in which�x and A are the distance and contact area between two node, respectively;
k stands the thermal conductivity. In (46.8), ro, ri and L denote the external, internal
radius and length of element, respectively.

The heat transfer between ball and inner/outer ring is conducted by small ellipse
area. The thermal contact resistance of ball and inner/outer ring can be obtained by
[9]:

Rbr = 1

2πakball
K

(
e,

π

2

)
+ 1

2πakring
K

(
e,

π

2

)
(46.9)

where a, b are the semi-axis of the elliptic contact area; K
(
e, π

/
2
)
is the complete

integral of the first kind. kball , kring are the thermal conductivity of the ball and rings,
respectively.

Contact between the outer rings and housing is through a small air gap, so the
thermal contact resistance coefficient is determined as [10]:

Rhr = hring
kring S

+ hgap − (Tring − Thousing)αrhousing
kair S

(46.10)
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where hring , hgap are the thickness of outer ring and initial clearance of the assembly,
respectively; rhousing and S are the inside radius of the housing and contact surface
area of the outer ring and housing, respectively; α stands for the thermal expansion
coefficient.

The contact between inner ring and shaft is a joint under pressure. Therefore, the
heat transfer in this contact is considered as smooth and no drop temperature in there.

The convective coefficient can be calculated as

h = Nukair
/
d (46.11)

where d is the equivalent diameter, kair is the thermal conductivity of air, and Nu is
the average Nusselt number. There are three kinds which are natural (hf ), force (hr)
and inside gap (h) convections; and the Nu of each kind is determined by:

Nu =
{
0.6 + 0.387(RaD)1/6

/[
1 + (0.559/Pr)9/16

]8/27}2
(46.12)

Nu = 0.6366(Re Pr)1/2 (46.13)

Equations (46.12) and (46.13) are applied for natural convection [8] and force
convection around rotational shaft [9], respectively.

Most difficult is examination of convection in the gap. Because of the complex
structure, the convection coefficient of inside gap cannot be obtained by regular
theory. Instead of, an inverse method is applied to estimate the convection coefficient
based on measurement temperature for this situation.

To obtain measured temperatures on housing surface, experiment has been per-
formed. Table 46.1 characterizes bearing geometry and Fig. 46.3 shows the schematic
of test system, which includes bearing test rig model, driver motor, speed control etc.
The system will be controlled and recorded by the temperature results for different
speeds.

Two kinds of bearings, 7010 and 7014, are used during the experiments. Table 46.2
characterizesmaterials of bearing parts and Fig. 46.4 presents structure of the bearing
test model. Four bearings, shaft and housing are assembled and then fixed on frame.

Table 46.1 Bearing
geometry

Characteristics 7010 7014

I.D (mm) 50 70

O.D (mm) 80 110

Ball diameter (mm) 8.731 11.906

Pitch diameter (mm) 65 90

Width (mm) 16 20

Number of balls 19 21

Nominal contact angle (°) 17 17
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Fig. 46.3 Schematic of experiment

Table 46.2 Bearing parts’
materials

Ball Rings

Density (kg/m3) 3200 7830

Thermal conductivity (W/mK) 32.5 42.5

Specific heat (kJ/kg K) 850 470

Expansion coefficient (10−6/K) 3.2 12

Poisson’s ratio 0.26 0.3

Young’s modulus (GPa) 300 208

Fig. 46.4 Bearing test
model
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In the experiments, thermocouple K type with error of 0.10°C is chosen to measure
temperature on housing surface. All thermocouples are collected by 7018 module
and then transfer to computer for processing and displaying.

The inversemethod combines the finite element (FE) thermalmodel and the conju-
gate gradient method (CGM). Based on two measured temperatures taken on spindle
housing, the solution for the inverse problem is obtained when the objective function
is minimized with respect to the unknown parameter h. The objective function has
been defined by

J (h) =
M∑

j=1

[
Tj − Tjm

]2
(46.14)

where Tj and Tjm are the estimated and measurement temperatures at the measured
points P1 and P2. M = 2 stands for number of measurement points. The iteration
function of CGM is given as

hk+1 = hk − βk Pk+1 with k = 0, 1, 2 . . . (46.15)

β =
M∑

j=1

[
Tj − Tjm

]
�T

/
M∑

j=1

[�T ]

2

(46.16)

�T = T (h + δh) − T (h) (46.17)

where δh should be a real number and be smaller than estimation values. The direction
of descent P can be expressed as

Pk+1 = ∇ J k + rk Pk (46.18)

∇ J = ∂ J

∂h
= J (h + dh) − J (h − dh)

2dh
(46.19)

where dh denotes a small perturbation of the unknown h; and r is the conjugation
coefficient:

rk =
M∑

j=1

[
(∇ J )k

/
(∇ J )k−1

]2
(46.20)

All above computation procedures is summarized and depicted in Fig. 46.5.



566 T.-T. Ngo et al.

Fig. 46.5 Computation
algorithm

Start

Import measured 
temperatures: T1m & T2m

Set k=0;
Guess h=9.7

Solve direct problem based 
on FD thermal model

Get temperature at P1 & P2

Calculate objective 
function J by Eq. (15) 

J < Find J by Eq. (20)

Compute rk by Eq. 21); 
and P by Eq. (19)

Estimate β by Eq. (17) 

k = k + 1
hk+1 = hk - βkPk+1

Store h and 
temperature

End

46.3 Results and Discussion

46.3.1 Testing Results

The experiment has been performed by running from low to high speeds. Each
speed is kept until reach steady-state temperatures; then the speed will be increased.
The process is repeated for all demand speeds. Figure 46.6 shows the recorded the
temperatures during testing 7010 and 7014 bearings. Temperature results are then
listed in Table 46.3.

46.3.2 Inverse Value of h

Based on the experimental temperature, the magnitude of h at the gap for different
speeds as well as bearing kinds is carried out by present inverse method. Then, 3rd-
order polynomial is applied to acquire function for this situation, refer to Fig. 46.7.
Equation (46.21a, 46.21b) gives explicit formulae of 7010 and 7014 bearings:
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7010

7014

Fig. 46.6 Recorded measurement temperatures

h = 2.567 × 10−11n3 − 1.512 × 10−6n2

+ 0.02567n − 36.72 for 7014 (46.21a)

h = a(2.567 × 10−11n3 − 1.512 × 10−6n2

+ 0.02567n − 36.72) for 7010 (46.21b)

where a = 1.044 × 10−13n3 − 7.351 × 10−9n2 + 1.002 × 10−4n + 1.357
The formula of h indicates a convection in the gap as function of rotational speed.

Themagnitude ofh is lowat low speed and then increase to reach highest value around
12,000 rpm; after that it is decreased. The phenomenon appears due to change of air
flow mode [11].
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Table 46.3 Experimental
temperature results

Speed (rpm) T1 (°C) T2 (°C) Too (°C)

(a) For 7010 bearing

7000 37 37 31

10,500 40 40 32

14,000 44 44 32

17,500 50 50 32

21,000 58 58 32

23,000 66 66 32

(b) For 7014 bearing

5000 38 38 27

7000 40 40 29

9000 43 43 30

11,000 45 45 29

14,000 50 51 29

16,000 55 56 28

Fig. 46.7 Function of coefficient h
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46.3.3 Comparison of the Temperature Results

After having the convection coefficients, the simulation temperature can be obtained
based on above thermal model.

Figure 46.8 presents a comparison of simulated and measured temperatures. In
these figures, T 1m and T 2m are the temperatures from experiment; and T 1s and T 2s are
the temperatures from simulation. The results show that the simulation temperatures
agree well with experimental temperatures. The percentage of different temperatures
for all speeds are less than 6%, refer to Tables 46.4 and 46.5. Therefore, it can say that

Fig. 46.8 Comparison of
temperature results
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Table 46.4 Difference of temperature results for 7010

Speed (rpm) T1 (°C) T2 (°C)

T1m T1s Error (%) T2m T2s Error (%)

7000 36 35.5 −1.5 36 35.2 −2.3

10,000 38 37.3 −1.7 38 36.9 −3.0

15,000 43 43.0 −0.1 43 42.2 −1.9

18,000 47 48.8 3.9 47 47.9 1.9

20,000 54 54.2 0.4 54 53.2 −1.5

23,000 64 64.7 1.1 64 63.7 −0.5
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Table 46.5 Difference of temperature results for 7014

Speed (rpm) T1 (°C) T2 (°C)

T1m T1s Error (%) T2m T2s Error (%)

5000 39 39.5 1.2 39 39.2 0.5

8000 41 42.6 3.8 41 42.0 2.5

10,000 43 45.2 5.1 44 44.5 1.1

12,000 46 48.4 5.2 47 47.5 1.1

14,000 50 52.2 4.5 51 51.2 0.4

16,000 54 56.9 5.4 55 55.7 1.3

application of this inverse method to estimate the convection coefficients is accurate
and appropriate for current study.

46.4 Conclusion

With steady-state temperature from measurement, the convection coefficient corre-
sponding to each speed is determined by the inverse method. Therefore, the con-
vection coefficient in the gap of bearing test rig structure as a function of rotational
speed is issued. Based on the function, the temperature for different speeds are easily
predicted. Results indicate that the simulation temperatures are close to the mea-
surement temperatures. Moreover, the results also reveal that percentage errors for
all speeds are less than 6%. Hence it can say that the present inverse method can
accurately estimate the convection coefficient. The finding here will provide useful
information during construct thermal model for similar bearing test system.
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Chapter 47
Combining the Kalman Filter
and Particle Filter in Object Tracking
to Avoid Occlusion Problems

Jen-Hong Lan, Ssu-Wei Chen, Chih-Hsueh Lin, Chin-Shiuh Shieh,
Shyh-An Yeh, I-Hsing Tsai, Chao-Hong Liu, Chin-Dar Tseng,
Hung-Yu Wang, Jia-Ming Wu, and Tsair-Fwu Lee

Abstract We propose a combination of algorithms called the Kalman particle filter
(KPF) that overcomes the object tracking occlusion problem in image processing
while also achieving a reasonable computation time. When object occlusion occurs
while using a Kalman filter (KF), we switch to the particle filter (PF) to track the
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object until the system is stable, and then switch back to the KF. We compared
the results of running each algorithm (KF, PF, and KPF), independently, executed
30 times; the tracking performance was evaluated using six different methods. We
found that KPF successfully addressed the occlusion problem, providing accurate
estimates using highly efficient operations.

47.1 Introduction

In recent years, image object tracking has become an important issue in the image
processing and computer vision fields. Object tracking is used in many applications,
including video surveillance [1, 2], medical electrocardiography [3], biotechnology
[4], and vehicle tracking [5, 6]. Common object-tracking algorithms include mean
shift [7], optical flow [8], the Kalman filter (KF) [9], and the particle filter (PF)
[10]. Each has its advantages as well as its disadvantages. Mean shift has a quick
computational speed and thus is useful for visual tracking, but if the camera lens or
object being tracked ismoving fast, this can lead to inaccurate results. Theoptical flow
algorithm is good formotion detection and object expansion, but it is a large algorithm
with a high computational cost; thus, it is better suited for more complex operations
than background tracking. TheKF algorithm is a fast and optimal recursive algorithm
but it cannot be applied to a nonlinear system, leading to decreased accuracy. Finally,
the PF algorithm is particularly useful for nonlinear and non-Gaussian estimation
tracking [11], but decided that the number of particles is a difficult problem, which
will affect the speed of the operation.

Here, we focus on the KF and PF algorithms. Wang et al. [12] used the KF
algorithm to characterize moving objects using a red, green and blue color model
(RGB) color-based approach, and then applied a threshold to measure the similarity
between detected regions. Li et al. [13] used it to track multiple moving people in
a room using cameras. Peterfreund [14] used the same algorithm to track contours
of non-rigid objects and, in combination with optical-flow measurements, to detect
objects.

There have also been a number of studies investigating tracking using the PF
algorithm, which takes place in five steps: initialization, prediction, observation
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assessment, output, and re-sampling. There are more reports on the observation
assessment and re-sampling steps. Based on the literature it can be concluded that
a new observation model is needed in the assessment step to compare features and
calculate similarities. In particular, the likelihood p(zk |xk) distribution needs to be
evaluated. To this end, particle likelihood based on color [15] and based on edges
[16] have been used, and the two methods have been combined [17]. Regarding
the re-sampling step, two classic algorithms have generally been used: sampling
importance re-sampling (SIR) [18] and sequential important sampling re-sampling
(SIS) [19]. However, some new methods have recently been proposed. For example,
Fu et al. [20, 21] proposed the exquisite re-sampling (ER) algorithm. This method
has improved accuracy because re-sampled particles reflect more of the probability
density function (PDF) of the true state; this maintains the diversity of particles and
thus avoids sample impoverishment during particle filtering. Bouaynaya et al. [22]
applied a motion-based PF algorithm to track faces, relying on the characterization
of the optimal density and Kullback-Leibler (KL) divergence as a similar measure.
Abdel-Hadi [23] applied KPF to color-based tracking; it uses color histograms as
features and requires a smaller number of particles to reduced computational time,
but the image sequences size is big, the computational cost of tracking is increased.
Chen et al. [24] applied the Gaussian particle filter (GPF) to track contours.

The remainder of this chapter is structured as follows. The next section presents
background on each algorithm, and describes our proposed method, the Kalman
particle filter (KPF), and the experimental conditions under which it was tested.
Section 47.3 presents the results of the experiment and performance evaluation.
Section 47.4 discusses the limitations of our method, suggests future directions for
further research, and presents our conclusions.

47.2 Methods

47.2.1 KF

The typical KF process is guided by the following linear difference andmeasurement
equations:

xk = Axk−1 + wk−1 (47.1)

zk = Hxk + vk (47.2)

where xk and zk indicate the state and the measurement at time K, A is the transition
matrix,H is themeasurement matrix, andwk−1 and vk represent the Gaussian process
noise and Gaussian measurement noise. The last two terms are normal probability
distributions and independent of each other:



574 J.-H. Lan et al.

P(w) ∼ N (0, Q) (47.3)

P(v) ∼ N (0, R) (47.4)

The KF consists of two types of equations: time update and measurement update
equations. The former is responsible for the prediction of the current state and error
covariance for estimates to obtain a priori estimates for the next step:

x̂−
k = Ax̂k−1 + wk (47.5)

P−
k = APk−1A

T + Q (47.6)

Time update and measurement update equations need to form a feedback look for
the system measurement update equations, as follows:

Kk = P−
k HT

(
HP−

k HT + R
)−1

(47.7)

x̂k = x̂−
k + Kk

(
zk − Hx̂−

k

)
(47.8)

Pk = (I − KkH)P−
k (47.9)

where K is Kalman gain and R is the measurement variance matrix.

47.2.2 PF

PF, also known as the sequential Monte Carlo or condensation method, uses a
weighted sample to represent the PDF, and it can be applied to the state space of
the model. It is based on Bayesian estimation, which consists of two important steps:
predicting and updating. Given the state vector xk and observation information z1:k
at time k, suppose that the initial probability density p(x0) of the state variable is
known. Then the posterior probability distribution p

(
xk |z1;k

)
can be obtained by:

p(xk |z1:k−1) =
∫

p(xk |xk−1)p(xk−1|z1:k−1)dxk−1 (47.10)

where p(xk |xk−1) is a dynamic model. The update step, using the new image zk is
carried out as

p(xk |z1:k) = p(zk |xk)p(xk |z1:k−1)∫
p(zk |xk)p(xk |z1:k−1)

(47.11)
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where p(xk |xk−1) is the measurement likelihood function, which follows from the
observation model, and p(xk |Z1:k) is the normalizing constant.

In PF, for a given proposal density q
(
xk |xnk−1, zk

)
, the support of which includes

the support of the posterior, the new set of weighted particles at time k,
{
wn
k , x

n
k

}N
n=1,

is such that

p(xk |z1:k) ≈
N∑

n=1

wn
k δ
(
x − xnk

)
(47.12)

where δ is the Dirac delta function, wi
k = w̃n

k /
∑N

n=1 w̃
n
k is the normalized weight,

and w̃n
k is given by

w̃n
k = wn

k−1

p
(
xnk |xnk−1

)
p
(
zk |xnk

)

q
(
xnk |xnk−1, zk

) (47.13)

Given a discrete approximation of the posterior distribution, the average state of
all particles to update the target state is the state of the target at time k,

x̂k =
N∑

i=1

wn
k x

n
k (47.14)

47.2.3 KF and PF Flowchart

Figure 47.1 shows aflowchart of the two algorithms. The basic steps ofKF are applied
to the initial value, prediction, observation, and update steps. If the KF algorithm is
able to track objects and estimate the location of an object or shape and size in the
first frame, it will enter the update step and then complete a cycle. For the PF, the
basic steps are initialization, prediction, observation, output, and re-sampling.

The initial value is defined as the number of particles with the initial state vector,
and so on. The output of the predicted path is obtained through observation; then,
the particle is assigned to the position of the greatest chance to complete a cycle.

47.2.4 KF System

The KF algorithm used for tracking is defined in terms of its state and motion model;
xk is a six-dimensional system state vector, which can be expressed as

xk = [x0, y0, vx,k, vy,k, ax,k, ay,k
]

(47.15)
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(a) Kalman filter (b) Particle filter 

Fig. 47.1 Algorithm flowchart

where x0 and y0 represent horizontal and vertical centroid coordinates, vx,k and
vy,k are the speeds, and ax,k and ay,k are the accelerations. Before starting the KF
algorithm, we need to set the constant matrices A, B, H, Q, R, and I. These constants
are set in advance; the more perfectly they are set, the more accurate the prediction
and tracking will be, even if in the beginning, the estimate is not very accurate.
Through constant corrections and cycles, good results can be obtained. Constant
matrices A, B, and H provide important information describing the movement of
objects and the observation of behavior, relatively speaking. Q and R, the process
noise variance andmeasurement noise variance, respectively, are also critical in most
applications. The initial values of A, Q, I, B, H, and R are as follows:

A =

⎡

⎢⎢⎢
⎢⎢⎢⎢
⎣

1 0 1 0 0 0
0 1 0 1 0 0
0 0 1 0 1 0
0 0 0 1 0 1
0 0 0 0 1 0
0 0 0 0 0 1

⎤

⎥⎥⎥
⎥⎥⎥⎥
⎦

Q =

⎡

⎢⎢⎢
⎢⎢⎢⎢
⎣

200 0 1 0 0 0
0 200 0 1 0 0
0 0 20 0 1 0
0 0 0 20 0 1
0 0 0 0 20 0
0 0 0 0 0 20

⎤

⎥⎥⎥
⎥⎥⎥⎥
⎦

I =

⎡

⎢⎢⎢
⎢⎢⎢⎢
⎣

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

⎤

⎥⎥⎥
⎥⎥⎥⎥
⎦

B = [0 0 0 0 0 0
]

H =
[
1 0 0 0 0 0
0 1 0 0 0 0

]
R =

[(
2

2.98

)2
0

0
(

2
2.98

)2

]

If Q is estimated accurately, the estimated value of the confidence interval will
be relatively small (see Fig. 47.2a). In contrast, if Q is estimated incorrectly, the
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Fig. 47.2 Degree of influence of confidence interval: a narrow confidence interval; b wide
confidence interval

estimated value of the confidence interval will be relatively high (see Fig. 47.2b). R
affects the tracking rate; that is, it is the convergence rate.

Thus, we can almost determine the position at which the object will appear
between the confidence intervals the next time. At the end of the initial steps, we
continue to the next steps. According to (47.5) and (47.6), the new forecast range is
calculated as follows:

xs = [x̂−
k

]
1,1 − 1.97

√[
P
∧−

k

]

1,1
→ [

x̂−
k

]
1,1 + 1.97

√[
P
∧−

k

]

1,1
(47.16)

ys = [x̂−
k

]
2,1 − 1.97

√[
P
∧−

k

]
→ [

x̂−
k

]
2,1 + 1.97

√[
P
∧−

k

]

2,1
(47.17)

In the predicted range of the target, we use a fast and simple method to set the
color range of the characteristics of interest. We extract the fr , fg , and fb color of
the channel in the first frame, and then use the three-color channels to get a grayscale
image, fy :

fy = ( fr × 0.3) + ( fg × 0.59
)+ ( fb × 0.11) (47.18)

fra(x, y) =
{
255 fr (xs, ys) − fCROI(xs, ys)� th′

0 otherwise
(47.19)

where fCROI is the color range of the characteristics of interest, and must be a two-
dimensional (2D) image, and th

′
is the threshold, used to remove the noise. Generally,

if the KF algorithm does not find the target, it must search the whole image until the
target is found again. In our proposed method, when this happens, we use the PF
algorithm to track the object. However, before initiating the PF algorithm, we have
to find the characteristic values of the target, and then calculate its similarity with
the pre-set characteristic values.
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47.2.5 PF System

To enhance the reliability of tracking, we use a novel color statistics method to track
objects. First, we need to set the initial constants; these include the number of particles
N and the color template q(u). Second, we need to spread the particles on the image
and use the state transition matrix model to predict the state of each particle at the
next time:

xk = Fxk−1 + wk−1 (47.20)

where F =

⎡

⎢⎢
⎣

1 0 1 0
0 1 0 1
0 0 1 0
0 0 0 1

⎤

⎥⎥
⎦ defines the deterministic component of the model, and wk−1

is a multivariate Gaussian random variable.
In the general tracking approach, a similar measurement is used for the color

histogram of the Bhattacharyya coefficient [25]; it is a representation of the distance.
Assume that the color histogram q = {q(u)} with for the target, and p(x) = {pu (x)}
with

∑Na
u=1 q

(u)= 1 for the candidate, where x is the center of the candidate location,
and u = 1,…, Na denote the bins of the histogram, and the Bhattacharyya coefficient
is:

Dba =
√√√√1 −

Na∑

u=1

√
p(u)(x) − q(u) (47.21)

Because this method is a traditional PF algorithm, it is must compute the rectan-
gular range of each particle, which requires a very large amount of computational
resources. On the other hand, if the object is moving quickly, close to the lens or very
far away from the lens, this will make it difficult to set the rectangle size, which will
have an impact on the tracking effect.

In our approach, to improve the calculation time,we do not use the color histogram
method. Instead, we use a new color statistical method, called the color block (CB)
method. We have established a distance formula:

D[p(x), q] =
√√√√1 −

Na∑

u=1

(
p(u)(x) − q(u)

)
(47.22)

where x is the center of the candidate location, u = 1,…, Na indicates the RGB color
vector, and q(u) is the reference value of the original RGB color block. Then,



47 Combining the Kalman Filter and Particle Filter … 579

p(u)(x) =
⎛

⎝
m∑

i=1

n∑

j=1

f r (i j)
k ,

m∑

i=1

n∑

j=1

f g(i j)
k ,

m∑

i=1

n∑

j=1

f b(i j)
k

⎞

⎠

T

(47.23)

where
∑m

i=1

∑n
j=1 f r (i, j)

k ,
∑m

i=1

∑n
j=1 f g(i, j)

k and
∑m

i=1

∑n
j=1 f b(i, j)

k are the totals
of the RGB image of each particle block size.

To get the weight of each particle, we have to first calculate the color blocks from
the substitution standard normal distribution and calculate their weight. The normal
distribution of the probability density function of the mean variance is an instance
of the Gaussian function:

f (x;μ, σ) = 1

σ
√
2π

exp

(
− (x − u)2

2σ 2

)
(47.24)

If there is a random variable subject to this distribution, we write. If μ = 0 and
σ = 1, this distribution is called a standard normal distribution, and this distribution
can be simplified as

w0(x) = 1√
2πσ

exp

(
− (D[p(x), q])2

2σ 2

)
(47.25)

To obtain the state estimates, we use the following formula to calculate the a
posteriori probability; it is the a priori probability multiplied by similarity, and then
divided by the standardized similarity, to obtain the state estimate.

X̂K =
N∑

i=1

W (i)
0 X (i)

k (47.26)

W (i)
0 = W (i)

0∑N
i=1 W

(i)
0

(47.27)

If after a few iterations, including the initialization, prediction, and updating steps,
the particle degeneracy problem occurs, re-sampling is a common way to reduce the
effects of degeneracy. In our proposed method, we use SIR, which is divided into
the following three steps:

1. Calculation of the Nef f = 1∑N
i=1[0w̃i

k ]2
;

2. If Nef f < Nth , where Nth is preset threshold

{
xik,

1

N

}N

i=1

= Resampling

[{
x̃ (i)
k , w̃(i)

k

}N

i=1

]

3. Else



580 J.-H. Lan et al.

{
x (i)
k ,w(i)

k

}N

i=1
=
{
x (i)
k ,w(i)

k

}N

i=1

END

47.2.6 Combination of KF and PF

The combining of KF and PF would normally require excessive calculation. To get
around this problem, we use an escape method. Specifically, when the KF operation
encounters an object that is too fast or too sheltered, the method switches to a full-
screen search using PF to enhance object tracking.

Figure 47.3 compares the KF and KPF methods. When the times from 0 to 19
are used with the KF algorithm, they estimate the confidence intervals pk and the
updated p−

k and are able to find objects. When the time is 20, if the object is too fast,
or encounters a shelter and escapes out of the confidence interval, the traditional KF
algorithm searches the whole screen for the target, whereas the new algorithm uses
PF to replace KF, until the system is stable, and then switches back to KF.

Fig. 47.3 Description of the algorithm process for the Kalman particle filter (KPF)
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47.2.7 Performance Evaluation

To assess true path compared to an experimental path, several different methods have
been developed, such as root mean square error (RMSE), mean square error (MSE),
sum of squares due to error (SSE), mean absolute error (MAE), peak signal-to-noise
ratio (PSNR), and Euclidean distance (ED).

The MSE [26] is defined between the parameters of tracked true path and the
object bounding box path over all frames in a video as

MSE(
X (i)
k ,Y ( j)

k

) = 1

Np

Np∑

i=1

(
X (i)
k − x̂ (i)

k

)2 + 1

Np

Np∑

j=1

(
Y ( j)
k − Ŷ ( j)

k

)2
(47.28)

where X (i)
k and Y ( j)

k are true path centroids, X
∧(i)

k and Y
∧( j)

k are computed centroids,
and Np is the total number of frames in a video. The RMSE is the square root of the
MSE; the formula is as follows:

RMSE(
X (i)
k ,N ( j)

k

) =

√√√√√
1

Np

Np∑

i=1

(
X (i)
k − x̂ (i)

k

)2 + 1

Np

Np∑

j=1

(
Y ( j)
k − Ŷ ( j)

k

)2
(47.29)

The SSE and MSE are closely related, and the statistical parameter SSE is the
sum of the squares for the real and object paths. The formula is as follows:

SSE(
X (i)
k ,Y ( j)

k

) =
Np∑

i=1

X (i)
k − X

∧(i)

k + 1

Np

Np∑

j=1

(
Y (i)
k − Y

∧( j)

k

)
(47.30)

With the MSE, RMSE, and SSE, smaller values indicate greater similarity. The
PSNR [27] value is an extension of the MSE. Generally, the higher the value of
PSNR, the better the quality. The formula is as follows:

PSNR(
X (i)
k ,Y ( j)

k

) = 10 log10
2552

MSE(
X (i)
k ,Y ( j)

k

) (47.31)

The main purpose of MAE is to assess the absolute gap between the real and the
object path. It is similar to MSE, where smaller values indicate greater similarity:

MAE(
X (i)
k ,Y ( j)

k

) =
Np∑

i=1

∣∣∣
(
X (i)
k − X

∧(i)

k

)∣∣∣+
Np∑

j=1

|
(
Y ( j)
k − Y

∧( j)

k

)
(47.32)

ED is most readily understood as a distance calculation method, which esti-
mates the similarity measure between different samples in classification. Generally,
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it calculates the distance between the samples, the Euclidean distance between two
n-dimensional vectors:

ED(
X (i)
k ,Y ( j)

k

) =

√√√
√√

Np∑

i=1

(
X (i)
k − X

∧(i)

k

)2
+ 1

Np

Np∑

j=1

(
Y ( j)
k − Y

∧( j)

k

)2
(47.33)

We used each of these six assessment tools to evaluate our algorithm and compare
its performance to PF andKF.Themean values (standard deviation) of object tracking
for 30 time paths were analyzed, with the exact t–test used to compare the difference
between KPF and the other algorithms. A two–tailed value of p < 0.05 was deemed
to indicate statistical significance.

47.3 Experimental Results

Figures 47.4, 47.5 and 47.6 show the experimental results of the KF, PF, and KPF
algorithms, respectively.When usingKF, the object became occluded at image frame
53 (Fig. 47.4). Because this algorithm cannot track objects in the prediction range,
it must search the full screen until it finds objects. However, when searching the full
screen, the detection of any other objects may cause the algorithm to begin to track
those instead of the target, a major tracking error. This occurred from frame 53 until
the end. PF showed good performance in response to occlusion (Fig. 47.5), but the
number of particles (here, set to 2000) affected its speed. As shown in Fig. 47.6,
our KPF method ran well when the object was not obscured or moved too fast, and

(b) Frame 53 (c) Frame 126 (d) Frame 132

(e) Frame 147 (f) Frame 173 (g) Frame 222 (h) Frame 328

(a) Frame 3 

Fig. 47.4 Experimental results of the Kalman filter for remote control cars
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(a) Frame 3 (b) Frame 53 (c) Frame 126 (d) Frame 147

(e) Frame 132 (f) Frame 173 (g) Frame 222 (h) Frame 328

Fig. 47.5 Experimental results of the particle filter for remote control cars

(a) Frame 3 

(e) Frame 132

(b) Frame 53 (c) Frame 126 (d) Frame 147

(f) Frame 173 (h) Frame 328(g) Frame 222

Fig. 47.6 Experimental results of the Kalman particle filter for remote control cars

showed faster computing speeds. When the object was obscured (frame 53), the
algorithm automatically switched to PF, as shown in frame 132. Once the system
stabilized, the algorithm returned to KF for accelerated operation, as shown in frames
147 until the end.

Table 47.1 shows the results of executing each algorithm 30 times. The com-
putation speed of KPF was faster than the other algorithms. It also had a standard
deviation near 0, indicating excellent accuracy. In contrast, in the other algorithms,
execution paths tended to differ between runs. Figure 47.7 shows the average path
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Table 47.1 Comparisons of theKalmanfilter algorithm (KF), Particle filter algorithm (PF),Kalman
particle filter algorithm (KPF) (n = 30)

Parameter KF PF KPF P1
value

P2
value

Elapsed
time

7.88 ± 0.05 8.98 ± 0.057 7.4 ± 0.172 <0.001 <0.001

RMSE 6022.48 ± 3.70E−12 1886.17 ± 2.09E+03 910.03 ± 4.59E+02 <0.001 0.015

MSE 3.63E+0 ± 1.52E−08 7.80E+06 ± 1.41E+07 1.03E+06 ± 1.18E+06 <0.001 0.011

SSE 1.62E+10 ± 0.0 3.5E+09 ± 6.324E+09 4.63E+08 ± 5.30E+08 <0.001 0.011

MAE 5.06E+07 ± 0.0 1.22E+07 ± 1.92E+07 2.34E+06 ± 2.08E+06 <0.001 0.007

PSNR −27.46 ± 1.81E−14 −11.04 ± 11.83 −10.1 ± 3.75 <0.001 0.708

EUD 7.22E+0 ± 1.85E−12 2.12E+03 ± 2.09E+03 1.28E+03 ± 4.59E+02 <0.001 0.035

Abbreviation: RMSE The Root Mean Square Error;MSE The Mean Square Error; SSE The Sum of Squares due
to Error;MAE The Mean Absolute Error; PSNR The Peak Signal-to-Noise Ratio EUD The Euclidean Distance
P1 value: KPF algorithm compared with KF algorithm
P2 value: KPF algorithm compared with PF algorithm

Fig. 47.7 Average path for tracking algorithms: a coordinates of X-direction; b coordinates of
Y-direction

of each method for the 30 runs graphically. KPF provided good performance, both
in terms of computing time and the performance evaluation.

47.4 Discussion

KPF can track an object in a sequence of images as well as in real-time situations,
but in some cases the tracking is limited. For example, if the environment around the
object is similar to the color, shape, or size of the target, it will likely cause tracking
failure or a reduced accuracy rate. In addition, if there is a lack of light, too much
light, or the object’s speed is too fast, then the algorithms are not likely to be able to
track objects.
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The third issue is the number of particles; it is key to set the correct number of
particles and to determine the size of the object being tracked. A new adaptivemethod
for determining the quantity of particles is required. Chen et al. [24] proposed an
adaptive GPF for comparing algorithms, such as the GPF mean shift, the PCA-based
PF, and the adaptive template match. The adaptive GPF algorithm is highly accurate.
Especially for contour tracking, the result is quite remarkable, but the Gaussian
process is more sensitive to the background. If the background is fixed, the Gaussian
PF shows good tracking. However, when the background moves, this may cause
some noise, and this method loses its accuracy. However, there are many methods
that can be used to remove noise. Bouaynaya et al. [22] proposed a motion-based
PF algorithm for tracking target objects. It is fast and accurate, using a state vector
as a differential between the average estimate and the previous average estimate,
and characteristics of the KL divergence measure. However, because a complex
environment for the divergence operation could cause a rupture of the image, this
method is not suitable for use in complex environments. Hence, we proposed the
KPF method, which shows improved performance whether in a simple or complex
environment, even if the background is not fixed. Its speed is comparable to the
adaptive GPF and MBPF methods.

KPF can be used in real-time systems, for example, for tracking traffic to reduce
accident rates. In addition, because its resistance to obscured situations is good, it
may be useful in biomedical and automotive applications, and could even be applied
to near-field communications for remote control applications. These possibilities
should be considered in future research.

In conclusion, our proposed KPF system can successfully track objects quickly
and efficiently, even when target objects are periodically occluded.
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Chapter 48
Generative Artificial Neural Network
Model for Visualization of Internal
Defects of Structural Elements

Arcady Soloviev, Boris Sobol, Pavel Vasiliev, and Alexander Senichev

Abstract This paper considers a simplified version of a deep generative convolu-
tional neural network. The model is designed to generate images containing various
forms of defects. Defects are presented as a simplified basic geometric primitive. At
the network input, parameters are described that initiate the class of the figure and its
geometric characteristics. The proposed model is designed to conduct research on
the quality of image generation, the possibility of combining various types of defects,
studying the influence of various parameters of the training set. Based on these stud-
ies, it is possible to build a more advanced generative model capable of restoring the
shape of internal defects in structural elements based on ultrasonic non-destructive
testing methods.

48.1 Introduction

Currently, artificial neural networks have found great application in the tasks of
automatically extracting features from data. New models of neural networks are
being developed that allow replacing manual data processing and at the same time
increasing the complexity of the extracted features so that it will be difficult for
a person to interpret them. Often, when training neural networks, it is difficult to
understand what hidden features play a major role in the learning process.
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When solving the inverse problems of mechanics, identification of defects, it is
required to localize the defect and restore its geometric parameters. A wide range
of approaches is used to solve such problems. Most of which are based on non-
destructive testing methods. Also, recently, thanks to the development of neural
network technologies, it has become possible to process large amounts of data in
various representations.

Known works in which neural network methods are used in combination with the
classical approaches of non-destructive ultrasonic testing [1]. As a result of finite
element modeling, large amounts of data are collected, which can be interpreted
and processed differently by neural networks. It can be fully connected, recurrent
networks or convolutional neural networks.

48.2 Related Work

In recent years, many researchers have focused their efforts on the improvement of
algorithms for detection of defects and the development of methods for automatic
detection of cracks in the parts of structures and infrastructure.As practice has shown,
the field of computer vision, aimed at detecting defects, is constantly evolving with
steady progress in sensing technology, hardware and software. Despite this, there are
still limitations to existingmethods and approaches. In the field of detection of defects
in structural elements, such restrictions may be, for example, the heterogeneity of the
defects, a wide variety of surface types, the complexity of the background, various
adjacencies, and more.

Convolutional neural network (CNN) is an architecture of artificial neural net-
work, specially designed to work with images [2]. CNN is a multilayer neural net-
work architecture that implements local receptive fields through convolutional layers
and invariance of relatively small geometric deformations through a pooling layer.

This architecture shows outstanding results in the classical problem of recogni-
tion of handwritten digits [3], in recognition of the house numbers on the basis of
the Google StreeView house number data set (SVHN) [4] and in the problem of
recognition and classification of road signs [5].

Recent discoveries in the field of artificial convolutional neural networks have
given researchers a unique tool and a number of advantages. With the increase of
computing power of graphic processors, it became possible to apply deeper architec-
tures of machine learning models [6]. Modern technology, such as increase of data,
regularization, and others, were given the opportunity to avoid overfitting [7].

With the development of convolutional neural networks, it became possible to
more effectively study and generalize the features of images. This has been applied
to areas such as image classification [8], object search [9], vehicle detection [10].
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In [11], the authors propose a neural network model that is capable of generat-
ing three-dimensional objects based on two-dimensional images or features of the
generated object. The authors investigate the problem of direct generation of three-
dimensional surface shapes of rigid and non-rigid forms using deep convolutional
neural networks. The authors show that the network they developed studies themean-
ingful representation of form surfaces, allowing it to interpolate form orientations
and poses, invent new form surfaces, and restore three-dimensional form surfaces
from previously invisible images.

In [12], the authors examine the automatic detection of early visual concepts from
raw data. The authors propose an uncontrolled approach to the study of untangled
ideas about the main factors of variation. The paper discusses some aspects from the
field of neurobiology and shows a model of a variational auto encoder capable of
learning disentangled factors.

In [13], the authors developed a generative model of a deep convolution network
that is capable of creating images based on given parameters. The authors show how
the network is able to find features among various classes of objects under study.
Also, the developed model can create new classes of generated objects by combining
various input parameters.

48.3 Proposed Method

This chapter considers a simplified version of a deep generative convolutional neural
network. The model is designed to generate images containing various forms of
defects. Defects are presented in a simplified form in the form of basic geometric
primitives. At the network input, parameters are described that initiate the class of
the figure and its geometric characteristics.

The proposed model is designed to conduct research on the quality of image gen-
eration, the possibility of combining various types of defects, studying the influence
of various parameters of the training set.

Based on these studies, it is possible to build a more advanced generative model
capable of restoring the shape of internal defects in structural elements based on
ultrasonic non-destructive testing methods.

48.4 Network Architecture

The deep convolutional generative network model consists of two separate inputs.
The first input contains 4 parameters that correspond to four types of geometric prim-
itives. The second input contains 5 parameters that describe the geometric features
of each figure . Each of the two separated inputs is connected to its own fully con-
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nected layer, consisting of 64 neurons. These fully connected layers combine together
and transform into a two-dimensional representation. Next, using a combination of
up-sampling and convolutional layers, image generation occurs. The batch normal-
ization (BN) [14] is used. At the output of the neural network, an image of 128 ×
128 pixels is obtained. The proposed model contains 1,969,665 training parameters.

48.5 Training Set Preparation

The training set is based on a combination of various types of primitives and their
geometric features. Figure 48.1 shows the various geometric shapes used in the
learning process of the model.

In the course of the study, it was found that in order to achieve the best quality
of the generative model, it is necessary to balance the various classes of shapes
imitating defects. For example, a relationship between the average value of the area
of the figures and the quality of their generation is revealed. Figure 48.2 shows the
average area of the figures of each class.

Fig. 48.1 Different figures types and its geometrical parameters are used in training set



48 Generative Artificial Neural Network Model for Visualization … 591

Fig. 48.2 Mean relative area
of each type of figure

48.6 Neural Network Training

In connection with the specificity of the area under study, the intersection over union
metrics (IoU, the Jacquard coefficient) and the equivalent binarymeasure of similarity
(Dice, the Sørensen measure) are used to train and evaluate the performance of the
neural network. As a loss function, the function 1 − J is used:

J (A, B) = |A ∩ B|
|A ∪ B| , S(A, B) = 2|A ∩ B|

|A| + |B|
Initialization of weights in the layers of the neural network is carried out using

the Glorot method [15]. Batch normalization is performed to reduce the internal
covariance shift by normalizing the input distributions of each layer. For training the
Adam optimization algorithm (Method for Stochastic Optimization) is used [16].

The learning rate parameter changes with each epoch. Within the framework of
the task, the optimal number of training epochs was established equal to 15. With
more epochs, the accuracy of the neural network remained largely unchanged.

To implement the developed architecture, DCNN uses frameworks Keras and
Tensorflow. Fine tuning of the neural network model was carried out and the optimal
parameters of its structure were selected. The accuracy of neural networks with
various configurations is shown in Fig. 48.3.

48.7 Results

After training the neural network, validation is performed on the prepared dataset.
Each parameter set is fed to the input of the neural network, and the output is a
generated binary mask with predicted figure. Figure 48.4 shows the results of the
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Fig. 48.3 Increasingmodel accuracy during learning process. Violet, blue and green plots—models
are trained on small dataset contains 20,000 training samples. Orange plot—model is trained on
large dataset contains 50,000 samples. Red plot—model used more convolutional layers (3 against
1). Brown plot—final fine-tuned model with separated inputs and rebalanced figures classes

trained network and their comparison with the true values from the test sample.
The quality of the prepared data set has a great influence on the training and the

result of the neural network.
There are some most representative metrics. Based on this value we can perform

fine tuning of the neural network. F1 is the same Dice value, the other metrics are
well known and used in this type of problems. Figure 48.5 shows the average error
for each geometrical figure.

48.8 Conclusion

As a result of the work done, a model of a generative deep convolutional neural
network was developed. The main purpose of this model is the generation of various
types of geometric shapes that simulate various internal defects in structural elements.
Based on this model, the training process and fine-tuning are worked out. This will
subsequently allow the use of models of a similar architecture in solving inverse
problems of mechanics based on non-destructive testing methods.
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Fig. 48.4 Figures generated by neural network and its ground truth representation
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Fig. 48.5 Calculated metrics for each type of figure
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Chapter 49
Direct Mapping Based FBMC-LDPC
Advanced Underwater Acoustic
Transmission Scheme for Data Signals

Chin-Feng Lin, Tsung-Jen Su, Shun-Hsyung Chang, Ivan A. Parinov,
and Sergey N. Shevtsov

Abstract This paper proposes a 2 × 2 direct mapping (DM) based of an underwa-
ter acoustic transmission (UAT) scheme for data signals based on filter bank mul-
ticarrier (FBMC)-low density parity check (LDPC). The 2 × 2 DM multiple-input
multiple-output (MIMO) transmission mechanism, FBMCmodulation, LDPC chan-
nel coding, adaptive binary phase shift keying (BPSK) modulation and four offset
quadrature amplitudemodulation (4-OQAM), and power assignment mechanism are
integrated. The performances of bit error rates (BERs) and data error rates (DERs)
of the proposed underwater data transmission scheme with perfect channel estima-
tion (PCE) (0%), and the channel estimation errors(CEEs) of 5%, 10%, and 20%
are investigated. The bit error rates (BERs) of data signals for underwater transmis-
sion must be less than 10–5. The transmission power weightings and ratios of power
saving (PS) for the proposed underwater acoustic transmission system are explored
through simulations. From these simulation results, we evaluate the performances of
the proposed advanced data UAT scheme.
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49.1 Introduction

Underwater multimedia sensor networks (UMSNs) are a compelling interest of the
research topic, and UMSNs can be applied to undersea monitoring, and advanced
coastal surveillance. Sarisaray-Boluk et al. [1] adopt different combinations of mul-
tipath transport, watermarking-based error concealment, forward error correction,
and adaptive retransmission mechanisms to achieve reliable and quality aware image
transmission in underwater channel impairments. Singh et al. [2] propose a two-step
preamble-based approach using a novel frame structure to estimate carrier frequency
offset (CFO) and channel in multiple-input multiple-output (MIMO) filter bank mul-
ticarrier (FBMC) scheme with offset quadrature amplitude modulation (OQAM). At
the first step, the coarse CFO estimator without channel information was developed,
and the fineCFOcan be drawon a constant carrier phase.At the second step, themini-
mummean square error estimator is designed for effective channel estimation in time
domains. Singh et al. [3] propose a post-processing signal-to-noise-plus-interference-
ratio (PP-SNIR) method in a MIMO FMBC-OQAM scheme with imperfect channel
state information, and PP-SNIR derived to calculate symbol error rate.

Amini et al. [4] investigated a FBMC transmission scheme in an underwater
communication application, and Lin et al. [5] demonstrated a FBMC-based low
density parity check (LDPC) code underwater acoustic transmission (UAT) scheme
for voice and image signals. In previous study [6], the proposed direct mapping
(DM) FBMC-based underwater transmission scheme (UTS) was demonstrated. The
performances of transmission bit error rates (BERs) of theUTS, themean square error
(MSE) performances and the power saving ratios of the DM FBMC UTS scheme,
for audio signals transmission with perfect channel estimation (PCE) were explored.
The paper examines the BERs and data error rates (DERs) performances of the
DM-based FBMC-LDPC UAT scheme. The power saving ratios of the DM-based
FBMC-LDPC UAT scheme, and data signals received using BPSK modulation in
the DM-based FBMC-LDPC UAT scheme, for a BER of 10−5, were discussed.

49.2 Research Method

Figure 49.1 deplicts the proposed DM-based FBMC-LDPC UAT scheme for data
signals. The transmission architecture has been demonstrated for voice signals [6],
and the transmission performances of the proposed DM-based FBMC-LDPC UAT
scheme is discussed for data signals. The underwater channel model with an under-
water channel bandwidth of 3.9 kHz, a carrier central frequency of 11.5 kHz, and
a transmission distance of 1 km was used [7]. The BER requirement of underwater
transmission data signals is 10−5, and the DER of the DM-based FBMC-LDPC UAT
scheme with a BER of 10−5 is demonstrated. The DER is defined as follows:

DER = De

Dt
(1)
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Fig. 49.1 Proposed the DM-based FBMC-LDPC UAT scheme for data signals

De and Dt denote the number of the transmission error data symbols, and the number
of transmission data symbols, respectively. The performances of BERs and DERs of
the proposed DM-based FBMC-LDPC UAT scheme with PCE) (0%) and CEEs of
5%, 10%, and 20% are investigated. With the CEEs increased, the BERs and DERs
increased.

49.3 Simulation Results

Figure 49.2 shows that DER performances of the DM-based FBMC-LDPC UAT
scheme, using BPSK modulation, with PCE (0%) and CEEs of 5%, 10%, and 20%,
respectively. The 105 data symbols were simulated in the underwater data transmis-
sion. The colors ‘black’, ‘red’, ‘blue’, and ‘purple’, in Figs. 49.2 and 49.3, denote
the DM-based FBMC-LDPCUAT schemewith a PCE, the DM-based FBMC-LDPC
UAT schemewith a CEE of 5%, theDMFBMCUTS schemewith a CEE of 10%, and
the DM-based FBMC-LDPC UAT scheme with a CEE of 20%, respectively. Using
the BPSK modulation with a PCE, and CEEs of 5%, 10%, and 20%, respectively,
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Fig. 49.2 DER performances of the DM-based FBMC-LDPC UAT scheme, using BPSK
modulation, with PCE (0%) and CEEs of 5%, 10%, and 20%, respectively

Fig. 49.3 DER performances of the DM-based FBMC-LDPC UAT scheme, using 4-OQAM
modulation, with PCE (0%) and CEEs of 5%, 10%, and 20%, respectively
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for signal to noise ratios (SNRs) of 12.59 dB, with the corresponding DERs of the
received data signals were 6× 10−5, 8× 10−5, 1.4× 10−4, and 6.4× 10−4. Using
the BPSKmodulation with a PCE, and CEEs of 5%, 10%, and 20%, respectively, for
SNRs of 12.59 dB, with the corresponding BERs of the received data signals were
2× 10−6, 2.67× 10−6, 4.67× 10−6, and 2.13× 10−5. With the CEEs increased, the
BERs and DERs increased.

Figure 49.3 shows the DER performances of the DM-based FBMC-LDPC UAT
scheme, using4-OQAMmodulation,withPCE (0%)andCEEsof 5%,10%, and20%,
respectively. The data signals received using the 4-OQAM modulation with a PCE,
and CEEs of 5%, 10%, and 20%, respectively, for signal to noise ratios (SNRs) of
12.59 dB, with the corresponding DERs of the received data signals were 8.8×10−4,
1.68 × 10−3, 3.46 × 10−3, and 1.22 × 10−2. Data signals were received using the
4-OQAM modulation with a PCE, and CEEs of 5%, 10%, and 20%, respectively,
for signal to noise ratios (SNRs) of 12.59 dB, with the corresponding BERs of
the received data signals 2.93 × 10−5, 5.73 × 10−5, 1.11 × 10−4, and 4.1 × 10−4.
Simulation results show that the BERs and DERs performances of the DM-based
FBMC-LDPC UAT scheme, using BPSK modulation, are better than that of the
DM-based FBMC-LDPC UAT scheme, using 4-OQAM modulation.

Figure 49.4 demonstrates the power saving ratios of the DM-based FBMC-LDPC
UAT scheme with a BER of 10−5, for PCE. The maximum acceptable transmission

Fig. 49.4 Power saving ratios of the DM-based FBMC-LDPC UAT scheme with a BER of 10−5,
for PCE
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Fig. 49.5 Data signal received using BPSK modulation in the DM-based FBMC-LDPC UAT
scheme with a BER and DER of zero, for PCE

BER value for the data signal is 10−5. The data signals received using the BPSK
modulation for theSNRsof 15.18dB, 16.41dB, and18.40dB,with the corresponding
power saving ratios of 63%, 72%, and 81%, respectively. The data signals received
using the 4-OQAM modulation for the SNRs of 17.33 dB, 19.04 dB, and 20.42 dB,
with the corresponding power saving ratios of 63%, 72%, and 81%, respectively.
At the same power saving ratio, the SNRs of the BPSK modulation are lower than
that of 4-OQAMmodulation. Figure 49.5 illustrates that the 1000 data symbols with
EXCEL format received using the BPSKmodulation in theDM-based FBMC-LDPC
UAT scheme with a BER and DER of zero, for PCE. The received data signals are
accurate, and theDM-based FBMC-LDPCUATscheme can be applied to underwater
data transmission.

49.4 Conclusion

In this paper, a DM-based FBMC-LDPC UAT scheme for data signals was dissi-
cussed. The BERs and DERs performances of the DM-based FBMC-LDPC UAT
scheme, using BPSK and 4-OQAM modulations, with PCE (0%) and CEEs of 5%,
10%, and 20%, respectively, were demonstrated. The BERs and DERs performances
of the DM-based FBMC-LDPC UAT scheme using BPSK modulation is superior to
the DM-based FBMC-LDPC UAT scheme using 4-OQAM modulation. With CEEs
increased, the BERs and DERs performances decreased. Power saving ratios of the
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DM-based FBMC-LDPC UAT scheme with a BER of 10−5, for PCE, are explored.
Simulation results show that the proposed DM-based FBMC-LDPC UAT scheme is
suitable for underwater data transmission.
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Chapter 50
Acquisition and Analysis of Endodontic
Handpiece Vibration Signals

Ankit Nayak, P. K. Kankar, Prashant K. Jain, and Niharika Jain

Abstract The root canal treatment is the popular method for disinfection of infected
teeth. Root canal treatment involves cavity preparation (root canal shaping), filling
and sealing. The endodontic handpiece with endodontic files are used for the shap-
ing of the root canals. In this process, the endodontic files dislodge material from
the internal wall of the root canal. Material dislodging causes root canal shaping
forces and vibration. Excessive forces and vibration may increase the chances of
iatrogenic error like the instrument separation, root tooth fracture and root perfora-
tion. These errors can be predicted and eliminated by assessment of the vibration
signals of endodontic handpiece. Endodontic handpiece composed of several parts
like motor, transmission system and endodontic files and generate vibrations at dif-
ferent frequencies. The accelerometer is used for the vibration signal acquisition of
the handpiece. The vibration signal quality is associated with the position of the
accelerometer on the endodontic handpiece. This study is determining the suitable
position of the accelerometer endodontic handpieces, for the better signal acquisition.
The entire handpiece is divided into the segments of equal length. Then eight signals
for each segment are recorded. For each position of the accelerometer, the root mean
square of signals is compared, in order to accrue signals of higher amplitude. In this
study, it has been found out that the amplitude of vibration is significantly varied
along the length of the handpiece. On the base of this study, a suitable location for
the accelerometer has been found out.
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50.1 Introduction

The endodontic treatment process has evolved from the primitive tools to smart tools
and it is continuously improving, to provide better treatment. In order to improve
the RCT, several attempts has been reported in the literature. Endodontics has been
benefited by the advancements in the field of technology; it includes sub areas of tech-
nology like material science, advanced fabrication techniques, computer programs,
diagnosis techniques, fault detection and image analysis. Guided endodontics is the
outcome of advanced diagnosis technique (CBCT) and precise fabrication technique
of AM. Due to advancement in the metallurgy and material science, endodontics is
benefited by the better alloy materials for the fabrication of endodontic files. More-
over, advanced endodontic sealers have been developed to seal the endodontic cavity.
Nowadays, better endodontic instruments are used for the root canal access cavity
preparation for improved outcome of the root canal treatment.

Literature reviled that the it was in the prehistoric age about 14,000 years ago
[1] that a tooth was drilled in humanity’s first root canal treatment. After that the
historic root canal treatment was performed in 1938 by Edwin Maynard. Edwin
Maynard was used a watch spring as the root canal shaping instrument [2]. After
these trials several endodontic instruments were developed. These instruments were
used in clinical practice. The consecutive development of endodontic instruments is
shown Fig. 50.1.

Although Ni-Ti instruments are more flexible than stainless steel files [3], prob-
lems like screw in force [4, 5], stress accumulation [6] and root canal transportation

Watch 
Spring 

Stainless Steel 
Rotary 
Instruments
• Different tool signature

NiTi Alloy 
Rotary 
Instruments
• Different tool signature

New Generation of 
NiTi Instruments
• Reciprocating Instruments
• Rotary Instruments
• Self Adjusting File (SAF)

Fig. 50.1 Evolution in endodontic file design
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[7] are still associated with the use of Ni-Ti rotary instruments. The kinematics of the
rotary Ni-Ti instrument was later transformed into reciprocating motion because it
was observed that reciprocating rotation increases the fracture resistance and extends
the longevity of the instrument [8] as compared to continuous rotation. The recipro-
cating motion of the instrument also minimizes canal deformation and transportation
[9].

In root canal shaping the material dislodging action causes the reaction forces on
the endodontic instrument and the tooth [10]. These forces may lead to the fracture
initiation in the dentine [11]. Due to the root canal shaping forces, stress is developed
in the endodontic instruments. If the stress exceeds the ultimate torsional strength of
the endodontic instruments then the instrument gets fractured [12]. Other than the
shaping forces screw-in forces of the endodontic instruments are also the cause of
the iatrogenic error [13].

Since the last few decades, researchers are investigating the root canal shaping
force, their consequences on the dentine and endodontic instruments. Researchers
have opted for different techniques for such investigations. In the area of biomedical
engineering and medical science, it is the general concern that the availability of
human body parts for the experimentation is very limited so to avoid such issues
the analysis in a simulated environment is carry out. The simulated study helps to
maintain the uniformity between the different populations of the samples.

Literature reveals that, researchers have been studied the effect of endodontic
shaping forces and reaction torque on the root canal in the finite element analysis
[14]. Finite element analysis was carried out to study the fracture of the endodontic
instruments [15, 16]. Such studies helps to understand the stress distribution and
fracture mechanics of the endodontic instruments. Few experimental studies were
also carried out by researchers, to evaluate the shaping forces and their consequences
of file separation. During the root canal shaping, the endodontic file adopts the
curvilinear geometry of the root canal and keeps rotating in order to remove the
dentine. In each rotation, a cyclic load is induced on the curvilinear portion of the
file; this cyclic loading is caused fatigue failure of the endodontic file [17, 18].
These studies showing that the endodontic files may fractured during the root canal
shaping, under certain conditions i.e. sharp curvature, excessive shaping forces [19]
and torque [20]. However, few files show fewer chances of separation but still, it
cannot be neglected. Existing literature does not suggest any approach to prevent the
endodontic file separation during the root canal shaping. Prediction of file separation
may help the endodontists to provide hassle free treatment procedure.

Other than the file separation, root canal shaping force also affects the shaping
ability of the endodontic files. Excessive root canal shaping may cause the patent
discomfort, root fracture and micro crack initiation.

Several studies have reported the crack initiation, vertical root fracture and craze
lines in the root dentine after the endodontic shaping with NiTi instruments [21–
24]. These cracks and lines may further propagate and resulted in tooth fracture.
Few studies have been carried out by endodontists to determine the shaping force of
different endodontic files and their consequences [25, 26].
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Liu and Wu [27] measured root canal surface strain and canal transportation for
three different files. They have fixed the strain gauges on the external surface of
endodontic blocks to monitor the surface strain during the root canal shaping. Gen-
ovesi et al. 2016 [28] studied effect of 6 different files on dental crack formation. Few
more studies [23] were carried out to compare the crack formation in different root
canal instrumentation (shaping) techniques. They [23] were compared endodontic
files of different kinematics and design. It was mentioned that the root canal shaping
force and related stress are one of themajor responsible factors for dentine cracks and
root canal facture. From the literature, it can be concluded that the dentine cracks
cannot be avoided in the case of root canal shaping with rotary or reciprocating
instruments. These micro-cracks can be avoided by maintaining the root canal shap-
ing force in the certain limit and assessment of the root canal shaping forces might
be the solution for this problem.

Root canal shaping force affects the performance and life of the endodontic instru-
ments. There are chances for breakage in NiTi instruments due several factors like
torque generated, vertical load causing increase in torque, cyclic fatigue, instrument
design and technique of instrumentation [29].

Improved design and kinematics of the instruments help to reduce the chances
of the file separation. But still it cannot be avoided. Prediction of the file separation
may help to avoid the instrument fracture during the root canal treatment.

The endodontic files apply root canal shaping force and vibrations on the tooth.
The amplitude of the force and vibration may vary according to the design, material
dislodging mechanism and kinematics of the endodontic file. The root canal shaping
forces can be predicted by the vibration signature of the hand piece.

Vibrations signature analysis of the endodontic handpice may help to maintain
the root canal shaping forces [30, 31] and vibration s in a certain limit. This helps
to avoid the iatrogenic errors of the root canal treatment caused due to the excessive
force and vibration. In this article the best suitable position for the accelerometer has
been determined to acquire the maximum vibration signals of root canal shaping.

50.2 Material and Method

50.2.1 Endodontic Handpiece

The endodontic handpiece is used in mechanized or motorized root canal shaping.
This handpiece provides the motion to the endodontic handpiece as per the specifi-
cations of the instruments. Endodontic handpiece assembly has several rotary parts
like motor, coupling, bearings etc. which causes the vibrations. These vibrations may
cause the crack initiation, crack propagation in the dentine or the vibration may also
lead the hand-arm vibration syndrome in the endodontist’s wrist.

For this study two endodontic handpiece i.e. Marathon and Micro-Mega MM
control (Micro-Mega SA Besancon, France) were used for the vibration signature
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Fig. 50.2 Different locations to mount the accelerometer for signal acquisition in a marathon and
bMM control handpiece

acquisition. On Marathon and MM control handpiece 6 and 4 points, respectively,
have been identified for the vibration signal acquisition as shown in Fig. 50.2.

50.2.2 Experimental Setup and Signal Analysis

The Dayton (3093B1) accelerometer with DEWESoft data acquisition system is
used for the signal acquisition. The signals are logged by keeping the data acquisition
frequency 51,200Hz. The accelerometer is mountedwith the help of amagnetic stud,
on the outer periphery of the handpiece.Both handpices are operated at differentRPM
and the signals are logged in a dedicated computer.Vibration s signals are recorded for
each pre defied pints of the handpiece. Vibration s signals of the different locations of
the handpiece are analyzed in the MATLAB software. The root mean squire (RMS)
value of each signal is calculated using (50.1) [30]. The RMS values of different
groups are compared to know the difference between the RMS values of signals of
different location.

AMSRMS =
√
1

n

(
Amp21 + Amp21 + Amp21 + · · · + Amp2n

)
(50.1)
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50.3 Results and Discussion

The RMS values of vibration signature for the different sensor location is shown
in the Table 50.1. The interval plot for this data is showing in the Fig. 50.3. From
Table 50.1 and Fig. 50.3 it can be analyze that for Marathon hand piece the RMS
value of the vibration signals is significantly high at location 6 while for MM control
handpice the RMS value of the signature at location 2 is significantly more than the
other 3 accelerometer locations.

The vibration signals may help to predict the fracture of endodontic file [32].
For signal analysis the strong signal is the favorable situation. Vibration signals are
responsive to the changes in endodontic instrument structure like dull tool and instru-
ment separation. The results of the present study are showing that the accelerometer
location for maximum signal strength is not similar in each endodontic handpice.
This might due to the kinematics and design of each instrument. MM-Control is
the handpice of advanced generation than Marathon handpice. MM-control has less
vibration than Marathon.

In any system, unbalanced rotary parts and/or hammering are the main causes
of vibration. In root canal shaping, the primary causes of force or vibration are
the motion of rotary parts [32] material dislodging, kinematics, geometry and cross-
section of the endodontic file. Excessive vibration may further lead to minor or major
crack initiations in the dentine, root fracture, or file fracture [33]. The endodontic
motor, along with the contra-angle handpiece, is composed of many rotary parts:
the rotor and shaft of the endodontic motor, the transmission shaft in the handpiece,
gears, and the endodontic file. These parts may have some unbalanced mass and may
generate vibrations at the frequency of the rotation and its harmonics [31].

50.4 Conclusion

The vibration signature acquisition of endodontic handpice has been presented in
this article. From the experimental study it can be conclude that the intensity of the
vibration signals is changed according through the handpice. For better outcome of
the signal analysis the best suitable signal location for each handpice should be find
out. Further it can also be conclude that theMM- control handpice has less vibrations
than Marathon endodontic handpiece.
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Fig. 50.3 Interval plot for different sensor location of a marathon and bMM-control handpiece
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7. M. Alrahabi, M. Alkady, A. Saudi. J. Dent. Res. 8, 1–4 (2017)
8. H.C. Kim, S.W. Kwak, G.S.P. Cheung, D.H. Ko, S.M. Chung, W. Lee, J. Endod. 38, 541–544

(2012)
9. V. Tambe, P. Nagmode, S. Abraham, M. Patait, P. Lahoti, N. Jaju, J. Conserv. Dent. 17, 561

(2014)
10. J.Y. Blum, P. Machtou, S. Esber, J.P. Micallef, Int. Endod. J. 30, 386–396 (1997)
11. T. Özyürek, V. Tek, K. Yılmaz, G. Uslu, Restor. Dent. Endod. 42, 332–341 (2017)
12. H.C. Kim, H.J. Kim, C.J. Lee, B.M. Kim, J.K. Park, A. Versluis, Int. Endod. J. 42, 593–602

(2009)
13. J. Ha, W. Kwak, Korean Acad. Conserv Dent. 41, 304–309 (2016)
14. G.M. Yared, G.K. Kulkarni, Int. Endod. J. 35, 536–541 (2002)
15. S. Necchi, S. Taschieri, L. Petrini, F. Migliavacca, Int. Endod. J. 41, 939–949 (2008)
16. A.M. Elnaghy, S.E. Elsaka, Int. Endod. J. 48, 894–901 (2015)
17. E.C.P. Acosta, P.D. Resende, I.F. da C. Peixoto, É.S.J. Pereira, V.T.L. Buono, M.G. de A.Bahia,

J. Endod., 43, 613–618 (2017)
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