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Preface

The concept of CAST as a computer-aided systems theory was introduced by Franz
Pichler in the late 1980s to refer to computer theoretical and practical development as
tools for solving problems in system science. It was thought of as the third component
(the other two being CAD and CAM) required to complete the path from computer and
systems sciences to practical developments in science and engineering.

Franz Pichler, of the University of Linz, organized the first CAST workshop in April
1988, which demonstrated the acceptance of the concepts by the scientific and technical
community. Next, Roberto Moreno-Díaz, of the University of Las Palmas de Gran
Canaria, joined Franz Pichler, motivated and encouraged by Werner Schimanovich,
of the University of Vienna (present honorary chair of Eurocast), and they organized
the first international meeting on CAST (Las Palmas February 1989), under the name
EUROCAST 1989. The event again proved to be a very successful gathering of sys-
tems theorists, computer scientists, and engineers from most European countries, North
America, and Japan.

It was agreed that the EUROCAST international conference would be organized
every two years, alternating between Las Palmas de Gran Canaria and a continental
European location. Since 2001 the conference has been held exclusively in Las Palmas.
Thus, successive EUROCAST meetings took place in Krems (1991), Las Palmas
(1993), Innsbruck (1995), Las Palmas (1997), and Vienna (1999), before being held
exclusively in Las Palmas in 2001, 2003, 2005, 2007, 2009, 2011, 2013, 2015, 2017
and 2019, in addition to an extra-European CAST conference in Ottawa in 1994.
Selected papers from these meetings were published as Springer Lecture Notes in
Computer Science volumes 410, 585, 763, 1030, 1333, 1798, 2178, 2809, 3643, 4739,
5717, 6927, 6928, 8111, 8112, 9520, 10671, and 10672, respectively, and in several
special issues of Cybernetics and Systems: An International Journal. EUROCAST and
CAST meetings are definitely consolidated, as shown by the number and quality of the
contributions over the years.

With EUROCAST 2019 we celebrated our 30th anniversary. It took place at the
Elder Museum of Science and Technology of Las Palmas, during February 17–22, and
it continued with the approach tested at previous conferences as an international
computer-related conference with a truely interdisciplinary character. As in the pre-
vious conferences, the participants profiles were extended to include fields that are in
the frontier of science and engineering of computers, information and communication
technologies, and the fields of social and human sciences. The best paradigm is the
Web, with its associate systems engineering, CAD-CAST tools, and professional
application products (Apps) for services in the social, public, and private domains.

There were specialized workshops, which, on this occasion, were devoted to the
following topics:



1. Systems Theory and Applications, chaired by Pichler (Linz) and Moreno-Díaz (Las
Palmas)

2. Pioneers and Landmarks in the Development of Information and Communication
Technologies, chaired by Pichler (Linz) and Seising (Munich)

3. Stochastic Models and Applications to Natural, Social and Technical Systems,
chaired by Nobile and Di Crescenzo (Salerno)

4. Theory and Applications of Metaheuristic Algorithms, chaired by Affenzeller,
Wagner (Hagenberg), and Raidl (Vienna)

5. Model-Based System Design, Verification and Simulation, chaired by Nikodem
(Wroclaw), Ceska (Brno), and Ito (Utsunomiya)

6. Applications of Signal Processing Technology, chaired by Huemer, Zagar,
Lunglmayr, and Haselmayr (Linz)

7. Artificial Intelligence and Data Mining for Intelligent Transportation Systems and
Smart Mobility, chaired by Sanchez-Medina (Las Palmas), del Ser (Bilbao),
Vlahogianni (Athens), García (Madrid), Olaverri-Monreal (Linz), and Acosta
(La Laguna)

8. Computer Vision and Machine Learning for Image Analysis and Applications,
chaired by Penedo (A Coruña), Rádeva (Barcelona), and Ortega-Hortas
(A Coruña)

9. Computer and Systems Based Methods and Electronic Technologies in Medicine,
chaired by Rozenblit (Tucson), Maynar (Las Palmas), and Klempous (Wroclaw)

10. Advances in Biomedical Signal and Image Processing, chaired by Fridli
(Budapest), Huemer, Kovacs, and Böck (Linz)

11. Systems Concepts and Methods in Touristic Flows, chaired by Palma-Méndez
(Murcia), Rodriguez, and Moreno-Díaz Jr. (Las Palmas)

12. Systems in Industrial Robotics, Automation and IoT, chaired by Jacob (Kempten),
Stetter (Munich), and Markl (Vienna)

In this conference, as in previous ones, most of the credit for the success is due to
the workshop chairs. They and the sessions chairs, with the counseling of the Inter-
national Advisory Committee, selected from 172 presented papers. After oral presen-
tations and subsequent corrections, 123 revised papers are included in this volume.

The event and this volume were possible thanks to the efforts of the workshop chairs
in the diffusion and promotion of the conference, as well as in the selection and
organization of all the material. The editors would like to express their thanks to all the
contributors, many of whom have already been Eurocast participants for years, and
particularly to the considerable interaction of young and senior researchers, as well as
to the invited speakers: Prof. Paul Cull, from Oregon State University, USA; Prof.
Christoph Stiller, from Karlsruhe Institute of Technology (KIT), Germany; and Prof.
Bruno Buchberger, from the Research Institut for Symbolic Computation (RISC),
Johannes Kepler University Linz, Austria. We would also like to thank the Director
of the Elder Museum of Science and Technology, D. José Gilberto Moreno, and the
museum staff. Special thanks are due to the staff of Springer in Heidelberg for their
valuable support.

November 2019 Roberto Moreno-Díaz
Franz Pichler

Alexis Quesada-Arencibia
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Tales of Computer and Systems Theory

Paul Cull

Computer Science, Kelley Engineering Center,
Oregon State University Corvallis, OR 97331, USA

pc@cs.orst.edu

Abstract. Were computers invented so that Norbert Wiener would not have to
compute ballistic tables? Could a theoretical mapping between analysis and
algebra allow scientists to turn animals inside out? What do Euclid and Lewis
Carroll have to do with computer aided systems theory? These are some of the
improbable questions we will explore in anecdotal history of computers and
systems theory. This is not formal history, rather tales that are passed between
colleagues and from teachers to students.

Among the questions we would like to answer these standout:
Is EVERYTHING possible? Might the IMPOSSIBLE still be PRACTICAL?
Does theory drive practice or does practice drive theory?

In the end we may be left with more questions than answers.

Short CV: Paul Cull is a long time contributor to EUROCAST. He has been attending
since the 1990s. His background is in mathematical biology and computer science. He
did his graduate studies with Nicolas Rashevsky’s group at the University of Chicago.
His PhD thesis, under the direction of Luigi Ricciardi, was on the use of linear algebra
for the analysis of neural nets. In 1970, he joined the faculty of Oregon State University
as one of the founding members of the Computer Science Department. After many
years of teaching and research, he is now Professor Emeritus.



Promises and Challenges of Automated
Vehicles

Christoph Stiller

Karlsruhe Institute of Technology, KIT, Germany
stiller@kit.edu

Abstract. This talk discusses the state of the art and a potential evolution of
self-driving cars. It will outline approaches and challenges for achieving full
autonomy for self-driving cars and elaborate the potential of cooperativity for
automated driving. The talk will look at homologation issues and how these are
approached by different stakeholders.

We will look at many examples, including the DARPA and GCDC Chal-
lenges.

The talk will draw on lessons learned and challenges to be overcome from
the perspective of the German Research Priority Program “Cooperative Inter-
active Automobiles.”

Short CV: Christoph Stiller studied Electrical Engineering in Aachen, Germany, and
Trondheim, Norway, and received both his diploma and PhD (Dr.-Ing.) from Aachen
University of Technology in 1988 and 1994, respectively. He worked with
INRS-Telecommunications in Montreal, Canada, for a post-doctoral year in 1994/1995
and with Robert Bosch GmbH, Germany, from 1995–2001. In 2001, he became
Chaired Professor and Director of the Institute for Measurement and Control Systems
at Karlsruhe Institute of Technology (KIT), Germany.

Dr. Stiller serves as Senior Editor for the IEEE Transactions on Intelligent Vehicles
(2015-present) and as Associate Editor for the IEEE Intelligent Transportation Systems
Magazine (2012-present). He served as Editor in Chief of the IEEE Intelligent
Transportation Systems Magazine (2009–2011). His automated driving team Annie-
WAY were finalist in the Darpa Urban Challenge 2007 as well as first and second
winner of the Grand Cooperative Driving Challenge in 2011 and 2016, respectively. He
has served in several positions for the IEEE Intelligent Transportation Systems Society
including being its President during 2012–2013.



Automated Mathematical Invention: Would
Gröbner Need a PhD Student Today?

Bruno Buchberger

Research Institute for Symbolic Computation (RISC),
Johannes Kepler University, Linz, Austria

www.brunobuchberger.com

Abstract. Wolfgang Gröbner (1899–1980) was my PhD advisor back in 1964 at
the University of Innsbruck, Austria. The problem he posed to me had been
formulated, in a slightly different form, by Paul Gordan in 1899 and was still
open in 1964. Roughly, the problem asks for an algorithmic canonical simplifier
for the congruence relations with regard to multivariate polynomial ideals.
I solved the problem in 1965 in my PhD thesis by introducing what I later called
the theory and method of “Gröbner bases”. The theory and method found
numerous applications both inside mathematics and in basically all areas of
science and technology in which non-linear polynomial systems play a role (e.g.
robotics, cryptography, computer-aided design, software verification, systems
theory, etc.)

In this talk I will, first, give an easy and practical introduction to the theory
and method of Gröbner bases for those with no or only little background in this
area. My main emphasis, however, will be on my recent research on automating
mathematical invention. For this, I will take the theory of Gröbner bases as my
main example. I will show how, by recent progress in automated reasoning and,
in particular, my method of “Lazy Thinking” for the automated invention and
proof of mathematical theorems and algorithms, my theory and method of
Gröbner bases today could be “invented” completely automatically. In other
words, cum grano salis, Professor Gröbner today would not need a PhD student
for solving his problem any more.

From this, I will draw some conclusions on the future of mathematics.

Short CV: Bruno Buchberger is Professor Emeritus of Computer Mathematics at RISC
(Research Institute for Symbolic Computation), Johannes Kepler University (JKU) in
Linz, Austria.

Founding editor (1985–2000) of the Journal of Symbolic Computation. Founding
chairman (1987–2000) of RISC. Founder and Director (1989–2013) of the JKU
Softwarepark Hagenberg, the first Softwarepark as such, a world leading concept.

Author of the theory of Gröbner bases, established in his PhD thesis 1965 and
expanded upon later in his publications. Since then, the theory has been a subject of
over 20 textbooks, over 3,000 publications, and of a larger number of citations.

His current main research interest is on automated mathematical theory exploration
(the “Theorema Project”).
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Design and Implementation of an Autopilot
for an UAV
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Abstract. Based on a theoretical model, a flight control system (autopilot) is
designed for an UAV. The mathematical basics were analysed and transfered into
a closed software system supported by Matlab/Simulink and by practical flight
tests. Therefore, essential part of the project are the necessary hardware design
of the control electronics and the connected sensor subsystems. The most impor-
tant sensors will be introduced. The hardware based on the ARM Cortex M4
architecture. For safety reasons each hardware node has its own CPU. In order
to maximum flexibility in the application all control electronics are designed as
expandable systems of hardware modules. The Futaba SBUS.2 is used for com-
munication between sensors, actuators and autopilot. The flight tests of the entire
system are carried out in different flight configurations, i.e. several airframes were
tested for optimizing and adapting for different operational scenarios.

Keywords: UAV · Autopilot · Flight simulation · Cascade controller · Futaba
SBUS.2 · Real time operating systems · 3D-printing · Aerodynamic
optimisation ·MATLAB · Simulink · SolidWorks · Embedded systems

1 Preface

At the beginning of this project the initial question was which autopilot is suitable for
an UAV. After comparing the market the decision was to develop an own autopilot,
because no default autopilot completely fitted to the requirements. The advantage is a
high flexibility and an expandable system.

The development of the airframe is closely locked to the development of the autopi-
lot’s hard- and software. Several, partly contradictory, requirements have to be brought
together to a technically acceptable compromise. Based on experiences and experiments
with 3Dprinting technology, some parts of the airframewere optimized in aerodynamics,
others were designed in special lightweight construction and, last but not least, the rele-
vant relationships between electronic and mechanical optimisation were also addressed.
The CAD tool SolidWorks gives the possibility for aerodynamic optimisation for that
components.

During the design of the autopilot, the implementation of the control loops into
the time slices of the RTOS was a major challenge. These time slices allow a huge
advantage in terms of flexibility of the software design.Aprofessional flight simulator for

© Springer Nature Switzerland AG 2020
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model aircrafts and the definition of a mathematical model of the controller inMATLAB
served to solve this job. The developed autopilot is able to stabilize all three axis (roll,
pitch and heading) of the aircraft. Future scenarios will require a fully autonomous
flight. For this purpose, a flight planner is part of further software developments. The
main task of this flight planner is to define the flight direction, airspeed, altitude and
climbrate of the UAV. An addional external program generates the neccessary waypoints
(GPS based) for the entire flying route of the flight planner. The autopilot controls the
specified airspeed and altitute between the different path sections during the mission.
Due to the properties of required controller input data, it proved unavoidable to develop a
number of special sensors to measure the flight attitude of the UAV. Important properties
of the sensors (IMU, Pitot tube and GPS) and their connection with the control bus
(Futaba S-BUS.2) are explained, i.e. real-time processing, signal pre-processing as well
as signal conditioning. The control by the autopilot has to be done in most of the weather
conditions. The entire system is understood as a complete unit of mechanics, electronics
and software components. With this in mind, the system is well prepared for future
expansion, such as radar, wide-range telemetry and artificial intelligence, with other
words the aircraft is design to be upward scalable (Fig. 1).

Main 
wings

Instrument 
section

Stubby 
wings

Engine 
unit

Tail 
wings 

Fig. 1. Prototype of the UAV with 3D printed parts and discreption of the main components of
the UAV. 3D Printed Parts are Instrument section, Stubby wings and a part of the tail wings.

2 Optimizing of the Airframe

In [5] the basic design of an airframe was shown on the basis of the exclusive use of
3D printed parts. During the flight test the tails, wings and parts of the airframe were
replaced by other manufacturing processes for cost and weight efficiency. The series
production is made with special tools and a multi-component foam. The servo drives are
embedded in the tails and wings for a aerodynamic surface.

A special feature of the airframe is the division into mechanical modules. The engine
unit, stubby wings and tail unit are one fixed unit. Before the start, the wings as well as
the instrument section are mounted to this fixed unit. The instrument section includes the
most electronic parts and is used for the payload as well. The basic low cost instrument
section is only 100 mm high. This is too small for special payload sensors like a camera.
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Because of this, the instrument section was analyzed and aerodynamic redesigned in
a master thesis. The result with the flow simulation is shown in the following figure
(Fig. 2):

Fig. 2. Flow simulation of the instrument section with SolidWorks. The lines are the velocity of
the air from, high velocity (dark) to slow velocity (bright) [4].

The lines in pictures are the velocity of the air. The lines on the top are dark. The
velocity is high and this means the pressure is low. The lower pressure effects an uplift
of the instrument section. So, the instrument section has a characteristic of a small wing.
The aerodynamic redesign isn’t limited to the instrument section. The stubbywings got a
new function and needed a redesign, too. Inside the stubbywings sensors are located. The
PCBs of the GPS sensor and the pitot sensor are inside the stubby wings. Furthermore,
the parts of the tail wings are made with 3D printed parts.

3 Electronic System of the UAV

Figure 3 shows the complete hardware system. In the concept the idea was to develop a
small part of electronic parts. The first experiments showed that it is not possible to buy
the parts with our requirements.

The most important communication bus between the electronic parts is the Futaba
S-BUS.2. It is used to exchange the commands between the CPUs, servo drives and
sensors. The bus is bidirectional and packet-oriented. Furthermore, it is used for power
supply with “High-Voltage” which is 7, 4 V. In addition, the Futaba-System is used to
have telemetry between the UAV and the remote control, to control the UAV manually.

The board CPU is the main controller where the autopilot is implemented. The IMU
is directly connected to the board CPU. An UART interface is connected to the payload
CPU. This CPU is used to control the payload like a camera. To exchange important
data between these two CPUs the UART is used. In addition, a telemetry CPU is used to
control the long range telemetry. The GPS and pitot tube sensor has an extra PCB and
is explained in the next chapter.
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Fig. 3. Block diagram of the electronic concept of the UAV. The main bus system (Futaba S-Bus
2, dashed lines) supports all components in hard real time with commands and power.

3.1 Sensors

IMU
The IMU sensor (Inertial Measurement Unit) is a combination of gyroscope, accelera-
tion sensor and geomagnetic sensor. With these three measurements it is called 9 DOF
(Degrees Of Freedom), ever measurement in all three axes directions. The sensor is used
to to determine the aircraft position for the controller. Because of that, it is the most
important sensor. It is connected to the BoardCPU via UART. The output of the IMU
sensor includes three different parameters (euler angle, acceleration and gravitational)
in all three directions.

Pitot-Sensor
The Pitot sensor is used to measure the speed of the UAV in the air. This air velocity
can differ from the ground velocity because of disturbances like wind. A minimum air
velocity is necessary because otherwise the UAV falls down and crashes. For this reason,
the Pitot sensor is the second most important sensor for the autopilot. The pitot sensor
is connected to the BoardCPU via S-Bus 2. Therefore, the sensor has an extra PCB with
microcontroller which is placed in the stubby wing. Due to the placement in the stubby
wing, a simple connection with the pitot tube is possible. The pitot tube is the air inlet to
measure the air velocity. The inlet must be outside of any aircraft turbulences. Therefore,
the stubby wing is an ideal location.

GPS
The GPS (Global Positioning System) is the third sensor required by the autopilot. The
GPS data is used to fly to the mission waypoints. For this, the autopilot compares the
current GPS data with the waypoints. Like the Pitot sensor, the GPS is placed in the
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stubby wing. For this reason, it has also a microcontroller and is connected via S-Bus 2.
To reduce the traffic on the bus, a minimum data set is transmitted. This data set includes
date, time, longitude and latitude, altitude, course and ground speed.

4 Model of the Autopilot

The implemented sensor units permanently supply the board computer with information
about flight attitude, angular velocity, airspeed and groundspeed, as well as air pressure,
humidity, temperature and the current GPS position. These information provide the basis
for a process identification. The process identification is necessary to optimally setup a
controller-algorithm and its parameters.

Fig. 4. Process identification of the longitudinal axis. First subplot shows the stimulation of the
process. The second subplot visualizes the measured output and the process modulation [1].

Figure 4 subplot 1 shows a jump functionwhich stimulates the process. Thedeflection
is 50° and a right curve is initiated. Subplot 2 shows the process behavior. A PD1T2
transfer function for the transverse axis has been shown by a post-modeling. With the
knowledge about the process behavior a basis for the controller synthesis is created. The
behaviour of the transverse and vertical axis was carried out analogously. The coupling
of the individual axes to each other is also really important. For example, if the aiframe
is rolling around the longitudinal axis, a moment around the transverse axis is also
generated. In order to react against these effects, studies were also carried out in these
areas and integrated into the controller algorithmen.

To be able to control the airframe a cascade control system was implemented. A
navigation module and an autopilot are representing the form of an outer control loop.
The navigationmodule receives a pre-planned flight route via a SD card. This flight route
includes all waypoints with altitude, longitude and latitude. The navigation module is
able to calculate a flight course from the individual flight data. This course is needed
to reach the next GPS point. The board computer also calculates the distance to the
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next destination and the desired air and groundspeed by the autopilot. The set values
are calculated by the transfer functions. In principle, for cascade controls, the internal
controllers should be designed quickly and the outer control loops take over functions
for achieving steady-state accuracy. The internal control loop is realized by a basic
controller. This basic controller ultimately ensures a stable angular position during the
flight. In case of a rotation speed which is too fast, the own movement is damped by an
attenuator [3]. The implemented cascade control is visualized in Figure 5.

Fig. 5. Cascade controll of the airframe. The outer loop discribes the navigation unit and the pilot.
The basic controller, which stabilizes the axis during the flight, represents the inner loop of the
cascade controll.

A PID controller structure is selected as the transfer function for the roll and pitch
controllers. The PID controller has the advantage of controlling nonlinear systems and
can be easily integrated into an embedded system. To implement the controller in the
C compiler, the controller must be described mathematically in the frequency domain
first. The general notation of a PID controller applies:

GPI D(s) = u(s)

e(s)
= KP + KI

s
+ KD · s

For implementation in the C compiler, the transfer function of the PID controller must
now be converted into a difference equation. To do this, the transfer function must first
be transformed into the z area by using the shift rule [2].

GPI D(z) = u(z)

e(z)
= KP + KI

z − 1
+ KD · z − 1

z

This is followed by the retransformation into the time domain:

uk = uk−1 + ek · (KP + KI + KD)+ ek−1 · (−KP − 2 · KD)+ ek−2 · KD

This equation can be implemented in the microcontroller. Here uk represents the current
controller output variable and uk−1 the preceding output variable.

5 Flight Test

The implementation of the software as well as the revision of the airframe and the entire
hardware of the on-board system took place almost simultaneously. One of the biggest
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challenges was to comply with the strict limitations of the payload to be transported.
The test vehicle has a telemetry interface to the ground. With the help of a specially
developed ground station, all important system parameters can be set. These are con-
troller parameters, the determination of the flight mode and the storage of desired data.
In addition, all sensors can be checked via the ground station and their parameters can
be shown on a display in almost real time. For the pilot this is an enormous help in
checking the flight system. Before each start, a safety list must be worked through in
which all important parameters must be checked. Important sensor and control parame-
ters are recorded in real time on an SD card during the flight and can then be evaluated
carefully. By recording the data, the control behavior could be further optimized until
an autonomous flight is possible. Figure 6 shows the control behavior of the roll and
pitch controller. The upper plot shows a right-hand curve and then a left-hand curve.
The control algorithm reacts to the control difference and initiates a corresponding turn.
The lower subplot shows a desired flight up and flight down.

Fig. 6. Reaction of the roll and pitch controller. The first subplot shows the controll behaviour of
the roll and the second subplot of the pitch controller.

A major advantage of the commissioning was the implemented cascade control,
which allows external control loops to be switched on and off individually. At the start
only the internal stabilisation control is activated. As soon as the aircraft arrives at a
defined altitude, additional control systems are switched on one after the other. This
includes the altitude, airspeed, groundspeed and navigation controller systems. After all
systems are switched on, the flight process is controlled by the navigation module and
the autopilot, which keeps the airframe on the desired flight path.
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6 Summary and Outlook

The difficulties of hardware development and software implementation for the autopilot
of a UAV were initially underestimated. In the course of the development, further devel-
opment problems became apparent. The combination of the aeromechanical properties
with the requirements of the autopilot are considerable. Ultimately, solutions could be
found for all requirements.

A powerful model exists to describe the control characteristics of flight attitude
stabilization. As a result of practical testing, this model is sufficiently validated and
adaptable to different flight scenarios. Due to themechanical construction and the gliding
ability of the aircraft, a larger operating range could be proven compared tomulticopters.
At a cruising speed of 45 … 110 km/h, ranges far beyond the optical range of vision are
possible. The desired flight routes are planned in a map software and then transferred
to the flight system by using a SD card. In the case of long-range navigation, additional
sensors, for example anti-collision radar and wide-range telemetry, are required. The
hardware electronic system in the present version 3 and the new 3D printed parts are
prepared for these extensions. In the future, the aircraft will be equipped with additional
sensors to cover an even wider range of applications. A radar for scanning the ground
is already integrated in the system. It is used to detect more accurate information about
the condition of the ground. The knowledge about the condition of the ground is to
be extended by additional sensors. These are LiDAR systems and cameras for object
recognition.
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Abstract. A formation is recognized in different animals as a result
of the cooperative behavior among its members, where each member
maintains a specific distance and orientation with respect to the oth-
ers in movement. In the robotics world, a group of robots is defined
as Multi-Robot System (MRS), which are used in many applications,
such as search and rescue or reconnaissance and surveillance. In these
applications, MRS require robots to self-organize to solve complex tasks
with better overall performance, in terms of maximizing spatial/temporal
coverage or minimizing mission completion time. Consequently, this work
presents a robust, heterogeneous and scalable architecture based on ROS
for the formation of multiple robots, supported by a dynamic leader and
virtual grid algorithms. The algorithm runs on all robots, so they select
the leader based on an objective cost function. The leading robot then
obtains the formation positions of the other robots and assigns them to
the desired position. The assignment of positions is optimized and the
proposed architecture has been validated using a simulation environment,
which can be easily exported to real robots.

1 Introduction

The field of robotics has focused much of its research on groups of robots
who cooperate and work together to complete a mission, i.e. Multi-Robot Sys-
tems (MRS). MRS are characterised by having agents who possess collective
behaviour, based on communication and iteration between each other and the
environment. This type of behaviour provides a set of advantages over a single
robot, including the ability to generate and modify formation autonomously and
coordinated to better adapt to the environment in real time [1].

From the point of view of adaptation to various situations, robotics has intro-
duced different approaches to meet the necessary requirements. On the one hand,
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in [2], a hybrid approach is developed for the formation of MRS that blends the
well-established automata theory, virtual grid and dynamic leader. The leader-
follower system in robot formation was also presented in [3] and [4]. On the other
hand, in [5], authors presented an approach for robot formation controller, which
is scalable, with constraints in communications and sensor ranges.

The main objective of this work is to propose an ROS architecture that allows
the formation of a heterogeneous and scalable MRS. This structure will generate
a solid and robust solution for the problem of configuration and movement of an
MRS in formation. The architecture is defined as Centralized-Distributed since
the MRS formation calculations can be executed in a single robot, the leader, as
well as in the rest if the first one falls. In each robot two simultaneous algorithms
are executed, formation manager and robot, similar in all robots.

This paper is structured as follows: Sects. 2 and 3, describe in detail how
the proposed ROS architecture is built. Followed by Sect. 4, which describes the
experimental work executed to validate the architecture and Sect. 5 shows the
results obtained in the mentioned experiments. Finally, Sect. 6 gives an overall
conclusion as well as suggesting further directions to develop.

2 Formation Manager

The formation manager regulates the MRS as a group. It selects a leader in every
instance of time, which will be the one in charge of executing all the formation
calculations, this is called “Dynamic Leader”. The leader allocates the positions
for each of the “following” robots at each instant in time. This allocation varies
depending on the state of the system, finally, this allocation is optimized.

2.1 Leader Selection

The leader selection is calculated at every instance by every robot with the
known leadership rules. The resulting leader robot will be the one executing the
calculations in the formation manager, as mentioned above.

Objectivefunction = w1
∑Nrobots

i=1 DAi

+ w2
Dgoal

+ w3
CP + ... (1)

This selection computes an objective function seen in Eq. 1 with a set of
leadership rules which include parameters; such as distance to the goal (Dgoal),
proximity with the neighboring robots (DAi) or computational power (CP ). The
leader will be the robot with best score in the objective function according to the
leadership rules, and the weighting of each rule (wi). However, different leader
selection parameters may be added depending on the system requirements. The
selector calculates the target function for each robot and, if two robots have
the same result, the first robot set as leader will remain in that condition. The
non-leader robots wait for the leader to assign them a position.
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2.2 Formation Status

The next step in the formation manager is illustrated in Fig. 1 is the status check,
which will determine the state of the system.

The system would change states form left to right as seen in Fig. 1, the system
is considered scattered when there is no intention of forming. Once the system
is initialized and receives formation commands, it changes to forming state,
where the robots are allocated around the leader in the given formation, and the
leader holds its position. Once all the leaders have reached their desired position
within a certain range r, check arrival, (see Eq. 2) the system is formed, and
hence it changes to moving state, where the leader moves towards the global
goal, and the rest of the positions are calculated with respect to the leader, and
hence the movement of the leader produces a movement of the whole system.
Once, the leader reaches the global goal, and all the robots are in their desired
position, the system changes to hold state, where it holds its position until a
new global goal or formation command are introduced.

|Acp − Fp| > r (2)

Where Acp is robots current position, Fpis is the position in formation, and r
the acceptance range.

Fig. 1. A hierarchy of the formation status

2.3 Formation Assignment

The formation assignment is divided into two steps: the calculation of the posi-
tion to form the given formation and the optimization of the positions assigned
to the robots.

1. Positions Calculation: In this subsection, given a specific formation type,
location for robots are calculated in order to acquire the requested formation.
In this paper, the formations studied are: line, square and arrow.
The algorithms for the calculation of the formation positions take the position
of the leaders and the type of formation as inputs and generate the positions
in the formation. These algorithms also consider as input the diameter of the
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robots in order to calculate the distance between robots in the formation and
the global goal for the MRS to be formed towards it.
The line formation can be horizontal or vertical. As the formation is elab-
orated around the leader, the original position of the leader is taken as the
first position of the formation. The other positions are calculated by adding
the distance between robots (sep) which is calculated as three times the robot
diameter (Ad) of the largest robot in the system. This sep is added (or sub-
tracted if the global goal is behind the leader) in the x-axis if the line type is
horizontal and in the y-axis if the line type is vertical.
The square formation algorithm also results in a list of positions for the
formation. It also varies with respect to the global goal, in both the x and y
axis. The leader’s position is used as reference to generate the formation.
The distance between corners is assumed to be three times the diameter of the
robot if the number of centres is 0, these being the number of robots between
corners. The number of centers nCenter is calculated with the Eq. 3 for those
situations in which you work with more than 4 robots. In those cases, some
agents will not be located in the corners and, therefore, it will be necessary
to calculate a new distance between corners (Eq. 4) to be able to place robots
in the central positions [2].

Num.Centers = ceil(
nA − nCorner

nLines
) (3)

Where for the square formation, number of lines nLines and number of corners
nCorner equal 4 since the formation is a square.

dCornerNew = (dCornerOld × nCenter) + Ad (4)

Where, nA is the number of robots, and Ad is the robot diameter.
In the square formation algorithm, knowing the distance between corners, it
is added or subtracted to the x-axis based on the location of the global for
one robot, to the y-axis for another, and to both axes for the robot in the
opposite corner of the square. Then, knowing the number of centers, from
Eq. 3, the intermediate locations between corners are obtained in the same
way adding (or subtracting) the separation between centers, which is the
distance between corners divided by nCentre + 1.
The arrow formation works in a similar manner, it gets the same inputs and
also results in the list of positions to create the formation. This formation can
be divided in rows, and each row has NA number of robots in it, this number
increases by one in each row, having 1 robot in row 1, 2 in row 2 and so on.
The sequence representing the total number of robot in the system depending
in the row number is seen in Eq. 5 below:

NA =
r(r + 1)

2
(5)

The algorithm uses this to calculate the positions where robots are allocated.
It checks if the robot number is the last of the row with the method just



ROS-Based Architecture for Multiple Unmanned Vehicles (UXVs) Formation 15

mentioned, if so it adds the distance between robots in x and y axes using
Pythagoras theorem. The algorithm allocates the leader’s position to the first
member, then it goes through all the robots in each individual row, for the
first one it adds the separation in the x and y axes to the robot in the edge
of the previous row, and the following, with the same y, it subtracts the
separation in the x axes. It repeats this for every row in the formation.

2. Assignment Optimization: The assignment optimization is used to obtain
the optimal position for each robot in the formation, this is done using an
optimization algorithm, Simulated Annealing (SA)[6]. Knowing the current
global position of each robot and the positions in the formation, each robot
is assigned a position, minimizing the total distance covered by the system.
This is the cost of the assignment, or the path length, and it is calculated
with the Eq. 6. It calculates the total distance covered by the system from the
current location to the assigned positions. It executes a sum of the euclidean
distances for every robot, from its current position to the position in the
formation it has been assigned.

Pathlength =
∑NA

i=0

√
(Aixc −Aixg)2 + (Aiyc −Aiyg)2 (6)

3 Robot Manager

The robot manager regulates the robots movement. It executes a path planning
to find the shortest clear path between it’s current position and the robot goal
location, which is the position each robot occupies in the formation, given by
the leader and updates the current position. The main input is the robot goal
position, which represents the position it occupies in the formation. In the current
case, a clear obstacle-free environment is assumed, this means the path planning
is simplified to a point follower, and the robot moves in a straight line towards
the local goal given by the formation manager. Once the robot reaches the goal
position within a certain margin, the robot does not move until the goal is
modified. Algorithm 1 explains the steps that the robot manager take, from
the moment it receives a goal until it moves towards this position, ending by
publishing the updated position to feed the formation manager as mentioned
above. It is assumed that the speed of movement is always constant and equal
to 1 m/s, which allows to know in a simple way which is the distance covered. In
addition, knowing the angle between the target position and the current position,
it is possible to calculate with simple trigonometry the direction of movement
in both axes (Algorithm 1).

4 Experimental Work

The experimental work is executed to validate the proposed ROS architecture.
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Algorithm 1: Robot manager
Input: Goal position G, speed v
Output: New robots current position nAcp

1 Define: robots current position Acp, time t, distance covered dist, angle angle
2 begin
3 t ← initialize
4 if Check arrival then
5 exit
6 t ← get �t
7 dist = v × �t
8 angle = arctan(Gy − Acpy,Gx − Acpx)
9 dx = dist × cos(angle)

10 dy = dist × sin(angle)
11 nAcpx = Acpx + dx
12 nAcpy = Acpy + dy

4.1 Setup and Scenarios

The simulation experiments are conducted in a ROS Kinetic environment having
individual nodes for each robot, with its respective topics of current position and
goal position. The visualization is done in RViz.

The different scenarios proposed to validate the scalability of the architecture
include the three different formations: arrow, square and line, with a different
number of robots, 12, 8 and 4.

4.2 Evaluation Metrics (EM)

There are two main evaluation metrics taken: FQ (Formation Quality), which
is a temporal EM and OFD (Optimal Formation Divergence) which is a spatial
EM. The EM selected are Collective behavior-based to validate the swarming
behavior of the MRS ROS architecture.

FQ (Formation Quality): It identifies how well the robots in the system
collaborate together to build the formation and how long does it take them to
reach the final goal in formation. It is a time based evaluation metric calculated
with the Eq. 7 which is the average time taken for all the robots to reach the
final state compared to the OptimalBuildingT ime Eq. 8.

FQ =
n∑

i=1

TFi

n
(7)

OptimalBuildingT ime =
n∑

i=1

V

Dtheoreticn

(8)
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Where n is the number of robots in the MRS, TF is the total time taken to
reach the final position, V is the velocity, constant throughout the experiment
and Dtheoretic is the theoretical distance that the robot will cover.

OFD (Optimal Formation Divergence): Compares the difference between
desired formation positions against the positions reached by the robots, which
will be within the acceptance range mentioned in Sect. 2.2.

OFD =
n∑

i=1

OADi

n
(9)

OAD = |PDs
− PAs

| (10)

PDs
is the desired position for each robot and PAs

is the final position achieved.

5 Results and Discussion

In this section, the results obtained are shown to validate the working ROS
architecture proposed here.

Fig. 2. RViz representation of the steps taken by the MRS (Color figure online)

The Fig. 2 shows an RViz representation of the robots in an empty environ-
ment. Three steps of the MRS movement described in the Sect. 2 are shown. The
first step shows the initial state of the MRS where the leader (green) is in his tar-
get position and the other robots move towards the desired position with respect
to the leader. The second step shows how the formation has been achieved and
now the goal for the leader is the overall goal, so the leader’s movement towards
his goal is shown, with the MRS moving into formation. The final step shows
the MRS forming a square.

Table 1 displays the average difference in m between the desired position and
the final position of the robots at the various scenarios. From this table it can be
observed that the OFD always is just below the acceptance range of 0.1 m, which
proofs this acceptance range could have been reduced for further accuracy.

Table 2 displays the time taken by the formation to achieve the final position
compared to the OBT. The key data observed in this table is the difference
between FQ and OBT. The differences occurs due to the variation in forming
times between robots, hence some robots having to hold their formed position
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Table 1. Optimal formation
divergence

Units (m) Formation type

Robots No. Arrow Square Line

4 0.0866 0.0866 0.0764

8 0.0837 0.0886 0.0880

12 0.0933 0.0844 0.0859

Table 2. Formation quality

Robots No. Formation FQ (s) OBT (s) Diff. (s)

4 Arrow 22.6001 15.3544 7.2457

Square 13.2668 11.7950 1.4718

Line 16.9334 13.5563 3.3772

8 Arrow 28.8168 17.0987 11.7181

Square 20.0584 14.2496 5.8088

Line 18.6168 13.6526 4.9641

12 Arrow 19.2695 15.2289 4.0406

Square 20.5890 12.8026 7.7864

Line 24.0834 14.0972 9.9862

until other robots reach their position in the formation. It can be seen how in
scenarios with fewer robots, the differences reduces, as a result of being fewer
robots to form. However, an anomaly is observed with the arrow formation type.
It can be appreciated that the difference increases with fewer robots, this is
because after the formation is accomplished there is a change in leader which
adds to the forming time. The increase in time for 8 compared to 12 is because
the maximum distance between a robot and his goal is smaller.

6 Conclusion and Future Work

In this paper, an architecture is proposed for MRS formation in ROS ready for its
application in real robots. The architecture uses a combination of dynamic lead-
ership, and a leader-following virtual grid. It supports three different formation
patterns, square, arrow and line. As well as being as heterogeneous and robust,
being able to form with a large number and type of different robots in the same
system. This is demonstrated in the experimental work, where the architecture
is tested in 9 scenarios with results that verify the proposed objectives.

These work includes a series of aspects not dealt with in it and that constitute
future lines of research, such as: developing the capacity to form in motion,
in order to reduce the difference between the FQ and the OBT of the MRS;
extending the architecture by introducing a way of planning ways to use the
architecture in environments with greater complexity, and presence of obstacles;
increasing the types of formation for specific missions. In addition to exporting
this architecture to real robots.
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Abstract. Knowledge Discovery in Databases is concerned with the
development of methods and techniques for making sense of data. Its
aim is to model the shapes of distributions and to discover patterns.
During the knowledge acquisition process choices are made. Uncertainty
and ambiguity hinder the process and “poor” choices cannot be avoided.
Uncertainty corresponds to situations in which the choices are unclear
and/or their consequences difficult to measure. Ambiguity arises from the
lack of context, there is not sufficient information to assure the success
of the choice, thus causing confusion. And decision making is hampered
by perceptions of uncertainty and ambiguity.

Medical diagnosis/prognosis is a complex decision making process. In
this paper we present a comparative study of model ambiguity on breast
cancer predictions. Automatic classification of breast cancer on mammo-
grams using two models, logistic regression and artificial neural networks
are considered. The models were trained and tested to separate malig-
nant and benign tumors for two different scenarios. Ambiguity in the
prediction was studied for the different models.

The results show that a measure of uncertainty is practical to explain
observable phenomena, such as medical data. Since model ambiguity can
rarely be avoided, ordering alternative models by their degree of ambi-
guity is crucial in medical decision making processes. Furthermore, the
levels of uncertainty and ambiguity are relevant in the knowledge repre-
sentation process and open up new possibilities for richer Data Mining
tasks.

Keywords: Decision making · Uncertainty · Ambiguity

1 Introduction to Data Modeling

Artificial Intelligence and Data Mining techniques can be properly combined to
analyze complexity in specific domain problems and provide understanding of
the phenomena. In real-world applications of Artificial Intelligence, considerable
human effort is used in designing the representation of any domain-specific prob-
lem in such a way that generalised algorithms can be used to deliver decision-
support solutions to human decision makers. On the other hand, Data Mining
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emerges in response to technological advances and considers the treatment of
large amounts of data. Data Mining is the discovery of interesting, unexpected
or valuable structures in large data sets. Its aim is to model the shapes of dis-
tributions and to discover patterns.

Model building is a high level “global” descriptive summary of data sets,
which in modern statistics include: regression models, cluster decomposition and
Bayesian networks. Models describe the overall shape of the data [1]. Pattern
discovery is a “local” structure in a possibly vast search space. Patterns describe
data with an anomalously high density compared with that expected in a baseline
model. Patterns are usually embedded in a mass of irrelevant data [2]. Most
apparent patterns in data are due to chance and data distortion, and many
more are well known or uninteresting.

The driving force behind Data Mining is two-folded: scientific and commer-
cial. Problems and intellectual challenges arise from both contexts; tools and
software development are especially driven by commercial considerations. In
this sense, the growth of Data Mining researchers has been motivated by the
company’s need to find the knowledge that is hidden in their data, since this
knowledge allows companies to compete against other companies.

The need of efficient methods to search knowledge in data has favoured the
development of a lot of Data Mining algorithms and Data Mining tools. When
modeling a data set, different situations can be considered. From a theoretical
point of view, data is used to build models that causally explain observed data
and predict future data. The models hope to predict the change, usually aver-
aged over the population, in the outcome variable due to a change in the causal
variable. Whereas, from an algorithmic perspective, data is used to build statis-
tical models which hopefully will allow making predictions about the properties
of unobserved individuals (or missing attributes of observed individuals) who
are assumed to be from the same population that generated the data.

When building models that causally explain observed data and predict future
data, both communities come face to face with the concepts of risk (quantifi-
able uncertainty) and ambiguity (unquantifiable uncertainty). Certainty, and
thus uncertainty, is a phenomenon of the mind; humans are uncertain about
the world around them. From a traditional Artificial Intelligence perspective,
we must conceive a way to computationally model this uncertainty, and how
humans decide immersed in it. This has naturally turned to probability theory
in both deductive and inductive Artificial Intelligence models of human reason-
ing with uncertainty. In the deductive frame, probabilistic networks of inference
of various kinds have become a dominant knowledge representation [3], and in
the inductive frame, statistical learning has become the dominant foundation
for learning algorithms [4]. Aware of it or not, most Data Mining problems are
solved under conditions of uncertainty and ambiguity. In fact, no differentiation
between uncertainty and ambiguity is made, and the degree of uncertainty or
ambiguity is considered exogenous to the problem-solving process. There is a
growing need to be able to represent the uncertainties and ambiguities in Data
Mining.
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In this paper we propose that knowledge discovery under ambiguity involves
fundamentally different tasks than knowledge discovery under uncertainty. Con-
sequently, different representation structures are appropriate and different tech-
niques are needed. Furthermore, the levels of uncertainty and ambiguity are
determined in the knowledge representation process. These patterns open up
new possibilities for richer Data Mining tasks. Probabilistic knowledge represen-
tation methods are used to study correlation structures to determine levels of
uncertainty and ambiguity.

2 Knowledge Discovery and Big Data

The starting point of any Knowledge Discovery process is the database or raw
data. A large collection of unanalyzed facts from which conclusions may be
drawn. In the Big Data era, massive amounts of data, both structured and
unstructured, are collected across social media sites, mobile communications,
business environments and institutions. But it’s not the amount of data that’s
important. It’s what organizations do with the data that matters. Big Data ana-
lytics offer insights that lead to better decisions and strategic business moves [5].
There is a shift from logical, causality-based reasoning to the acknowledgment
of correlation links between events. These insights generated in companies, uni-
versities and institutions provide for an adaptation to a new culture of decision
making and an evolution of the scientific method, both of which are starting to
be built and will provide opportunities for future research [6].

Not too long ago, it was difficult to collect data. Now it’s no longer an issue
Big Data becomes a truly valuable commodity only when the data (qualitative
and quantitative variables) is of high quality. Knowledge Discovery in Databases
(Data Mining) offers support to modern organizations on how to make decision
from massively increased information so that they can better understand their
markets, customers, suppliers, operations and internal business processes. It also
studies how to make decisions from massively increased information.

So much data is collected that the responsible thing to do is to preserve data
integrity in such a way that it facilitates reliable data-driven decisions can that
steer the company in the right direction. Data Integrity refers to the trustworthi-
ness of data, its overall completeness, accuracy, consistency, timeliness, validity
and uniqueness. Data of high quality that also expected to be attributable, leg-
ible, contemporaneous, original and accurate.

3 Uncertainty vs. Ambiguity

What’s the difference between uncertainty and ambiguity? Uncertainty refers to
epistemic situations involving imperfect or unknown information (data and/or
knowledge). Synonyms are doubt, hesitancy, not known precisely, not clearly
determined, unstable, likely to change. Ambiguity is a type of meaning in which
a phrase, statement or resolution is not explicitly defined, making several inter-
pretations plausible. Context plays an important role in resolving ambiguity.
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Synonyms are doubtfulness or uncertainty of meaning or intention, more than
one meaning and it is not clear which meaning is meant.

Ambiguity and uncertainty are contributory factors in many areas of our
life, . . . . When we think we are going at one speed and our instruments tell
us something different . . . , which is correct? Do you follow you instinct or the
instruments? The point here is: “ambiguity leads to uncertainty.” Uncertainty
and confusion are the reactions we have to things like ambiguity. An ambigu-
ity is anything that can be interpreted in more than one way. Uncertainty is
the reaction, doubt, confusion, . . . . We use the term uncertainty for situations
where we know what we’re measuring (i.e. the facts) but are in doubt about its
numerical or categorical values. We use the word ambiguity to refer to situations
in which we are in doubt about what the facts are or which facts are relevant.

4 Uncertainty, Ambiguity and Decision Making

The distinction between uncertainty and ambiguity is a subtle and important
one for decision making. There are a couple of problems with uncertainty. The
first one is its effect on our cognitions, our ability to think, to solve problems and
to act. And secondly,and this might sound strange, you have to know you are
uncertain to be able to do anything about it. We don’t realize that there is an
uncertainty (or ambiguity), . . . and we carry on thinking things are correct and
certain . . . until things go badly wrong. Due to the lack of recognition of uncer-
tainties (and ambiguities) patterns where decisions fail emerge. These patterns
created a form of paralysis and decision makers don’t know how to respond.

Fig. 1. Decision making process

A decision making process involves several steps, see Fig. 1. The starting
point of the process is the data, massive amounts of different types of data.
Next, target data is determined by selection and subsampling of the raw data.
Data is processed and transformed into useful features so that new models can be
found by means of Data Mining techniques. The mined patterns are interpreted,
evaluated and converted into useful decision making.

In decision making doubt can manifest itself in a variety of ways: one could
have . . . doubts about the data itself (data accuracy); doubts about what data
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is needed (data relevance); doubts about the available processes and transfor-
mations; doubts about the possible models; doubts about the decision criteria;
. . . or even doubts on one’s own preferences for these options.

How would you classify the different steps in the decision making process,
as uncertain or ambiguous? How can one make well-informed decisions in such
conditions?

Uncertainty in the Data. Due to measurement inaccuracy, sampling discrep-
ancy, outdated data sources, or other errors. This is especially true for location-
based services and sensor monitoring. These various sources of uncertainty have
to be considered in order to produce accurate results.

Ambiguity in Data Selection and in Available Processes and Transfor-
mations. Feature selection is used in order to reduce dimensionality, eliminate
irrelevant or redundant data and sharpen accuracy. Defining whether a feature
is “relevant” is complicated and ambiguous. Traditional approaches have limited
capability.

Ambiguity About the Model. Model formulation assumes the existence of
a “true” model in a pre-specified known form. In practice, model ambiguity
has received little attention. Furthermore, we are modeling uncertain data with
traditional techniques.

Ambiguity About the Decision Criteria. Rational decision making
approaches assume understanding of the decision problem as well as the facts
and assumptions around it. These conditions are clearly violated in the case of
ambiguous decision problems.

. . . And ambiguity leads us back to uncertainty. When everything goes the
way they are supposed to . . . choices are easy. Unfortunately most of the decisions
we face each day address situations that don’t go exactly as planned. Decision
making is more often hampered by perceptions of uncertainty and ambiguity
than by the lack of data. The decision making process is based on precise choices,
but in everyday life, “poor” choices are made. Uncertainty corresponds to sit-
uations in which the choices are unclear and/or their consequences difficult to
measure. Ambiguity arises from the perceived lack of explicit context. Situations
are never ambiguous, but our perceptions of situations can be and open to more
than one interpretation. If we improve the process in which we take decisions,
we reduce our perceptions of ambiguity.

5 Comparative Study of Model Ambiguity

A major class of problems in medical science involves the diagnosis of disease,
based upon various tests performed upon the patient. The evaluation of data
taken from patients and complex decision making are the most important factors
in diagnosis. Breast cancer is a fatal disease causing high mortality in women.
Constant efforts are being made for creating more efficient techniques for its
early and accurate diagnosis.
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Mammographic results are often used to make an early diagnosis of breast
cancer. An effective diagnostic procedure is dependent upon high levels of consis-
tency between physicians’ ratings of screening and/or automatic methods (super-
vised and unsupervised) used as computer-aided systems.

The classification of mammographies using a binary categorical scale (dis-
eased or not diseased) is highly susceptible to interobserver variability and
human errors, resulting in a suitable problem for examining how uncertainty
and ambiguity might play an influential role on the consistency of predictions.

5.1 The Data

A publicly available database https://data.world/uci/mammographic-mass [7]
was used to examine accuracy and disagreement between two machine/statistical
learning methods. The database contains 961 mammograms with 516 benign
cases and 445 malignant cases. The attributes reported in the database are:
Patient’s age in years: [18, 45) = 1, [45, 57) = 2, [57, 66) = 3 and [66, 96]
= 4. Mass shape: round = 1, oval = 2, lobular = 3, irregular = 4. Margin:
circumscribed = 1, micro lobulated = 2, obscured = 3, ill-defined = 4 and
spiculated = 5. Density: Mass density, high = 1, iso = 2, low = 3 and fat-
containing = 4. Malignant (biopsy result): benign = 0, malignant = 1.

The database is split in training set (70%) and test set (30%). The models
were trained on 580 cases (298 benign and 282 malignant cases) and tested on
250 cases (121 benign and 129 malignant cases). En order to compare results,
two different scenarios S1 and S2 with same proportions are considered.

5.2 The Models

Two models considered here: artificial neural networks and logistic regression.

Artificial Neural Networks (ANN). ANNs are computer algorithms whose
structure and function are based on models of the structure and learning behavior
of biological neural networks. These algorithms are typically employed to classify
a set of patterns into one of several classes. The classification rules are not written
into the algorithm, but are learned by the network from examples. A variety of
medical tasks has been successfully performed using such networks. In particular,
breast cancer analysis and decision making in mammography.

The ANN for malignancy prediction was implemented as multilayer feed-
forward architecture with one and two hidden layers. Input feature values are
the mammographic variables described above. The network was trained using
a backpropagation training algorithm. Different network architectures for both
scenarios have been considered.

Logistic Regression (LR). Logistic regression is a statistical learning tech-
nique for binary classification problems. LR involves a linear discriminant to
predict the probability that the given input point belongs to a certain binary
class (Malignant 1 or Malignant 0). Specifically, we fit the model with the logit

https://data.world/uci/mammographic-mass
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linkage function, binomial family and the parameters model were estimated iter-
atively with least squares. We compute the optimal probability cutoff score in the
training dataset that minimizes the misclassification error for the above model.
Next, whenever the estimated probability is greater or equal to 0.6 in the test
dataset, then the corresponding observation is classified as Malignant.

5.3 The Results

A measure of uncertainty is necessary to explain observable phenomena, such as
medical data. Since model ambiguity can rarely be avoided, ordering alternative
models by their degree of ambiguity is crucial in medical decision making pro-
cesses. Both ambiguity and uncertainty affect medical decisions, but in different
and sometimes opposite ways.

Table 1 summarizes the results obtained for Sensitivity, Specificity, Similarity,
and Distance to sensitivity = 1 and specificity = 1 by model and scenario.

Table 1. Comparative results by model against biopsy results

Model Sensitivity Specificity Similarity Distance

LR 0.8347 0.845 0.84 0.226

ANN S1M3 0.8843 0.7519 0.816 0.2737

ANN S1M4 0.876 0.7597 0.816 0.2704

ANN S1M5 0.876 0.7752 0.824 0.256

ANN S2M3 0.8595 0.7985 0.828 0.254

ANN S2M4 0.8265 0.7907 0.808 0.272

In order to compare the ambiguity related to the model selection FP (false
positive) and FN (false negative) are used. Table 2 shows these results. For exam-
ple, there are 18 observed ambiguities between LR and ANN S1M3.

Table 2. Ambiguity results between models

FN\FP Malignant LR ANN S1M3 ANN S1M4 ANN S1M5

Malignant 0 20 32 31 29

LR 20 0 18 17 14

ANN S1M3 14 0 0 5 0

ANN S1M4 15 1 7 0 5

ANN S1M5 15 0 4 7 0



Knowledge Discovery: From Uncertainty to Ambiguity and Back 27

6 Conclusions and Future Work

Most real-life decisions are filled with uncertainty and/or ambiguity. The failure
to recognize uncertainty or ambiguity, whatever its source, may lead to erro-
neous and misleading interpretations. Conventional scientific studies attempt
to reduce uncertainty. However, in recent studies that try to accommodate it
explicitly, ambiguity is often ignored. The key point is to figure out the kind
of uncertainty and/or ambiguity one is dealing with and to choose an approach
that works for it. Improving the decision making process requires dealing with
uncertainty and ambiguity. In dealing with uncertainty, we need to understand
the fundamentals of probability to make the better choice. To reduce ambigu-
ity, we need to understand the quality of the data at hand, the nature of the
problems we’re facing, and which methodologies will produce the best results.
The challenge behind decision making has less to do with the quantity of data
and models at our disposal than our capacity to improve the understanding and
representation of the mental processes behind decision making.

It is crucial that the importance of dealing with uncertainty or ambiguity be
recognized widely so that the extra effort that this requires is not seen as an
unnecessary burden but as something that may usefully enhance research. Data
uncertainty and model ambiguity are fundamentally intertwined and must be
studied together.

Further study, focused on methods that accommodate uncertainty and ambi-
guity and provide uncertainty-aware systems, as well as, methods that extract
useful knowledge from ever-expanding datasets, is required. Bayesian Belief Net-
works capture structural and numeric probabilistic relationships among random
variables and conditional probability tables. Bayesian networks are valid mod-
els for representing and reasoning about uncertainty in complex applications.
As future work, a methodology for ambiguity measurement based on Bayesian
Networks will be considered.
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Abstract. This is another insight into the genesis of the theory of fuzzy sets and
systems in the life of its founder Lotfi A. Zadeh. We present some historical roots
of the theory of fuzzy systems and their further development to Computing with
Words (CWW) and the Computational Theory of Perceptions (CTP).
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1 Introduction

In 1954, the electrical engineer Lotfi A. Zadeh wrote a paper entitled “SystemTheory.”
Zadeh was then assistant professor at the Columbia University in New York that was
published in the Columbia Engineering Quarterly [1]. This paper explained the brand-
new system theory to the students of Electrical Engineering in New York’s Columbia
University: “If you have never heard of system theory, you need not feel like an igno-
ramus. It is not one of the well-established branches of science. In fact, it has not yet
been officially recognized as a scientific discipline. It does not appear on programs of
meetings of scientific societies nor in indices to scientific publications. It does not have
well-defined boundaries, nor does it have settled objectives” [1, p. 34]. Here Zadeh
characterized systems as black boxes with inputs and outputs. He asserted that, if these
inputs and outputs are describable as time-dependent functions, then the dynamic of the
system can be studied mathematically, and, as such, the input–output relationship of the
system states that the output is just a function of the input. Between the heading and the
text of his paper, there is a black box (Fig. 1).

As examples of a system, he listed

• a set of particles exerting attraction on one another
• a group of humans forming a society or an organization
• a complex of interrelated industries
• an electrical network
• a large-scale electronic computer.

Zadeh emphasized that all scientific disciplines are concerned with systems but that
the new branch, called system theory, considers systems as mathematical constructs
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Fig. 1. Part of the title page of Zadeh’s article [1].

rather than physical objects: “The distinguishing characteristic of system theory is its
abstractness” [1, p. 16]. In this and later articles, Zadeh quoted the definition of a system
from Webster’s dictionary; a system is “an aggregation or assemblage of objects united
by some form of interaction or interdependence” (Fig. 2). System theorists deal with
abstract systems, “that is, systems whose elements have no particular physical identity”
[1, p. 16]—they deal with black boxes. Zadeh believed that it was only a matter of time
before system theory would be accepted. It turns out that he was right, and he became a
protagonist of the system-theoretical approach in Electrical Engineering.

2 Zadeh’s System Theory in the 1960s

After 1958, when Zadeh was a professor of electrical engineering at the University
of California, Berkeley (UCB) he published papers on system theory and two well-
known books with colleagues at his new department: Together with Charles Desoer,
he published the volume Linear System Theory: The State Space Approach [2], which
became a standard textbook. In 1969, together with Elijah Lucian Polak (born 1931), he
edited the collection volume System Theory [3]. In his contribution to System Theory,
“The Concepts of System, Aggregate, and State in System Theory,” Zadeh presented the
so-called state space approach. This general notion of statewas the “newview” on system
theory that Zadeh also presented in 1963 at the Second Systems Symposium at the Case
Institute of Technology in Cleveland, Ohio. The conference proceedings were published
in the next year by Mihajlo D. Mesarovic under the title Views on General Systems
Theory [4]. This book does contain some very diverse approaches. In the foreword,
however, Mesarovic wrote: “First of all, some of the participants took a definite stand,
venturing to define a system and then discussing the consequences of such a definition.
A second group of participants argued that the general systems theory should not be
formalized since this very act will limit its generating power and make it more or less
specific. A third group proposed to consider systems theory as a view point taken when
one approaches the solution of a given (practical) problem. Finally, it was expressed that
a broad-enough collection of powerful methods for the synthesis (design) of systems of
diverse kinds should be considered as constituting the sought-for theory and any further
integration was unnecessary. There were also participants that shared the viewpoints of
more than one of the above groups” [4, p. xiv].

The economist and one of the founding members of the Society for General Systems
Research, Kenneth E. Boulding, found himself inspired during some of the presentations
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to compose little poems, which were printed in the proceedings as introductions to the
papers. Boulding treated Zadeh’s contribution thusly:

“A system is a big black box

Of which we can’t unlock he locks,

And all we can find out about

Is what goes in and what goes out.

Perceiving input-output pairs,

Related by parameters,

Permits us, sometimes, to relate

An input, output, and a state.

If this relation’s good and stable

Then to predict we may be able,

But if this fails us – heaven forbid!

We’ll be compelled to force the lid
K.B.” [5, p. 39]

Fig. 2. Left: first page of Zadeh’s article [5] with Boulding’s poem, in [4] (right).

Zadeh based his abstract remarks on the concepts of the input, output and state of a
system.While input and output were not expected to offer any difficulties, the concept of
state appeared problematic. Zadeh noted that the idea of states had played an important
role in the physical disciplines for a long time. It referred to a set of numbers that contain
all of the information about a system’s past and that determine its future behavior. The
names Poincaré, Birkhoff, Markov, Nemytskii and Pontryagin stood for developments
of more precise definitions of the concept of state in the fields where it was applied,
such as dynamic systems and optimal control. However, the growing complexity and
variety of the systems studied in the sciences had led to the necessity of framing the
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concept of state more broadly so that it could also be utilized for those systems that were
not described by differential equations. Coming up with a general state concept was
surely difficult, maybe even impossible, and so Zadeh limited himself “to sketch[ing]
an approach that seems to be more natural as well as more general than those employed
heretofore, but still falls short of complete generality” [5, p. 40].

AsBoulding’s poempredicted, Zadehpresented a proposal thatwas certainly difficult
for the non-mathematical system scientists to understand. It is mentioned here because
it serves as the bridge between Zadeh’s earlier scientific works and the theory of fuzzy
sets he was soon to devise.

40 years later Zadeh recalled in one of my interviews “System theory became grown
up, but then computers took over. In other words, the center of attention shifted…So,
before that, there were some universities that started departments of system sciences,
departments of system engineering, something like that, but then they all went down.
They all went down because Computer Science took over” [6].

Already in May 1962, Zadeh had contributed the paper “From Circuit Theory to
System Theory” to the anniversary edition of the Proceedings of the IRE to mark the
50th anniversary of the Institute of Radio Engineers (IRE). In it he described problems
and applications of system theory and its relations to network theory, control theory,
and information theory: “It has been brought about, largely within the past two decades,
by the great progress in our understanding of both inanimate and animate systems—
progress which resulted, on the one hand, from a vast expansion in the scientific and
technological activities directed toward the development of highly complex systems
for such purposes as automatic control, pattern recognition, data processing, commu-
nication, and machine computation, and, on the other hand, by attempts at quantitative
analyses of the extremely complex animate andman–machine systemswhich are encoun-
tered in biology, neurophysiology, econometrics, operations research and other fields”
[7, p. 856f].

Then the following paragraph followed, that motivated Zadeh’s later creation of
fuzzy set theory: “In fact, there is a fairly wide gap between what might be regarded as
«animate» system theorists and «inanimate» system theorists at the present time, and it
is not at all certain that this gap will be narrowed, much less closed, in the near future.
There are some who feel that this gap reflects the fundamental inadequacy of the con-
ventional mathematics – the mathematics of precisely defined points, functions, sets,
probability measures, etc.– for coping with the analysis of biological systems, and that
to deal effectively with such systems, which are generally orders of magnitude more
complex than man-made systems, we need a radically different kind of mathematics,
the mathematics of fuzzy or cloudy quantities which are not describable in terms of
probability distributions” [7, p. 867]. About two years later, when Zadeh became chair
of the Department of EE at UCB in 1963 (Fig. 3, left), he experienced shifts of attention
very intensively, for it was during his five-year tenure in this position that his department
was renamed the Department of Electrical Engineering and Computer Science (EECS).
During his chairmanship, in the year 1965, he tried to bridge this gap by introducing the
new mathematical theory of fuzzy sets [8–11] which is based on the concept of “impre-
cisely defined «classes»”, which “play an important role in human thinking, particularly
in the domains of pattern recognition, communication of information, and abstraction”
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[8, p. 1]. A fuzzy set is “a notion which extends the concept of membership in a set to
situations in which there are many, possibly a continuum of, grades of membership.”
[8, p. 1]. In his seminal article (Fig. 3, right), he wrote that these “fuzzy sets”, as he
named these “classes”, “do not constitute classes or sets in the usual mathematical sense
of these terms” [9, p. 338]. In that paper, Zadeh presented the framework for the new
mathematical theory. He defined fuzzy sets, empty fuzzy sets, equal fuzzy sets, the com-
plement and the containment of a fuzzy set. He also defined the union and intersection
of fuzzy sets as the fuzzy sets that have membership functions that are the maximum or
minimum, resp., of their membership values.1

Fig. 3. Left: Zadeh became chair of the department; right: title page of Zadeh’s paper [9].

Also in the year 1965, he offered a further “new view” on system theory: Within the
theory of fuzzy sets, he was able to start establishing a theory of fuzzy systems: Given a
system S with input u(t), output y(t) and state x(t), it is a fuzzy system if input or out-put
or state or any combination of them includes fuzzy sets, and, in Zadeh’s view, only fuzzy
systems can adequately cope with complex man–made systems and living systems. He
explained that fuzzy systems relate to situations in which the source of imprecision is
not a random variable or a stochastic process but rather a class or classes which do not
possess sharply defined boundaries [10, p. 29] (Fig. 4).

Fig. 4. Part of the title page of Zadeh’s paper [10] to establish a “new view” on system theory.

1 For basics on the theory of fuzzy sets see the paper “Lotfi Zadeh: Fuzzy Sets and Systems” in
this volume. For a detailed study on that history see [12].
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3 From Fuzzy Logic to Computing with Words

In an interview that Zadeh gave in 1994, he mentioned his surprise that Fuzzy Logic was
“embraced by engineers” and “used in industrial process controls and in ‘smart’ con-
sumer products such as hand-held camcorders that cancel out jittering and microwaves
that cook your food perfectly at the touch of a single button.” In that interview he also
said that he had “expected people in the social sciences – economics, psychology, phi-
losophy, linguistics, politics, sociology, religion and numerous other areas to pick up on
it [Fuzzy Logic]. It’s been somewhat of a mystery to me, why even to this day, so few
social scientists have discovered how useful it could be.” [13] see also [14].

In the 1970s, Zadeh was interested in applying fuzzy sets in linguistics. This idea led
to interdisciplinary scientific exchange on the UCB-campus between him and the math-
ematicians Joseph Goguen and Hans-Joachim Bremermann, the psychologist Eleanor
Rosch (Heider) and the linguist George Lakoff. During the 1970’s Rosch developed
her prototype theory on the basis of empirical studies. This theory assumes that people
perceive objects in the real world by comparing them to prototypes and then ordering
them accordingly. In this way, according to Rosch, word meanings are formed from
prototypical details and scenes and then incorporated into lexical contexts depending on
the context or situation. Rosch hypothesized that different societies process perceptions
differently depending on how they go about solving problems [15]. Lakoff heard about
Rosch’s experiments and also about Zadeh’idea of linking English words to membership
functions and establishing fuzzy categories in this way. Lakoff and Zadeh discussed this
idea in 1971/72 and also the idea of fuzzy logic, after which Lakoff wrote his paper
“Hedges: A Study in Meaning Criteria and the Logic of Fuzzy Concepts” [16]. In this
work, Lakoff employed “hedges” (meaning barriers) to categorize linguistic expressions
and he invented the term “fuzzy logic”. Based on his later research, however, Lakoff
decided that fuzzy logic was not an appropriate logic for linguistics, but: “Inspired and
influenced by many discussions with Professor G. Lakoff concerning the meaning of
hedges and their interpretation in terms of fuzzy sets,” Zadeh had also written an article
in 1972 in which he contemplated “linguistic operators”, which he called “hedges”: “A
Fuzzy Set-Theoretic Interpretation of Hedges”. Here he wrote: “A basic idea suggested
in this paper is that a linguistic hedge such as very, more, more or less, much, essentially,
slightly etc. may be viewed as an operator which acts on the fuzzy set representing the
meaning of its operand” [17].

In the 1970s Zadeh expected that his theory of Fuzzy Sets “provides an approximate
and yet effective means of describing the behavior of systems which are too complex or
too ill-defined to admit of precise mathematical analysis” [18, p. 28]. He expected that
“even at its present stage of development” his new fuzzy method “can be applied rather
effectively to the formulation and approximate solution of a wide variety of practical
problems, particularly in such fields as economics, management science, psychology,
linguistics, taxonomy, artificial intelligence, information retrieval, medicine and biology.
This is particularly true of those problem areas in these fields in which fuzzy algorithms
can be drawn upon to provide a means of description of ill-defined concepts, relations,
and decision rules” [18, p. 44].

For Zadeh, fuzzy logic was the basis for “computing with words” instead of “com-
puting with numbers” [19] In his 1996 article “Fuzzy Logic= Computing with Words”,
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he said that “the main contribution of fuzzy logic is a methodology for computing with
words. No other methodology serves this purpose” [20, p. 103].

4 An Outlook: Perception-Based System Modelling

For the year 2001, Zadeh published a proposal “A New Direction in AI. Toward a
Computational Theory of Perceptions”. This theory was inspired by the remarkable
human capability to operate on, and reason with, perception-based information, “to
perform a wide variety of physical and mental tasks without any measurements and any
computations (e.g. are parking a car, driving in city traffic, playing golf, cooking a meal,
and summarizing a story). He assumed “that progress has been, and continues to be,
slow in those areas where a methodology is needed in which the objects of computation
are perceptions - perceptions of time, distance, form, and other attributes of physical
and mental objects” [21, p. 73]. Zadeh compared the strategies of problem solving by
computers, on the one hand, and by humans, on the other hand. Already in 1970 he had
called it a paradox that the human brain is always solving problems by manipulating
“fuzzy concepts” and “multidimensional fuzzy sensory inputs”, whereas “the computing
power of the most powerful, the most sophisticated digital computer in existence” is not
able to do this. Therefore, he stated, “in many instances, the solution to a problem need
not be exact”, so that a considerable measure of fuzziness in its formulation and results
may be tolerable” [22, p. 132]. For this purpose, the machine’s ability “to compute
with numbers” should be supplemented by an additional ability that is similar to human
thinking: computing with words and perceptions (Fig. 5).

Fig. 5. Perception-based system modelling, [23].

In 1994 he presented perception-based system modeling: “A system, S, is assumed
to be associated with temporal sequences of input X1, X2, …; output Y1, Y2, …; and
states S1, S2, … St is defined by state-transition function f with St+1 = f (St , Xt ), and
output function g with Yt = g(St , Xt ), for t = 0, 1, 2, …. In perception-based system
modelling, inputs, outputs and states are assumed to be perceptions, as state-transition
function, f, and output function, g” [23, p. 77].
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Abstract. One of the focuses of interest for conflict research is crisis
forecasting. While the approach often favored by the media and public
approaches this challenge qualitatively with the help of pundits illustrat-
ing effects in a narrative form, quantitative models based on empirical
data have been shown to be able to also provide valuable insights into
multidimensional observations.

For these quantitative models, Bayes networks perform well on this
kind of data. Both approaches arguably fail to meaningfully include all
relevant aspects as

– expert knowledge is difficult to formalize over a complex multidi-
mensional space and often limited to few variables (e.g. more A will
lead to less B)

– empirical data can only tell us about things that are easily measur-
able and can only show correlations (in contrast to causalities that
would be important for forecasting)

In this paper we will develop a method for combining empirical time
series data with expert knowledge about causalities and “hidden vari-
ables” (nodes that belong to variables that are not directly observable),
thereby bridging the gap between model design and fitting.

We build a toolset to use operationalized knowledge to build and
extend a Bayes network for conflict prediction and, model unobservable
probability distributions. Based on expert input from political scientists
and military analysts and empirical data from the UN, Worldbank and
other openly available and established sources we use our toolset to build
an early-warning-system combining data and expert beliefs and evaluate
its predictive performance against recordings of past conflicts.

Keywords: Statistical model · Expert scenario feedback · Bayes
network
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1 Traditional Approaches on Available Quantitative Data

Typical approaches seek to identify patterns and correlations in data to pre-
dict future developments. Approaches to conflict research, hence, rely on data
representing the past and succeed best in predicting events that have already
occurred. Readily available public datasets contain various observable measures
and are, thus, applied to numerous questions in conflict research. Countries or
other geographical entities are described by macroeconomic and social parame-
ters such as gross domestic product or ethnic diversity [6].

Event data, on the other hand, contains information on event dates, involved
actors and event type and is often used to operationalize the dependent variable
[10].

2 Extension of the Data Base to Measure Additional
Information

Given that not all potentially relevant parameters can be included in available
data sets, researchers are including other sources to fill the blind spots. Natural
language processing approaches, for instance, allow for the structuring of text
as well as for social media and news data to be joined with other data in order
to find relevant correlations and maximize the usefulness of each separate input
beyond the accumulation of their respective contributions.

We suggest to follow the same path in including data that is derived from
qualitative information in order to factor in dependencies that would otherwise
be neglected.

2.1 Example for the Meaningful Recording of Structure, Learned
from Data

While those approaches factor in both historic events and correlating indicators,
they arguably fall short of valuing (hidden = not easily quantifiable) structural
dependencies like relations between political decisions and the onset of crises or
political links between actors that are otherwise not connected.

Mahoney et al. [8] apply Bayesian network structure learning with political
science variables to produce meaningful priors and estimate the likelihood of
Events of Interest (EOI), such as Rebellion, International Crisis, Insurgency,
Ethnic Religious Violence and Domestic political crisis.

The Bayesian aggregator outperforms all other compared models for every
EOI [8].

2.2 Solution Spaces in Consideration of Qualitative Information

In public perception, the most visible forecasters of political events are experts
whose opinions and predictions attract media attention [2]. Experts often provide
valuable insights into a region or the relations between countries.
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We find relevant work i.e. by Johansen [5], who has also applied scenario mod-
elling to questions of conflict research. He chose a top down approach to model
a consistent solution space with four parameters (“Actor”, “Goal”, “Method”
and “Means”), where each parameter is defined in terms of an exhaustive set of
possible states or values. He thereby constructs a model that derives structure
solely from qualitative sources [5].

However, expert knowledge alone shows only mediocre results with regards
to predictive power [12]. Nevertheless, expert opinions are valuable. Tetlock and
Gardner [13] claim that a careful iterative selection of human predictors, for
example via a tournament, has shown that they can produce consistently bet-
ter forecasts than a wide range of competitors – including some of the most
sophisticated algorithms [13].

2.3 Bayes Network Combined with Expert-Specified Nodes that
Cannot Be Found in Data

Therefore, we hypothesize that the practical use of conflict prediction models
needs a structural causally interpretable component and that not all relevant
variables are (a) measurable or (b) available in data. We propose that the mod-
elling of such latent variables contributes to both model performance and inter-
pretability.

At the very least, the decision process in a crisis situation needs to assess the
potential impact of proposed actions and consider the causal chain from action
to impact.

3 Hybrid Approach

Bayes networks are already well established for a combination of expert and
empirical observations as data into a prediction system. Current methods how-
ever limit the influence of expert knowledge to a-priori distributions and model
design (see Fig. 1).

A hybrid approach for identifying the structure of a Bayesian network model,
for instance, is presented in [4] by Huang et al. The authors propose a Bayesian
network model for assessing threats of mass protests, using historical case data.

For a review of inference algorithms for hybrid Bayesian networks refer to
[11].

The proposed research extends existing empirical approaches with qualitative
expert knowledge by modeling a causal graph using expert opinion (structure +
nodes) and learning the model using available data for all nodes plus combining
this with hybrid virtual data based on expert scenario feedback. This is achieved
by using a combination of empirical data and Monte-Carlo scenario generated
data for a-postiori updates. To quantify multidimensional probability distribu-
tions implicitly encoded in qualitative expert knowledge, we develop a planning
tool that allows for the likelihood weighting of different scenarios. We assume
that experts are unable to easily quantify multidimensional distributions, but
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Disclaimer: The following data may not be sound in all detail and are
certainly not complete. They are added for illustration purposes only.

.rewoprevosekatorudaMsálociNPV.zeváhCoguHfohtaeD:2102.01.7
The legality of this action is disputed.

14.04.2013: Maduro won the elections by 50.6% Opposition claimed election
irregularities.

February & March 2014: Violent protests against Maduro government.
More than 40 fatalities and over 700 injured. Venezuela accuses Panama of
conspiracy with the USA and breaks off all diplomatic and economic relations.

since 2014: Beginning of supply crisis. People are afraid of food shortage.
Government accuses “extreme right opposition” and arrests Caracas mayor
Antonio Ledezma.

6.12.2015: Parliamentary Elections. Opposition “Mesa de la Unidad
Democrática” (MUD) wins by 56.3% (socialist Party of Maduro “Partido So-
cialista Unido de Venezuela” 40.9%)

since February 2016: Oil price increases dramatically; mineral water and
medicines are scarce. Due to the high national debt, foreign countries no longer
supply grain.

July 2016: Venezuela opens the border to Colombia for 12 hours to let
people buy food and medicine.

September 2016: Maduro prevents a referendum on new elections. Massive
protests follow.

9 January 2017: Parliament declares the President dismissed in the hope
of new elections.

9 March 2017: the Supreme Court waived the immunity of all parliamen-
tarians, withdrew all powers from parliament and transferred them to itself.
Massive protests with several fatalities.

February 2018: Maduro orders a major manoeuvre, calling in one million
military, militia and government officials for an alleged threat from Colombia.

20 May 2018. Presidential elections, which were internationally (EU, USA
and several latin American countries) not recognized.

,ASU.tnediserpmiretniflesmihseralcedódiauGnauJ:9102yraunaJ
.tnediserpsaódiauGezingocerottsrfiehteralisarB,aibmoloC,rodaucE

Fig. 1. Advantages of the new approach.
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have a strong intuition on the plausibility of claims. We present experts with
scenario claims and receive a probability weighted feedback from the expert
(e.g. “I’m sure this is a likely cause of events” or “I guess it might work in that
direction”).

We collect expert know-how about observed and un-observed variables each
with a selected sub-set of dimensions (variables) in different scenarios (this will
give us a calibration of the qualitative categories indicating the necessary prob-
ability weighting). We include directly connected and indirectly (a “hidden vari-
able” in between) connected observations, thus allowing for the joint collection
of virtual observations for non-connected nodes/variables. Based on an initial set
of empirical observations and expert feedback we use active-learning methods to
determine what aspects need to be further probed. This results in a Bayes net-
work encoding the combination of empirical observations and expert knowledge.
We then evaluate the performance of the model against past conflicts.

4 Data Sources

Since the suggested method relies on the combination of the approaches that
the quantitative and qualitative viewpoint respectively excel in, data from both
schools will be factored in.

Relevant data sources regarding quantitative data are event data found in
ACLED as well as indicator data that is derived from UN, World Bank and other
established sources. These sources provide data on individual events (e.g. assault,
demonstration, cattle theft, ...) and data on Economic, cultural and socio-
political indicators (e.g. child mortality, political representation, food prices,
availability of drinking water, ethnic distribution) that influence crises (see also
Fig. 2).

Experts on the matter of interest will be drawn from the Center for Intel-
ligence and Security Studies (CISS). CISS has a wide network of political sci-
entists, military analysts and computer scientists, especially in the field of algo-
rithms in cyber space and artificial intelligence. CISS also integrates its current
research and findings into the academic master’s programme MISS [1,3]; see also
https://www.unibw.de/ciss/miss.

5 Implementation

Deloitte currently has an in-house tool for Bayesian-graphical scenario modelling,
which satisfies most (but not quite all) of the requirements for our project. For
instance we can set up ‘earthquake’ model that is often discussed in the AI
literature, as follows:1

1 We have experimented with various syntaxes for various purposes; this is one
designed for interfacing to a graphical front end. We can easily change this as appro-
priate.

https://www.unibw.de/ciss/miss
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Fig. 2. Crisis management based on different and highly heterogeneous data sources.

Initialize;

DefineNode Earthquake;

AssignValues Earthquake quake no_quake;
P quake 1 / 1000;

DefineNode Burglar;

AssignValues Burglar burglar no_burglar;
P burglar 0.001;

DefineNode Radio;

AssignValues Radio announce no_announce;

DefineParents Radio Earthquake;
P announce quake 1.0;
P announce no_quake 0.0;

DefineNode Alarm;
AssignValues Alarm alarm no_alarm;

DefineParents Alarm Earthquake Burglar;
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P alarm burglar quake 0.9901099;
P alarm no_burglar quake 0.01099 ;
P alarm no_burglar no_quake 0.001 ;
P alarm burglar no_quake 0.99001 ;

DefineNode Phonecall ;
AssignValues Phonecall phonecall no_phonecall;
DefineParents Phonecall Alarm;

P phonecall alarm 1.0;
P phonecall no_alarm 0.0;

Currently, we can evaluate conditional and unconditional marginal queries
of the model of the form

Given that Fred has been told that the burglar alarm has gone off, what
is the probability that there is a burglar,

or

Given that Fred has been told that the burglar alarm has gone off, and
the radio reports an earthquake, what is the probability that there is a
burglar,

and even evaluate interventions (see [9])

Given that Fred himself has deliberately triggered the burglar alarm, what
is the probability that there is a burglar (!).

We are also able to complete models using maximum entropy.2 What our
package lacks, at the moment, is a facility to attach historical data, which can
condition the probabilities of the various nodes. Fortunately, we have imple-
mented the package in an advanced and flexible development environment that
supports rapid and error-free modification. This means that experimental exten-
sions are easy to program. We are thus confident that, at a technical level, the
required new functionality is a straightforward matter of software engineering:
powerful and general Gibbs samplers appropriate for this sort of problem (see
[7]) are available as open source (e.g. Jags), so we can simply bind them to our
system, no particular effort is required of us.

In fact we have previous implementation experience we can draw on with ad
hoc-models of this sort (in financial risk). This leaves us free to deal with the real
challenge of the project, which is not technical in this implementation sense: to
develop an effective method and specific concepts/notation with which to bind
historical information to the model in a way that most effectively supports our
planned risk analysis as proposed in this paper.

2 In an experimental extension!
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Abstract. To ensure a faultless operation of an inductive component
and to optimize the efficiency, the thermal behavior of the component
has to be considered in an early design phase. In a previous project, a
computer aided design tool for inductors was developed. In this tool ther-
mal network models are used to calculate the thermal behavior. There-
fore thermal resistance values of all winding materials are required and
have to be measured. A measurement setup for the measurement of ther-
mal resistances was developed, built and tested. In this paper the used
measurement principle and the consideration of systematic measurement
errors are described. A finite element method (FEM) simulation of the
measurement setup is used to verify the calculation of the thermal resis-
tance values.

Keywords: Thermal resistance measurement · Thermal network
model · Thermal losses

1 Introduction

Inductive components like chokes and transformers are essential components of
modern power electronic systems. In order to ensure a faultless operation of
the system components and in order to optimize their efficiency, the thermal
behavior of these components has to be considered in an early design phase. To
reduce the time to market of such systems, a computer aided design tool for
inductors was developed in a previous project. This easy to use tool is able to
predict the physical behavior of inductors in operation and enables the designer
to optimize all significant design parameters in a short time. The tool can also
be used to simulate the thermal behavior of the component by use of thermal
c© Springer Nature Switzerland AG 2020
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network models. The input parameters for the thermal evaluation have to be
determined through measurements. Therefore a novel measurement setup for the
determination of thermal resistances in inductive components was constructed,
simulated and tested.

2 Modeling Process

Various design requirements and an extensive variety of assembly components
make inductor design a complex process. In previous publications an easy-to-
use software tool was presented to determine suitable component parameters for
optimized inductor designs [1]. Main features of the tool are a comprehensive
database of all inductor assembly parts, a detailed calculation routine for the
determination of core and winding losses, including a finite element algorithm to
simulate eddy current losses in massive and litz wire windings and an extensive
post processing package [2]. The thermal behavior of inductive components can
be modeled by use of thermal network models with different levels of complexity.
Currently a 2D thermal network simulation model is implemented in the design
tool. Precise thermal resistance values for various winding structures are required
to conduct the simulation.

2.1 Thermal Network Model

Thermal network models can be used to simulate the heat transfer in materials,
which is the conduction, and the heat transfer between different materials, which
is radiation and convection. Simple thermal network models are displayed in
Fig. 1. As displayed in (1) and (2), a thermal network model is equivalent to
an electric system. The heat flux Q̇ is equivalent to the electric current I, the
temperature difference is equivalent to the voltage and the thermal resistance
is equivalent to the ohmic resistance [3]. Therefore software which is able to
simulate electric circuits can also be used to simulate a thermal network model.
Different winding materials have different thermal resistances. The exact value
of the thermal resistance of the winding material is required to simulate the
thermal network. These values are not included in the datasheet of the winding
material and therefore they have to be measured.

Q̇ =
ΔT

Rth
(1)

I =
Uel

Rel
(2)

2.2 Calculation of Thermal Resistance and Thermal Conductivity

For a cubic sample there are two ways to calculate the thermal resistance. It
can be calculated with the temperature difference and the heat flux or it can
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(a) (b) (c)

Fig. 1. Examples of simple thermal network models.

be calculated with the geometry parameters and the thermal conductivity (3).
If both equations are combined, an equation for the calculation of the thermal
conductivity can be formed (4).

Rth =
ΔT

Q̇
=

l

λ · A (3)

λ =
Q̇ · l

ΔT · A (4)

In the same way the thermal conductivity of a hollow cylinder can be calcu-
lated. With the used measurement setup, the winding has the form of a hollow
cylinder and therefore (5) can be used for the calculation of the thermal conduc-
tivity of the winding [4]. For the calculation, the inner and the outer radius of the
winding is needed. Further the heat flux provided from the heating cartridges
has to be determined and the temperature difference between the inside and
the outside of the winding has to be measured. With these values the thermal
conductivity of the winding material can be calculated (Fig. 2).

λ =
ln Ra

Ri

2 · π · h · ΔT
Q̇

(5)

(a) (b)

Fig. 2. Heat transfer through cubic sample (a) and hollow cylinder (b).
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3 Measurement of Winding Parameters

In order to build up a database of thermal resistances for different winding mate-
rials and winding structures a novel measurement setup [5] was constructed. The
measurement setup serves to measure the thermal resistance in the radial direc-
tion of wound inductors. Test materials can be various electrical conductors or
insulation materials. The setup consists of a cylindric aluminium core with heat-
ing cartridges inside. At the top and bottom of the aluminium cylinder insulating
plates are mounted to guide the main heat flux in radial direction through the
winding. If the introduced heat flux Q̇ is known and the temperature is mea-
sured at various points inside the winding structure, the thermal resistance Rth

and subsequently the equivalent heat conductivity can be determined according
to (6).

Rth =
ΔT

Q̇
=

T1 − T2

Q̇
(6)

3.1 Measurement Setup

A measurement setup for the determination of the thermal resistance of winding
materials was built. It is displayed in Fig. 3. This measurement setup consists of
an aluminum core which contains two 12 V heating cartridges and a bimetal
switch to prevent the measurement setup from overheating. If the tempera-
ture value is rising above 150 ◦C, the bimetal switch deactivates the heating
cartridges. At the top and at the bottom of the aluminum cylinder there are
insulation plates made from PES which has a very low thermal conductivity.
The winding material is wound on the aluminum core between the two PES
insulation plates. One of the PES insulation plates provides a connector which
allows to place the measurement setup in a wire-winding machine to speed up
the winding process.

(a) (b)

Fig. 3. Measurement setup (a) and position of the heating cartridges (b).
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The schematic figure of the whole measurement setup is displayed in Fig. 4.
A 12 V DC power supply is used to power two heating cartridges. The heating
cartridges lead to a radial heat flux from the center of the winding to the outside
of the winding. Inside the winding, thermocouples are placed. They are used to
measure the temperature at different positions inside the winding structure.
So a temperature gradient from the inside of the winding to the outside can be
measured. A USB data acquisition card is used to record the temperature values.
Finally, the thermal conductivity of the winding material is calculated from the
temperature gradient in a LabVIEW program. A user interface was developed to
set input parameters like the dimensions of the winding and to show the results.

Fig. 4. Components of the thermal measurement setup.

3.2 Consideration of Heat Losses

In (6), it is only allowed to consider the radial heat flux Q̇rad through the winding
material. If the provided heat flux from the heating cartridges Q̇total would be
used for the calculation of the thermal resistance, the result would not be exact
because there are heat flux losses Q̇axi in axial direction.

Fig. 5. Heat losses of the measurement setup.
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In Fig. 5 the heat losses at the bottom and at the top of the heated core can
be seen. It is important to mention that the measurement of the temperature
difference is not started until the heating process is finished and the steady state
is reached. To get the right values for the thermal conductivity, it is important
to compensate the systematic measurement error due to the heat losses in axial
direction. In order to determine the heat flux losses in axial direction, a reference
body with known thermal conductivity λ is used instead of the winding material.
The thermal conductivity of the reference body should be close to the thermal
conductivity of the real winding material.

The temperature difference between the inner and the outer radius of the
reference body is measured and the total heat flux from the heating cartridges
is also known. So the heat flux losses in axial direction can be calculated with
(8) as the difference between the total heat flux and the measured radial heat
flux (7).

Q̇rad =
λ · 2 · π · h · ΔT

ln Ra

Ri

(7)

Q̇axi = Q̇total − Q̇rad (8)

3.3 FEM Simulation

In order to get an estimation for the axial heat flux loss, the heat transfer in the
measurement setup was simulated with the FEM simulation software Comsol
Multiphysics. The 3D geometry of the simulation model is displayed in Fig. 6.

Fig. 6. Simulation model in Comsol Multiphysics.

In this stationary simulation, two heating cartridges are modeled as heat
sources with a total heating rate of 10 W. The heat transfer from the measure-
ment setup to the surrounding air is modeled as heat flux boundary condition.



50 S. Merschak et al.

In a first evaluation, the temperature distribution along the blue line in
Fig. 7(a), inside the reference body, is evaluated for different thermal conduc-
tivity values. The resulting temperature distributions are displayed in Fig. 7(b).
The heating rate of 10 W is kept constant for all simulations. The correlation
between the temperature drop inside the winding and the value of the thermal
conductivity can be seen in Fig. 7(b). This correlation is described by (5).

(a) (b)

Fig. 7. Temperature distribution in the reference body for thermal conductivity rang-
ing from 6 [W/(m·K)] to 26 [W/(m·K)].

Fig. 8. Dependency of the axial heat flux losses on the thermal conductivity of the
winding material.
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The influence of the reference body’s thermal conductivity on the axial
heat flux losses is displayed in Fig. 8. In a range from 10 [W/(m·K)] to 20
[W/(m·K)], which applies for most winding structures, the variation of the axial
heat flux losses due to the thermal conductivity change is only 0.076% and can
be neglected.

4 Conclusion and Future Prospects

A novel measurement setup for the determination of thermal resistances of wind-
ing materials was developed, built and tested. It will be used to create a database
of thermal resistances. In order to obtain correct measurement results, the influ-
ence of axial heat flux losses in the measurement setup had to be considered. A
3D FEM simulation was conducted to determine the axial heat flux losses and
their dependency on the thermal conductivity of the winding material. For the
analyzed measurement setup, the heat flux losses in axial direction were about
39.5% of the total supplied heat flux and the influence of thermal conductivity
variations on the heat flux losses is negligible.

In a next step, measurements of a reference body with known thermal con-
ductivity will be carried out to validate the simulation results. In further conse-
quence an optimized layout of inductive components regarding thermal behavior
can be archived by use of the new measurement data.
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Abstract. The paper show the application of the ARIMA (Autoregres-
sive integrated moving average) prediction model is made, which consists
of the use of statistical data (in this case, birth and deaths in Colom-
bia) to formulate a system in which an approximation of future data
is obtained, this thanks to the help of a statistical software that allows
us to interact with the variables of this model to observe a behavior as
accurately as possible, the research source was extracted from the statis-
tical data provided by the national statistical department, articles about
cases in the that this method was used, and statistical texts. The develop-
ment of the research was carried out observing the statistics provided by
national statistical department, creating a database of births and deaths
in Colombia per year, taking into account total figures at the national
and departmental levels. Thanks to these data, a tool such as software
and prior knowledge of the predictive model ARIMA (Autoregressive
integrated moving average) is achieved to make an approximate predic-
tion of what could happen in a given time, thus taking the measures
required by each department, solving possible problems in the country.

Keywords: ARIMA · Prediction · Statistics · Correlation · Time
series

1 Introduction

Nowadays, all information that leads to a solution of a social problem, where
resources utilization is improved, needs to be considered. In this case, the health
of Colombian people from different parts of the country. The paper show a
results of research project that consists a prediction using an ARIMA [3] For
this project, it was vital to have a previous knowledge of the ARIMA (Auto-
regressive integrated moving average) model, due to the importance in the selec-
tion of the adjustment variables for the prediction. The next step was to obtain
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the data from the last 10 years of births and non-fetal deaths by departments, so
an organized data-based could be created. This data was downloaded from the
website of National Bureau of Statistics [1], which are completely updated. Then,
a software was required to interact with the variables of the statistical model and
the data. The data obtained from the website of National Bureau of Statistics [1]
and the data obtained as an output from the software were stored properly. The
difference between them were observed, making emphasis in the errors of the out-
puts, which were in the minimum and maximum range for the model to be valid,
in order to make a guess. These predicted values allow to solve problems that
depend on calculations, such as resources management and places where these
are required the most. This fact is very important because the analyzed data
were sorted as national and by departments as well, being more relevant so the
problematic could be identified and addresses quickly. Close approximations in
the years of study were obtained from the general data. ARIMA (Auto-regressive
integrated moving average) system allows to make a prediction, in a very accu-
rate way, with statistical data that depend of a time series [3]. The larger the
time series, the larger is the amount of information collected and it is easier to
learn from the errors while analyzing the data. The best strategy to analyze a
time series is to have a very specific data. When the data is generalized, errors
are not taken into account, and if there are big errors, the model may tend to
be inaccurate. The system allows to interfere the data, predicting aspects that
may become a change factor for the model. In previous researches, the ARIMA
(Auto regressive integrated moving average) model is applicable for cases that
are related with health issues [2,4] and cases that require an optimal forecasting
for a resources management [5,7,8] or for population control, as seen in this
project. This model fits properly with the data used in this research, and shows
a valid prediction that presents a low percentage error, so the decision making
is viable from now on.

2 Method

It is common that time series evolve easily due to the influence of past facts over
present ones, creating a dependency between their present values and past values.
It can be said that when observations from an evolving variable through time
are taken, there is a relation between those observations in different moments of
time. The analysis, characterization and use of the dependency between observa-
tions in different moments of time makes possible the development of prediction
models based on the past of the studied variable [3,6]. The ARIMA model is an
autoregressive (AR) integrated (I) moving average (MA), where each of these
components has a role to generate a prediction in a time series. The AR compo-
nent means that the random perturbation of a model may have a behavior that
depends on a previous time [3].

yt = μ + θ1yt−1 + at (1)

where yt is the studied variable (births, deaths, etc.), depends on μ (independent
variable) plus a parameter times θ1yt−1 (the variable from 1 period ago) plus



54 D. Lancheros-Cuesta et al.

another random perturbation. The MA component is where the mean and the
observed errors within previous periods are taken into account.

yt = μ + at + θ1at−1 (2)

where μ is a constant, at the observed errors and θ the moving average parameter.
The required data for the development of the project, births and deaths in
Colombia in the last few years, are collected. It is important to mention that the
website gives the option to choose which data to download by year. A database is
created in Excel with all the downloaded information from the website of DANE,
sorting the data by year and department, considering the total national. To
develop the statistical model, a previous study of the composition and behavior of
the model is made. With this information, the necessary conditions for the model
to forecast accurate predictions are determined. In addition, it is required that
the ARIMA model adapts itself to the data without any problem. The chosen
software (XLSTAT) allows to implement a large amount of tools to perform a
statistical model with views, analysis and data modelling. It offers an adjustable
interface, so the model parameters can be changed depending on what needs
to be observed, and the possibility to compare the variables before and after
applying the statistical model.

3 Results

The data obtained from the website of DANE and the data obtained as an
output from the software were stored properly. The difference between them
were observed, making emphasis in the errors of the outputs, which were in the
minimum and maximum range for the model to be valid, in order to make a guess.
These predicted values allow to solve problems that depend on calculations, such
as resources management and places where these are required the most. This
fact is very important because the analyzed data were sorted as national and by
departments as well, being more relevant so the problematic could be identified
and addresses quickly. Close approximations in the years of study were obtained
from the general data. Here is where the sectioned data is appropriate for the
analysis of the country, due to a precise behavior and sometimes an accurate
or exact data in births and non-fetal deaths. For each of the departments of
predictive analysis model data is performed. Figure 1 shows an example of data
analysis of a department in Colombia called Vichada.

It becomes apparent that the behavior of the data from the departments
can be predicted in a very accurate way, close to the real data. This is because
the ARIMA model has a component that learns from errors through time. Also,
these data are not combined with other information that may change the per-
spective of the analysis and observations. The Fig. 2 show data comparison chart
between real births and data ARIMA outputs for 2016 for eleven departments
en Colombia. The errors between the real data and the ARIMA model are show
Table 1.
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Fig. 1. ARIMA data of deaths in Vichada

Fig. 2. Comparison real date of births - ARIMA
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Table 1. Table Errors between the real data and the ARIMA model - births

Real data (2016) Date ARIMA (2016) Department Error

74370 75248,745 Antioquia −1,182

41972 41173,574 Atlantico 1,902

114013 118274,666 Bogota D.C −3,738

32369 34418,112 Bolivar −6,330

15465 15180,757 Boyaca 1,838

9681 9615,773 Caldas 0,674

6932 7361,105 Caqueta −6,190

15712 15624,169 Cauca 0,559

20540 20947,517 Cesar −1,984

26385 27353,850 Cordoba −3,672

21589 21943,732 Cundinamarca −1,643

The Fig. 3 show data comparison chart between real deaths and data ARIMA
outputs for 2016 for eleven departments en Colombia. The errors between the
real data and the ARIMA model are show Table 2.

Fig. 3. Comparison real date of deaths - ARIMA
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Table 2. Table Errors between the real data and the ARIMA model- deaths

Real data (2016) Date ARIMA (2016) Department Error

31837 30361,118 Antioquia 4,635745617

12823 13084,022 Atlantico −2,035574924

36814 35835,315 Bogota D.C 2,658458614

7318 7853,445 Bolivar −7,316827426

6270 5857,547 Boyaca 6,578201186

5833 5673,471 Caldas 2,734941524

1509 1592,832 Caqueta −5,555466835

5030 4946,949 Cauca 1,651120778

4291 4532,995 Cesar −5,639601106

6576 6852,333 Cordoba −4,202149733

10030 9727,709 Cundinamarca 3,013870339

4 Conclusions and Future Work

ARIMA model allows to make a prediction, in a very accurate way, with statisti-
cal data that depend of a time series. The larger the time series, the larger is the
amount of information collected and it is easier to learn from the errors while
analyzing the data. The best strategy to analyze a time series is to have a very
specific data. When the data is generalized, errors are not taken into account,
and if there are big errors, the model may tend to be inaccurate. The system
allows to interfere the data, predicting aspects that may become a change fac-
tor for the model. Like in previous researches, the ARIMA model is applicable
for cases that are related with health issues and cases that require an optimal
forecasting for a resources management or for population control, as seen in this
project. This model fits properly with the data used in this research, and shows
a valid prediction that presents a low percentage error, so the decision making
is viable from now on. As future work, validations and comparisons are made
with other prediction models.
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1 Introduction

The ever evolving idea of smart grid substantially relies on the usage of renewable
energies. The latter, however, have to cope with a variety of problems. E.g., the
production of renewable energies like photovoltaic and wind energy depends
on the weather, leading to a time varying energy output. Additionally, it is
a complex task to save surplus energy. If the geographical position allows the
installation of a power station using a reservoir or similar, the problem can be
solved easily. However, in most cases this is not possible. Concepts have to be
developed fulfilling this task.

Furthermore, one of the hardest challenges of any power system is to dynam-
ically balance the demand and the supply of energy at any given point in time.
In this context evolves the next major problem in smart microgrids, which is
the task of load balancing. This issue is more challenging in smart microgrids
than in main distribution grids. Opposite to smart microgrids, main distribution
grids are typically significantly over-dimensioned regarding both the transmis-
sion capacity and their energy production flexibility. Therefore, big load changes
can easier be compensated for in such systems. Contrary, load changes in smart
microgrids can become huge relative to the overall system performance. It is a
challenging task to handle this problem knowing certain physical implications
to valid load changes [1].

At this point of load balancing, an additional problem comes into the play. To
perform an efficient load balancing cycle, a method has to be found, which is able
to decide, what type of device is connected to a certain plug within the smart
microgrid - either manually or automatically. In this context it can be observed,
that each device has a characteristic power consumption profile, both in a short-
time window approach and also in a long-time window approach. The main focus
of this work is to derive appropriate approaches fulfilling those requirements.
Additionally, existing approaches will be rated against the proposed ones.

The paper is structured as follows. After a more deep problem statement
description in Sect. 2, a summarized proposal for algorithms to be applied will
be given in Sect. 3. Finally, Sect. 4 concludes the paper.
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2 Problem Statement

2.1 Origin of the Problem

One issue coming in line with the mentioned problem is, that future smart grids
will not only have to deal with the production of energy. Moreover, due to the
decentralized structure of the distributed renewable energy sources, the integra-
tion of information and communication technologies is inevitable for the man-
agement and control of the whole system [2]. The starting point of data to be
collected is localized within everyone’s household. For this purpose smart meters
will be installed in every consumer environment. The latter may result in indi-
vidual consumers becoming aware of their power consumption and potentially
sensitized for a more responsible usage behavior. However, the collected data has
to be submitted to higher order instances in the smart grid and further processed
there. Based on an evaluation, certain actions can be undertaken. To break down
this management problem to less complex sub-problems, in [3] the introduction
of a sub-system is envisioned, called a smart microgrid. Those consist of energy
producers and consumers at a small scale, which are able to manage themselves
in certain limits. From an external point of view, the smart microgrid can be
considered a black box. To reduce the data exchange demand to the outside
world, only important information, like energy surplus or lack of energy within
the microgrid is reported. If the microgrid is connected to a high-voltage grid,
then energy can be exchanged. If the microgrid is running in the socalled “island
mode”, then energy deficiencies need to be handled within the individual micro-
grid. Dynamical islanding is one of the main solutions to overcome faults and
voltage sags, as described in [4].

2.2 Consumer Integration and Home Automation

One of the hardest challenges of any power system is to dynamically balance the
demand and the supply of energy at any given point in time. From a technical
point of view, the installation of devices, being able to provide a collection of
data concerning current energy demand and supply and also communicating
them amongst additional such devices in a complex network, is the key point.

Technical Implementation Challenges. Typically, there are two possibilities
for points of view on this problem:

1. Let the consumer be an active part of the system.
2. Automate the power supply system in each household.

The two are not mutually exclusive. For example, the consumer provides infor-
mation about his/her desires (heating on at 5 am, electrical car ready at 7 am,
washing machine finished by 10 pm etc.). Based on those preferences, the home
power supply system acts accordingly, being able to exchange information and
also power with other smart microgrids within the main grid.
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In literature, this technique is called Demand Response (DR) mechanism.
The classic DR technique requires an active feedback from the individual con-
sumer. The inputs given by the consumer might be based on personal preferences,
market price observations provided by the installed system, etc. DR can, for
example, be used to forecast future demands of a consumer by tracking his/her
behaviour, the weather, etc., over a long period of time [5]. From the tracked
data, consumption patterns can be developed, adopting the system behaviour
to the consumer’s demand. In this case, DR is used to automate the underly-
ing system, providing home automation functionality. For future developments,
the authors consider to integrate a real-time feedback option by the consumer.
However, they admit that the learning algorithm then might become very com-
plex. Either way, the consumers need to be able to use the individual appliances
without any restriction [6]. As interface between the consumer and the system
smart meters, sensors, digital control units and analytic tools will be used [7].

Most recent works combine the home automation approach with the classic
DR approach to increase benefit for the consumers. For example, in [8] a con-
cept is introduced, which introduces a priority list from of the user. The tasks
desired by the user, like having a warm shower and providing warm water for
the dishwasher, are listed according to personal preferences. Of course, a hot
shower is required right now, the dishes can wait during this time. Therefore, if
not both actions (heating water for the shower, providing warm water for the
dishwasher) are supported at a certain point in time due to energy consump-
tion peaks, the dishwasher will automatically be delayed in this example. More
consumer-centric approaches are given in [9,10]. In those approaches, the user
is iteratively informed about current possibilities to save energy, energy cost or
both. Based on this information, the consumer might react accordingly. A by
product of this approach is that the users can learn from their own behaviour
and, in future, automatically adopt their actions, without considering the sys-
tem’s request.

Either way, the client feedback should be as simple as possible as to not
overburden the consumer. Imaginable approaches might allow the user to spec-
ify certain possible time slots for specific tasks. The system takes care that
all defined tasks will be finished within the given intervals, while optimal power
usage over time is aimed as well. Mechanisms supporting this idea are, for exam-
ple, introduced in [7,11]. Such approaches ensure that consumers keep control
of their appliances and therefore the acceptance of the system increases. Subop-
timal energy costs might be achieved only, however.

All the mentioned techniques and combinations of the latter have one thing
in common: Each algorithm has to solve an optimisation problem based on the
energy price on the market, the consumers demands (including a rating of the
individual priority), the structure of the household and the available power sup-
ply. This optimization problem might become very complex. Efficient, intelligent
algorithms need to be used.
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The next major problem in smart microgrids is the task of load balancing.
This issue is more challenging in smart microgrids than in main distribution
grids. The reasons are twofold.

First, opposite to smart microgrids, main distribution grids are typically sig-
nificantly over-dimensioned regarding both the transmission capacity and their
energy production flexibility. Therefore, big load changes can easier be compen-
sated for in such systems. Contrary, load changes in smart microgrids can become
huge relative to the overall system performance. It is a challenging task to handle
this problem howing certain physical implications to valid load changes [1]. In
smart microgrids, typically mainly renewable energy sources will be used, which
cannot be scaled in power generation very easily. While a spatial distribution of
possible power generation processes can be named as a pro, the output of the
energy source heavily depends on uncontrollable external conditions, like wind
and daylight. Therefore, a smart microgrid will have to employ a load control
strategy, which includes load shedding. To be able to implement such a load con-
trol strategy, a significant amount of the whole installation needs to be “smart”
[12]. “Smart” here names the property to support load shedding or dispatching
of their operation time. The most common techniques for load balancing can be
identified as:

– Generator power control, where the output voltage of the generator is kept
constant by applying intentional losses to droop the voltage [1],

– Demand dispatch, where the actual power consumption is shifted along the
time axes based on the consumer preferences and desires [13],

– Load shedding, which is related to the demand dispatch method. However,
this approach is used in more urgent cases, where low priority devices are
switched of or lowered in performance, despite consumer preferences. Finding
a valid set of devices affected by this method can be modeled by the Knapsack
problem [14].

– Storage, where the energy is intermediately stored and can be used later on,
when peaks in the net-load occur. However, storage in general is expensive
(battery, hot water reservoirs, etc.) and might not be applicable today in
many situations.

At this point of load balancing, an additional problem comes into the play.
So far it has been assumed, that the connected devices are known by the smart
device, for example, a fridge, dishwasher, water heating device. However, in a
real scenario this is not the case. Old devices are not “smart” in a way needed
to make the described approaches work. Still, they are required to cooperate
with newly installed smart microgrid systems in an efficient way. Consumers
cannot be forced to exchange all installed devices by new ones. For this reason,
a method has to be found, which is able to decide, what type of device is con-
nected to a certain plug within the smart microgrid. In this context it can be
observed, that each device has a characteristic power consumption profile, both
in a short-time window approach and also in a long-time window approach. For
example, when a conventional light bulb is switched on, then the current flow-
ing after a few microseconds is significantly lower, as the filament is heated and
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increases its resistance (short-time window). On the other hand, a dishwasher
has cyclic behavior concerning energy consumption (for example, washing the
dishes vs. drying the dishes). In the feature extraction models as approaches
to this issue given in [15,16], the authors use FFT based implementations to
identify the spectral distribution of the load’s behavior by analyzing two main
aspects of load switching behavior. First, low-frequency behaviour is studied,
detecting significant observable load jumps in a system. Those might be caused
by heaters, ovens etc. The second investigated behaviour is based on a harmonic
analysis of the transients during a switching process. Using the latter observa-
tions allows for distinction between, for example, a light bulb and a computer
monitor. Combining both methods allows a more precise detection of certain
devices in a specific smart microgrid. However, the author of this paper is of
the opinion, that this approach is not an appropriate one. The reason is, that
the Fourier Transform (FT) has some major drawbacks. First, the magnitude
spectrum of the FT does not deliver any information about the presence of cer-
tain frequency components over time. In the frequency domain representation
a sinusoid, containing very high power but only being present for a very short
time in the signal, cannot be distinguished from a sinusoid, containing low power
but present over the whole observation period. The time dependency might be
derived from the phase spectrum, but the computational effort for this approach
is too high for real applications. Second, given a certain number of input samples,
the resolution of the spectral estimate is always linear over the whole observa-
tion window. Investigating the spectrum of loads in a microgrid, however, should
not show a time-invariant behaviour of the instantaneous spectral allocation of
the load’s frequency response. This effect occurs due to physical changes of the
device as soon it is powered on (e.g., a light bulb becomes hot and changes its
relative resistance continuously).

Social and Ethical Problems. So far, only the technical aspects of the main
problem have been investigated in this document. However, whether the whole
system and idea is successful or not also depends on the perception of the indi-
vidual consumers. According to a recently published study of the Institute of
Technology Assessment at the Austrian Academy of Science in cooperation with
E-commerce Monitoring GmbH, power consumers want to be better informed
about the potential and functionality of smart meters [17]. Furthermore, they
want to have more influence on the actual behaviour of the system [18]. The
problem is that recent discussions focused on what can technically be done, but
the best system does not work properly if the users do not cooperate. In the
example of smart grids, on the one hand consumers do not want a fully auto-
mated solution, as they feel a loss of freedom in their home. On the other hand,
due to the fact that smart meters will not be installed voluntarily, according to
the legal situation in Europe, most likely consumer driven actions within in the
smart grid as described in the previous section might not occur as frequently as
forecasted by the developers.
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One big issue, which additionally decreases the acceptance of smart meters
among the citizens is the uncertain situation concerning data safety in smart grid
systems [19]. Consumers want to be sure that the data transmitted by the smart
meters in their homes is safe. Otherwise, it might be possible to track a power
consumption profile of a household, which might give hints in whether someone
is home or not, so creating potential for burglaries. Furthermore, tracking the
power consumption in detail, the idea of “Big brother is watching you” becomes
more real than ever. Therefore, besides the technical possibility basic ethical
rules have to be considered. If this is the case from a early stage in a project,
the acceptance of the system by the consumer increases. This again enables the
opportunity to a more efficient system, as the consumer becomes an active part
of the system with own responsibility and possibility to decide.

From the author’s point of view, integrating the consumer into the system
can make the system more efficient than improving the basic technical imple-
mentation.

3 Load Classification Algorithm

A model implementing a load classification algorithm should be developed. The
algorithm should be able to reliably detect specific devices within a smart micro-
grid network. The detection may be based on a time-frequency analyzes schema,
implementing a feature detection approach. One potential approach towards fea-
ture extraction, which has been applied on spectrum sensing in LTE systems,
has been presented in [20–22]. Contrary to the approach given in [15,16], the
proposed approach will not be limited to the detection of harmonics for high-
frequency feature extraction.

The idea relies on the following two methods. First, the power consumption
of a specific part of the smart grid will be tracked and further processed. Second,
based on the information gained from the feature extraction process, the device
is classified and decisions concerning further actions are made. In [23] a simple
prototype trying to achieve this approach is presented. In this work the proposed
ideas shall be further developed and improved.

For the classification of certain loads within the smart microgrid, a database
has to be developed, which includes characteristic profiles for each possible
device. Existing databases, which might be reused and extended, can be found
in [24] and [25] These include traditional light bulbs, energy saving light bulbs,
ovens, washing machines, TV sets, etc. During the first part of this project,
existing profile databases have to be extended by new profiles, which have to
be developed based on measurements in real smart grids. The established AGH
Smart Campus is a perfect example to be studied in this context.

A first test database might include only few different characteristic loads,
while later on it might be extended step by step to further verify the developed
detection algorithms.

The aforementioned methods will be used to classify the individual loads
expected to be present in the smart microgrid. Further efficiency improvements
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can be achieved, if some smart high-level detection approach is chosen. The idea
is, that any device present is not detected at once extracting all information
present in the underlying signal, but in a step-by-step wise approach. First,
a very rough estimation is performed, delivering the information of an upper
class of device (e.g., heating device, lighting device, computer). This yields in a
very quick and low cost rough overview in the situation in the system, allowing
first basic adoptions and decisions within the system. After this, less critical
decisions can be done, based on a fine estimation. Still, this will not be a full
signal scan, but a fine feature extraction based on the rough estimate delivered
before. Therefore, fine tuning of the smart grid, which already is adopted to the
basic environmental conditions, can be done on this second step.

During research of this field it will become clear, how many levels of esti-
mation are reasonable. A keen pre-estimation would be, that two or three levels
of abstraction will provide good overall performance. The number of levels, for
sure, will correlate with the actual environment. If there are many huge loads
(for example, heating device) and only few small loads (for example, light bulbs)
the number of levels will be different, as it would be for the inverse scenario. The
optimum might be learned by the system itself during runtime.

4 Conclusion

In this paper we presented potential candidates for automated load classification
in smart micro-grid systems. The proposed methods show major advantages
compared to existing solutions. Those advantages as well as the necessity for
improvements in that field have been illustrated.
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Abstract. The AIS (Automatic Identification System) has become one
of the most popular maritime communications systems in the world,
allowing the data exchange and identification among vessels to avoid
collisions at sea. In spite of the uncountable virtues of this system, secu-
rity and channel saturation challenges have motivated the development
of a new version of the AIS, called VDES (VHF Data Exchange Sys-
tem). This system improves the AIS robustness and includes additional
services for a wider range of applications. In this paper, a description of
the physical layer of the VDES is presented and the most relevant dif-
ferences between the AIS and VDES are analysed. Moreover, the main
challenges that the VDES has to face in the next years are also described
and analysed, including a vision about the future applications that will
be supported by this system.

Keywords: AIS (Automatic Identification System) · ACM (Adaptive
Coding and Modulation) · VDES (VHF Data Exchange System)

1 A New Age for Maritime Communications

1.1 Description of the AIS

In the mid 90’s the AIS (Automatic Identification System) was proposed by
the IMO (International Maritime Organization) to improve marine safety and
avoid vessel collisions in the oceans [1]. This system operates in VHF (Very
High Frequency) band on two frequencies, AIS-1 (161.975 MHz) and AIS-2
(162.025 MHz), using a GMSK (Gaussian Minimum Shift Keying) modulation
scheme combined with a NRZI (Non Return to Zero Inverted) coding scheme,
and reaching a maximum baud rate of 9600 bps [2]. Moreover, this system uses
a time division access scheme called SOTDMA (Self-Organized Time Division
Multiple Access), which allows to transmit AIS messages according to the avail-
ability of the channel at all times.

There are 27 types of AIS messages, used by the different applications in
this system. These applications include two types of AIS equipment, called class
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A and class B. The AIS class A equipment is used by IMO regulated vessels,
transmitting a maximum power of 12.5 W and shorter time intervals between
messages [3]. On the other hand, the AIS class B equipment is used by any type
of vessel, regardless of the IMO regulation, with a transmitted power limited to
2 W and greater time intervals between messages. Other AIS applications are
AtoN (Aid-to-Navigation), the AIS base stations and SAR (Search and Rescue),
which have specific types of messages.

The AIS has numerous advantages in terms of coverage and efficiency. This
system can reach distances of around 40–60 km [4], also including global satellite
coverage even in the Poles. Moreover, and in the face of adverse weather and
orographic conditions, the AIS presents a great robustness [5]. The price of the
AIS receivers and transceivers is accessible when compared to other systems with
similar purposes, and devices are of easy installation and use [6].

1.2 AIS Security and Channel Saturation

The AIS presents limitations in terms of security and data transmission, which
takes place with a limited bandwidth.

On the one hand, AIS data may be subject to manipulation. AIS transceivers
can be manually turned off by the deck officers, incorrect GPS positions may
override AIS information, or the officer of a vessel may choose not to enter their
destination port into the AIS equipment for transmission. On the other hand,
and while widely implemented, the AIS usage is not mandatory for all vessels.
This is a fact that enables a comprehensive, yet partial view of overall vessel
activity. Lastly, the AIS is an open system. In other words, the AIS does not
incorporate encryption methods or other type of mechanisms that may guarantee
this very relevant security aspect. Because of the later, and within the scope of
illegal operations, the AIS may be subject to misusage [7,8].

Nevertheless, the industry may overcome the drawbacks of relying on AIS
technology. This may include a team of expert analysts dedicated to the curation
of AIS data inconsistencies and errors, using intelligent networks to record events
and verify port callings and departures, and providing context and clarity on
the last known vessel position. In this respect, even though the AIS can be
an useful source of vessel tracking intelligence, it is necessary to understand the
limitations and drawbacks of this technology, mainly for business and companies
that use the AIS information to accomplish their strategies. Relying on AIS
information alone may represent a level of inaccuracy and confusion due to
technical limitations, a possible manipulation of the system and/or insufficient
human/digital intelligence and verification.

Because the AIS operates only on two frequencies with a channel bandwidth
of 25 KHz and has a maximum baud rate of 9600 bps, channel saturation may
occur in sea areas with a great confluence of vessels, such as the ones shown in
Fig. 1.

The AIS channel saturation depends on the number of vessels which transmit
in a same coverage zone, but also on the vessels’ speed. Indeed, and due to an
AIS design focused on collision avoidance, vessels that navigate at higher speeds
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Fig. 1. Annual vessel traffic density in regions with AIS channel overloading danger.
Source: MarineTraffic vessel traffic intelligence (https://www.marinetraffic.com)

transmit more messages, while those at anchor or lower speeds transmit a lower
volume of messages. Channel saturation has become one of the most relevant
challenges identified within the AIS. And, for instance, is also one of the main
reason why an improvement of the AIS has been proposed [9,10].

2 VHF Data Exchange System (VDES)

2.1 Description of the VDES

In 2013, with the aim of addressing AIS channel saturation, the IALA and other
organizations proposed a new version of AIS called VDES (VHF Data Exchange
System). This system is conceived as an evolution of the AIS, including new
services, improving the efficiency and increasing the transmission rates [11,12].

In addition to the AIS, which has the highest priority in VDES, the following
services with different features and operation modes have been included:

– LR-AIS (Long Range AIS ). Ship-to-satellite service used to stablish AIS satel-
lite links.

– ASM (Application Specific Messages). Ship-to-ship, ship-to-shore and ship-to-
satellite service used to create personalised messages with information about
many types of applications.

– VDE (VHF Data Exchange). Service that allows the exchange of high data
rates for different applications. There are two modalities for this service:
• VDE-TER (VDE for Terrestrial Links). Ship-to-ship and ship-to-shore

service.
• VDE-SAT (VDE for Satellite Links). Ship-to-satellite service. Its techni-

cal features have not been published yet.

https://www.marinetraffic.com
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2.2 Physical Layer in VDES

The VDES implies an improvement of many technical aspects of the AIS. First,
the VDES will increase the number of channels, also including new services. The
new VDES services will require better features, so that new modulation and
coding schemes will be added, which also supposes an increase of the maximum
bit rate used.

Frequency Plan. A new frequency plan is proposed for VDES [13], and is
presented in Fig. 2. This frequency plan maintains AIS-1 and AIS-2 frequencies,
but the new VDES services are also included. LR-AIS and ASM were types of
messages in the AIS standardisation, but now there are four channels with a
bandwidth of 25 KHz each. Moreover, the VDE-TER service can use a variable
channel bandwidth, getting values of 25, 50 or 100 KHz. Finally, the frequency
plan for VDE-SAT will be discussed in WRC-19 [14].
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Fig. 2. VDES frequency plan proposed

Modulation and Coding Schemes. The new services included in VDES use
different coding and modulation schemes depending on the radio link conditions.
This technique is known as ACM (Adaptive Coding and Modulation) [15], and is
based on the continuous monitoring of link quality parameters such as BER (Bit
Error Rate) and SNR (Signal to Noise Ratio) to know the channel conditions.
These parameters are exchanged between the communication equipment using
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Fig. 3. ACM scheme for a VDE-TER communication

a return channel, allowing to decide which modulation is more efficient at that
moment, as it is presented in the Fig. 3.

So far, the VDES standardisation shows the inclusion of three new modu-
lation schemes: 8-PSK, π/4-QPSK and 16-QAM. In the case of the AIS and
LR-AIS services, a GMSK modulation with NRZI coding scheme is kept, that
it is also used by the ASM service, which also includes the 8-PSK modulation.
For VDE-TER service, the three new types of modulations are used, but the
modulation and coding scheme used by the AIS and LR-AIS is not included in
this service [16].

Baud Rate. The baud rate of a communication system is conditioned by its
modulation scheme and the channel bandwidth. For this reason, the integrated
services in the VDES have different baud rates, as shown in Fig. 4, where are
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Fig. 4. Maximum baud rates for VDES services
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represented the channel bandwidths (in KHz) on the X-axis and the maximum
baud rate (in kbps) for each service in the Y-axis.

Until now, the maximum baud rate is 307.2 kbps for VDE-TER service,
with a 16-QAM modulation scheme and 100 KHz of channel bandwidth, and the
minimum baud rate is 9600 bps for the AIS.

2.3 Challenges and Applications Using the VDES

In the next years, the VDES system is expected to be fully operational and
include all the services discussed above [17]. This will imply important challenges
for maritime applications, as the ASM and VDE services that offer new uses
regardless of user motivations.

Nowadays, new uses with the AIS have been developed. This has opened
a new range of possibilities, despite the limited benefits of the AIS, but also
contributing to the AIS channel saturation and consequently, the definition of the
VDES as a solution for this problem. In relation to the environmental sciences,
the AIS can be used to estimate the effects of vessel emissions [18,19], for the
transmission of meteorological parameters [20], and even to analyse the effects
of tsunamis in port zones [21]. However, the concept of IoV (Internet of Vessels)
has appeared in the last years [22], closely related to the intelligent navigation
or e-Navigation [23], which aims to interconnect different maritime services and
equipment to improve marine navigation and reduce the problems derived from
human errors. In relation to these trends, the authors consider that these will
be the first application fields of the VDES, since performance and focus are
improved considerably towards specific and non-limited applications.

3 Conclusions

In this paper, a review of the main aspects of the physical layer in VDES has
been presented. Initially, a brief overview of the AIS and its main limitations,
which are intended to be solved with the VDES, has been given. Then, the
changes introduced by the VDES (except for VDE-SAT) have been explained.
Specifically, the frequency plan, modulation and coding schemes and baud rate
have been exposed, which are summarised in Table 1.

Table 1. Table captions should be placed above the tables.

AIS and LR-AIS ASM VDE-TER

Number of channels 2 2 12

Modulation and coding
schemes

GMSK GMSK, π/4-QPSK π/4-QPSK,
8-PSK, 16-QAM

Maximum baud rate
(kbps)

9.6 19.2 307.2
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Finally, some of the recent uses and applications of the AIS have been
reviewed to justify the need of the VDES development, and also, to foretell
the VDES application trends in the coming years.
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Abstract. Promentor is a solution that advises job seekers how to effectively
improve their chances of getting a job in a certain area of interest by focusing on
what, at least historically, seems to work best. To this end, Promentor first ana-
lyzes previous selection processes, trying to quantitatively evaluate the effective
value of the characteristics that the candidates put into play in the selection. With
this evaluation, Promentor can estimate the value of a profile of the job seeker
who requests advice based on the characteristics that make it up. Promentor then
makes a simulation by applying each of the suggestions on the job seeker’s profile
exhaustively and evaluating the modified profile. In this way, Promentor identifies
which suggestions offer the greatest increase in qualification, and are therefore
more recommendable.

Promentor is a module of the employment web portal GetaJob.es, which has
been developed in parallel and equipped with specific capabilities for collecting
the data required by Promentor.

Keywords: Data mining · Job search · Employment portal · Training

1 Introduction

Data mining is the process of discovering potentially useful, interesting and previously
unknown patterns in a large collection of data [1, 2]. It is part of the knowledge discovery
process that attempts to infer patterns and trends that exist in the data. Usually these
patterns cannot be easily detected with traditional data mining because the volume of
data is too large or the relationships between the data are too complex.

Promentor is a system thatmakes recommendations aimedat improving a job seeker’s
chances of getting a job in a certain area of interest. It does this by applying data mining
techniques to identify patterns (combinations of characteristics) of success or failure. It
searches for discriminating patterns by analyzing candidates in the completed selection
processes of an area of interest during the learning phase.

The discriminant table that is constructed during the learning phase allows Promentor
to score a collection of characteristics (candidate profile). The higher the score, the more
positive discrimination patterns (success discriminants) are contained in the collection
of characteristics.
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This discriminant table allows us to evaluate job seekers’ profiles and how they are
affected when job seekers follow suggestions. Consequently, it allows to estimate the
effectiveness of the suggestions, and thus to build recommendations.

Promentor originates as an automatic personal assistance module on the web for job
searches getajob.es. It is interesting to note that it does not try to recommend jobs like
the systems described in [3, 4].

2 Profile Information

2.1 Input

The data entry takes place on the employment web portal getajob.es. In this portal job
seekers register and fill in their profiles. In many cases this process is supervised by
an employment agency, where a human assistant supervises the data entry. The portal
provides forms designed from the experience of the employment agencies. It is clear that
the design of forms or the choice of features play a significant role in the placement of the
candidate, and thus, in the recommendations that can be given. However, from the very
beginning, therewas an imposition onPromentor to be agnostic about this. Consequently,
Promentor will simply operate on the data supplied to it, without consideration of how
it has been chosen or presented.

2.2 Pre-processing of Input

From the data entry, Promentor obtains a set of characteristics that describe the profile.
The first step is to pre-process this set of characteristics to make the valuable information
in the set more explicit. The result is the extended set of characteristics. Several infer-
ence rules are applied in succession to obtain this set: seniority and length of service,
promotions, and merit accumulations.

Finally, the extended feature set is converted to a numerical representation for further
processing efficiency (each feature is represented by a unique numerical identifier).

Seniority and Length of Service
The dates listed in the profile are replaced by the age and duration of periods.

The age of a date is defined as the time between that date and a reference date, which
could be the date of the request for recommendation or, the date on which the selective
process on which the data is considered takes place.

The length of a period is defined as the time between two dates. For example, the
duration between the start and end dates of employment. Seniority and length of service
are measured in years and months.

Promotions
It is possible to infer from a single characteristic one or more new characteristics that
are simply contained in the first one, and which we can make explicit. This is called
“promoting”.

For example, from the feature {[PhD in Computer Science]} we can infer the new
feature [PhD], so we would have the set: {[PhD], [PhD in Computer Science]}. It would

http://getajob.es
http://getajob.es
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also be possible to infer [Computer science], obtaining the set: {[PhD], [Computer
science], [Computer science PhD]} being all the characteristics true.

Accumulations of Merits
Some characteristics are cumulative. This facilitates comparisons of merit in profiles.

For example: if we have three characteristics such as [Master in Computer Science],
[Master inElectrical Engineering] and [Master inMathematics],we can infer that in addi-
tion to those three characteristics you have the characteristic [Has three Master]. Also, if
you have the characteristic [Has three Master], you automatically get the characteristics
[Has one Master] and [Has two Master].

These new features are true regarding the profile description. With this operation we
try to make them explicit in the set by promoting them to features from their implicit
feature status embedded in features.

Numerical Labeling
Numerical labeling is the translation of characteristics into numerical identifiers to facil-
itate the manipulation of the feature sets. Each numerical identifier is unique, and if
necessary, new identifiers are created as new features are introduced. In the process, the
sets of characteristics become unreadable to humans.

3 Selection and Learning Processes

In order to achieve the goal, Promentor learns from past employee selection processes
that have been recorded in the system.

Companies carry out selectionprocesses to cover oneormore jobs.A job is associated
with an area of interest.

An area of interest is a way of categorizing professions based on what, how, where,
… a job seeker would like to work. Examples of this can be: administrative, customer
service, electricians, plumbers, software developers,…At Promentor a selection process
is associated with a single area of interest.

3.1 The Job Offer

As far as Promentor is concerned, the first step in a selection process is the publication
of the job offer. Every job offer specifies its conditions and the area of interest to which
it is subscribed. It also indicates the number of vacancies available.

Job seekers are proposed for the job offered. By doing so, they send their job seeker
profiles to be evaluated by the recruiter. The job seeker profile can be defined as a
collection of characteristics such as academic careers taken, courses taken or experience
accumulated.

3.2 Selection Process

The candidate undergoes the company’s selection process: CV check (contained in the
job seeker profile), interview… The result of the evaluation is the classification of the
candidate in categories: (candidate’s status). All candidate statuses can be terminal.

The pattern categories are constructed from the states and stages (see Fig. 1).
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Fig. 1. The selection process is dissected into a series of states (7 states), which take place in a
series of stages (4 stages).All states are terminal. That is, a candidate can eventually end up in any of
these states. The categories (10 categories) can bemade upof one ormore states. This is the case, for
example, with the category INQUIRED_REJECTED_REQUESTED_INTERVIEWED_HIRED.
All the candidates who have remained in one of these states are part of that category.

The description of the states is straightforward:

– Registered: Candidates registered in the selection process.
– Discarded: Candidates discarded in the preliminary review.
– Inquired: Candidates examined in more detail.
– Rejected: Candidates rejected in the more detailed examination.
– Requested: Contact is made for interview.
– Interviewed: The candidate is interviewed.
– Hired: The candidate is hired.

The portal offers awizard of the selection process in order tomonitor those decisions.
This way, it registers profiles of job seekers and how these profiles have been classified
in multiple selection processes.

First Decision
The web portal presents recruiters with a small file with the Curriculum Vitae of
all registered candidates. Based on this very general information, the recruiter dis-
cards candidates (Discarded) or decides to study some candidates more in detail
(Inquired_Rejected_Requested_Interviewed_Hired). The recruiter may also not make
any decisions about some candidates (Registered). We have here the categories
Registered, Discarded, Inquired_Rejected_Requested_Interviewed_Hired.

Second Decision
Now, with more specific information about the candidates examined, the
recruiter can reject candidates (Rejected) and request their contact information
(Requested_Interviewed_Hired). Again, it could be that the recruiter does not decide any
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action on some candidates (Inquired). We have here the categories Inquired, Rejected,
Requested_Interviewed_Hired.

Third Decision
Among those who have been asked for contact information, some candidates will con-
duct the interview (Interviewed_Hired). Others will not (Requested). We have here the
categories Requested, Interviewed_Hired.

Fourth and Last Decision
Some of the candidates interviewed are hired (Hired) or not (Interviewed). We have here
the categories Interviewed, Hired.

3.3 Learning Phase

The purpose of the learning phase is to compute the pattern score table.

1. The selection processes associated with each area of interest are considered together.
2. For each selection process, the patterns common to all candidates evaluated within a

stage (recruiter’s decision) are not considered (the value assigned is 0). That is; they
are considered indifferent (non-discriminatory) in the evaluation within the stage.

3. All patterns are grouped into sets according to the category. A pattern may appear
in several sets. There are ten sets, corresponding to each of the ten categories
(Registered, Discarded, Inquired_Rejected_Requested_Hired, Rejected, Inquired,
Requested_Interviewed_Hired, Requested, Interviewed_Hired, Interviewed, Hired).

4. In each set, the most popular/common patterns are searched using a data mining
technique. Searching for the most common patterns is a major problem in data
mining. There are several well-established algorithms. The current implementation
of Promentor uses FP-growth [5]. From now on, only the most common localized
patterns will be operated.

5. For each pattern, the positive discriminant force in each category is calculated by
comparing where the pattern YES appears and where it does NOT (see Table 1). The
total positive discriminative force is the result of the weighted sum of the positive
discriminative forces in each category (see Eqs. 1, 2, 3, 4).

positive dominance = Number of positive candidates with the pattern

Number of positive candidates
(1)

negative dominance = Number of negative candidates with the pattern

Number of negative candidates
(2)

If ‘positive dominance’ is greater than ‘negative dominance’,

discriminance = Number of positive candidateswith the pattern
Number of positive candidateswith the pattern+Number of negative candidateswith the pattern

(3)

Otherwise,

discriminance = 0.0 (4)
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Table 1. The discriminant force of the pattern in each category is evaluated by contrasting the
number of times it appears in “positive” patterns versus the number of times it appears in negative
patterns.

K Positive Negative

REGISTERED REGISTERED DISCARDED, INQUIRED_REJECTED
_REQUESTED_INTERVIEWED_HIRED

DISCARDED DISCARDED REGISTERED, INQUIRED_REJECTED
_REQUESTED_INTERVIEWED_HIRED

INQUIRED_REJECTED_REQUESTED
_INTERVIEWED_HIRED

INQUIRED_REJECTED_REQUESTED
_INTERVIEWED_HIRED

REGISTERED, DISCARDED

INQUIRED INQUIRED REJECTED,
REQUESTED_INTERVIEWED_HIRED

REJECTED REJECTED INQUIRED,
REQUESTED_INTERVIEWED_HIRED

REQUESTED_INTERVIEWED_HIRED REQUESTED_INTERVIEWED_HIRED REJECTED, INQUIRED

REQUESTED REQUESTED INTERVIEWED_HIRED

INTERVIEWED_HIRED INTERVIEWED_HIRED REQUESTED

INTERVIEWED INTERVIEWED HIRED

HIRED HIRED INTERVIEWED

See example in Fig. 2, for the calculation of state discrimination for a given pattern.
The number of times the pattern appears at each location is counted and the ratios

are calculated. Positive dominance is defined as the ratio of positive candidates to the
pattern and the total number of positive candidates.

Fig. 2. The positive dominance is 2
5 . The negative dominance is 1

6 .
2
5 is greater than 1

6 so

discriminance = 2
2+1 = 2

3 for pattern A in DISCARDED category.

Negative dominance is defined as the ratio of negative candidates to the pattern
against the total number of negative candidates.

If positive dominance is greater than negative dominance then the discrimination
value has the value of the ratio of the number of positive candidates to the pattern to the
total number of candidates. Otherwise the discrimination value is 0.

The value is “corrected” by applying a modifier. In this case “discarded” is an
undesired state, therefore, the modifier penalizes the discrimination.

FOR EACH area_of_interest r:
selective_process_set=get_selective_process_set(r)
pattern_set=calculate_most_popular_patterns(selective_process_set)
FOR EACH pattern i IN pattern_set:

global_bonus=0
FOR EACH selective_process j IN selective_process_set:
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local_bonus=0
FOR EACH category k:
local_bonus=local_bonus+calculate_discriminace(i,j,k)x weight(k)
global_bonus=global_bonus+local_bonus

score_table(r,i)=global_bonus/size(selective_process_set)

Algorithm 1. This is the general algorithm that constructs the score table for each
significant pattern in each area of interest. If the pattern is not significant then its value
is zero. In other words, zero is the default value.

4 Recommendations and Suggestions

Promentor makes recommendations to job seekers. When a candidate makes a sugges-
tion, the suggestion modifies his collection of characteristics. Examples of suggestions
may be doing a degree, taking a course, gaining experience…

A recommendation is a list of suggestions ordered according to the potential benefit
(suggestion ranking). The recommendation is made to maximize the chances of passing
a selection process in an area of interest.

4.1 The Recommendation Request

For a job seeker profile, n profile variants can be generated with n being the number of
suggestions available. The idea is to compare the different alternative candidate profiles
generated in this way to find out which are the most promising. Thus, for each variant,
your numerical score is calculated using the score table computed during the learning
process for each area of interest. This is done by adding up the scores of the patterns
found in the variant.

Scoring is the key for building recommendations. Finally, the suggestions are ranked
from highest to lowest positive impact based on the study described. Suggestions in
higher positions in the ranking will make up the recommendation.

5 Conclusions

Promentor has been introduced. Promentor aims to help improve the profile of job
seekers. To do this, it tries to identify patterns of success discovered in previous selection
processes, using a simple and direct approach with low computer costs.

Promentor is limited to the database of selection processes, so that everything it
knows is restricted to this database. There are factors affecting selection that are not
contained in the CV. For example, the circumstances surrounding the interview.

Promentor adapts, without modification, to the existing working methodology of
employment agencies, and their standard forms. Being able to act on other areas could
significantly improve the quality of Promentor’s entry field.

Promentor is currently in the integration phase. No statistics are yet available. A
suitable methodology for measuring the performance and effectiveness of Promentor
has yet to be decided.
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and José Carlos Rodŕıguez-Rodŕıguez
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Abstract. Indoor Positioning Systems (IPS) are an alternative to
Global Positioning System (GPS) in those environments where its signal
is attenuated. This is one of the main reasons why IPS has been the
subject of much research over the last two decades and where different
technologies and methods have been used. Among the technologies used
in IPS are those that use radio frequency (RF) signals, such as Bluetooth
Low Energy (BLE) or Wi-Fi. BLE is widely used in ubiquitous comput-
ing and in many applications of the Internet of Things (IoT) mainly due
to its low power consumption and because it can provide advanced ser-
vices to users. The aim of this paper is to provide an overview of the state
of the art of BLE-based IPS including its main methods and algorithms.

Keywords: Indoor Positioning System · Bluetooth Low Energy

1 Introduction

Indoor Positioning Systems (IPS) can be classified depending on the type of
signal employed into: radio frequency (RF), light, sound and magnetic fields
IPS [9]. Among those technologies which use RF signals we can find Bluetooth
Low Energy (BLE) which is widely used in Ubiquitous Computing and in many
Internet of Things (IoT) applications [4].

There are several advantages offered by BLE: their emitters or beacons are
portable, battery-powered, small, lightweight, easily deployable, have low-energy
consumption and Received Signal Strength (RSS) readings, that is, the measure-
ments of the power present in a received radio signal, are relatively easy to col-
lect, producing positioning results with high accuracy and precision [14]. BLE
technology can also provide location-based services (LBS) which can deliver
location-triggered information to users and that are directly linked to indoor
positioning and especially useful in many places, e.g. public transport stations:
in such environments, these services can provide users with station guides, ticket
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sales or online information [3]. Different challenges arise when working in indoor
positioning using BLE technology, such as that the signal is susceptible to path
loss, RSS readings suffer large fluctuations and degradation due to dynamical
environments or multipath fading [11]. Another important challenge associated
with BLE indoor positioning is the fact that mobile devices do not distinguish
between the three primary advertising channels in which the beacons emit, so
using the aggregation of these three signals combining their RSS values, may
lead to a reduced positioning accuracy [4,22].

Although there are several requirements for evaluating the performance of an
indoor positioning system, the two most important are accuracy and precision:
it is common to express positioning accuracy by means of the mean error and
its precision by means of the cumulative probability function (CDF), which in
practice is expressed in percentile format [18].

1.1 IPS Technologies

The main technologies used in IP can be classified as [9]:

– Optical, such as those that use visible light.
– Sound-based, such as those that use ultrasound.
– RF-based, such as BLE or Wi-Fi.
– Those that rely on naturally occurring signals, such as those that use the

Earth’s natural magnetic field.

1.2 Bluetooth Low Energy

BLE was introduced in 2009 as an extension to the Bluetooth Classic (4.0) and
was designed to support the IoT [5,8]. BLE use 40 2-Megahertz-wide channels in
the 2.4 GHz band, divided into 3 primary advertising channels and 37 secondary
advertising and data channels. BLE is used when it is not necessary to exchange
a lot of data continuously in connections of about 1 millisecond, which leads to
a lower consumption, compared to Bluetooth Classic.

Versions 4.1 and 4.2 were introduced later, with higher data range, higher
packet capacity and much higher-strength secure connections. BLE 5 and BLE
5.1 were introduced recently (BLE 5.1 in January 2019): the former provides
up to 4× the range, 2× the speed and 8× the broadcasting message capacity,
along with enhancements that increase functionality for the IoT and the major
feature of the latter is the possibility of absolute positioning in three-dimensional
space through the angle of arrival (AoA) and angle of departure (AoD), which
offer precision of direction in addition to the distance-only information that RSS
traditionally brought [6,7].

BLE emitters or beacons are portable, battery-powered, small, lightweight,
have low energy consumption, give a high positioning accuracy and are easily
deployable at low cost, transmitting data packets which are slightly different for
some standards or protocols, such as iBeacon (Apple) and Eddystone (Google).
Also, BLE beacons can exchange data with other devices in two modes, although
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the really interesting one, from a location point of view, is the advertising mode,
that is, sending message packets regularly to other listening devices. In adver-
tising mode, messages hop between the 3 narrow primary advertising channels,
each of which has different RSS values, to gain redundancy and in order to reduce
interference with other wireless technologies. Finally, BLE beacons can provide
Location Based Services (LBS) and Proximity Based Services (PBS) that are
very useful in IoT applications.

1.3 Position Calculation Techniques

According to how the person or object position is calculated, the main position
calculation techniques used in BLE-based IPS can be classified as [10,18,25]:

– Proximity: Where is assumed that the person/object is located at the coor-
dinates of the nearest beacon.

– Triangulation: These techniques use distance (multilateration) or angular
(multiangulation) measurements between the person/object and the beacons
to estimate their position.

– Centroids: In these techniques, the person/object position is estimated cal-
culating the centroid of plane geometric figures.

– Received Signal Strength Indicator (RSSI): RSSI is a relative measure
of the RSS with arbitrary units which, in combination with a path-loss prop-
agation model, allows to calculate the distance between the beacon and the
receiver.

– Fingerprinting or Scene Analysis: based on the signal power strength
received at the receiver (RSS). Its process basically consists of collecting the
signal from the beacons and associating it with a particular position.

– Hybrid: This technique is based on the combination of two or more of the
above.

In the following sections, the important aspects of the main techniques will
be discussed and some of its relevant works will be mentioned, but we will focus
mainly on Fingerprinting, since it is currently the most used technique and the
one that produces the best results [19,20,25].

2 Proximity

In this technique it is assumed that the closest beacon is the one whose signal
reaches the person/object with the highest RSS, which is not always true in
nonline-of sight (NLOS) propagation conditions [10].

Before the emergence of BLE, there were some attempts to use this technique
but with unpromising results in terms of location accuracy [1]. It is usually used
nowadays mainly in PBS, which focuses on using a user’s proximity to a device
to locate where and what they are nearby in an certain area [23]. In BLE-based
IPS where high accuracy is sought, it is common to use position calculation
techniques other than proximity [19].
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3 Triangulation and Centroids

Multilateration is one type of triangulation-based positioning, which employ
distance measurements between the target and beacons to obtain a position
estimate [10]. The distances can be estimated through Time-of-Flight (TOF),
Time Difference of Arrival (TDA), or using RF propagation loss.

Multiangulation is another type of triangulation-based positioning: it uses
Angle of Arrival (AOA) to estimate the user/object location. AOA relies on a
very simple geometric principle: determining the bearing of two fixed beacons in
relation to user that is to be localized.

Among the most important works using those techniques are those of Feld-
mann et al. [15] and Wang et al. [24]. In the first work, authors present an
experimental evaluation of a Bluetooth-based positioning system implemented
in a Bluetooth-capable handheld device realizing empirical tests of the developed
positioning system in different indoor scenarios. Triangulation combined with
least square estimation is used to predict the position of the terminal obtaining
a position estimation of a Personal Digital Assistant (PDA) with a precision
(Root Mean Square, RMS) of 2.08 m. In the second work, authors analysed dif-
ferent indoor wireless positioning methods, especially the RSS based Bluetooth
positioning. A proper propagation model was found, and a RSS and triangula-
tion based positioning scheme was defined and three distance based triangulation
algorithms were implemented: Least Square Estimation (LSE), Three-border and
Centroid Method. Authors concluded that all three algorithms perform well in
terms of positioning accuracy, however, LSE yields slightly better results.

4 Received Signal Strength Indicator (RSSI)

In this technique, the RSSI is used in combination with a path-loss propagation
model to estimate the distance, d, between a beacon and the receiver through
the relationship:

RSSI = −10n log10(d) + A (1)

where n is the path-loss exponent and A is the RSSI value at a certain reference
distance from the receiver [25]. The relation between the RSSI and d may be
affected by attenuation and interference.

Some important works in which in some way this technique is used are those
of Zhu et al. [27] and Neburka et al. [21]. In the first, authors show that the
probability of locating error less than l.S meter is higher than 80%, and in the
second authors shown that RSSI values are inaccurate and highly depending on
features of the used BLE module.

5 Fingerprinting

Fingerprinting is a very popular measuring principle due to its simplicity [1,
22]. It consists of two phases: the calibration, training or offline phase and the
positioning or online phase.
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In the Calibration Phase (CP) or Training Phase (TP), a site inspection or
survey is carried out, collecting the received signal strengths (RSS) from the
different beacons at spatial points of known coordinates, called Reference Points
(RP). Each RP is then characterized by a signal pattern or fingerprint. The set
of fingerprints associated with all the RPs is stored in the so-called RP-database
(RP-DB) or radio map. In the Positioning Phase (PP), a user situated at a
some spatial points of unknown coordinates, called Test Points (TP), measures
the signals coming from the different beacons and comparing these signals with
those obtained in the CP through some matching algorithm, ultimately obtaining
his position. The set of fingerprints associated with all the TPs is stored in the
TP-database (TP-DB).

The most common fingerprinting matching algorithms can be classified
as [13]:

(a) Deterministic. The most common algorithm is the Nearest Neighbor (NN)
and its variants: k-Nearest Neighbor (kNN) and Weighted k-Nearest Neigh-
bor (WkNN).
In this type of matching, one or several survey locations stored in the RP-
database are found that best match the observed RSS values stored in the
TP-database. The difference between those algorithms is that, in the NN,
the coordinates of the nearest RP with best signal match is assigned to
the person/object, while in kNN and WkNN, location is estimated using
respectively the average or weighted average of the coordinate’s k-nearest
best signal matches. For the WKNN algorithm, the estimated coordinates
(xe, ye) of the TP are calculated using the equation:

(xe, ye) =
∑k

i=1(xi, yi) · wi
∑k

i=1 wi

(2)

where (xi, yi) are the coordinates of the i−RP and wi are the corresponding
weights. One type of weight commonly used is:

wi =
1
di

(3)

where di is the Euclidean distance (or another distance or similarity met-
rics) in the signal space, that is, a multi-dimensional space in which, for
a particular RP or TP, the RSS of all beacons are represented as a single
point.

(b) Probabilistic. Those algorithms are based on statistical Bayesian inference.
A set of training data is used that searches for the position of the user with
the maximum likelihood: the signal strength values are represented as a
probability distribution, and the algorithm calculates the probability of a
user’s location based on the online measurements and the RP-database. In
terms of the position space and observations, Bayes rule can be written [2]:

P (si|o) =
P (o|si) · P (si)

∑k
i=1 P (o|si) · P (si)

(4)
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where o is the real-time observation made by the person, si is a state vector
which contains the coordinates of the location from RSS data collected at the
time of the survey. The Eq. 4 represents the a posteriori probability that the
person, making an observation o, is in state si. The a posteriori probability
P (si|o) is calculated for all si, and the state si for which this probability is
maximum is the most likely position state of the person.

(c) Machine Learning-Based. The main algorithms employed so far are Neu-
ral Networks (NN) and Support Vector Machine (SVM), both usually apply-
ing a supervised approach [20,25]. A NN is composed of interconnecting
artificial neurons were each neuron is weighted and used to compute the
output. For the specific problem of localization, the NN has to be trained
using the RSS values and the corresponding RP-coordinates [25]. Once the
NN is trained, it can be used to obtain the user location based on the PP-
RSS measurements. SVM is an supervised learning algorithm which can be
used for both classification or regression, although it is mostly used in classi-
fication. Each data item is plotted as a point in n-dimensional space, where
n is the number of features present and the value of each feature is the value
of a particular coordinate. The SVM algorithm classifies data by finding the
best hyperplane that separates all data points of one class from those of the
other [13,26].

Some important works using the Fingerprinting techniques mentioned above
are shown in Table 1.

Table 1. Some works using Fingerprinting techniques. The performance of the posi-
tioning technique (in metres) is expressed by its Accuracy (A) or Median Accuracy
(MA) or Precision (P).

Ref. Technique Testbed area
(m2)

Beacon density
(1beacon/x m2)

Performance (m) Comments

[14] Probabilistic 600 30 P: <2.6 95.0% —

[16] Deterministic 163.8 7.4 P: <0.8 96.6% —

[28] Hybrid 2400 120 P: <2.57 90.0% —

[17] Deterministic 2236 131.5 MA: 0.77 BLE + Wi-Fi

[12] Machine learning 60.5 12.1 A: 1.93 —
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Abstract. In this paper we will initially make a review of the ample and rich
set of ideas found in [2, 3], but in the core of it we shall focus in the revision of
concepts related to the bio-cybernetics of visual processes, artificial and machine
vision and their consequences in the following 20 years, that is, from 1965 to 1985.
In both cited references it is worthy to note not only the industrial description of
the designs for autonomous vehicles, the vision acquisition, preprocessing and
transmission systems, but at the same time the conceptual exuberance together
with a very didactic exposition of details, far from the pre-assumed obscurity of
a restricted-access technological report, but much closer to an educational effort
of clarity oriented to the academic audience. Quite possibly, the scientific and
technical impact of these reports would have been significantly increased at the
time, should the legal obligation of keeping them of restricted access for a period
of time not had been included. They can be downloaded from the NTRS – NASA
Technical Reports Server (https://ntrs.nasa.gov/).

Keywords: Mars exploration systems · Cybernetics · Artificial vision · AI

1 The Environment

In the three-year period 1965–1967 a fruitful collaboration between NASA and the
Instrumentation Laboratory Group at the Massachusetts Institute of Technology (IL-
MIT), commanded by Dr. Warren McCulloch, took place. A series of reports, developed
under a contract intended to build robotic devices to be “junket” (using McCulloch’s
own terminology [1]) to Mars in search of possible signs of life, became a rich source
of ideas, concepts, models and designs that would deeply influence later research in a
no smaller number of disciplines. The general context in which this research took place
is that of a NASA involved in a time race against the USSR for “conquering” the Red
Planet. The goal to place an un-manned robot on Mars’ surface, which eventually was
accomplished in 1976, came preceded by a number of orbital ships and by the technolog-
ical development to build a remote controlled robot able to explore the planet’s surface.
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Several contracts between NASA and IL-MIT allowed McCulloch’s research group and
external consultants to join the effort and implement their previous ideas and models on
information processing in natural nervous systems in a practical, focused, engineering
Project. In retrospect, it is very illustrative to find in both reports [2, 3], of around 100
pages each including detailed schemes, illustrations and references, such a combination
of concepts ranging from machine multisensorial integration, neural computation and
visual processing in animals to image processing and modeling of planetary environ-
ments. Quite possibly, the scientific and technical impact of these reports would have
been significantly increased at the time, should the legal obligation of keeping them of
restricted access for a period of time not had been included. They can be downloaded
from the NTRS – NASA Technical Reports Server (https://ntrs.nasa.gov/). On the for-
mal side of the contracts that gave birth to these reports, it is important to note that the
OSRD, Office for Scientific Research and Development (predecessor of the National
Science Foundation and directed by Vannevar Bush) set the model of contracting with
universities and industry during WWII - that was used for many years afterwards and is
still used (with legal variations).

2 The Instrumentation Laboratory MIT Report R-548

This report, titled “Sensory, decision and control systems” [3], is probably the richest of
the two reports in terms of concepts, and can be regarded as an actual compendium of
applied engineering based on the formalmodels thatW.S.McCulloch’s group previously
developed, including:

(a) Artificial vision: design and implementation of camera-computer systems; non-(or
very slightly)-supervised vision mechanisms for robots and autonomous vehicles;
visual and tactile sensory integration.

(b) Artificial Intelligence: Neural networks theory; non-supervised decision making;
visual data interpretation and semantic content in nets; behavior and control of
actuation in autonomous vehicles.

(c) Bio-cybernetics and models of information processing: formal models and sim-
ulations of structure and function of the reticular formation of vertebrate brain;
probabilistic models of decision making within the reticular formation of verte-
brates; models of neural facilitation and lateral inhibition in the optic tectum of
amphibians; modelling of the Group II ganglion cells (“bug detectors”) of the frogs
retina.

The staff included Warren McCulloch, William Kilmer and Carl Sagan as Consul-
tants, Louis Sutro as assistant director, RichardCatchpole andDavid Peterson as research
assistants, and Jay Blum, Jerome Krasner, Roberto Moreno-Diaz, David Tweed and
Joseph Convers as Staff members.

Being themain goal the determination of the presence of life inMars by visualmeans,
the report devotes some contents to the description of the physical rover, which was a
variation of the ones already designed for Moon exploration. On this rover, a complete
set of cameras and computers will wander on the planet’s surface. Cameras will sensor

https://ntrs.nasa.gov/


The Origin, Evolution and Applications of Visual Bio-cybernetics Concepts 95

Martian landscapes and computers will preprocess the images taken by the cameras and
decide on whether the images would be sent to the Earth control to be further analyzed,
and the actions to be performed by the rover, like turning, advancing, controlling the
robotic arm and hand, the attitude of wheels and other internal monitoring.

The visual subsystems consisted of two cameras, to allow stereoscopic vision whose
outputs feed the visual first stage computer in charge of describing the images in terms
of basic elements like edges, shadows and some movement analysis. These in turn are
fed to the visual decision computer, whose 15 analog output lines wield yield degrees to
which certain properties are present on the images. The decision subsystem represents
actually the basic intelligence of the robot. Such a computer should be capable of either
interpreting what is the object that has been viewed by the visual system in terms of a
small number of possible corresponding acts or deciding what is the most likely act that
the robot should perform in response to not only visual but to all inputs. Eventually two
computers may be developed to handle each of the two requirements, although in the
repot only one is being designed that is sufficiently general to handle the needs of both.

For designing its architecture, they took inspiration from the structure of the reticular
formation of the Tectum in amphibians, a place in the nervous system that was described
to be a decision maker – from visual signals - in those animals. Basically, the Tectum
computes velocity and size of moving objects out of signals that originate in the retina
in 4 types of cells that feed different processing layers of it. Tectal cells properties are
best described via four basic interaction processes: Facilitation, Adaptation, Maximum
activity selection and Distribution. These processes were implemented in the artificial
version of the Tectum for the Mars rover’s computer.

The decision subsystem, as designed in the report, is a probabilistic computer, whose
operation resembles the one of a fuzzy system. A concept of importance in the decision
system is that of the probability vector (PV). Probability vectors are associated with a
decision for which there are n possible responses. Thus, a PV is an n-component vector H
= (p1, p2,… pn). Its jth component, pj, represents the probability that the jth response is
the appropriate one. For example, in the probability vector P1= (0.35, 0.1, 0.15, 0.4) the
probability is 0.15 that response 3 is the appropriate response. A normalized probability
vector is one representing mutually exclusive and collectively exhaustive responses; the
components of such a vector thus sum to 1.

Probability vectors are calculated by each computation module (equivalent to a layer
of cells in the Tectum) from an initial state (initial guess), communicated to the rest of
modules, combined, refined in the values of their components (in an iterative fashion)
until the modules reach general agreement or convergence on the decision the robot has
to take. It is, in fact, a consensus machine.

The physical structure of the decision system resembles the one of the actual Tectum:
it is a stack of layers or modules very similar to “poker chips” (using their own words)
in which an intercrossing of parallel and cooperative computation takes place: Each
module computes directly from the input information it receives and makes a best guess
as to what the corresponding act probably should be. After the initial guess, the modules
communicate their decisions to each other over low capacity information channels. Then
eachmodule takes the information (fromall othermodules) and combines it in a nonlinear
fashion with the information coming directly into it to arrive at a mixed guess as to what
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act should be performed. This is in turn communicated to the subset of modules to which
it is connected above and below.

Modules are decomposed in two parts: The A part operates on the module’s input
information. The B part operates on information from above, below and from the A part.
The A part with five binary input variables and four analog output variable outputs, is a
nonlinear probability transformation network.

3 The Instrumentation Laboratory MIT Report R-548

This second Report titled, “Development of visual contact and decision subsystem for a
Mars rover” [2], describes in detail the construction of autonomous vehicles with sensory
and actuation capacities, including local decision making – to some degree independent
from remote operations from Earth. The main technological topics in this report include:

(a) Navigation and Exploration: Building of 3-D environment models of Mars surface;
binocular vision; multisensorial integration.

(b) Sensory data processing: Design and implementation of real-time visual data pre-
processing software (including segmentation, object extraction, reconstruction of
damaged scenes); data compression systems for environment modelling and data
transmission.

(c) Decision-making mechanisms: Non supervised machine learning and decision-
making; computational models of brain processing; bioinspired models of visual
processing; layered computation; biological learning.

Thus, it explains the detailed implementation of mechanisms and concepts from the
previous report, down to an engineering plan. Although the line between research and
development cannot be sharply drawn in the text, it can be divided into two broad groups
of sections:

• Development includes: “camera computer chains” (binocular vision digital image
processing), “representation of the environment” (3D world modelling) and “tying
together of the subsystems” (integration).

• Research results include: “Nervous systems as interconnected computers” (biocy-
bernetics), “mathematical concepts of visual processing” (image processing algo-
rithms for retinal simulation), “animal learning” for “adaptation to changes in its
environment” (learning, adaptation, intelligence).

Two of the detailed contents are worth mentioning: First, since the rover has to
navigate in a – then – practically unknown environment, there arises the need for building
a “model” of the physical environment on whatever information (mainly visual) was
available. We think this is the earliest effort in robotics to - and the root of today’s
research of – providing an autonomous robot with an adaptive environment model (that
changes, and whose features were fairly mysterious) to interact with.

Second, the neurocybernetic schema, which is a constant inmanywritings ofMcCul-
loch, yields one of the most detailed plan of a general view of the nervous systems as
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interconnected computers: the engineersmodel of the neuroscientists descriptions known
to that day.

They also show an extension of the decision subsystem developed in the previous
report, adding some learning capabilities by increasing the number of memory regis-
ters and feedback in the stack modules. This new features makes the whole subsystem
resemble a by then not yet defined Perceptron, quite closely.

4 Subsequent Influence

As for subsequent influence of both reports, the concepts and ideas that can be found in
the sections dedicated to visual processing were later developed in a very fruitful way
by Moreno-Díaz and collaborators.

Thus, for example, following a chronological thread, there is a clear path of devel-
opment of models in biocybernetics that starts with the functional description of the
neurophysiology of the visual system of the frog [4], which is taken as the experimental
basis for the construction of a successful formal model [5]. This is in turn the starting
point for the proposals of both a generalization of the retinal process (oriented towards a
global theory of its functioning) and of models of the data process in the retina of other
vertebrates:

First, then, and starting from Section 8 of [2], a proposal is based for a general
mathematical model of data processing in the retina based on integral transformations
[6, 7], an extension for non-linear data processing mechanisms in the retina [8], the
software implementation of such retinal models [9] and the computer simulation of
non-linear retinal processes [10].

Second another line of work includes the extension to other species of the models
that were initially developed on retinal neurophysiological data of amphibians. Thus, we
have a first spatiotemporal model of retinal cells in cats [11] and a layered computation
model of the visual process in the retina of birds [12]. On the other hand, a more global
and complete formal proposal about the visual process in the frog’s retina is found in
[13]. The extension of the results of the work developed in [5] and those mentioned in
this paragraph gave natural way to the exposition of the foundations of a general theory
of data processing in the retina of vertebrates that we can find in [14] and [15].

Another interesting line of work is the one that emanates from some ideas implicit in
[3]. In the papers mentioned so far, the interest is focused on the construction of models
of neuronal behavior seen both as independent elements and as elements that interact
and are organized in layers and processing channels, elements that perform a series of
operations and transformations on the input data that allow us to extract in terms of
basic descriptors (lines, contrasts, objects, textures, movement) visual information of
interest for the global system whose correct functioning is serving. Starting from the
frog’s Tectum model in [3] a framework for interpreting the semantic content of the
neuronal signal at higher levels and the possibility of modelling in neuropsychology are
proposed in [16, 17].

At the same time, and having as a common root the first computer implementations
of the visual models of inferior vertebrates that we can find in Section 4 of [2], propos-
als for computational implementations of retinal mechanisms for image processing are
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developed with a more practical perspective as we find in [18–21]. These theoretical
developments will give rise to applied industrial implementations of artificial vision and
vision for robots through various research projects and technological innovation in later
years, with a summary of these contributions in image processing and form recognition
in [22].

Finally, it is natural, following the study of information coding and its transmission
between successive layers of neurons in the visual system and deeper into the nervous
system (with or without feedback, [23]), that ideas on the integration of neuronal signals
of different origins in the visual path that are included in the formal model of the frog
tectum developed in [3], would result in more complex theoretical constructs about mul-
tisensory integration and cooperation within, and between, nervous subsystems. A group
of papers that develop both theoretical proposals and possible practical applications in
visual robotics are referenced in [24–27].

5 Conclusions

We like to refer to these two reports as two “modern old” reports – they are fresh in
concepts, methods and practicalities and philosophically they follow the ideas within
the structure-and-function neuronal school of “What the frog’s eye tells the frog’s brain”
(Lettvin, McCulloch, Maturana, Pitts) [4].

Being reports on aprojectmeant for reaching specific goals, they include solid theory-
developing and implementation-ready proposals together with actual realizations. The
staffwas, quite probably, the top research group inVision (in a broader sense that includes
– brain theory – biocybernetics and camera-computer chains for modelling and imple-
mentation) in the US Academia at the time. The texts present some extra current value:
the academic/educational value for systems theory and cybernetics subjects (especially
in topics related to model construction, interplay between natural and artificial computa-
tion, bioinspiration, systems design, goal oriented research etc.) that could be used once
the reports were cleared by the Defense Office.

Seen with “todays eyes” something could be missing: computational power in the
implementations. This is of course due to a comparative lack of technological devel-
opment at the time. In the artificial vision system, the deep changes in technology are
evident. In the 60s last century, they used a PDP-9 computer for visual interpretation and
commanding motion; IBM 360 Model 75 for the decision subsystem; and a third com-
puter telephone connected to the PDP for environmentmodelling. That is, state-of-the-art
machinery of those days.
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1 Introduction

“Fuzzy Set and Systems” was the title of one of the first texts that the electrical engineer
and Berkeley-professor Lotfi A. Zadeh (1921–2017) wrote about the theory of fuzzy
sets [1]. He published these first ideas on a mathematical theory of fuzzy quantities by
the mid-1960s [1–4]. In this contribution, we outline the prehistory up to then. In the
next section, we show how Zadeh’s thinking as an assistant professor at the Columbia
University inNewYork leading to the theory of fuzzy setswas rooted in the developments
of computers, systems theory and information theory. Some other aspects on the history
of fuzzy sets and systems the reader will find in the paper “From Linear Systems to
Fuzzy Systems to Perception-based Systems” in this volume1.

2 Thinking Machines

About two years ago, on 6 September 2017, Lotfi A. Zadeh, the founder of the theory
of fuzzy sets and systems passed away. He was the son of an Azerbaijani father with
Iranian roots, and a Russian mother. He was born in 1921 in Baku, Azerbaijan and the
family chose to move back to Tehran, Iran in 1931 due to Stalin’s harsh immigration
policies. He studied electrical engineering in Tehran, where the University awarded him
the BSc. degree in 1942. In 1943, he immigrated to the USA where he worked for
the International Electronic Laboratories in New York. In the following year, he went
to Boston to continue his studies at the Massachusetts Institute of Technology (MIT).
Amongst others, he attended the lectures of Norbert Wiener (18941964) and Ernst A.
Guillemin (1898–1970). In 1946, Zadeh had earned a Master of Science degree. His
thesis was “An Investigation of Current Distribution and Radiation Field of a Solenoidal

1 For other aspects of the history of fuzzy sets and systems see the paper “From Linear Systems
to Fuzzy Systems” in this volume. For a detailed study on that history see [5].
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Antenna”. He changed to the Columbia University in New York and he acquired a
position as an instructor in the Department of Electrical Engineering. Hewas responsible
for teaching the theories of circuits and electromagnetism. In 1950, his department at
Columbia awarded him a PhD for his thesis “Frequency Analysis of Variable Networks”
[6].

In 1950, the same year when Alan M. Turing published his famous article “Com-
puting Machinery and Intelligence”, in which he proposed the “Imitation game”, later
named “Turing Test” [7], Zadeh wrote an article entitled “Thinking Machines – A New
Field in Electrical Engineering” (Fig. 1) for the Columbia Engineering Quarterly [8].
He was interested in “the principles and organization of machines which behave like a
human brain.” Such machines were then variously referred to as “thinking machines”,
“electronic brains”, “thinking robots”, and similar names. He mentioned that the “same
names are frequently ascribed to devices which are not «thinking machines» in the sense
used in this article”; he therefore made the following distinction: “The distinguishing
characteristic of thinking machines is the ability to make logical decisions and to follow
these, if necessary, by executive action.” [8, p. 12]

Fig. 1. Heading of Zadeh’s article [8].

In this paper, he jumped to a conclusion that he retracted more than half a century
later: “In 1950, I wrote a paper entitled ‘Thinking Machines – A New Field in Electrical
Engineering’. Like many others, I had greatly underestimated the difficulty of designing
machines that can approximate to the remarkable human ability to reason and make
decisions in an environment of uncertainty and imprecision”. [9, p. 96] In this early
paper [8] he said “that a thinking machine is a device which arrives at a certain decision
or answer through the process of evaluation and selection. Despite its simplicity, Haufe’s
machine is typical in that it possesses a means for arriving at a logical decision based
on evaluation of a number of alternatives. Thus, M.I.T.’s differential analyser is not a
thinking machine, for it can not make any decisions, except trivial ones, on its own ini-
tiative. However, the recently built large-scale digital computers, UNIVAC and BINAC,
are endowed with the ability to make certain non-trivial decisions and hence can be
classified as thinking machines. The modern large-scale digital computers are relatively
narrow thinkers”. However, he was right in a different respect: “In fact, such machines
may be commonplace in anywhere from ten to twenty years hence. Furthermore, it is
absolutely certain that thinking machines will play a major role in any armed conflict
that may arise in the future” [8].
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3 Information Theory

In one ofmany interviewsZadeh toldme that he “was verymuch influenced byShannon’s
talk that he gave in New York in 1946 in which he described his information theory”.
[10] Zadeh began to deliver lectures on automata theory, and in 1949, he organized and
moderated a discussion meeting on digital computers at Columbia University in New
York, in which Claude E. Shannon, Edmund Berkeley and Francis J. Murray took part.
It was probably the first public debate on this subject ever! [11].

In the years before Shannon was engaged in developing a general theory of commu-
nication of information. The parallel work on secret binary codes and ways to improve
them obviously led him to employ statistical considerations. He included “new factors”
to the theory of telegraphy by Ralph Vinton Lyon Hartley [12], in particular the effect
of noise in the communication channel, and the savings possible due to the statistical
structure of the original message and due to the nature of the final destination of the
information” [13, p. 379]. To illustrate this mathematical theory, Shannon had drawn a
diagram of a general communication model (Fig. 2).

In his famous paper, Shannon formulated the essential difficulty of the communica-
tion process: “The fundamental problem of communication is that of reproducing at one
point either exactly or approximately a message selected at another point” [13, p. 379].
Obviously, he conceived of communication purely as the transmission of messages
– completely detached from the meaning of the symbols.

Fig. 2. Shannon’s communication model [13].

Referring to this “fundamental problem”, Zadeh presented in February 1952 “Some
Basic Problems in Communication of Information” at the meeting of the Section of
Mathematics and Engineering of the New York Academy of Sciences. Here, we sketch
one of these problems that deals with the recovery process of transmitted signals. In
the proceedings of this meeting, Zadeh wrote: “Let X = {x(t)} be a set of signals. An
arbitrarily selected member of this set, say x(t), is transmitted through a noisy channel
C and is received as y(t). As a result of the noise and distortion introduced by Γ , the
received signal y(t) is, in general, quite different from x(t). Nevertheless, under certain
conditions it is possible to recover x(t) – or rather a time-delayed replica of it – from the
received signal y(t)” [14, p. 201].

In this paper, he didn’t examine the case where {x(t)} is an ensemble; he restricted
his view to the problem to recover x(t) from y(t) “irrespective of the statistical character
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of {x(t)}” [14, p. 201]. Corresponding to the relation y = Γ x between x(t) and y(t)
he represented the recovery process of y(t) from x(t) by x = Γ −1y, where Γ −1y is
the inverse of Γ , if it exists, over {y(t)}. Zadeh represented signals as ordered pairs of
points in a signal space S, which is imbedded in a function space with a delta-function
basis, and to measure the disparity between x(t) and y(t) he attached a distance function
d(x,y) with the usual properties of a metric. Then he considered the special case in
which it is possible to achieve a perfect recovery of the transmitted signal x(t) from
the received signal y(t). He supposed that “X = {x(t)} consist of a finite number of
discrete signals x1(t), x2(t),…, xn(t), which play the roles of symbols or sequences of
symbols. The replicas of all these signals are assumed to be available at the receiving
end of the system. Suppose that a transmitted signal xk is received as y. To recover the
transmitted signal from y, the receiver evaluates the ‘distance’ between y and all possible
transmitted signals x1, x2,. .., xn, by the use of a suitable distance function d(x,y), and
then selects that signal which is ‘nearest’ to y in terms of this distance function (Fig. 3).
In other words, the transmitted signal is taken to be the one that results in the smallest
value of d(x, y). This in brief, is the basis of the reception process.” [14, p. 201]. By this
process the received signal xk is always ‘nearer’ – in terms of the distance functional
d(x, y) – to the transmitted signal y(t) than to any other possible signal xi, i.e. d(xk ,
y) < d(xi, y), i �= k, for all k and i. At the end of his reflection of this problem Zadeh
conceded that “in many practical situations it is inconvenient, or even impossible, to
define a quantitative measure, such as a distance function, of the disparity between two
signals. In such cases we may use instead the concept of neighborhood, which is basic
to the theory of topological spaces” [14, p. 202].

Fig. 3. Zadeh’s illustration: “Recovery of the input signal by means of the comparison of the
distances between the received signal y and all possible transmitted signals” [14].

Spaces such as these, Zadeh surmised, could be very interestingwith respect to appli-
cations in communication engineering. Therefore, this problem of the recovery process
of transmitted signals which is a special case of Shannon’s fundamental problem of
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communication, the problem “of reproducing at one point either exactly or approxi-
mately a message selected at another point” [12], was one of the problems that initiated
Zadeh’s thoughts about not precisely specified quantitative measures, i.e. or cloudy or
fuzzy quantities. About 15 years later, he proposed his new ‘concept of neighborhood’,
which is now basic to the theory of fuzzy systems!

4 Fuzzy Sets

Since the late 1950s, Zadeh had criticized the relationship between mathematics and his
own scientific–technical discipline of electrical engineering. The tools offered by math-
ematics were not appropriate for the problems that needed to be handled. Information
and communication technology had led to the construction and design of high-grade
complex systems. To measure and analyze these systems it took much more effort than
had been the case just a few years before. Methods that are much more exact were now
required to identify, classify, or characterize such systems or to evaluate and compare
them in terms of their performance or additivity.

To provide amathematically exact expression of experimental researchwith real sys-
tems, it was necessary to employ meticulous case differentiations, differentiated termi-
nology, and definitions thatwere adapted to the actual circumstances, things forwhich the
language normally used in mathematics could not account. The circumstances observed
in reality could no longer simply be described using the available mathematical means.

In the summer of 1964, Zadeh was thinking about pattern recognition problems and
grades of membership of an object to be an element of a class.2 Almost 50 years later, he
recalled howhewas thinking at the time: “While Iwas serving as chair, I continued to do a
lot of thinking about basic issues in systems analysis, especially the issue of unsharpness
of class boundaries. In July 1964, I was attending a conference in New York and was
staying at the home of my parents. They were away. I had a dinner engagement, but it
had to be canceled. I was alone in the apartment. My thoughts turned to the unsharpness
of class boundaries. It was at that point that the simple concept of a fuzzy set occurred to
me. It did not take me long to put my thoughts together and write a paper on the subject.”
[18, p. 7]

Zadeh submitted his paper “Fuzzy Sets” to the editors of the journal Information and
Control in November 1964, and it was published the following June [2]. He introduced
newmathematical entities as classes or sets that “are not classes or sets in the usual sense
of these terms, since they do not dichotomize all objects into those that belong to the
class and those that do not”. He established “the concept of a fuzzy set, that is a class
in which there may be a continuous infinity of grades of membership, with the grade of
membership of an object x in a fuzzy set A represented by a number f A (x) in the interval
[0, 1]” [1].

Zadeh generalized various concepts, union of sets, intersection of sets, and so forth.
He defined equality, containment, complementation, intersection, and union relating to
fuzzy sets A, B in any universe of discourse X as follows (for all x ∈ X) (Fig. 4):

2 For a detailed history of the theory of fuzzy sets see [5, 15–17].
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Fig. 4. Zadeh’s figure of fuzzy sets [1].

• A = B if and only if f A(x) = f B(x)
• A ⊆ B if and only if f A(x) ≤ f B (x)
• A′ is the complement of A, if and only if f A′(x) = 1−f A(x)
• A ∪ B if and only if f A∪B (x) = max(f A(x), f B(x))
• A ∩ B if and only if f A∩B(x) = min(f A(x), f B(x))

In these definitions of fuzzy operators for the union and intersection, we discover
the influence of Zadeh’s earlier works on electrical filters. Zadeh regarded his theory of
fuzzy systems as a general system theory that he planned to use to copewith the so-called
input–output analysis of systems. His interpretation goes back to Shannon’s discovery
of the use of electrical circuits to model logical statements. In the case of conventional
sets, every set C from sets A1,…, Ai,…An can be combined with one another using the
conjunctions ∪ and ∩ such that it represents a network of circuits a1, …, an (i, j = 1,…,
n). By this logic, A1 ∪ Aj and A1 ∩ Aj are, respectively, series and parallel combinations
of the circuits A1 and Aj. For the analogous interpretation in the case of fuzzy sets, Zadeh
employed the concept of the sieve. He provided the membership function f i(x) of Ai at
x with a sieve Si(x) with mesh size f i(x). This interpretation results in immediate and
clearly evident correlations of the parallel combinations of sieves Si(x) and Sj(x) with
f i(x) ∨ f j(x) and of their series combinations with f i(x) ∧ f j(x) (Fig. 5). Considering
that the term sieve connotes the meaning of a filter, then one may catch the analogy of
fuzzy sets and electrical filters.

Fig. 5. Zadeh’s illustrations of parallel (left) and serial combination (middle) of sieves and a
network of sieves (right) [1, p. 14].
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Looking for applications of his theory Zadeh compared the strategies of problem-
solving by computers, on the one hand, and by humans, on the other hand. In a conference
paper in 1969, he called it a paradox that the human brain is always solving problems by
manipulating “fuzzy concepts” and “multidimensional fuzzy sensory inputs”, whereas
“the computing power of the most powerful, the most sophisticated digital computer in
existence” is not able to do this. Therefore, he stated, “in many instances, the solution
to a problem need not be exact”, so that a considerable measure of fuzziness in its
formulation and results may be tolerable” [19]. A decade later Zadeh wrote the article
“Making Computers Think like People” [20]. In his view, computers do not think like
humans. For this purpose, the machine’s ability “to compute with numbers” should be
supplemented by an additional ability that is similar to human thinking: computing with
words and perceptions (Fig. 6).

Fig. 6. Part of the title page of Zadeh’s article [20].
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Abstract. This paper demonstrates the mathematical reconstruction of the three-
rotor German cyphering machine Enigma by Polish cryptologists around Marian
Rejewski in 1932 [1].
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1 The Enigma Machine and Its Operation Procedure

Around 1930, the standard cyphering machine of the GermanWehrmacht was the three-
rotor Enigma, which looks from the outside like a typewriter in a wooden box. The
electro-mechanical parts of the Enigma, which are essential for the encryption process,
are the keyboard (Tastatur), the plugboardwith plug connections (Steckerverbindungen),
three interchangeable code rotors or wheels (Walzen) with adjustable rings (Ringe), the
reflector drum (Umkehrwalze) and the lamp panel (Lampenfeld).

When a key is pressed, the electrical circuit closes, with the current flowing via the
plugboard (S), then through the three code rotors (W1, W2, W3) as well as the reflector
drum (U) and from there back through the three code rotors and the plugboard to the
lamp panel. After a keypress, the rotor located in the first position (on the right) rotates
forward by one rotational step before the electrical circuit closes as the mechanical force
applied to the key is used to move the first rotor one step forward. As long as the key
is pressed, the electrical circuit remains closed and the allocated cipher is illuminated
by electricity from a battery inside. The three rotors have different wirings inside and
a turnover notch on different rotating positions. On an average, the middle rotor moves
forward after 26 and the left rotor after 676 keystrokes.

Printed codebooks were delivered to the troops by courier and defined the daily
changes in settings for a month in advance. According to these instructions, before
using an Enigma machine every encoder had to carry out the following settings: he had
to establish six specific plug connections (Steckerverbindungen) on the plugboard, insert
the rotors into the machine in the stated wheel order (Walzenlage) and rotate the rings
into the stated position (Ringstellungen). After closing the lid of the machine, he had to
rotate the three rotors until the required basic position (Grundstellung) – for example the
digits 02-03-01 for B-C-A –were visible. Ring settings, the basic setting of the rotors and
plug connections changed daily, while the order of the rotors was changed in 1932 every
three months. However, these settings of the daily keying element (Tagesschlüssel) on
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their own could not ensure secure radio traffic. Enemy cryptologists would have found
it relatively easy, from an adequate amount of intercepted encrypted radio messages that
originated from the same code, to deduce this code by mathematical means and decrypt
the radio messages. In addition, the loss of a single code book – which could be expected
in times ofwar –wouldhave compromised all the radio traffic for amonth. For this reason,
a further encryption level was provided: that of the message key (Spruchschlüssel) – a
further rotor setting for the encryption of the actual message.

The rotor setting of the message key was not in the code book, but had to be selected
freely by the encoder for each individual radio message. He typed the selected three
letters – for example A-D-K – two times in succession on his machine which had been
preset for the daily keying element. The thus resulting six ciphers were written down.
Then he set the rotors in accordancewith the three letters of hismessage key and encoded
themessagewith this setting; the ciphers illuminating in each casewere also jotted down.
The ciphers were then sent by the radio operator according to the generally used Morse
alphabet: first the six ciphers of the message key which was typed twice and then sent
to avoid any transmission errors that regularly occur in radio communication as a result
of atmospheric interference. Following the message key the code of the message was
sent. On the receiving end the operators worked on the same Enigma machine with
identical daily keying elements. The received Morse signals were subsequently decoded
beginning with the six ciphers of the message key, which has to be appear again twice,
for example A-D-K-A-D-K. Then the receiver had to set the three rotors to the starting
position A-D-K and the remaining radio message had to be typed into the Enigma.

The operators had the free choice of three letters for the message key. They often
chose trivial combinations, like A-A-A or A-B-C etc. In the case of frequently occurring
messagekeyswhichwere encodedwith an identical daily keying element, the plain letters
chosen by the operator could sometimes be guessed and the so-called six characteristic
transformations of a given day could be reconstructed. Normally 60 to 80 radiomessages
a day were enough to find out the six characteristic transformations of the day – the six
letters of the message key.

2 The Enigma Equation and the Reconstruction of the Internal
Wirings of the Three Rotors and the Reflector Drum

The respective transformation of a plain letter to its corresponding cipher in any arbitrary
place could be written as follows (both rotors W2 and W3 can be assumed as constant
in most cases – at least for the six positions (Stelle) of the message key:

Stelle = S D W1D
−1W2W3U W−1

3 W−1
2 D W−1

1 D−1S−1 (1)

The operator D represents one rotational step (Drehschritt) forward of the right rotor
W1 and is equal to a simple alphabet permutation.

Assuming that themiddle and left rotor do no rotatemomentarily, thus do not execute
a turnover, they can be combined together with the reflector drum to a constant block
UC. This enables the derivation of six equations for the six characteristic transformations
of a day, which show S, W1 and UC as three unknowns on one side:

Stelle1= SDW1D
−1UCDW

−1
1 D−1S−1 (2)
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Stelle2= SD2W1D
−2UCD

2W−1
1 D−2S−1 (3)

Stelle3= SD3W1D
−3UCD

3W−1
1 D−3S−1 (4)

Stelle4= SD4W1D
−4UCD

4W−1
1 D−4S−1 (5)

Stelle5= SD5W1D
−5UCD

5W−1
1 D−5S−1 (6)

Stelle6= SD6W1D
−6UCD

6W−1
1 D−6S−1 (7)

The constant block contains the reflector drum and two rotors:

UC = W2W3U W−1
3 W−1

2 (8)

After transforming Eqs. (2), (3), (4), (5) and (6) one finds:

T1= D−1S−1Stelle1SD = W1D
−1UCD W−1

1 (9)

T2 = D−2S−1Stelle2SD
2 = W1D

−2UCD
2W−1

1 (10)

T3= D−3S−1Stelle3SD
3= W1D

−3UCD
3W−1

1 (11)

T4= D−4S−1Stelle4SD
4= W1D

−4UCD
4W−1

1 (12)

T5 = D−5S−1Stelle5SD
5 = W1D

−5UCD
5W−1

1 (13)

T6= D−6S−1Stelle6SD
6= W1D

−6UCD
6W−1

1 (14)

The goal for the next calculation steps is to eliminate the constant terms in the
equations for the characteristic transformations. The related products of T read:

T1T2= W1D
−1UCDW

−1
1 W1D

−2UCD
2W−1

1 = W1D
−1

(
UCD

−1UCD
)
D W−1

1 (15)

T2T3= W1D
−2UCD

2W−1
1 W1D

−3UCD
3W−1

1 = W1D
−2

(
UCD

−1UCD
)
D2W−1

1 (16)

T3T4= W1D
−3UCD

3W−1
1 W1D

−4UCD
4W−1

1 = W1D
−3

(
UCD

−1UCD
)
D3W−1

1 (17)

Inserting (16) into (15) and respective (17) into (16) one gets:

T1T2=
(
W1D W−1

1

)
T2T3

(
W1D W−1

1

)−1
(18)

T2T3=
(
W1D W−1

1

)
T3T4

(
W1D W−1

1

)−1
(19)

Since the transformations T and their products originate from the same starting
position, namely the basic position of the daily keying element, their corresponding
cycles must have the same structure.
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At the end of 1932, Marian Rejewski got also several spy documents listing daily
keying elements with the secret rotor orders and plugboard connections for the months
of September and October. Now he was able to reconstruct the missing elements: the
wirings of the rotors and the reflector drum. E.g. for a day in September, the following
daily keying elements were given:

wheel order (Walzenlage) III-II-I
ring position (Ringstellung) 01-01-01
basic position (Grundstellung) 01-01-01
plug connections (Steckerverbindungen) (BE)(RS)(KD)(WM)(CX)(PQ)

Inserting the six characteristic transformations of a day, one can find with the help
of the Eqs. (9), (10), (11) and (12) and (15), (16) and (17) the following cycles for the
several products of T:

T1 T2 = (ATP)(BHIQWOMRC)(DNZGXVJLF)(EYU)(K)(S)
T2 T3 = (ASZURPFQB)(CGW)(DHV)(EXNOYJTIK)(L)(M)
T3 T4 = (AYK)(BWIVPOEDL)(CSQJGUHNM)(FXZ)(R)(T)

If one rearranges the cycles – cyclic permutations of the letters inside a cycle is
allowed – one can find a consistent solution:

T1 T2 = (K)(CBHIQWOMR)(EYU)(XVJLFDNZG)(TPA)(S)
T2 T3 = (M)(KEXNOYJTI)(CGW)(SZURPFQBA)(HVD)(L)
T3 T4 = (T)(MCSQJGUHN)(KAY)(LBWIVPOED)(XZF)(R)

With (18) one finally gets the wiring pattern of the first rotor:

WI D W−1
I = (KMTHXSLRINQOJUWYGADFPVZBEC)

The correct wiring of rotor WI corresponds to one of the 26 possible permutations
of the alphabet.

In the secret spy documents for the month October were e.g. the following daily
keying elements given:

wheel order (Walzenlage) I-III-II
ring position (Ringstellung) 01-01-01
basic position (Grundstellung) 01-01-06
plug connections (Steckerverbindungen) (AB)(CD)(EF)(GH)(IJ)(KL)

According to the previous calculation for the wiring pattern of rotor WI, one gets for
the wiring pattern of rotor WII:

WII D W−1
II = (AJPCZWRLFBDKOTYUQGENHXMIVS)
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In order to find the correct wirings for both rotors WI and WII, one has to look
at two days with the same wheel order and identical basic position for the rotor WIII but
with arbitrary basic positions for the rotors WI and WII. Assuming that the following
keying elements are given for the month September:

wheel order (Walzenlage) III-II-I
ring position (Ringstellung) 01-01-01

day T1: basic position (Grundstellung) 01-01-01
plug connections (Steckerverbindungen) (BE)(RS)(KD)(WM)(CX)(PQ)

day T2: basic position (Grundstellung) 01-02-02
plug connections (Steckerverbindungen) (AB)(CD)(EF)(GH)(IJ)(KL)

The corresponding equations for the two characteristic transformations of a day are:

Stelle1_T1 = S1DWID
−1WIIWIIIU W−1

III W
−1
II D W−1

I D−1S−1
1 (20)

Stelle1_T2 = S2DWID
−1WIIWIIIU W−1

III W
−1
II D W−1

I D−1S−1
2 (21)

After rearranging the equations one gets:

WIIIUW
−1
III = W−1

II DW−1
I D−1S−1

1 Stelle1_T1S1D WID
−1WII (21)

WIIIUW
−1
III = W−1

II DW−1
I D−1S−1

2 Stelle1_T2S2D WID
−1WII (22)

Since the left-hand side of the equations above has to be equal, one can find the
correct wiring of the rotors WI and WII with the following permutations:

WI = (EKMFLGDQVZNTOWYHXUSPAIBRCJ)
WII = (AJDKSIRUXBLHWTMCQGZNPYFVOE)

In order to reconstruct the third rotor, Marian Rejewski compared four days with
the third rotor at third (left-hand) position and equidistant basic positions of rotor WIII
but with arbitrary basic positions for the rotors WI and WII. Assuming following keying
elements for September are listed in the secret spy documents:

wheel order (Walzenlage) III-II-I
ring position (Ringstellung) 01-01-01

day T1: basic position (Grundstellung) 01-01-01
plug connections (Steckerverbindungen) (BE)(RS)(KD)(WM)(CX)(PQ)

day T2: basic position (Grundstellung) 02-02-02
plug connections (Steckerverbindungen) (AB)(CD)(EF)(GH)(IJ)(KL)

day T3: basic position (Grundstellung) 03-03-03
plug connections (Steckerverbindungen) (MN)(OP)(QR)(ST)(UV)(WX)

day T4: basic position (Grundstellung) 04-04-04
plug connections (Steckerverbindungen) (CR)(DJ)(EK)(FZ)(GP)(HW)
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This enables the derivation of the corresponding four equations for the characteristic
transformation of a day:

Stelle1_T1 = S1DWID
−1WIIWIIIU W−1

III W
−1
II D W−1

I D−1S−1
1 (23)

Stelle1_T2 = S2DWID
−1WIIWIIIU W−1

III W
−1
II D W−1

I D−1S−1
2 (21)

Stelle1_T3 = S3DWID
−1WIIWIIIU W−1

III W
−1
II D W−1

I D−1S−1
3 (22)

Stelle1_T4 = S4DWID
−1WIIWIIIU W−1

III W
−1
II D W−1

I D−1S−1
4 (24)

After rearranging the equations one gets:

Z1= WIIIUW
−1
III = W−1

II DW−1
I D−1S−1

1 Stelle1_T1S1D WID
−1WII (25)

Z2 = WIIIU W−1
III = W−1

II D W−1
I D−1S−1

2 Stelle1_T2S2DWID
−1WII (26)

Z3= WIIIUW
−1
III = W−1

II DW−1
I D−1S−1

3 Stelle1_T3S3D WID
−1WII (27)

Z4 = WIIIU W−1
III = W−1

II D W−1
I D−1S−1

4 Stelle1_T4S4DWID
−1WII (28)

Similar to (18) and (19) one can build the products of the transformations Z and
eliminate the reflector drum U:

Z1Z2=
(
WIIID W−1

III

)
Z2Z3

(
WIIID W−1

III

)−1
(29)

Z2Z3=
(
WIIID W−1

III

)
Z3Z4

(
WIIID W−1

III

)−1
(30)

Inserting the characteristic transformations of the four days into (26) and (27) one
can derive the following cycles for the corresponding products of Z (here the cycles are
already rearranged in the consistent cyclic order):

Z1 Z2 = (QNOWXIMSZDLKY)(RBVFJACGTUHPE)
Z2 Z3 = (EZMLJXTDHQROI)(KPNVWGSBAFYCU)
Z3 Z4 = (UHTRWJAQYEKMX)(OCZNLBDPGVISF)

One finally gets the wiring pattern of the third rotor WIII:

WIII D W−1
III = (QEUFVNZHYIXJWLRKOMTAGBPCSD)

Again, the correct wiring of rotor WIII corresponds to one of the 26 possible
permutations of the alphabet.

By using two different days in September and October with identical basic posi-
tion for rotor WIII but arbitrary basic positions for the other rotors, one can reconstruct
the correct wiring of the third rotor WIII and the reflector drum U:
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day T1: wheel order (Walzenlage) III-II-I
ring position (Ringstellung) 01-01-01
basic position (Grundstellung) 01-01-01
plug connections (Steckerverbindungen) (BE)(RS)(KD)(WM)(CX)(PQ)

day T2: wheel order (Walzenlage) I-III-II
ring position (Ringstellung) 01-01-01
basic position (Grundstellung) 01-01-06
plug connections (Steckerverbindungen) (AB)(CD)(EF)(GH)(IJ)(KL)

The reflector drum is then given by:

U = W−1
III W

−1
II D W−1

I D−1S−1
1 Stelle1_T1S1DWID

−1WIIWIII (31)

U = W−1
III W

−1
II D7W−1

I D−7S−1
2 Stelle1_T2S2D

7WID
−7WIIWIII (32)

Since the left hand side of the equations above has to be equal, one can find the
correct wiring of the reflector drum (in the calculation above the reflector drum of 1937
was used):

U = (YRUHQSLDPXNGOKMIEBFZCWVJAT)

For the last rotor WIII one finally gets:

WIII = (BDFHJLCPRTXVZNYEIWGAKMUSQO)

Although there was no data given concerning the wiring layouts of the three rotors,
as would have been required for producing a replica of the Enigma, Marian Rejewski
was finally able to accomplish the calculations of the missing wiring layouts with the
help of the available spy documents, various mathematical theorems as well as ciphers
of intercepted German radio messages.
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Abstract. This paper deals with the early phase of research in the field of pattern
recognition in the 1960s using Heinz von Foerster’s Biological Computer Lab-
oratory (BCL) as an example. In a first step, the foundation, rise and decline of
the BCL are outlined. Subsequently, three machines will be presented that were
expected to model the natural phenomenon of pattern. Finally, the suggestion is
made to refer to these biological computers as “lively artifacts” and to understand
their observation as an integral aspect of their mode of operation.
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1 Introduction: Numa-rete Would Count No More

On a cold winter’s day in January 1965, two physicists fromUrbana-Champaign, Illinois
travelled to New York City. Heinz von Foerster (1911–2002) and his doctoral student
Paul Weston (*1935) followed an invitation from television broadcaster CBS, to present
one of the machines they had designed as part of their research on pattern recognition
in a new science show. The show was hosted by America’s most popular newscaster,
Walter Cronkite (1916–2009), who had achieved worldwide fame a good year earlier
with his live coverage of the assassination attempt on President Kennedy.

The machine that Foerster and Weston brought to New York didn’t look very spec-
tacular at first glance. With its angular shape and numeric display module, it resembled
an electronic cash register where the keyboard had been replaced with a pane of glass.
However, if a random number of differently shaped objects were placed on the surface
of the machine, it could perform an amazing trick: In a fraction of a second, the cor-
rect number of objects appeared on its two-digit display module. Weston had named
his invention Numa-rete, because with its central component, a network of photo and
computing cells, the machine was supposed to imitate the function of the retina in the
animal and human eye and perceive patterns in its environment.

On that very day in the winter of 1965, however, the Numa-rete had suddenly turned
blind. About an hour before the recording of the show Foerster and Weston had to find
out that the machine had been damaged during its journey to New York. In vain Weston
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tried to repair his machine. Helplessly, he had to watch as the greatest conceivable
embarrassment for a young scientist came closer and closer. It was Foerster who at the
last moment had the decisive idea. Finally America’s television audience was able to
witness their favorite newscaster placing small objects on the surface of a biological
computer, excited that it was displaying the right number. What the audience couldn’t
see, however, was that Foerster secretly controlled the numerical display of the biological
computer using a cable remote control hidden under the table. At the very last moment,
Foerster had succeeded in saving the day by replacing the artificial intelligence of the
brain-dead Numa-rete with his own [12, 18].

The research institution whose projects Foerster andWeston presented in Cronkite’s
showwas called Biological Computer Laboratory (BCL) andwas one of the few research
facilities in the US were actual cybernetic research took place in the 1960s [7]. While in
the early stage of cybernetics the computer had only served as a metaphor and model,
research with actual special-purpose-computer was conducted at the BCL. Its research
focus was the construction of biological computers that were supposed to be modeled
after examples from nature. This resulted in artificial sensory organs, neural networks,
and self-organizing automata; a remarkable prefiguration of contemporary approaches to
Artificial Intelligence Research (AI) and Computer Science. At the center of cybernetic
research at the BCLwas the problem of pattern recognition. Based on recent neuroscien-
tific research, it was assumed that the sensory organs of vertebrates are pre-interpreting
visual, acoustic, tactile or other sensory stimuli in the form of patterns. Foerster and his
team at the BCL were working on a whole series of different special-purpose-computers
that would imitate this natural form of biological computation. They hoped that exper-
imenting with these machines would ultimately result in new solutions in the field of
automated image and sound recognition.

2 A Very Brief History of the Biological Computer Laboratory

The history of the BCL is inseparably linked to the history of its director, the Austrian
physicist and cybernetician Heinz von Foerster [14]. After he emigrated to the USA
in 1949, he got to know the first generation of cyberneticians around Norbert Wiener
(1894–1964) and Warren McCulloch (1898–1969) as participant of the famous Macy
conferences [16]. In the 1950s, Foerster worked as a professor of electrical engineering at
the Department for Electrical Engineering (DEE) of the University of Illinois in Urbana-
Champaign. Foerster proved his skills in the area of grantsmanship and reformulated
the cybernetic program as research in biological computing. In this way in 1958 he
succeeded in convincing a number of military sponsors such as the Office of Naval
Research to fund a laboratory at the DEE dedicated to this new field of research.

2.1 Growth Phase of the BCL

During its growth phase in the first half of the 1960s, Foerster was able to bring together
some protagonists from the early stage of cybernetics, such as the neuropsychiatrist
Ross Ashby (1903–1972) or the psychologist Gordon Pask (1928–1996), as permanent
staff or visiting researchers for his new laboratory [20]. Researchers such as the German
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philosopherGotthardGünther (1900–1984) or theChilean biologist HumbertoMaturana
(*1928) became acquainted with cybernetics through their research at the BCL and later
contributed to its theoretical advancement. The research group was completed by several
doctoral students who were enthusiastic about Foerster’s interdisciplinary program and
were highly involved in the research. In order to fund his growing department, Foerster
had to further develop the BCL’s research agenda and convince potential sponsors that
cybernetics was ideally suited and well-prepared to explore topics such as AI, self-
organization or bionics. In the early 1960s the BCL thus grew into a well-networked and
renowned institution in the field of AI-research.

2.2 Decline of the BCL

In the second half of the decade, however, Foerster found it increasingly difficult to
guarantee the flow of further research funds. While around 1960 Foerster had been
able to benefit from the status of cybernetics as an interdisciplinary and future-oriented
science, the situation changed dramatically now. Rival approaches such as Symbolic
AI pushed cybernetics, which continued to insist on the neuronal approach, out of its
traditional fields of research and application. Moreover, Foerster could no longer rely on
the first generation of cyberneticists that had supported him in founding his laboratory.
Staff personnel changes inWashington and a new law that prohibited military funding of
research that lacked a direct relationship to specific military function in 1970 resulted in
Foerster’s good connections to the military research offices gradually being cut off [14].
While the BCL had to struggle with financial problems in the second half of the decade,
the research carried out there shifted away from the design of electronicmachines tomore
theoretically oriented work. Foerster and his collaborators were increasingly concerned
with social problems such as human language and began to look at social applications
of cybernetics in various fields of society [14]. Small projects organized by students
as well as teaching formats inspired by the American counterculture now shaped the
BCL and led to disputes with the university administration [5]. After Foerster applied
for retirement in the summer of 1974, his department was phased out at the DEE and
finally closed in 1976 [13].

2.3 Departure from the Mainstream of Research

Thus, while the first years of the BCL were characterized by the design of machines,
its proximity to the “military-industrial-academic complex” [8] and a high degree of
independence from the faculty and university administration, the second half of the
laboratory’s life was marked by a “departure from the mainstream of research” [13],
dwindling support from sponsors in Washington, as well as a focus on teaching. It was
precisely in these difficult times, however, that numerous papers were written, which
today are generally perceived as the most influential products of the research carried
out at Foerster’s laboratory. The heterogeneous strands of BCL research were combined
with Foerster’s theory of a “cybernetics of cybernetics” or “second-order cybernetics”
and Maturana’s “biology of cognition” to form an interdisciplinary epistemology [17].
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Eventually this recursive application of cybernetics to itself influenced a variety of sci-
entific and non-scientific fields such as sociology, pedagogics, media theory, psycho
therapy and others.

3 Pattern Recognition Research at the BCL

At the center of cybernetic research at the BCL was the problem of pattern recognition.
Based onMcCulloch’s “Experimental Epistemology” [10] and on recent neuroscientific
research [4, 6], it was assumed that the sensory organs of vertebrates pre-interpret visual,
acoustic, tactile or other sensory stimuli in the form of patterns. Following Kant McCul-
loch firmly believed in the existence of a physiological a priori [1]. Foerster and his
team were working on a whole series of different special-purpose-computers that would
imitate this natural form of biological computation. They hoped that experimenting with
these machines would ultimately result in new solutions in the field of automated image
and sound recognition. They were corresponding with other pioneers in the field of
Pattern Recognition such as Oliver Selfridge (1926–2008) and Frank Rosenblatt (1928–
1971) andwere involved in the emerging field ofAI research [15]. Three of the biological
computers designed at BCL are briefly presented below.

3.1 The Adaptive Reorganizing Automaton

The first biological computer designed at the BCLwas an artificial neural network called
“Adaptive Reorganizing Automaton” (ARA) [2]. Its designer, the engineer Murray Bab-
cock (1924–1999), was inspired by contemporary writings of prominent neurophysiol-
ogists from the 1950s, such as those of the later Nobel Prize winner John Carew Eccles
(1903–1997) [6]. Babcock’s goal was to construct a computer that could be aware of
its past and present states in relation to its environment, so that this knowledge would
enable it to behave accordingly in reaction to future stimuli. In contrast to the famousVon
Neumann architecture, the machine did not consist of specialized functional segments,
but of a sufficiently large number of structurally and functionally identical basic units -
the artificial neurons.

By using a combination of Top Down and Bottom Up-approaches Babcock con-
structed three different components that collectively imitated the complex functionality
of the biological neuron. The machine consisted of 28 “energy transducer units”, 112
“facilitator units” and 28 “autonomous components” [2]. Together they formed a net-
work through which pulse modulated signals could propagate. The energy transducers
simulated the ability of a neuron to convert multiple input signals into one output sig-
nal and had individually adjustable thresholds. The facilitator units acted as the artifi-
cial synapses of the machine and raised or lowered the frequency of the output signal
depending on the number of previously passing signals. The machine’s Autonomous
Components randomly emitted pulses as soon as a sensor detected that the machine was
inactive for a certain period of time. The machine could be used in two ways: First, as a
special purpose computer, if one treated the initial states of the energy transducer units
and the facilitator units as the input of the machine and the final state of the facilitator
units as its output. Secondly, as an artificial organism, if one observed and documented
its emerging patterns of behavior.
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3.2 The Numa-rete

TheNuma-retewasmodeled after the retina of a frog and itwas designed to reproduce the
biological phenomenon of pattern recognition. The design of the machine was inspired
by the neurophysiological frog experiments by Humberto Maturana and Jerome Lettvin
(1920–2011), who, in the late 1950s, published an essay with the central claim that for
vertebrates a lateral connectivity of neurons in the retina already prompts an intelligent
pre-interpretation and computation of visual stimuli before they reach the brain [9].

The design of the Numa-Rete allegedly imitated the underlying natural algorithm
of this mechanism and, according to Foerster, operated according to the same, simple
fundamental principle of retinal connectivity. Just as the frog-eye from the experiment
could recognize small, agile points (‘flies’) and large shadows (‘birds’) immediately,
the Numa-rete could display the number of objects placed on its artificial retina, thus
baffling visitors of the BCL because of this seemingly intelligent capacity. Its designer
PaulWeston had arranged 400 photocells in a square of 20× 20 cells and connected them
with corresponding computing units on an underlying level [19]. Weston had inserted
this double network into a 60 cm high housing with a square base of 90 cm edge length
and covered it with a pane of glass. If several objects were placed on this artificial retina,
so that for each object a group of photocells was covered underneath, the underlying
network of computing units changed its state in accordance to the electric currents from
the photocells. A two-digit display on top of the machine would then display the number
of objects. As Weston later recalled, his machine was not an exact copy of its natural
prototype: “[T]he way I built the NumaRete was rather the Rube Goldberg-scheme for
doing it.” [12].

3.3 The Dynamic Signal Analyzer

Another major group of BCL-projects was related to speech recognition and the general
functioning of the mammalian auditory system. Following the work of the Hungarian
physiologist Georg von Békésy (1899–1972) who had claimed that the essential parts of
the mammalian ear could be described as a signal analyzer a machine was build to model
this mechanism [4]. Designed by Murray Babcock, the “Dynamic Signal Analyzer”
(DSA) was built on the assumption that the analysis of the travelling waves in the basilar
membrane of the inner ear was computationally equivalent to a Fourier transform being
performed on the acoustic wave [3].

The DSA was a room-filling machine, composed of several hundred transistors and
semiconductor diodes, three oscilloscopes, a control console, an amplifier, a microphone
and many other electronic components. Within this complex setup the precomputation
of the acoustic signal was realized through a series of spectrum analyses performed on
an electrical current produced by a conventional microphone. By comparing the input of
phonetic elements spoken into themicrophone with the output signals displayed on three
oscilloscopes it was hoped to find invariants of human speech and how these invariants
were distinguished by the human ear. The design of the DSA thus followed the idea
that the mammalian auditory system operated similar to an electromechanical signal
processor and could be described and understood by means of well known engineering
principles.
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4 Conclusion: Lively Artifacts

Borrowing a term from McCulloch [11] I propose that we refer to the pattern recogni-
tion machines built at the BCL as lively artifacts. The moniker captures the essential
nature of these machines by addressing three different qualifications for these cyber-
netic machines. First, they are lively in the sense of lifelike. BCL engineers wanted to
apply biological organizational and structural principles to the design of their machines
and thus tried to model their artifacts on natural prototypes. For example, if they were
planning to design artificial neurons, their first step would be to look at nature, which
usually meant catching upwith the latest findings in neurophysiology and bio-chemistry.
Second, the term artifact references the fact that these machines are still objects made by
human engineers. Consequently, the machine’s designs involved a great deal of tinkering
and even, often enough, a hint of trickery.

However, it is the third qualification that lively artifacts addresses that makes it the
best term for these machines. Lively, as a synonym for spirited and active, infers that
these machines appear to exhibit a life of their own. Whereas the first two qualifications
focus on design and experimentation processes of cybernetic machines, liveliness speaks
to the performativity and aesthetics of these machines. A machine’s liveliness describes
the nature of the interaction between the finished artifact and an individual, an individual
who can be, but does not necessarily need to be, the machine’s designer.When analyzing
the liveliness of cybernetic artifacts, we have to deal with the trinity of the object, the
creator of the object, and the subject interacting with the object.
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Abstract. This paper presents some less known details about the work
of Yasuo Komamiya in development of the first relay computers using
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1 Introduction

In the first half of the 20th century, many useful algorithms were developed
to solve various problems in different areas of human activity. However, most
of them require intensive computations, due to which their applications, espe-
cially wide applications, have been suppressed by the lack of the correspond-
ing computing devices. Even before that, already in late thirties, it was clear
that discrete and digital devices are more appropriate for such applications that
require complex computations. Therefore, in fifties of the 20th century, the work
towards development of digital computers was a central subject of research at
many important national level institutions. This research was performed equally
in all technology leading countries all over the world, notably USA, Europe, and
Japan.

In this paper, we briefly discuss the work in this area performed in Japan
at the Electrotechnical Laboratory (ETL), Agency of Industrial Science and
Technology, conducted by Mochinori Goto, and in particular we present some
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less known details about the work of Yasuo Komamiya and his contributions in
the development of the first relay computers based on the theory of computing
networks [4–6] by elaborating the results of Mochinori Goto and Oohashi Kan-
ichi, the actual at that time and the former director of ETL.

2 Professional Biography of Yasuo Komamiya

In September 1944, Yasuo Komamiya graduated from the School of Engineering
of Tokyo Imperial University, Tokyo, Japan in the area of electrical engineer-
ing. During his study, he attended courses of Mochinori Goto, who was at the
same time the Director of the Electrotechnical Laboratory (ETL) of Agency
of Industrial Science and Technology, Japan, which was important for his fur-
ther professional work and development as will be discussed below. Within this
course, Komamiya got the subject for his research leading to a theory of com-
puting networks due to which Komamiya was awarded by the degree of PhD in
engineering from Tokyo Imperial University.

In November 1944, Komamiya joined the Basic Research Division of the ETL
as an engineer. Starting from January 1957, he spent a year at the Computation
Laboratory of Harvard University, which was at that time led by Howard Aiken
who was championing the application of arithmetic expressions for Boolean func-
tions to describe and design arithmetic circuits. By expanding his research inter-
est, from September 1962, he stayed for a year at the Digital Computation Lab-
oratory, University of Illinois working in coding theory.

Komamiya stayed with ETL until 1980, by holding different positions includ-
ing the Head of Applied Mathematics, Department of Physics Division, the Divi-
sion Director of Control Systems Research, Director of Electronic Components
(Devices) Research. From 1980 to 1986 he was a Professor at the Graduate
School of Integrated Science and Technology, Kyushu University in Fukuoka.
After retirement in 1986, Komamiya was appointed as a Professor of Meiji Uni-
versity in Kanagawa where he worked until 1993.

Figure 1 shows a photo of Komamiya (central figure) with associates.

3 Theory of Computing Networks

The work towards the first computers in Japan is strictly related to the Elec-
trotechnical Laboratory (ETL) of the Japanese government that was established
by the Ministry of Communication of Japan in 1891. In 1948, ETL was reorgan-
ised into two units, the ETL conducting research on power engineering and power
electronic, and the Electrical Communication Laboratory performing research in
communication and electronic engineering including design of computing devices
and development of the first computers. The underlined theoretical framework
can be traced as follows. Oohashi Kan-ichi, who served as the Director of ETL
until 1945, developed a theory of electric relay circuits by taking into account the
delay in functioning of electric relays. This theory required solving a functional
equation that depends on time as an explicit variable. The problem of solving this
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Fig. 1. From left to the right Tsutomu Sasao, Teruhiko Yamada, Yasuo Komamiua,
Yoshihiro Iwadare, and an associate whose name is not recorded.

functional equation was explored further by Mochinori Goto, who was appointed
as the Director of Power Engineering Research Division, and further promoted
into the General Director of ETL in 1952. Goto solved the problem initiated by
Oohashi by expanding the Boolean algebra by modeling the relay delay time as
a logic function, which enables modeling behaviour of relay circuits as a function
depending on time by solving an equation including an unknown logic function
[1–3]. The theory called by Goto Logical Mathematics permitted to analyze and
design relay circuits via calculations. The work of Goto was reviewed by Alonzo
Church in The Journal of Symbolic Logic, Vol. 20, No. 3, 1955, 285–286.

This theory implemented by Yasuo Komamiya become a mathematical foun-
dation for constructing computing networks [4,6]. In several publications from
1951 to 1959, Yasuo Komamiya discussed the theoretical foundations for con-
verting the design of computing networks from an engineering discipline into a
subdiscipline of applied mathematics [4–10].

In the case of adders, the chief idea is to represent the sum of natural numbers
in terms of binary values as

A1 + A2 + · · · + An = dm2m + dm−12m−1 + · · · + d12 + d0,

where Ai, di ∈ {0, 1} and the addition is the integer sum.
Various kinds of adders can be derived as special cases.
The arithmetic and Reed-Muller expressions are viewed as particular exam-

ples of Fourier series-like expressions over different fields, the complex field C and
the Galois field GF (2). These expressions are used to describe arithmetic circuits
as adders and multipliers. The first publications on that subject Komamiya pre-
pared in 1951 when he discussed the conversion of decimal to binary systems [4],
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but it is reasonable to assume that he did a research on that subject earlier. Note
that related approaches were promoted by Aiken and his research group, and
this joint interests possibly explain the visit of Komamiya to the Computation
Laboratory of Harvard University in 1957.

The theory of computing networks by Komamiya [6] was reviewed by Calvin
C. Elgot, in The Journal of Symbolic Logic, Vol. 23, No. 3, 1958, 366.

The work of Komamiya presented in [6] was reported later also in [12] and
pointed out in [13].

In [10], it is explicitly stated the relationship between the canonical sum-of-
product expressions F for Boolean functions and their positive polarity Reed-
Muller forms f in the following manner. If all logical OR symbols in F are
replaced by exclusive-or symbols and if negated variables appearing in the fun-
damental product are omitted, the resulting expression is f . The constant term
1 will appear in f if there exists fundamental product x1x2x3 · · ·xn.

Conversely, F can be obtained from f if exclusive-or symbols are replaced by
logical OR symbols and if each product is multiplied by the missing variables,
each in negated form. If there exists the constant term 1 in f , the fundamental
product x1x2x3 · · ·xn should appear in F . So, it can be seen that F and f has
an 1 − 1 correspondence, where f is the Reed-Muller transform of F .

Another important and useful result in converting decimal to binary numbers
is the observation that a decimal number r10 = x1+x2+x3+· · ·+xn, xi ∈ {0, 1},
can be expressed as r10 = (yk, yk−1, yk−2, . . . , y1, y0), with yi = SB(n, 2i), where
SB(n, k) are n-variable symmetric functions defined as the exclusive-or of all
the products of binary variables xi consisting of k literals, with by definition
SB(n, 0) = 1. Therefore, SB(n, 0) = 1, SB(n, 1) =

⊕
xi, SB(n, 2) =

⊕
i<j xixj ,

SB(n, 3) =
⊕

i<j<k xixjxk, . . ., and finally SB(n, n) = x1x2x3 · · ·xn.

4 First Relay Computers in Japan

The work towards designing of a non stored-program computer working in
the asynchronous mode started in November 1944 by Komamiya and Ryouta
Suekane. The prototype was completed in 1952 and named by Prof. Mochinori
Goto, the Director of ETL at that time, as ETL Mark I [17]. This prototype
served as a pilot version for designing an entirely functional computer Mark II
based on the same principles.

The team engaged in designing of ETL Mark I and ETL Mark II consisted of
the following members of the Mathematical Research Group of ETL. Mochinori
Goto, the Director of ETL, served as the Director of the Construction Commit-
tee, working at the same time as a Professor of the University of Tokyo. Yasuo
Komamiya, the Chief of the Mathematics Research Group of ETL, served as the
Chief Designer and the Sub-Director of the Construction Committee. Ryouta
Suekane was a member of the Construction Committee and served as an Assis-
tant Designer in charge for logical design. Masahide Takagi served as Assistant
Designers in charge for circuit designs. Shigeru Kuwabara was another Assistant
Designer. They all were members of the Mathematical Research Group of ETL.
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To develop a fast, reliable and low-power machine, they specially designed
three different types of relays as basic elements. The S type relay for storage:
They are fast, have a few contacts, and low-power. The C type relay for control
and arithmetic: They are fast, have many contacts, but high-power. The G type
relay for gates: They have many contacts, low-power, but slow. In the combi-
national part, they used double-rail logic: Every bit is represented by a pair of
signals (A,A), which makes asynchronous self-checking operation possible. On
the other hand, in the storage part, they used single-rail logic. The C type relay
has main and holding coils, and works as a Set-Reset flip-flop. The ETL Mark II
is the floating point parallel machine with 200 words consisting of 22,253 relays
[11]. It was the largest and fastest relay computer in the world at that time.

Figure 2 shows the ETL Mark II computer exhibited in the National Museum
of Nature and Science in Tokyo. ETL Mark II was built by Fuji Communication
Apparatus Manufacturing Co. (now Fujitsu), while the company Shinko-Seisaku-
Sho made the input equipment, i.e., tape readers and perforators. Mr. K. Noda,
Chief of Electromagnetic Machinery Section of ETL designed motor generator
for the power supply of the computer. Mr. T. Okabe Chief of the Temperature
Control Research Group of ETL designed the air-conditioning process of the
room where the computer was located [11].

The construction and functioning of Mark II was described with many details
in the book Theory and Structure of The Automatic Relay Computer ETL Mark
II by the designer staff of ETL. Final editing was done by Y. Komamiya and S.
Kuwabara. This book was published by the ETL, Agency of Industrial Science
and Technology, Japan, in the series Researches of The Electrotechnical Labora-
tory as the volume No. 556 and printed by the International Academic Print-
ing Co., Ltd. (Kokusai Bunken Insatsusha) in Fujimi-cho, Chiyoda-ku, Tokyo,
Japan for 500 samples in September 1956. This makes that in the antiquarian
book shops its price presently achieves around USA $1,250.

In Synopsis of this book, Prof. Mochinori Goto wrote
Since the end of war, the Mathematics Research Group of Electrotechnical

Laboratory has been studying logical mathematics, especially its applications to
relay networks. As an outcome of this study, the theory of relay networks consid-
ering the time lag of switching elements was completed by one of the authors, M.
Goto, and the theory of computing networks by Y. Komamiya in 1951. Applying
the results of these studies, the Mathematical research Group have been engaged
in the construction of the Plot Model of the automatic relay computer ETL Mark
I completed in 1952, and subsequently have been engaged in the construction of
the automatic relay computer ETL Mark II for practical use completed in Novem-
ber 1955. These computers, therefore, have been built on the same principles. The
features of these computers are as follows. The computers are controlled without
electric clock pulses, each relay being energized by its preceding relay in the same
fashion as a row of falling nine-pins. As a result,
The calculating speed of the computers are 4 to 5 times as fast as any other relay
computer, and
These computers perform self-checking simultaneously with calculation, if the
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computer misses a calculation, the unit causing the trouble performs automati-
cally the 2nd trial. Intermittent troubles are omitted automatically and the com-
puter stops only in the event of an essential trouble. Therefore, there can be no
trouble as long as the computers are running.
These features were developed from a new computer design based on our research
in logical mathematics.

This book was review by Calvin C. Elgot in The Journal of Symbolic Logic,
Vol. 23, No. 1, 1958, 60.

In 1956, the cost of the ETL Mark II was about Japanese 36,000,000 Yen or
about USA $100,000. The exchange rate of 1.00 USA $ was about 360.00 Yen.
For a comparison the salary of a bank worker who just graduate a university
was 10,000 Yen per month at that time.

Fig. 2. The ETL Mark II relay computer, photo by T. Sasao.

5 Summary of the Work on First Computers in Japan

In this section, we give a brief summary of the development of first computers
in Japan. For more details, we refer to [18].

Transistor was invented at Bell Laboratories in 1948. However, at that time
ETL people could not research on transistors formally. They started an informal
study in a series of meetings on transistors. Electrical Communication Labora-
tory succeeded in manufacturing germanium transistors in 1951.

As Electrical Communication Laboratory became a part of the public corpo-
ration in 1952, ETL established Electronics Department in it in 1954 and started
the research on transistors and transistor computers formally.

Eiichi Goto invented Parametron in 1954. Then, Electrical Communication
Laboratory decided to develop Parametron computers. Notice that at that time



Remarks on the Design of First Digital Computer in Japan 129

the reliability of transistors was low while parametrons were more reliable and
less expensive. ETL developed ETL Mark III transistor computer using point-
contact transistors in July, 1956. This is the first transistor computer in Japan.
Electrical Communication Laboratory developed the first Parametron computer
MUSASINO-1 in March 1957.

Figure 3 shows a photo of Eiichi Goto (seating) and Hidetoshi Takahasi.
Recall that a parametron is a resonant circuit containing a non-linear reactive
element which oscillates at half the driving frequency.

ETL developed ETL Mark IV transistor computer using junction-type tran-
sistors in November, 1957. Hidetoshi Takahasi and Eiichi Goto of University of
Tokyo developed another Parametron computer PC-1 in March, 1958. This is a
binary, single-address computer with magnetic core memory. Later the advan-
tage was given to transistor computers mainly because of the speed. Several
commercial transistor computers were developed based on first ETL transistor
computers [18]. Moreover, Dr. Mochinori Goto, General Director of ETL named
the ETL’s first transistor computer as ETL Mark III following the relay comput-
ers ETL Mark I and Mark II which Dr. Komamiya developed. Recently, there is
a renewed interest in basic principles of parametron devices related to quantum
computing and also nanomechanical computers. D-Wave Systems from Canada
adopted superconductivity quantum bits (qubits) and quantum annealing sys-
tem. To amplify magnetic flux, they introduced the quantum flux Parametron
invented by Eiichi Goto in 1986. Quantum annealing system was proposed by
Prof. Nishimori of Tokyo Institute of Technology, who was awarded NEC C&C
Prize on Nov. 28, 2018. It might be said that the combination of quantum flux
parametron and quantum annealing system created a new quantum computer.
Nanomechanical computers based on the principle of parametron were proposed
in 2008 at the NTT Research Labs in Kanagawa.

Fig. 3. Eiichi Goto (seating) and Hidetoshi Takahasi.
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1 Introduction

This lecture discusses, in its first part, the discovery of the physical phenomenon
of electro-magnetism, as found in 1820 by the Danish professor of physics Hans
Christian Ørsted and the discovery of the effects of electro-dynamics due to
the French mathematician André Marie Ampère in 1820–1823. The main result
shows in principle that an electrical current is able to move a magnet. In the
second part, the important discovery in 1831 of the English scientist Michael
Faraday of the phenomenon of electro-magnetic induction has our interest. By
this is proven, to state it in simple words, that a moving magnet generates an
electrical current in a closed circuit of conductive wire. Both discoveries are
important milestones in the development of electricity and the associated elec-
trical technology. In the final third part, we discuss the important contribution
given in 1864 by the Scottish professor of physics at King’s College, London,
James Clerk Maxwell1, in providing a mathematical framework which estab-
lishes a bidirectional relation of electro-dynamics with electro-magnetic induc-
tion. Maxwell was able to give the concept of electrical forces of Faraday a math-
ematical form. Both the effects of electro-dynamics of Ampère and the effects
of electro-magnetic induction of Faraday can be derived by Maxwell from a set
of equations, known today as the “Maxwell equations”. As a result they allow
the hypothesis of the existence of electromagnetic waves, which travel with the
speed of light. Maxwell considered also light as electromagnetic waves. More
than twenty years later, in 1887, the German physics professor Heinrich Hertz
proved by experiments the existence of electromagnetic waves (radio). Today the
system of Maxwell equations are together with the law of gravitation, as found
by Isaac Newton, cornerstones of classical physics.

Our presentation should be considered as a tutorial contribution to history.
Many scientists have already succeeded in the past to trace the evolution of

1 Maxwell was born in Edinburgh in 1831; he graduated from Cambridge University
in 1855; worked on electro-magnetism at King’s College, London, 1860–1865; and
after an interruption, started up the Cavendish Laboratory of experimental physics
as professor at Cambridge in 1871–1879.

c© Springer Nature Switzerland AG 2020
R. Moreno-Dı́az et al. (Eds.): EUROCAST 2019, LNCS 12013, pp. 131–140, 2020.
https://doi.org/10.1007/978-3-030-45093-9_17

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-45093-9_17&domain=pdf
https://doi.org/10.1007/978-3-030-45093-9_17


132 F. Pichler

Maxwell equations in detail and to make it easier for the non-specialist to under-
stand their importance [9]. We mention here the papers of Lindell [10], of Helsinki
University of Technology, and the paper of Bucci [2], of the University of Naples.
Our presentation follows a similar pedagogical goal as the writing of the late Ger-
man professor of physics and collaborator of the Deutsches Museum München,
Gerlach [6], namely to try to give a contribution to the education of scientists
and engineers in the philosophy of science.

2 Electro-Magnetism and Electro-Dynamics

It must have been a special “Sternstunde der Menschheit”, to use an expression
of the Austrian writer Stefan Zweig, when the Danish professor of physics Hans
Christian Ørsted announced, in his 1819/20 lecture on “Galvanismus” at the
University of Copenhagen that a “Schliessungsdraht” (the short-circuit wire on
a Voltaic column) made the needle of a nearby magnetic compass turn. Ørsted
called this an “electric conflict” which moves in circles along the electric wire.
At that time, he did not imagine a magnetic force. In a short notice of July
21, 1820 [17], written in Latin, Ørsted informed a number of colleagues and
institutions about his discovery. As reported in the book of E.H. Pfaff on the
history of electro-magnetism, the echo was tremendeous [16]. His experiments
were immediately repeated and confirmed at many places. Additional new results
were discovered. The Estonian physicist Seebeck found that the force, generated
by the “Schliessungsdraht”, was constant on circles around. Of special impor-
tance were the findings of the French mathematician André Marie Ampère. By
the experiments done at his private laboratory in Paris, Ampère identified the
observed forces as being magnetical. If the “Schliessungsdraht” was wound in a
spiral, this “solenoid” showed the behavior of a usual natural magnet. However,
the most important contribution of Ampère was that he showed by his “Fun-
damental Law of Electro-Dynamics” how the force K between two differential
parts of length ds of the wires, which carry an electric current of values i and i′,
respectively, can be computed

K =
i ds × i′ ds

r2

(
cosε − 3

2
× cosδ × cos δ′

)
(1)

where r denotes the distance between the two differential parts ds of the wire,
δ, δ′ and epsilon are angles between the differential parts i ds, i′ ds and the two
wires, respectively. In case of parallel wires and if i ds and i′ ds are normally
aligned so that δ and δ′ are at 90◦ to each other, Ampère’s fundamental law
reduces to

K =
i ds × i′ ds

r2
(2)

Equation 2 has the form of Coulomb’s law in Electrostatics. If r is understood
as a function r(s, s′) where s and s′ denote the coordinates of i ds and i′ ds,
respectively, then Ampère’s fundamental law can also be written as

K =
i ds × i′ ds

r2

(
1
2
× dr

ds
× dr

ds′ − r
d2r

dsds′

)
(3)
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André Marie Ampère can be considered as the founder of electro-dynamics.
His lectures of 1820, 1822, 1823 and 1825 are the subject of his important pub-
lication of 1827 [1]. James Clerk Maxwell praised the contribution of Ampère in
his “treatise” with the following words:

The experimental investigation by which Ampère established the laws of the
mechanical action between electrical currents is one of the most brilliant
achievements in science. The whole, theory and experiments, seems as if
it had leaped, full grown and full armed, from the brain of the “Newton of
electricity”. It is perfect in form, and unassailable in accuracy, and it is
summed up in a formula from which all the phenomena may be deduced,
and which always remain the cardinal formula of electro-dynamics.

The scientific results of Ørsted, Ampère and all other physicist which were
involved in the field of electro-magnetism at the time provided the basis for
many important practical inventions and developments which followed. Samuel
F.B. Morse used electro-magnets in his system of electrical telegraphy (1837,
1844); electro-magnets were also the important component in the telephone of
Alexander Graham Bell (1876). The first electrical motors (Jacobi (1834), Page
(1838), Froment (1844)) used electro-magnets to convert electrical power into
mechanical power. Electro-magnetic switches, commonly called “relays” (from
the French relais), have been for a long time the most important components
for automated telephone switches (Strowger 1885) and also for computers (Zuse
1931, Aiken 1944). These in turn were partly replaced by the invention of the
electronic tube (DeForest 1906, von Lieben 1906). Today transistors (Bardeen
and Brattain 1948) and integrated circuits (Kilby 1962) have replaced such appli-
cations of electro-magnets.

3 Electro-Magnetic Induction

With Ørsted’s discovery, the question arose if it would be possible to generate
electricity by magnetism. Michael Faraday, professor at the Royal Institution2,
devoted nine years work to get an answer to this question until finally in 1831
he found a solution by the following two experiments:

In the first experiment he put on an iron ring two windings of electrical
wire. One of the windings, let it called to be the “primary winding” P , could
be connected to a strong galvanic battery, called the “calorimeter” by Faraday.
The secondary winding, called S, got short-circuited by a piece of wire, a kind
of “Schließungsdraht” in the sense of Ørsted. Next to this wire, Faraday put a
magnetic compass, called “galvanometer” by him. Faraday performed now the
following experiment: by connecting P to the calorimeter, the needle of the gal-
vanometer showed a short reaction. Disconnecting P from the Calorimeter, the
2 The Royal Institution was founded by Benjamin Thompson in 1799 to further sci-

entific research, loosely associated with the Royal Society. Maxwell’s King’s College,
was near the Royal Institution, and Maxwell heard lectures as well as visiting Fara-
day there.
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needle reacted again, however in the opposite direction. Faraday had discovered
an effect on which all transformers are based today.

In the second experiment Faraday made a winding of electrical wires, a
solenoid, and connected it to a galvanometer. By moving the solenoid towards
the poles of a natural magnet the galvanometer showed a short reaction. Moving
the solenoid backwards the galvanometer reacted again, however in the opposite
direction. With this experiment, Faraday discovered “magneto-electric induc-
tion”, on which all “magnet-inductors” depend today which generate electricity
from mechanical power.

Faraday published his results in a series of papers in the Journal of the Royal
Society of 1832–1833. James Clerk Maxwell described, in his famous “Treatise”
of 1873, electro-magnetic induction in the following terms:

The total electromotive force acting round a circuit at any instant is measured
by the rate of decrease of the number of lines of magnetic force which pass
through it [12].

The discovery of electro-magnetic induction together with electro-magnetism
can be considered as the most important milestones in the history of electricity.
This discovery motivated a number of scientists on continental Europe to inves-
tigate this effect in terms of already existing theoretical results. Franz Neumann,
a well known professor of physics in Königsberg, Prussia, was able to derive the
law of electro-magnetic induction in terms of his theory of potentials. Professor
Helmholtz and also professor William Thomson showed that by the assumption
of the preservation of energy, electro-magnetic induction follows directly from
Ampère’s universal law of electro-dynamics.

One of the most important physicists in Germany of that time was Wilhelm
Weber (1804–1891), professor at Göttingen and Leipzig. In his fundamental work
“Elektrodynamische Maßbestimmungen” of 1846, Weber confirmed the results of
Ampère. Weber’s goal was, however, to extend the results of Ampère to include
also Faraday’s law of electro-magnetic induction. To reach this Weber replaced
the differential electrical current elements of Ampère by differential electrical
charges. From his colleague, professor Gustav Theodor Fechner (1801–1887), he
took the idea of modeling an electrical current by an “electrical liquid” which
moves electrical charges with a certain velocity trough the wires. The result of
Weber was the following “universal law of electro-dynamics” which allows us
to compute the force K between moving electrical charges e and e′ with time-
variable distance r as

K =
e × e′

r2

(
1 − 1

c2

(
dr

dt

)2

+
2r

c2
× d2r

dt2

)
(4)

The constant c in 4 has the dimension of a velocity. Its actual value was
determined in 1856 by Weber and Kohlrausch to be close to the velocity of light,
a fact which was later confirmed by Maxwell. In case e and e′ are stationary,
Weber’s law 4 reduces to Coulomb’s law. Wilhelm Weber showed in his work
that his law not only implies Ampère’s law of electro-dynamics but also the law
of electro-magnetic induction of Faraday. From Maxwell we have in this regard
in his “Treatise” the following comment:
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After deducing from Ampère’s formula for the action between the elements
of currents, his own formula for the action between moving electrical par-
ticles, Weber proceeded to apply his formula to the explanation of the pro-
duction of electric currents by magneto-electric induction. In this he was
eminently successful, and we shall indicate the method by which the laws
of induced currents may be deduced from Weber’s formula. [13]

The law of electro-magnetic induction has found many practical applications.
Transformers are still today important components for the construction of high-
voltage power lines. Magneto-electric machines driven by steam engines produced
in history the necessary electric power to give electrical light to cities and to
light houses at the sea. They found also use in railway signalling and for the
electrical ignition of dynamite in mining. Another historic application was the
generation of electrical pulses for medical treatments. By the discovery of the
“dynamo-electric principle” by Werner von Siemens and Charles Wheatstone in
1867 dynamo-electric machines, called “dynamos” for short, replaced in many
applications the former magneto-electric machines. This led also to effective
electrical motors for the first time. Again, the electro-magnetic induction of
Faraday gave the basis for that.

4 Modeling Electrical Phenomena by “Lines of Force”

Michael Faraday had, as we know, only little knowledge of mathematical for-
malisms. This is also shown in his important book on his researches in electric-
ity [3–5]. However with his concept of “lines of forces” he nevertheless made an
important contribution which allowed Maxwell to model electrical phenomena
by mathematical means. Maxwell set to himself the goal, to develop, by using
Faraday’s ideas, a mathematical theory of electricity which was to be different
from the already existing results of Ampère and Weber. Maxwell demonstrated
his results in a series of lectures in 1855/56. As a mathematical analogy he
used methods from the theory of hydromechanics in modelling the ideas of Fara-
day concerning his “lines of forces”. The scientific importance of these lectures
of Maxwell can be seen by the fact that Ludwig Boltzmann edited them in a
special volume of “Ostwald’s Klassiker der Exakten Wissenschaften” [14]. For
Maxwell the results of the 1855/56 lectures on Faraday’s lines of forces however
seemed not to attain his final satisfaction. In a series of papers on “On Physical
Lines of Force” in 1861/62 he took a more speculative point of view and this
time used, to model the electro-magnetical and electro-inductive phenomena,
mathematical methods as provided in theoretical mechanics by the concept of
molecular vortices. Maxwell got the idea of using this method from a paper by
William Thomson. This work of Maxwell again got edited by Ludwig Boltzmann
in “Ostwald’s Klassiker der Exakten Wissenschaften” [15]. In the Addendum to
this work Boltzmann made the following statements:

The translation of the lectures published in 1861/62 contain all Maxwell
equations for electro-magnetism, including the equations for moving bodies.



136 F. Pichler

[Furthermore:] The results of the series of lectures translated here has to
be considered as one of the most important achievements of the theory of
physics.

Boltzmann believes, as he states, that the mechanical models, elaborated
in detail by Maxwell found little interest among his colleagues in Germany.
Concerning the importance of the work he wrote the following:

Nobody will see a verification of the correctness of Maxwell equation sys-
tem by the mechanical models of this series of lectures. They will also be
of no use to cancel the arguments of Heinrich Hertz on the later work of
Maxwell, which does not try to derive the equations but considers them
solely as a phenomenological description of reality. However, the mechan-
ical models proved to be important means for Maxwell’s discoveries. They
allowed him to describe the electro-magnetic phenomena as a result of near
actions, contrary to the actions at distance of Ampère, Weber et al., which
follow the example of the gravitational forces of Newton. The equations of
Maxwell led also the way to the experiments which finally proved the exis-
tence of electro-magnetic waves. They certainly are the most interesting
mathematical formulas which the history of physics can offer.

5 On Maxwell’s Equation System

Although, according to Boltzmann, the paper “On Physical Lines of Force”
contains already the results of the later system of equations, today known as the
“Maxwell equations”, their original presentation was quite different. In his later
work, “A Dynamical Theory of the Electromagnetic Field” of 1864, published
in 1865 in the Transactions of the Royal Society [11], Maxwell neglected all
mechanical arguments and elaborated the resulting electrical facts by giving a
set of 20 equations involving 20 variables. These equations summarized all the
knowledge on electricity and its relation to magnetism which was known at this
time. They contain also the radical concept of the “Displacement Current” to
make Ampère’s equation for the generation of electro-magnetism valid also for
“open circuits” [18]. In the introduction to this work Maxwell made in point (20)
the following important remark:

The general equations are next applied to the case of magnetic disturbance
propagated through a non-conducting field, and it is shown that the only
disturbances which can be so propagated are those which are traverse to the
direction of propagation, and that the velocity v, found from experiments
such as those of Weber, which expresses the number of electrostatic units
of electricity which are contained in one electromagnetic unit. This velocity
is so nearly that of light, that it seems we have strong reasons to conclude
that light itself (including radiant heat, and other radiations if any) is an
electromagnetic disturbance in the form of waves propagated through the
electromagnetic field according to electromagnetic law.
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We know that Heinrich Hertz proved by his experiments in 1886 that Maxwell
was right to assume that light has the nature of electromagnetic waves. The
results derived in his paper of 1865 motivated Maxwell to publish his most
famous book with title “A Treatise on Electricity and Magnetism” in 1873.
The book covers in detail all aspects of the existing theoretical knowledge of
electricity of the time. Volume I deals with Electrostatics and Electrokinetics,
Volume II with Magnetism. Maxwell emphasizes in the preface of the book that
he followed Faraday’s “Experimental Researches in Electricity” by putting the
“mathematics” of Faraday in the conventional form of mathematical symbols.
Starting with “Faraday’s lines of Forces” (1855/56) followed by his work “On
Physical Lines of Force” (1861/62) and finally publishing his “A Dynamical
Theory of the Electromagnetic Field” (1865) and his “A Treatise on Electricity
and Magnetism” (1873) he found finally the set of equations which describe in
a fundamental manner the interplay between electricity and magnetism. Today
this set of equations, commonly called the “Maxwell equations”, as we will see,
are not presented in the form as originally derived by Maxwell. They appear
today in a form as later formulated by Heaviside [7] and by Hertz [8].

6 Deriving Maxwell Equations from the Fundamental
Laws of Faraday and Ampère

In this paper we are not able to show the different steps which Maxwell had to
take to develop his equations. It would be a very complicated story. Our way
to derive the first two of the equations consists of the following steps: We start
with the fundamental results of Faraday concerning electro-magnetic induction
and Ampère’s law of electro-magnetism. Using the concept of Faraday’s lines of
force we try to give a verbal formulation of Faraday’s law of electro-magnetic
induction, from which we derive their mathematical integral form. After the
modification of Ampère’s law by adding Maxwell’s displacement current we have
already again the equation in integral form.

Michael Faraday found, as we have seen before, that the change of the mag-
netic flux density B on a plane A generates, in an electrical wire wound around
A, an electro-motoric force U given by

U = − d

dt

∫
A

BdA (Faraday’s law of electro-magnetic induction) (5)

The minus sign comes from the fact that, according to the rule of Lenz, the
induced electro-motoric force U tries to equalize the electro-magnetic flux. (Bold
letters represent vector quantities.)

The results of Ampère concerning his law of electromagnetism can be
expressed as follows: The electrical current of density I through a plane A gen-
erates, on any closed curve R which goes around A, a magnetic potential which
is the sum of all locally given magnetic forces H on R. In mathematical form,
this can be expressed by the following equation∮

R

Hds =
∫
A

IdA (Ampère’s law of electromagnetism) (6)
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Maxwell, in analogy to the case of magnetic flux, made the assumption that
every electric current has to be closed. In consequence, he had to assume that
electrical charges changing in time induce also a change of the induced displace-
ment D. The associated electric current has then to be given by dD/dt. Following
this assumption of Maxwell in 6 and expressing in 5 the electromotoric force U
by summing up the electric force E on a curve R around A we get

∮
R

Eds = − d

dt

∫
A

BdA (Maxwell’s equation 1) (7)

∮
R

Hds =
∫
A

(
I +

dD
dt

)
dA (Maxwell’s equation 2) (8)

Summing up, the displacement D on A gives the charge q of A, since any
magnet has necessarily two poles; which means for magnetism that monopoles
do not exist (independent magnetic charges do not exist), therefore the magnetic
flux density B on any plane A computes to zero. In mathematical form we thus
have ∫

A

DdA = q (9)

∫
A

BdA = 0 (10)

Equations 7, 8 and also 9, 10 are integral equations. They reflect in mathe-
matical form Faraday’s concept of “line of force” to describe the electrical laws
for the interplay between electrical currents and generated magnetic effects and
vice versa in the 3-dimensional space. Maxwell in his paper on “physical line of
force”, when he found for the first time a version of his important equations, but
also in his later work, did not use integral equations. The application of the the-
ory of molecular vortices of hydromechanics led to solutions given by differential
equations. This type of equation is generally desired in physics, since it allows in
an easier way to include additional conditions which are required. We are in the
position to transform the integral equations, as given by 7–10 into differential
equations. The application of the theorem of Stokes to 7 and 8 gives

rotE = −dB
dt

(Maxwell’s equation 1) (11)

rotH = I +
dD
dt

(Maxwell’s equation 2) (12)

Applying the theorem of Gauß to 9 and 10 yields

divD = ρ (13)

divB = 0 (14)
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The Eqs. 11–14 are linear partial differential equations. They differ from the
equations which can be found in Maxwell’s work, including his final book the
“Treatise”. It was Oliver Heaviside who published for the first time this form of
the Maxwell equations [7].

To complete the picture we have to add the following “material” equations

D = εE (15)

B = μH (16)

I = σE (Ohm’s Law) (17)

7 Concluding Remarks

This paper tries to guide the reader from the time of the discovery of electro-
magnetism, electro-dynamics and electro-magnetic induction as accomplished by
Ørsted, Ampère and Faraday, up to the development of Maxwell’s equations. As
pointed out, Maxwell was not convinced that the theoretical work of the physi-
cists on the European continent, such as Ampère, Weber and Neumann, to name
the most active ones, had reached a final form in modeling electrical phenom-
ena. They followed the concept that electrically generated forces act instanta-
neously at a distance. The force of gravitation was a important example for it.
Maxwell studied electricity and magnetism carefully, using Faraday’s “Experi-
mental Researches in Electricity and Magnetism”. By Faraday’s method of the
“Lines of Force” Maxwell got the idea to develop a theory of electricity and mag-
netism which generate forces which act “in time” at a distance, the force being
carried by a medium between physical objects. From his equations, he found the
result that in a vacuum, which means that the carrier has the properties of the
ether, the speed of electro-magnetic action is equal to the speed of light. This
made him speculate that light could be considered as a electromagnetic wave.
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15. Maxwell, J.C.: Über Faraday’s Kraftlinien. Herausgegeben von L. Boltzmann. Ost-

wald’s Klassiker der Exakten Wissenschaften, vol. 102. Theil, Leipzig (1898)
16. Pfaff, C.: Der Elektro-Magnetismus, eine historisch-kritische Darstellung der bish-

erigen Entdeckungen nebst eigenthümlichen Versuchen, Hamburg (1824)
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Abstract. Inhomogeneous continuous-time Markov chain with a special
structure of infinitesimal matrix is considered as the queue-length pro-
cess for the corresponding queueing model with possible batch arrivals,
possible catastrophes and state-dependent control at idle time. For two
wide classes of such processes we suppose an approach is proposed for
obtaining explicit bounds on the rate of convergence to the limiting char-
acteristics.

1 Introduction

We consider the general nonstationary Markovian queueing model with possible
batch arrivals, possible catastrophes and state-dependent control at idle time.
The previous investigations in this area deal with different particular classes of
this general model, see, for instance, [1,2,4,7,8,13,14]. Detailed discussion and
references one can find in [7]. We obtain bounds on the rate of convergence for
such models and study some specific situations. The general approach is closely
connected with the notion of the logarithmic norm and the corresponding bounds
for the Cauchy matrix, and it has been described in [15].

Let
bk(t) be intensity of arrival of group of k customers to the non-empty queue,

which does not depend on the current size of the length of queue;
μk(t) be intensity of service of a customer in the queue, if the current size of

the length of queue equals k;
βk(t) be disaster (catastrophe) intensity, if the current size of the length of

queue equals k;
hk(t) be intensity of transition from zero to k (resurrection in terms of [7],

or mass arrivals in terms of [1]).
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Consider the corresponding queue-length process X(t). Then the intensity
matrix Q(t) = (qij(t))

∞
i,j=0 for X(t) takes the following form:

Q (t) =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

q00 (t) h1 (t) h2 (t) h3 (t) h4 (t) . . . . . .

β1 (t) + μ1 (t) q11 (t) b1 (t) b2 (t) . . . . . . . . .

β2 (t) μ2 (t) q22 (t) b1 (t) b2 (t) . . . . . .

. . . . . . . . . . . . . . . . . . . . .

βj (t) 0 . . . μj (t) qjj (t) b1 (t) . . .

...
...

...
...

...
...

. . .

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

where qii (t) are such that all row sums of the matrix equal to zero for any t ≥ 0.
Then, applying the modified combined approach of [15,17] we can obtain

bounds on the rate of convergence of the queue-length process to its limiting
characteristics and compute them. We separately consider the important special
cases.

2 Basic Notions

Denote by pij(s, t) = P {X(t) = j |X(s) = i}, i, j ≥ 0, 0 ≤ s ≤ t the transition
probabilities of X(t) and by pi(t) = P {X(t) = i} – the probability that X(t)
is in state i at time t. Let p(t) = (p0(t), p1(t), . . . )

T be probability distribution
vector at instant t. Applying the standard approach (see for instance [14,16])
we assume that all the intensity functions qij(t) are locally integrable on [0,∞).
Henceforth it is assumed that the intensity matrix Q(t) is essentially bounded,
i.e. supi |qii(t)| = L(t) ≤ L < ∞, for almost all t ≥ 0.

Probabilistic dynamics of the process {X(t), t ≥ 0} is given by the forward
Kolmogorov system

dp(t)
dt

= A(t)p(t), (1)

where A(t) = QT (t) = (aij(t))
∞
i,j=0 = (qji(t))

∞
i,j=0 is the transposed intensity

matrix.
Throughout the paper by ‖·‖ we denote the l1-norm, i. e. ‖p(t)‖ =

∑
k |pk(t)|,

and ‖A(t)‖ = supj

∑
i |aij |. Let Ω be a set all stochastic vectors, i.e. l1 vec-

tors with non-negative coordinates and unit norm. Hence we have ‖A(t)‖ =
2 supk |qkk(t)| ≤ 2L for almost all t ≥ 0. Hence the operator function A(t) from
l1 into itself is bounded for almost all t ≥ 0 and locally integrable on [0;∞).
Therefore we can consider (1) as a differential equation in the space l1 with
bounded operator.

It is well known (see [3]) that the Cauchy problem for differential equation
(1) has a unique solutions for an arbitrary initial condition, and p(s) ∈ Ω implies
p(t) ∈ Ω for t ≥ s ≥ 0.

Denote by E(t, k) = E(X(t)|X(0) = k) the conditional expected number of
customers in the system at instant t, provided that initially (at instant t = 0) k
customers were present in the system.
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Recall that a Markov chain {X(t), t ≥ 0} is called weakly ergodic, if ‖p∗(t)−
p∗∗(t)‖ → 0 as t → ∞ for any initial conditions p∗(0) and p∗∗(0), where p∗(t)
and p∗∗(t) are the corresponding solutions of (1). A Markov chain {X(t), t ≥ 0}
has the limiting mean ϕ(t), if limt→∞ (ϕ(t) − E(t, k)) = 0 for any k.

3 Nonstationary MX/Mn/1 Queue Without
Catastrophes with the Special Resurrection Intensities

In this section we study as in [7] the queueing model without catastrophes (i.e.
all βj (t) = 0) with the special resurrection rates hj (t) = bj (t), for any j, t. In
addition, we suppose in this section that bk+1(t) ≤ bk(t) for all k.

In accordance with these assumptions, we arrive at the model described in [16,
17] as queue with state-independent batch arrivals and state-dependent service
intensities. Since p0(t) = 1−∑∞

i=1 pi(t) due to normalization condition, one can
rewrite the system (1) as follows:

dz(t)
dt

= B(t)z(t) + f(t), (2)

with z(t) = (p1(t), p2(t), . . . )
T , f(t) = (a10(t), a20(t), . . . )

T , and the correspond-
ing bij(t) = aij(t) − ai0(t), i, j ≥ 1.

Put now y = D (z∗ − z∗∗), where D is the upper triangular matrix:

D =

⎛
⎜⎜⎜⎝

d1 d1 d1 · · ·
0 d2 d2 · · ·
0 0 d3 · · ·
...

...
...

. . .

⎞
⎟⎟⎟⎠ .

Then one has:
dy(t)

dt
= BD(t)y(t), (3)

where BD(t) = DB(t)D−1 = bi,j,D(t) with elements bi,i+1,D(t) = di

di+1
μi(t),

bi+k,i,D(t) = di+k

di
bk(t), and all other off-diagonal elements equal zero for any

t ≥ 0. Hence matrix BD(t) is essentially nonnegative for any t ≥ 0, therefore we
can apply the notion of logarithmic norm of an operator function and related
bounds.

Recall the respective notion and the corresponding bounds.
Namely, if K (t) , t ≥ 0 is a one-parameter family of bounded linear operators

on a Banach space B, then

γ (K (t))B = lim
h→+0

‖I + hK (t)‖ − 1
h

(4)

is called the logarithmic norm of the operator K (t). If B = l1 then the operator
K (t) is given by the matrix K (t) = (kij (t))∞

i,j=0, t ≥ 0, and the logarithmic
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norm of K (t) can be found explicitly:

γ (K (t)) = sup
j

⎛
⎝kjj (t) +

∑
i�=j

|kij (t)|
⎞
⎠ , t ≥ 0.

Then one has the following bound on the rate of convergence

‖x(t)‖ ≤ e
∫ t
0 γ(K(τ))dτ‖x(0)‖,

if x(t) is an arbitrary solution of the differential equation

dx(t)
dt

= K(t)x(t),

with the corresponding initial condition x(0).
Moreover, if the matrix K(t) is essentially nonnegative then

γ (K (t)) = sup
j

∑
i

kij (t) , t ≥ 0.

In this situation there is a number of classes of processes with possibility of
sharp bounding the rate of convergence, see details in [15–17].

Put

αj(t) = μj (t) − dj−1

dj
μj−1 (t) +

∞∑
i=1

(
1 − di+j

dj

)
bi (t) ,

and α(t) = inf αj(t).
Then we can compute

γ (BD(t)) = sup
j

∑
i

bi,j,D (t) = −α(t).

Therefore the corresponding results of [16,17] give us the following statement.

Theorem 1. Let there exist an increasing sequence {dj , j ≥ 1} of positive
numbers with d1 = 1, such that

∫ ∞

0

α(t) dt = +∞. (5)

Then the Markov chain X(t) is weakly ergodic and the following bound holds:

‖y (t) ‖ ≤ e− ∫ t
s

α(u)du‖y (s) ‖, (6)

for any initial conditions s ≥ 0, p∗(s), p∗∗(s) and any t ≥ s. Moreover, if
W = infi≥1

di

i > 0, then X(t) has the limiting mean and

|ϕ(t) − E(t, k)| ≤ 2
W

e− ∫ t
s

α(u)du‖y(s)‖, (7)

for any s ≥ 0, t ≥ s, and any k.
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Remark 1. One can apply all the bounds both for the ordinary nonstationary
M/M/S queue and for nonstationary MX/M/S queue with batch arrivals and S
servers, the corresponding results one can find in [5,17]. Moreover, these bounds
give us the way for obtaining the perturbation bounds and for computing of the
limiting characteristics of the corresponding queue-length-process, see [9–12].

4 General Nonstationary MX/Mn/1 Queue with Mass
Arrivals and Catastrophes

Let now resurrection intensities hj(t) be arbitrary locally integrable functions
such that h0(t) =

∑
i≥1 hj(t) ≤ L in accordance with our general assumptions.

Let catastrophe intensities be essential, i.e. let
∫ ∞

0

β∗ (t) dt = +∞, (8)

where β∗ (t) = infi βi (t).
Rewrite the forward Kolmogorov system (1) as

dp
dt

= A∗ (t)p + g (t) , t ≥ 0. (9)

Here g (t) = (β∗ (t) , 0, 0, . . . )T , A∗ (t) =
(
a∗

ij (t)
)∞
i,j=0

, and

a∗
ij (t) =

{
a0j (t) − β∗ (t) , if i = 0,

aij (t) , otherwise .
(10)

Put now w = D (p∗ − p∗∗), where D be the diagonal matrix D =
diag (d0, d1, d2, . . . ) and {di}, 1 = d0 ≤ d1 ≤ . . . is a non-decreasing sequence of
positive numbers.

Then one has:
dw(t)

dt
= A∗

D(t)w(t), (11)

where A∗
D(t) = DA∗(t)D−1 = a∗

i,j,D(t) with the corresponding elements. Hence
matrix A∗

D(t) is essentially nonnegative for any t ≥ 0, therefore we can apply the
notion of logarithmic norm of an operator function and related bounds.

Put firstly all dj = 1.
Then we have

γ (A∗
D(t)) = sup

j

∑
i

a∗
i,j (t) = −β∗(t).

Then the corresponding results of [13–15] give us the following statement.
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Theorem 2. Let catastrophe rates be essential, i.e. assumption (8) be fulfilled.
Then the queue-length process X (t) is weakly ergodic in the uniform operator
topology and the following bound hold

‖p∗ (t) − p∗∗ (t)‖ ≤

≤ e
−

t∫

0
β∗(τ) dτ ‖p∗ (0) − p∗∗ (0)‖ ≤ 2e

−
t∫

0
β∗(τ) dτ

, (12)

for any initial conditions p∗ (0) ,p∗∗ (0) and any t ≥ 0.

Let now, in the contrary numbers di grow fast enough.
Put

β∗∗(t) = inf
i

⎛
⎝|a∗

ii(t)| −
∑
j �=i

dj

di
a∗

ji(t)

⎞
⎠ . (13)

Then

γ (A∗
D(t)) = sup

i

∑
j

dj

di
a∗

j,i (t) = −β∗∗(t),

and we obtain the following statement.

Theorem 3. Let {di}, 1 = d0 ≤ d1 ≤ . . . be a non-decreasing sequence such
that W = infi≥1

di

i > 0, and
∫ ∞

0

β∗∗(t) dt = +∞. (14)

Then X(t) has the limiting mean, say φ(t) = E(t, 0), and the following bound
holds:

|E(t, j) − E(t, 0)| ≤ 1 + dj

W
e

−
t∫

0
β∗∗(τ) dτ

, (15)

for any j and any t ≥ 0.

Remark 2. One can apply all the bounds for the specific classes of queueing mod-
els which are connected with nonstationary MX/M/S queue with batch arrivals,
S servers and possible resurrections and catastrophes. The corresponding results
for these models in the cases considered were firstly obtained in [13–15].

Remark 3. Such processes can be applied also for modeling of geoinformation
systems, see for instance [6].

Acknowledgments. The work by Zeifman was supported by the State scientific grant
of the Vologda region.
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Abstract. The inhomogeneous Prendiville process in the presence of
catastrophes at a generic state of the space of the states is considered.
The transition probabilities and the moments are determined in closed
form for the homogeneous case and when the intensities of the involved
processes have the same time dependence.

1 Introduction

The Prendiville process is a birth-death (BD) process defined on a discrete finite
space and characterized by state dependent rates: the births are favorite when
the population size is low and the deaths are more frequent for large size of the
populations. This process has been extensively used in biology, in physics, in
population dynamic and in epidemiology. In [14], it was also considered as an
adaptive queueing system model with finite capacity in which the customers are
discouraged to joint the queue when the queue size is large and, at the same
time, the server accelerates the service. A theoretical study of the time-non-
homogeneous Prendiville process can be found in [22].

In the present paper, we study the Prendiville process under the effect of
random jumps or catastrophes. Specifically, a catastrophe is an event that occurs
at random times and produces an instantaneous variation of the state of the system
by passing from the current state to a fixed state. The literature concerning the BD
processes subject to catastrophes is very wide (see, for instance, [1–12,15–21]). The
catastrophes assume various meaning depending on the applicative context: for
example, a catastrophe at zero state can be considered as the effect of a fault that
clears the queue, while in a population dynamics a catastrophe can be interpreted
as the effect of an epidemic or an extreme natural disaster (forest fire, flood,...).

Let ˜N(t) be a Prendiville BD process defined in S = [L,H] with 0 ≤ L <
H < +∞ and let {Nk(t), t ≥ 0}, with k ∈ S, be the Prendiville process
subject to jumps at the state k. We assume that the transition rate functions
rj,n(t) = limh↓0 P [Nk(t + h) = n|Nk(t) = j]/h are defined as follows:

rn,n+1(t) = αn(t) = λ(t) (H − n), rn,n−1(t) = βn(t) = μ(t)(n − L), n ∈ S,

rn,k(t) = ξ(t), ∀ n ∈ S \ {k}, (1)
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where λ(t) > 0, μ(t) > 0, ξ(t) ≥ 0 are continuous functions of the time.
The outline of the paper is the following. To study the process Nk(t), we

consider the relations between the processes ˜N(t) and Nk(t); then, closed form
results are obtained; finally, some numerical cases are discussed.

2 The Prendiville Process with Jumps

The transition probabilities pj,n;k(t|t0) = P{Nk(t) = n |Nk(t0) = j} satisfy the
following system:

d

dt
pj,n;k(t|t0) = −[αn(t) + βn(t) + ξ(t)]pj,n;k(t|t0) + αn−1(t)pj,n−1;k(t|t0)

+βn+1(t)pj,n+1;k(t|t0), (j ∈ S, n ∈ S \ {k})
d

dt
pj,k;k(t|t0) = −[αk(t) + βk(t) + ξ(t)]pj,k;k(t|t0) + αk−1(t)pj,k−1;k(t)

+βk+1(t)pj,k+1;k(t|t0) + ξ(t)

and the initial condition limt↓t0 pj,n;k(t|t0) = δj,n. Moreover, assuming that

lim
t→+∞

∫ t

t0

ξ(u) du = +∞, (2)

the probabilities pj,n(t|t0) can be related to the transition probabilities p̃j,n(t|t0)
of the process ˜N(t). Indeed, conditioning on the time of the first catastrophe,
we have:

pj,n;k(t|t0) = ϕ(t|t0) p̃j,n(t|t0) +
∫ t

t0

ξ(τ)ϕ(τ |t0) pk,n;k(t|τ) dτ, (3)

whereas, conditioning on the age of the catastrophes process, we obtain:

pj,n;k(t|t0) = ϕ(t|t0) p̃j,n(t|t0) +
∫ t

t0

ξ(τ)ϕ(t|τ) p̃k,n(t|τ) dτ, (4)

where ϕ(t|t0) = exp
{

−
∫ t

t0
ξ(u)du

}

. The 	th-order moments of the processes
˜N(t) and Nk(t) satisfy the following relation:

M�(t|j, t0) = ϕ(t|t0) ˜M�(t|j, t0) +
∫ t

t0

ξ(τ)ϕ(t|τ) ˜M�(t|k, τ) dτ.

Let
Tj,k(t0) = inf{t ≥ t0 : Nk(t) = k}, Nk(t0) = j

be the first visit time (FVT) of Nk(t) to k starting from the state j; one has:

gj,k(t|t0) =
dP{Tj,k(t0) ≤ t}

dt

= ϕ(t|t0) g̃j,k(t|t0) + ξ(t)ϕ(t|t0)
[

1 −
∫ t

t0

g̃j,k(τ |t0) dτ

]

, (5)
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where g̃j,k(t|t0) is the pdf of the first passage time (FPT) of ˜N(t) from j to k.
Note that

∫ +∞
t0

gj,k(τ |t0) dτ = 1, hence the FVT of Nk(t) to k occurs with

probability 1, whereas
∫ +∞

t0
g̃j,k(τ |t0) dτ ≤ 1.

2.1 The Prendiville Process

The transient behavior of the Prendiville process with jumps can be obtained by
using the results of the Prendiville process in the absence of jumps. As proved in
[22], the process [ ˜N(t)| ˜N(t0) = j] is distributed as a shifted sum of independent
binomial variables:

[ ˜N(t)| ˜N(t0) = j] ∼ L + Bin(j − L, b1(t|t0)) + Bin(H − j, b2(t|t0)), (6)

where

b1(t|t0) = exp{−A(t|t0)}
[

1 +
∫ t

t0

λ(u) exp{A(u|t0)} du

]

,

b2(t|t0) = 1 − exp{−A(t|t0)}
[

1 +
∫ t

t0

μ(u) exp{A(u|t0)} du}
]

,

with

A(t|t0) =
∫ t

t0

[λ(u) + μ(u)] du. (7)

Specifically, we have:

p̃j,n(t|t0) = [b1(t|t0)]n−L[1 − b2(t|t0)]H−j [1 − b1(t|t0)]j−n

×
min(H−j,n−L)

∑

�=max(0,n−j)

(

H − j

	

)(

j − L

n − L − 	

)

[b2(t|t0)
b1(t|t0)

1 − b1(t|t0)
1 − b2(t|t0)

]�

j, n ∈ S. (8)

Note that if the process starts from one of the end points of S, then one of the
random variables in (6) becomes degenerate; in these cases one has:

[ ˜N(t)| ˜N(t0)=L]∼L + Bin(H − L, b2(t|t0)),
[ ˜N(t)| ˜N(t0)=H]∼L + Bin(H − L, b1(t|t0)).

Recalling (4) one can determine the transition probabilities via numerical pro-
cedures. Moreover, making use of (6), the moments generating function is

˜M(z, t|j, t0) = eLz
[

1 − b1(t|t0) + b1(t|t0)ez
]j−L[

1 − b2(t|t0) + b2(t|t0)ez
]H−j

.

3 Closed Form Results

In this section, we consider some particular cases in which the transition prob-
abilities pj,n;k(t|t0) can be expressed in a closed form.
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- The homogeneous case. Let

αn(t) = λ(H − n) βn(t) = μ(n − L), ξ(t) = ξ. (9)

In this case, from (4), making use of (8) one has

pj,n;k(t) = e−ξt p̃j,n(t) + ξ

∫ t

0

e−ξτ p̃k,n(τ) dτ = e−ξt p̃j,n(t) +
ξλH−kμk−L

(λ + μ)H−L

×
min(H−k,n−L)

∑

i=max(0,n−k)

(

H − k

i

)(

k − L

n − L − i

)

Ik−n+2i,H−k−i,n−L−i(ξ, t), (10)

where pj,n;k(t) ≡ pj,n;k(t|0) and

Ia,b,c(ξ, t) =
∫ t

0

e−ξτ
[

1 − e−(λ+μ)τ
]a[μ

λ
+ e−(λ+μ)τ

]b[λ

μ
+ e−(λ+μ)τ

]c

dτ,

with a, b, c non negative integers. The integral Ia,b,c(ξ, t) can be evaluated by
using the change of integration variable y = e−(λ+μ) τ and some series expan-
sions. In this way one obtains

Ia,b,c(ξ, t) =
1

λ + μ

∫ 1

e−(λ+μ)t

yξ/(λ+μ)−1(1 − y)a
(μ

λ
+ y

)b(λ

μ
+ y

)c

dy

=
a

∑

h=0

(

a

h

)

(−1)h
b

∑

i=0

(

b

i

)

(μ

λ

)b−i c
∑

r=0

(

c

r

)

(λ

μ

)c−r 1 − e−[ξ+(λ+μ)(h+i+r)]t

ξ + (λ + μ)(h + i + r)
· (11)

Moreover, the moments can be calculated; in particular the mean is:

E[Nk(t)|Nk(0) = j]

=
e−(λ+μ+ξ)t

[(

e(λ+μ+ξ)t − 1
)

(Hλ + Lμ + kξ) + j(λ + μ + ξ)
]

λ + μ + ξ
· (12)

Let qn;k be the steady state distribution for Nk(t). We have:

qn;k = lim
t→∞ pj,n;k(t) = lim

t→∞

[

e−ξt p̃j,n(t) + ξ

∫ t

0

e−ξτ p̃k,n(τ) dτ

]

≡ ξ ˜Πk,n(ξ),

where

˜Πj,n(s) =
∫ +∞

0

e−stp̃j,n(t) dt

=
λH−jμj−L

(λ + μ)H−L

min(H−j,n−L)
∑

�=max(0,n−j)

(

H − j

	

)(

j − L

n − L − 	

)

Ij−n−2�,H−j−�,n−L−�(s)

is the Laplace transform (LT) of the transition probability p̃j,n(t) with

Ia,b,c(s)=
a

∑

h=0

(

a

h

)

(−1)h
b

∑

i=0

(

b

i

)

(μ

λ

)b−i c
∑

r=0

(

c

r

)

(λ

μ

)c−r 1
s + (λ + μ)(h + i + r)

·
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The LT ˜Πi,j(s) plays a role also in the FVT problem. Indeed, due to (5), one
can write

γj,k(s) =
∫ ∞

0

e−stgj,k(t)dt =
ξ

s + ξ
+

s

s + ξ
γ̃j,k(s) (j 	= k), (13)

where γ̃j,k(s) = ˜Πj,k(s + ξ)/ ˜Πk,k(s + ξ) is the LT of the FPT density. Moreover,
from (13), one obtains P(Tj,k < ∞) =

∫ ∞
0

gj,k(t)dt ≡ γj,k(0) = 1, so the FVT is
a certain event, the moments of the FVT can be evaluated as follows:

E(T l
j,k) = (−1)l d

lγj,k(s)
dsl

∣

∣

∣

∣

s=0

.

For the process (9), in Fig. 1 the transition probabilities p0,n;0(t) for n = 0, 1, 2, 3
with λ = 0.5, μ = 1 and L = 0, H = 10 are plotted for various choices of ξ. Note
that in the asymptotic behavior the probabilities increase with ξ for n = 0, 1, 2
whereas they decrease for n = 3 as ξ increases, this last behavior is common to
the probabilities for n > 3. For the same choices of the parameters in Fig. 2 the
mean and the coefficient of the variation are plotted. As expected, due to the
choice of k = 0, the mean decreases as ξ increases.

Fig. 1. For th process (9) the probabilities p0,n;0(t) for n = 0, 1, 2, 3 with λ = 0.5, μ = 1
and L = 0, H = 10 and ξ = 0, 0.2, . . . , 1 are plotted as function of the time.

- An inhomogeneous case. Let

αn(t) = λψ(t)(H − n), βn(t) = μψ(t)(n − L), ξ(t) = ξψ(t), (14)
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Fig. 2. Mean and coefficient of variation for N0(t) with N0(0) = 0 for the same param-
eters of Fig. 1.

where ψ(t) is a continuous function such that

lim
t→∞

∫ t

t0

ψ(u) du = +∞.

Inhomogeneous BD processes with rates characterized by the same time depen-
dence are treated also in [13]. In this case, the transformation Ψ(t|t0) =
∫ t

t0
ψ(u) du (t ≥ t0) allows to bring the transient analysis of the process Nk(t) to

the case of the Prendiville process with jumps obtained by setting ψ(t) = 1. In
this way, we obtain:

pj,n;k(t|t0) = e−ξΨ(t|t0) p̃j,n(Ψ(t|t0)) +
ξλH−kμk−L

(λ + μ)H−L

min(H−k,n−L)
∑

i=max(0,n−k)

(

H − k

i

)

×
(

k − L

n − L − i

)

Ik−n+2i,H−k−i,n−L−i(ξ, Ψ(t|t0)),

with p̃j,n(t) given in (10) and Ia,b,c(ξ, t) defined in (11). Moreover, the mean can
be obtained from (12) by substituting t with Ψ(t|t0).
For the numerical analysis of the inhomogeneous case, we consider the following
periodic function

ψ(t) = D +
[

1 − cos
(

2π t

Q

)] [

A + B sin
(

2π t

Q

)

+ C

(

2π t

Q

)]

. (15)

For the process (14), in Fig. 3 the transition probabilities p0,n;0(t|0) for n =
0, 1, 2, 3 are plotted; the parameters are chosen as follows: λ = 0.5, μ = 1, L =
0, H = 10, ψ(t) given in (15) with A = 0.05, B = 0.04, C = 0.1, D = 1/4 and
period Q = 2. Due to the periodicity of the function ψ(t), the transition prob-
abilities admit the asymptotic behavior given by qn;k(t) = lim�→+∞ pj,n;k(t|t0).
For the same choices of the parameters in Fig. 4 the mean and the coefficient of
the variation are plotted. Due to the choice of k = 0, the mean decreases as ξ
increases. Note that the periodic behavior of ψ(t) also affects the probabilities
and the moments.
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Fig. 3. For the process (14) the probabilities p0,n;0(t|0) for n = 0, 1, 2, 3 with λ =
0.5, μ = 1 and L = 0, H = 10 and ξ = 0, 0.2, . . . , 1; ψ(t) is chosen as in (15) with
A = 0.05, B = 0.04, C = 0.1, D = 1/4 and Q = 2.

Fig. 4. Mean and coefficient of variation for N0(t) with N0(0) = 0 for the same param-
eters of Fig. 3.
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Abstract. Starting from a special birth-death process, obtained via the
composition method applied to two double-ended systems, we consider a
restricted birth-death process and construct the corresponding symmet-
ric process with respect to zero state.

1 Introduction and Background

Continuous-time birth-death (BD) chains are frequently used in queueing sys-
tems, mathematical finance, reliability theory, populations growth, epidemiology
and ecology to model the stochastic transient and asymptotic dynamics of real
systems. In the literature, a relevant effort has been devoted to analyze BD pro-
cesses also under the effect of catastrophes and/or with time dependent rates
by focusing on the determination of (i) the transition probabilities for unre-
stricted and restricted BD chain; (ii) the first-passage time (FPT) densities in
the presence of absorbing and reflecting boundaries; (iii) the symmetry relations
between transition probabilities and FPT densities for different BD chains (cf.,
for instance, [1]–[14]).
In this paper, by starting from a double-ended BD process obtained via the
composition method applied to two continuous-time BD chains, we obtain some
restricted and unrestricted BD processes. Specifically, by assuming that 0 ≤ ϑ ≤
1, λ > 0, μ > 0 and � = λ/μ,

• In Sect. 2, we consider the BD process {R(t), t ≥ 0} on the nonnegative
integers, with 0 reflecting boundary, characterized by birth and death rates:

˜λn := λ
ϑ + (1 − ϑ)�−n−1

ϑ + (1 − ϑ)�−n
, n ∈ N0, μ̃n := μ

ϑ + (1 − ϑ)�−n+1

ϑ + (1 − ϑ)�−n
, n ∈ N; (1)

• In Sect. 3, we focus on the symmetric BD chain {N(t), t ≥ 0} on Z charac-
terized by rates:

λn = μ−n = λ
ϑ + (1 − ϑ)�−n−1

ϑ + (1 − ϑ)�−n
, n ∈ N0,

μn = λ−n = μ
ϑ + (1 − ϑ)�−n+1

ϑ + (1 − ϑ)�−n
, n ∈ N.

(2)
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Let {˜Mi(t), t ≥ 0} (i = 1, 2) be a double-ended system conditioned to start from
j at time 0, with birth rates λi,n and death rates μi,n (n ∈ Z). For n ∈ Z, we
set λ1,n = λ, μ1,n = μ and λ2,n = μ, μ2,n = λ. The transition probabilities
˜f
(i)
j,n(t) = P{˜Mi(t) = n|˜Mi(0) = j} of ˜Mi(t) is (see, for instance, [1]):

˜f
(i)
j,n(t) = �(−1)i+1(n−j)/2 e−(λ+μ) t In−j

(

2 t
√

λμ
)

, j, n ∈ Z, (3)

where Iν(z) =
∑∞

m=0 (z/2)ν+2m/[m!(m + ν)!] (ν ∈ N0) denotes the modified
Bessel function of the first kind. We note that

˜f
(2)
j,n (t) = �−(n−j)

˜f
(1)
j,n (t), j, n ∈ Z. (4)

Let ˜T (i)
j,n be the first-passage time (FPT) from j to n for ˜M (i)(t) (i = 1, 2) and

let g̃
(i)
j,n(t) be its probability density function (pdf). One has:

g̃
(i)
j,n(t) =

|n − j|
t

˜f
(i)
j,n(t), j, n ∈ Z, j �= n, i = 1, 2 (5)

and, from (4), it follows g̃
(2)
j,n(t) = �−(n−j) g̃

(1)
j,n(t) for j, n ∈ Z, j �= n.

1.1 Composition Method

Let 0 ≤ ϑ ≤ 1 be a real number and, for any fixed t ≥ 0, let ˜Uj(t) be a random
variable uniform in (0, 1), independent on ˜M1(t) and ˜M2(t). We consider the
discrete stochastic process {˜M(t), t ≥ 0} obtained by the composition method:

˜M(t) =

{

˜M1(t), 0 ≤ ˜Uj(t) < ˜Qj(ϑ)
˜M2(t), ˜Qj(ϑ) ≤ ˜Uj(t) < 1,

where ˜Qj(ϑ) = ϑ/[ϑ + (1 − ϑ)�−j ], j ∈ Z. The transition probability ˜ξj,n(t) =
P{˜M(t) = n|˜M(0) = j} of ˜M(t) is a mixture of the probabilities ˜f

(1)
j,n (t) and

˜f
(2)
j,n (t), so that from (4) it follows:

˜ξj,n(t) = ˜Qj(ϑ) ˜f
(1)
j,n (t) +

[

1 − ˜Qj(ϑ)
]

˜f
(2)
j,n (t) =

ϑ + (1 − ϑ)�−n

ϑ + (1 − ϑ)�−j
˜f
(1)
j,n (t), (6)

for j, n ∈ Z. The infinitesimal rates of the discrete process ˜M(t) are:

˜λn := lim
h↓0

˜ξn,n+1(h)
h

= λ
ϑ + (1 − ϑ)�−n−1

ϑ + (1 − ϑ)�−n
, n ∈ Z

μ̃n := lim
h↓0

˜ξn,n−1(h)
h

= μ
ϑ + (1 − ϑ)�−n+1

ϑ + (1 − ϑ)�−n
, n ∈ Z,

(7)

so that ˜λn + μ̃n = λ + μ for n ∈ Z.
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1.2 Birth-Death Chain ˜N(t)

Let { ˜N(t), t ≥ 0} be a BD chain on Z with rates given in (7). Some results on the
transition probabilities and on FPT densities for ˜N(t) are given in [8] and [9].
Moreover, one can prove that ˜N(t) d= ˜M(t) for all t ≥ 0, i.e. the BD process ˜N(t)
is distributed as ˜M(t). Hence, denoting by ˜fj,n(t) = P{ ˜N(t) = n| ˜N(0) = j},
from (6), it follows:

˜fj,n(t) =
ϑ + (1 − ϑ)�−n

ϑ + (1 − ϑ)�−j
e−(λ+μ) t �(n−j)/2 In−j

(

2 t
√

λμ
)

, j, n ∈ Z. (8)

For j, n ∈ Z, we denote by

˜Λj,n(t) = − d

dt
P{ ˜N(t) < n| ˜N(0) = j} = ˜λn−1

˜fj,n−1(t) − μ̃n
˜fj,n(t) (9)

the probability current in the state n at time t, conditioned upon ˜N(0) = j.
Let ˜Tj,n be the FPT for the BD process ˜N(t) and let g̃j,n(t) be its pdf. For
j, n ∈ Z, n �= j one has:

g̃j,n(t) =
ϑ + (1 − ϑ)�−n

ϑ + (1 − ϑ)�−j
g̃
(1)
j,n(t) =

ϑ + (1 − ϑ)�−n

ϑ + (1 − ϑ)�−j

|n − j|
t

˜f
(1)
j,n (t). (10)

We note that the Laplace transform (LT) of the transition probability ˜fj,n(t) is:

ϕ̃j,n(s)=
∫ +∞

0

e−st
˜fj,n(t) dt =

ϑ + (1 − ϑ)�−n

ϑ + (1 − ϑ)�−j

[ψε(s)]n−j

μ[ψ1(s) − ψ2(s)]
, j, n ∈ Z, (11)

where ε = 1 if n ≤ j, ε = 2 if n > j and

ψ1(s), ψ2(s) =
s + λ + μ ±

√

(s + λ + μ)2 − 4λμ

2μ
, ψ1(s) > ψ2(s).

Therefore, from (9), the LT of the probability current ˜Λj,n(t) is:

˜Ωj,n(s) =
∫ ∞

0

e−st
˜Λj,n(t) dt =

[ψε(s)]n−j

μ [ψ1(s) − ψ2(s)]

×μϑ [ψ3−ε(s) − 1] + (1 − ϑ) �−n [μψ3−ε(s) − λ]
ϑ + (1 − ϑ)�−j

, j, n ∈ Z. (12)

In particular, for j = n = 0 one has:

˜Ω0,0(s) =
μψ2(s) − μϑ − λ (1 − ϑ)

μ [ψ1(s) − ψ2(s)]
· (13)

Furthermore, from (10) the LT of the FPT pdf g̃j,n(t) is:

γ̃j,n(s) =
∫ ∞

0

e−st g̃j,n(t) dt =
ϑ + (1 − ϑ)�−n

ϑ + (1 − ϑ)�−j
[ψε(s)]n−j , j, n ∈ Z. (14)

The LT’s ϕ̃j,n(s), ˜Ωj,n(s) and γ̃j,n(s), given in (11), (13) and (14), play an
important role to determine the transition probabilities of the restricted BD
process R(t) and of the symmetric BD chain N(t).
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2 Restricted Birth-Death Process

Let {R(t), t ≥ 0} be a continuous-time BD process with state space N0 =
{0, 1, . . .}, 0 being a regular reflecting state, characterized by BD rates given
in (1). The transition probabilities pj,n(t) = P{R(t) = n|R(0) = j} of R(t)
satisfy the following relation (cf. [10]):

pj,n(t) = ˜fj,n(t) −
∫ t

0

˜Λj,0(u) p0,n(t − u) du, j, n ∈ N0, (15)

where ˜fj,n(t) and ˜Λj,n(t) are the transition probabilities and the probability
current of the BD chain ˜N(t). For j, n ∈ N0, let πj,n(s) =

∫ +∞
0

e−st pj,n(t) dt be
the LT of the transition probabilities pj,n(t). From (15), recalling (11) and (12),
one is led to

π0,n(s) =
ϕ̃0,n(s)

1 + ˜Ω0,0(s)
=

[

ϑ + (1 − ϑ) �−n
]

[ψ2(s)]n

μψ1(s) − μϑ − λ (1 − ϑ)
, n ∈ N0,

(16)

πj,n(s) = ϕ̃j,n(s) − ˜Ωj,0(s) π̃0,n(s) =
ϑ + (1 − ϑ) �−n

ϑ + (1 − ϑ) �−j

{

[ψε(s)]n−j

μ [ψ1(s) − ψ2(s)]

− �−j [ψε(s)]n+j

μ [ψ1(s) − ψ2(s)]
+

�−j [ψ2(s)]n+j

μψ1(s) − μϑ − λ (1 − ϑ)

}

, j, n ∈ N0

where ε = 1 if n ≤ j, ε = 2 if n > j. Taking the inverse LT in (16), after some
calculations, the transition probabilities pj,n(t) of R(t) can be obtained:

pj,n(t) =
ϑ + (1 − ϑ) �−n

ϑ + (1 − ϑ) �−j
e−(λ+μ)t

{

�(n−j)/2 In−j(2t
√

λμ)

+
β

λ
�(n−j+1)/2 In+j+1(2t

√

λμ) + �−j
(λ

β

)n+j(

1 − λμ

β2

)

×
+∞
∑

k=n+j+2

(β

λ

)k

�k/2 Ik(2t
√

λμ)
}

, j, n ∈ N0. (17)

where β = μϑ + λ (1 − ϑ). In Figs. 1 and 2, the probabilities pj,n(t), given in
(17), are plotted for t = 10, λ = 1.0, μ = 2.0 and for some values of ϑ.

3 Symmetric BD Chain with Respect to Zero State

Let {N(t), t ≥ 0} be a BD chain with state-space Z characterized by BD rates
given in (2). Since the chain N(t) is symmetric with respect to zero state, the
transition probabilities fj,n(t) = P{N(t) = n|N(0) = j} are such that fj,n(t) =
f−j,−n(t) for all j, n ∈ Z, so that f0,0(t) + 2

∑+∞
n=1 f0,n(t) = 1. Hence, we have:

+∞
∑

n=1

ϕ0,n(s) =
1 − sϕ0,0(s)

2 s
,
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Fig. 1. The probabilities p0,n(t) are plotted for λ = 1.0, μ = 2.0 and t = 10.

Fig. 2. The probabilities pj,n(t) are plotted for j = 3, λ = 1.0, μ = 2.0 and t = 10.



Continuous-Time Birth-Death Chains by the Composition Method 163

where ϕj,n(s) are the LT of the probabilities fj,n(t). Moreover, the LT Ωj,n(s)
of the probability current Λj,n(t) = − d

dtP{N(t) < n|N(0) = j}, satisfies the
following relations:

Ω0,0(s) = [−1 + sϕ0,0(s)]/2, Ωj,0(s) = γj,0(s)Ω0,0(s), j ∈ N,

where γj,0(s) is the LT of the FPT pdf gj,0(t) from j to 0 for N(t). The proba-
bilities fj,n(t) for N(t) can be expressed in terms of the probabilities pj,n(t) of
the restricted process R(t) and of the probability current Λj,0(t) of N(t):

fj,n(t) = pj,n(t) +
∫ t

0

Λj,0(u) p0,n(t − u) du, j, n ∈ N0, (18)

with pj,n(t) given in (17). Hence, taking the LT’s in (18), one obtains:

ϕ0,n(s) = ϕ0,−n(s) =
π0,n(s)

2 − s π0,0(s)
, n ∈ N0 (19)

ϕj,n(s) = ϕ−j,−n(s) =

⎧

⎨

⎩

πj,n(s) + Ωj,0(s)π0,n(s), j ∈ N, n ∈ N0

γj,0(s)ϕ0,n(s), n < 0 < j.
(20)

In order to obtain fj,n(t) for j, n ∈ Z, we now consider the following cases:
Case j = 0. Substituting π0,n(s), given in (16), in (19), one has:

ϕ0,n(s) = ϕ0,−n(s) =
π0,n(s)

2 − s π0,0(s)
=

[

ϑ + (1 − ϑ)�−n
]

[ψ2(s)]n

2μψ1(s) − 2μϑ − 2λ (1 − ϑ) − s

= −
[

ϑ + (1 − ϑ)�−n
]

[ψ2(s)]n+1

μψ2
2(s) + (λ − μ)(1 − 2ϑ)ψ2(s) − λ

, n ∈ N0, (21)

from which, taking the inverse LT, one obtains:

f0,n(t) = f0,−n(t) =
[
ϑ + (1 − ϑ)�−n

]
e−(λ+μ)t�n/2

[
In(2t

√
λμ) +

(λ − μ)(2ϑ − 1)

μ(z1 − z2)

×
+∞∑

k=n+1

(−1)k−n�−(k−n)/2 Ik(2t
√

λμ)(zk−n
1 − zk−n

2 )

]
, n ∈ N0, (22)

where z1, z2 are the roots of the second degree equation μ z2+(λ−μ) (1−2ϑ) z−
λ = 0, with z1 > z2. In Fig. 3 the probabilities f0,n(t), given in (22), are plotted
for λ = 1.0, μ = 2.0, t = 10 and some values of ϑ.

Cases (n < 0 < j) and (j ∈ N, n ∈ N0). For N(t) and ˜N(t), we have gj,0(t) =
g̃j,0(t), so that γj,0(s) = γ̃j,0(s). The LT’s of the transition probabilities of N(t)
are:
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Fig. 3. The probabilities f0,n(t) are plotted for λ = 1.0, μ = 2.0 and t = 10.

ϕj,n(s) = ϕ−j,−n(s) = γj,0(s)ϕ0,n(s)

=
ϑ + (1 − ϑ)�n

ϑ + (1 − ϑ)�−j

�−j ϕ0,j−n(s)
ϑ + (1 − ϑ)�n−j

, n < 0 < j, (23)

ϕj,n(s) = ϕ−j,−n(s) = πj,n(s) + Ωj,0(s)π0,n(s)

= πj,n(s) +
ϑ + (1 − ϑ)�−n

ϑ + (1 − ϑ)�−j

μϑ − λϑ − μ − μψ2(s)
μψ1(s) − μϑ − λ (1 − ϑ)

× �−j [ψ2(s)]n+j

2μψ1(s) − 2μϑ − 2λ (1 − ϑ) − s
, j ∈ N, n ∈ N0, (24)

from which, taking the inverse LT, one obtains:

fj,n(t) = f−j,−n(t) =
ϑ + (1 − ϑ)�n

ϑ + (1 − ϑ)�−j

�−j f0,j−n(t)
ϑ + (1 − ϑ)�n−j

, n < 0 < j, (25)

fj,n(t) = f−j,−n(t) = pj,n(t) +
ϑ + (1 − ϑ)�−n

ϑ + (1 − ϑ)�−j
�−j

×
{μ

β

+∞
∑

k=1

(β

λ

)k f0,k+n+j+1(t)
ϑ + (1 − ϑ)�−k−n−j−1

−α

λ

+∞
∑

k=0

(β

λ

)k f0,k+n+j+1(t)
ϑ + (1 − ϑ)�−k−n−j−1

}

, j ∈ N, n ∈ N0, (26)
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where α = λϑ + μ (1 − ϑ) and β = μϑ + λ (1 − ϑ). In Fig. 4 the probabilities
fj,n(t), given (25) and (26), are plotted for j = 3, t = 10, λ = 1.0, μ = 2.0 and
some values of ϑ.

Fig. 4. The probabilities fj,n(t) are plotted for j = 3, λ = 1.0, μ = 2.0 and t = 10.
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Abstract. For the problem of parameter estimation in time-series mod-
els of a stream of physical measurements under potential local quality
impairments (indicated by an additional binary variable), a lamplighter-
graph representation is introduced. This representation makes condi-
tional estimation using large samples conditioned on specific degrees of
quality impairment possible. Due to the unimodularity of the network
representation, there are unbiased estimators.
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Production-process data analysis · Graphical models · Unbiased point
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1 Introduction

We start with describing the stochastic model of the specific production problem
involving a production line, with its processes for the work piece and the state
of the production machinery. For these processes we will assume a standard
probabilistic setting with a sufficiently large probability space (Ω,F , P ), with
respect to which all defined processes are measurable functions. Our notation
includes χ

A
(ω) for the indicator of an event A ∈ F , and 〈., . . . , .〉 for tuples, as

in G = 〈V,E〉 for a graph with vertex-set V and edge-set E. N will denote the
natural numbers including zero, and Z the set of all integers.

1.1 Problem Description: Parameter Estimation of Production
Data

We consider the problem of unbiased point estimation (see the introduction of
[1]), and related use of graph models (references given in [2]) describing the
process variables in a production process in which an array of work items is
sequentially passed through a fixed array of machines, like in the case of a con-
veyor belt. We consider a sequence of processes indexed over the same discrete
c© Springer Nature Switzerland AG 2020
R. Moreno-Dı́az et al. (Eds.): EUROCAST 2019, LNCS 12013, pp. 167–175, 2020.
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time-set, where each element of the sequence corresponds to the process of one
work item that occupies a single position at a single instance. As the time vari-
able is increased, the whole array is shifted by one step and each item is passed
through the next machine in the line carrying out the same manufacturing step
on the subsequent work item (Fig. 1).

Fig. 1. Production line scenario of single items passing along an array of positions
between which work is carried out by machines each of which may be working correctly
or not. At a fixed time, measurements Yn specific to the work item at the n-th position
of the line are carried out between machines n and n + 1, which are in a (possibly
operational) state indicated by ηn, and ηn+1, respectively. Note the direction of the
arrows in the directed graphical model are pointed backwards, referring to the possible
influence of a former item on a newly incoming one.

Furthermore, we consider the array of machines indexed byN being at the fixed
considered time in a state η ∈ 2N = {f : N → {0, 1}}, a two-valued function,
the n-th value describing the n-th machine to be in mode 0 (e.g. functioning) or 1
(e.g. mal-functioning). The process environment to be modeled here is an array of
machines each of which at a given instant may either be in a well-working mode, or
a disfunctional one. In order to make the stochastic model as simple as possible, we
only consider the sequence of processes evaluated at specific times. This still gives a
set of random variables indexed by integers, however, referring to the positions of
the sensors performing the measurements. When only considering this at a single
instance in time we have the ‘snapshot view’:

Definition 1: A snapshot of a production line is the pair of processes Yn

and ηm indexed by the positions of the sensors n ∈ Z and machines m ∈ Z on
〈Ω1,F1, μ〉, and 〈Ω2,F2, ν〉, respectively, for which the joint distribution of Y ,
namely μ̄ : F1 ⊗ · · ·n times ⊗ F1 → [0, 1] is a Bayes network

μ̄({Yi ∈ Bi}n
i=1) =

n∏

i=1

μ(Yi ∈ Bi|{Yk}n
k=i+1), (1)

where Bi ∈ F1, and each ηm is a Bernoulli process over (discrete) time.
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This definition captures the idea that a work item coming in on a sequentially
arranged (line) environment, at a later time, may not influence a work item
having passed the current position, before.

1.2 Directed Graphical Models (DGM) for Production Lines

A directed graphical model is a graph G = 〈V,E〉 of which V represents a set of
random variables. As is usually the case in a Bayesian network, the directed edge
set E reflects on the underlying correlation structure of the joint distribution [13].
We will extend this view by letting the edges also represent random variables,
namely the operational mode of the corresponding machine. Alternatively, one
can pass to the bipartite graph with an extra vertex with the additional state
variable dividing each edge into two edges.

We are now considering the typical situation that only work items having
previously passed a certain position of the production line may influence (the
measurement of) a work item that has newly arrived at that same position. This
is suggestive of the directed graphical model sketched at the bottom of Fig. 1
with directed edges pointing backward, giving expression to this dependency-
structure. In particular, condition (1) of the production line snapshot is repre-
sented by this DGM.

It is our aim to directly study point estimators of Yn of the form

ŶJ =
1

|J |
∑

j∈J

Yj , (2)

with J a subset of the vertices of the graphical model. While it is well known
that the arithmetic mean of a finite sample of identically distributed variables
is an unbiased estimator of their distribution’s mean [12], we are going beyond
this situation by also including the machine states ηm into the estimator.

(1). Linear DGM: The graphical model on the graph G0 = 〈V0, E0〉 with ver-
tex set V0 = Z and directed edge set E0 = {〈k, k−1〉 | k ∈ V0}, measurement
Yk attached to k ∈ V0, and state variable ηk to the edge 〈k, k − 1〉 will be
called linear DGM.

(2). Tree-like DGM: Graph: The graph of this DGM is built on the graph G0

of the linear DGM. Given a vertex k from V0, construct a binary (‘canopy’)
tree Tk in such a way that for each vertex l ∈ V0 = Z on the semi-infinite
ray {k, k − 1, k − 2, ...} ⊂ V0 in G0, a finite binary rooted tree of depth
(height) k − l is attached with the root being vertex l, and the finite tree’s
vertices of height i over this root being aligned over vertex l + i in V0 (see
Fig. 2). Now, when passing from k to k + 1, it is realized that the canopy
tree starting from k is a sub graph of that starting at k + 1. This implies
that limsup and liminf coincide (the liminf is the union and the limsup is
the intersection of these (equal) unions), so the set-theoretical limit exists.
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Assigning to each edge the direction pointing towards its root on V0, or,
if it’s an edge from E0 assign the direction that points to the left, yields
a bi-infinite directed binary tree T = 〈VT , ET 〉. Note that by construction,
G0 is a sub graph of T .

Labeling: For each vertex v ∈ VT , assign one of the two incoming edges the
label “0”, and label the other with “1”. Make sure, that all the edges in E0 are
labeled with “0”. Then this implies that all sequences of edge-labels starting
with any edge in ET and following a path in the directed tree in the direction
of the adjoining edges finally merge into a sequence of constant “0”-s.
DGM: To turn this graph into a directed graphical model, we first adapt the

labels for vertices in V0 ⊂ VT from the linear DGM and then assign to each of
the remaining vertices v the random variable Yj , where j = k + l, k is the label
of the closest vertex in V0, and l its distance to the given (remaining) vertex.

For a given edge e ∈ ET , assign to it the random variable given by the
indicator function of the event in F2 that a given sequence of “0”-s and “1”-s
is equal to the sequence of labels assigned to the edges of the path resulting in
following the directions assigned.

Finally, to make this a DGM of the snapshot of the production line scenario,
realize that the binary tree T projects onto G0 in a natural way, by construction:
Identify each sequence of edge labels along the directed edges in T with the
sequence of states of the machine between the projected vertices in V0. So, while
the random variables of the line DGM only encode the states of single machines,
the random variables given by the sequences of labels along the path in the tree
from the given edge along the directed edges additionally encode the sequence
of machine states at edges towards the left of the projected edge in G0.

Thus, the tree-like DGM is a much more informative graphical model, than
the linear DGM. We shall now attempt to define unbiased estimators of the form
(2) for them.

Fig. 2. Left: Part of infinite binary tree-like DGM. The bottom branch of the tree
corresponds to the subgraph (the path) G0. The sub tree T2 is one of those used in
the construction of T out of G0. The edges are labeled by {0, 1}-valued sequences,
indicating the whole state of the array of machines towards the left up to the machine
between the projected vertices in V0. It is seen from this, that even though the tree
has a direction which ultimately derives from the (non)-independence structure of the
directed graphical network (Definition 1), the graph lacks left-right reflection symmetry,
which the unimodularization provides (see Fig. 3).
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1.3 Unimodularity

While the term ‘unimodularity’ originates from topological group theory, it has
been extended to transitive graphs and networks. In discrete probability theory
it has been used with much success in the generalization of results from the
percolation theory on Euclidean lattices. It has been formulated in the form of
a statement about the local discrete geometry of the graph under the name of
the ‘mass transport principle’ [6–8].

In its simplest form, the principle says that a transitive graph G = 〈V,E〉
is unimodular if for all functions f : V × V → R with diagonal invariance
(∀γ∈AUT(G)f(x, y) = f(γx, γy) with AUT(G) the automorphism group of the
graph G), it holds that

∑

y∈V

f(x, y) =
∑

y∈V

f(y, x). (3)

If f(x, y) represents mass being sent from x to y then unimodularity of G
represents the principle of conservation of mass transferred through its vertices
as indicated by the function f(·, ·).

1.4 Statement of the Result

As a direct application of the unimodularity of the network carrying data, con-
sider the following Theorem, proven in [10] (see also [11]), of which we repeat
the proof for clarity, below.

Theorem. If Z(x) is a random variable depending on vertices x ∈ V of a
unimodular graph G = 〈V,E〉. Let Cx be a finite subset of V , chosen randomly
by a measure μ invariant under AUT(G), such that x ∈ V . Then

E

⎡

⎣ 1
|Cx|

∑

y∈Cx

Z(y)

⎤

⎦ = E[Z(x)], (4)

where the expected value is with respect to the measure μ.

The result states that averaging over the subgraph induced by the finite
subset C chosen from a measure invariant under AUT(G), there is no bias intro-
duced into the estimation of the mean. This was used in [10] to estimate random
walk return probabilities on percolation sub graphs. If the underlying graph is
transitive but fails to fulfill (3) then it may still be quasi-transitive, leading to a
relation similar to (4) which, however, carries a correcting factor involving the
then non-trivial modular function of the graph [8], leading to a more complicated
form of the mass transport principle [9].

If the measurements Yn and ηm each have identical marginal distributions
(without having to be independent!), there may be invariance of the joint dis-
tribution with respect to the automorphism group of the graph. We now check
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whether the DGMs introduced in Sect. 1.2, which are both transitive graphs, do
actually have a measure invariant under the automorphism group.

In the case of the line DGM, the group of shifts along the labels of the machine
positions Z acts transitively, i.e. every vertex can be reached by it starting from
any given vertex, and is a subgroup of the automorphism group. The stabilizer
of a given vertex (subgroup leaving this vertex invariant) consists only of the
trivial group (containing only the identity). By Lemma 1.29 in [5], this makes
the group of shifts unimodular.

On the other hand, for the tree-like DGM, the transitive group of shifts
preserving the direction of the tree given by the independence structure induced
by the production line, does not contain the rotations of the tree around a single
vertex. This makes the ratio of cardinalities of stabilizers of vertices x and y
acting on y x, respectively, (compare with in Theorem 8.7 of [9]) unequal to
one. In the language of topological groups this is expressed by saying that the
modular function is not identically equal to one.

We arrive at the fact that we can apply unimodularity to show that estimators
of the form (2) are unbiased (by using (4)), and we cannot in the case of the
tree-like DGM. In the next section, yet another DGM will be considered, which
can be considered a ‘unimodularization’ of the tree-like DGM of Sect. 2.1.

2 Unimodular Graphical Models

Instead of just presenting the ‘unimodularized’ tree-like DGM, we construct it
on the basis of a calculation showing the lack of symmetry that graphical models
have, if their representing graph is non-unimodular.

2.1 Proof of the Theorem

Due to the transitiveness of the graph, the function f : V × V → R given by
f(x, y) = E[χCx (y)

|Cx| Z(x)] is diagonally invariant, that is f(γx, γy) = f(x, y) for
all transformations γ from AUT(G). By unimodularity and (3), we have

E[Z(x)] =
∑

y∈V

f(x, y) =
∑

y∈V

f(y, x) =
∑

y∈V

E

[
χ

Cy
(x)

|Cy| Z(y)

]
= E[

1
|Cy|

∑

y∈Cx

Z(y)].

The last inequality is due to y ∈ Cx being equivalent to x ∈ Cy. 	

Note that the last line of the proof highlights how the invariance of the mea-

sure with respect to transformations from AUT(G) is relevant for the selection
of Cx: It must be equally probable (according to μ) to pick y as a member of Cx

as x being a member of Cy.

2.2 How to Unimodularize a Production Line

Our model, the “snapshot of a production line” has the symmetry of a lamp-
lighter graph [4] (a lamp lit indicates a local quality-impairing event. The lamp-
lighter graph is unimodular [3]. Therefore: If x represents an arbitrary state in
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the production line (i.e. a configuration of sensor readings indicating the working-
state of each machine together with the position of a single work piece in the
line), and Z(x) some AUT(G)-invariantly distributed numerical characteristic
of vertex x, then the arithmetic mean of Z across any finite subset C of other
states chosen by an invariant percolation process (such as Bernoulli percolation)
gives an unbiased estimator of the mean of Z.

Fig. 3. Left: Unimodular network representation of a time-series of measurements with
potential local quality impairments: Instead of the binary tree (non-unimodular) the
lamplighter graph emerges as a unimodular network representation from which to draw
samples (here: the randomly chosen vertex-set C) for unbiased point estimation. Right:
Application for measurements of a controlled industrial process variable (Drill-speed
over time in seconds). A finite set of different instances n during the process define the
“stations” at which measured values from the sensor is obtained. In between the events
of incoming measurements the control mechanism may fail to regulate the variable to
be within predefined specification bounds. This defines a ‘failure’ (ηn = 1).

Here is how to arrive at this lamplighter graph (see [4] for details). We let
lab(v) be the label of the projected vertex v ∈ VT onto V0 = Z. Starting with
the tree-like DGM T , from Sect. 1.2, interpret this tree as the graph ‘horocyclic’
product of the tree with a bi-infinite path P = 〈Z,Nearest Neighb.(Z)〉. This is
H := T × P = 〈VH , EH〉 given by V = {〈v, k〉 ∈ VT × VP | lab(v) + k = 0}, and
EH = {〈〈e1, e2〉, f〉 ∈ ET × EP | 〈π(e1), π(e2)〉 = 〈k, k − 1〉}. Geometrically, this
represents just an alignment with every infinite ray along the directed edges in
T with the path P .

Now: Switch P to an infinite bifurcated path (v-shape): P2, where the bifurcation
opens towards the left (decreasing labels of T ). Then the resulting horocyclic
product T × P2 will have a bifurcated structure towards the left. It becomes a
multitree (the directedness of the edges is inherited to the edges of the horocyclic
product). Continue to attach ray-shaped branches to the increasingly bifurcated
graph, until it becomes a binary tree (use the construction technique for the
canopy tree). The result is the horocyclic product of T with itself (compare [3],
Chap. 12.13). A subset is sketched on the left side of Fig. 3.
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3 Applications

3.1 Controlled Processes

The practical value when making estimations (may be indeed from the momen-
tarily available sensor data of a production line environment) lies in the ability
to chose a reasonably sized sample set C of vertices of the DGM’s graph and
calculate the point estimator using only the data associated with these vertices.
Note, that both, the tree-like DGM and its unimodularization have exponentially
growing graphs, which quickly becomes unfeasible to process all for a single esti-
mation. Subsampling is vital in this online-task, so that the use of an unbiased
estimator is useful because of the potentially small sample size.

Figure 3 shows a controlled velocity process vn with set point of 10 rot/sec,
becoming more stable as more data of the response is available. Unbiased esti-
mates of the invariant variable vn · χ>ε(|Vn − VSP |) are useful for the control’s
corrections.

3.2 Outlook and Acknowledgments

For production environments with more sophisticated structures of interdepen-
dence of different measurements than that of the graphical models derived from
Definition 1, it is desirable to construct unimodularizations. In particular, a pro-
duction line environment, in which work items may jump by more than a single
step, and leave out several machines is of interest in real applications.

Also, the approach to construct unbiased estimators using quasi-unimodular
graphs (see Sect. 1.4), by using the (reciprocal) modular function represents an
interesting challenge, whenever unimodular graphs such as the horocyclic prod-
uct cannot be derived, easily.

The research in this paper has been supported by the Austrian Ministry for
Transport, Innovation and Technology, the Federal Ministry of Science, Research
and Economy, and the Province of Upper Austria in the frame of the COMET
center SCCH.
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Abstract. We consider a class of semiparametric models for univariate
air pollutant time series which is able to incorporate some stylized facts
usually observed in real data, such as missing data, trends, conditional
heteroschedasticity and leverage effects. The inference is provided by a
semiparametric approach in a two step procedure in which the cycle-
trend component is firstly estimated by a local polynomial estimator
and then the parametric component is chosen among several “candidate
models” by the Model Confidence Set and estimated by standard pro-
cedures. An application to PM10 concentration in Torino area in the
North-Italian region Piemonte is shown.

Keywords: GARCH-type models · ARMA models · PM10 time series

1 Introduction

In the last two decades several works have tried to study associations between
health effects and air pollution. In particular day-to-day selected particulate air
pollution has been identified as cause of an increased risk of various adverse
health outcomes, including cardiopulmonary mortality (see, for example, [1] and
references therein). Air quality monitoring becomes thus a fundamental issue
in order to detect any significant pollutant concentrations which may have pos-
sible adverse effects on human health. Among the main indicators to measure
air quality, PM10 plays a crucial role. It measures “particulate matter” with
diameter less than 10 µm.

From a statistical perspective, it is important to accurately model stylized
facts of air pollutant time series such as an often large presence of missing values,
a trend-cycle component, reflecting the underlying levels of the series and the
repetitive movement due to the seasons, the presence of significant autocorrela-
tions among near observations, heteroschedastic effects tipically observed in form
of fat tails, clustering of volatility and leverage effects. The aim of this paper is
to propose a model able to capture the main characteristics of PM10 time series.
In particular, we consider a semiparametric model in which the trend-cycle is
estimated by using a local polynomial approach; such estimate is then used to
c© Springer Nature Switzerland AG 2020
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impute missing values if present in the data at hand. The detrended component
is assumed to follow an ARMA-GARCH-type model which is able to take into
account several stylized patterns of the PM10 time series.

The first choice allows to have flexible local structures which are not influ-
enced by missing values outside the estimation window. The latter choice appears
to be necessary since the detrended time series might show a dependence struc-
ture due both to the intrinsic characteristic of the data and to the cycle-trend
estimation step. Indeed, the difficult task of selecting tuning parameters in that
step might possibly induce neglected nonlinearities in the detrended series. Also,
a GARCH-type model is able to capture heteroschedasticity in the data. The
choice of the “best” model, among some possible specifications of the GARCH
models, has been made by using the Model Confidence Set (MCS) (see [2]) which
allows to discriminate among models looking at their forecasting performance.

The paper is organized as follows. Section 2 presents the proposed modelling
strategy, focusing on several alternative specifications of the conditional volatility
dynamics. In Sect. 3 the results of an application to real data are discussed. Some
remarks close the paper.

2 The Model

Let Yt be the one dimensional random process representing the daily average of
an air pollutant at day t, modelled as:

Yt = m(t) + ζt, t ∈ N, (1)

where m(t) represents the deterministic trend-cycle component and ζt repre-
sents the stochastic component. The stochastic term ζt is assumed to follow a
stationary and invertible Autoregressive Moving Average (ARMA)-Generalized
Autoregressive Conditional Heteroschedastic (GARCH) specification originally
proposed in [3], described by the following equations:

ζt = Φ1ζt−1 + Φ2ζt−2 + . . . + Φpζt−p + εt + θ1εt−1 + . . . + θqεt−q (2)
εt = σt zt, (3)
σ2

t = h(σ2
t−1, . . . , σ

2
t−q′ , ε2t−1, . . . , ε

2
t−p′ , ψσ), (4)

where {zt} is a sequence of independent and identically distributed random
variables such that E(zt) = 0 and E(z2t ) = 1, σt is the conditional standard
deviation of εt; the function h(·) refers to one of the ARCH-type dynamics
and the vector ψσ contains all the conditional variance dynamic parameters,
its specification depending on the structure in the data, such as leverage effects
and/or asymmetry. The ARMA component (2) in the model (1) allows to capture
the stochastic behaviour of the process Yt; the GARCH component (3) and (4)
takes into account the heteroschedastic effects tipically observed in form of fat
tails, clustering of volatility and leverage effects. We will assume that the trend-
cycle component in (1) is a smooth function of time and that the ARMA process
is stationary and ergodic. Moreover, to preserve the positivity and the weak
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ergodic stationarity of the conditional variance σ2
t , suitable conditions on the

parameters in (2)–(4) are also assumed.
Let

y = (y1, . . . , yn)′

be the time series of PM10 emissions observed at times t1 < t2 < . . . < tn = T,.
We assume that it is daily observed, so tj+1 − tj = 1 (j = 1, . . . , n− 1). Further,
some of yj could be missing, due to some defaults in the machine. So, in the
estimation of model (1)–(4), first of all we need to impute the missing values.

The approach we use is the imputed local polynomial smoother proposed in
[5]. It is a two-step procedure in which a local polynomial smoother is used to
estimate the missing observations of the response variable and then the same
estimator is again applied to the complete sample to obtain an estimate of the
function m(·) (see [4] for details).

Under general hypothesis, the asymptotic properties of the previous estima-
tor can be obtained (see [5]) as well as expressions for the bias and the variance.
Moreover the method seems to work better than other standard methods with
time series with possibly high percentage of missing values ([4]). Finally, since
it is essentially based on a local estimator approach, it is non parametric and
so able to handle general trend structure in the data. The detrended time series
̂ζi = yi − m̂(ti) is then modelled with an ARMA-GARCH-type model (2)–(4)
focusing on some alternative possible specifications of the conditional volatility
function h(·). The simplest conditional volatility dynamics is the GARCH(p′, q′)
specification (SGARCH), introduced in [6] for analysing financial time series:

σ2
t = ω +

p′
∑

i=1

αiε
2
t−i +

q′
∑

j=1

βjσ
2
t−j . (5)

Despite its popularity, the SGARCH specification is not able to account for time
series exhibiting higher volatility after negative shocks than after positive ones
as theorized by the leverage effect. To take into account these latter effects, along
with possible asymmetries, several generalizations of this model have been pro-
posed. Here, we focus on three of the most used generalizations of (5) which could
be suitable to account for the stylized facts usual observed in PM10 series. The
first one is the EGARCH(p′, q′) model (see [7]). It assumes that the conditional
volatility dynamics follows the equation:

log(σ2
t ) = ω +

p′
∑

i=1

[

ηizt−i + γi(|zt−i| − E|zt−i|)
]

+
q′

∑

j=1

ϕj log(σ2
t−j),

where zt = εt/σt. The second generalization is GJR-GARCH(p′, q′) model (see
[8]) which assumes that the conditional volatility dynamics follows:

σ2
t = ω +

p′
∑

i=1

(

ηi + γiI{εt−i<0}
)

ε2t−i +
q′

∑

j=1

βjσ
2
t−j ,
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where I{εt−i<0} assumes value one if εt−i < 0 for i = 1, . . . , p′ and zero oth-
erwise. Finally, the last considered generalization is the Asymmetric-Power-
ARCH(p′, q′) APARCH(p′, q′) ([9]), described by the following equation:

σ
(δ)
t = ω +

p′
∑

i=1

αi(|εt−i − γiεt−i|)δ +
q′

∑

j=1

βjσ
(δ)
t−j .

with x(δ) = xδ−1
δ . The APARCH specification results in a very flexible model

which includes several of the most popular univariate ARCH parameterizations.
The choice among these different specifications and different error term dis-

tributions can be made by looking at their ability to predict future values of the
series by means of the MCS proposed in [2]. Starting from a set of M competing
models, this procedure allows to construct a Set of Superior Models (SSM) by
using a sequence of tests in which the null hypothesis of equal predictive ability
is not rejected at a fixed significance level α.

3 Application to PM10 Time Series from Torino Area

In order to evaluate the performance of the proposed approach for modelling
PM10 time series, a real dataset has been considered. It consists of PM10 con-
centration (in μg/m3) measured from five monitoring stations from 1 January
2015 to 19 October 2016 in the town of Torino - http://www.arpa.piemonte.
gov.it. In Table 1 it is reported the typology of each station (urban-traffic or
land-urban) together with the number of observations in each time series and
the percentage of missing values. It ranges from 3.8% for Rubino station to 34%
of Grassi station. In the estimation of the function m(·) in (1) we choose the
degree of the polynomials equal to 1, the two kernel functions as the Epanech-
nikov kernel and the smoothing parameters by means of a least squares cross
validation as suggested in [10] and implemented in the R package np. Figure 1
reports the local polynomial smoothers, from which the detrended time series
are derived as:

ζ
(s)
i = y

(s)
i − m̂(s)(t) (6)

for each station s = “Consolata”, “Grassi”, “Lingotto”, “Rebaudengo” and
“Rubino”. By looking at Fig. 2, which reports the autocorrelation functions and
the partial autocorrelation functions of the estimated detrended series, it is evi-
dent that a strong dependence structure is still evident. Although the autocor-
relation plots can be used to identify the orders p and q of the ARMA model
(2), an automatic selection criterion based on Bayesian Information Criterion
has been used. The identified orders are shown in Table 2. We can observe that
for the stations “Grassi”, “Rebaudengo” and “Rubino” only an autoregressive

http://www.arpa.piemonte.gov.it
http://www.arpa.piemonte.gov.it
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structure with a small order p (1 and 2) is present. In order to verify if a condi-
tional heteroschedasticity is present in the residuals of the ARMA models (2),
we perform an Engle’s ARCH test (see [3]). In this analysis we choose the lag for
testing ARCH effects equal to 7 in order to look at the dependence of the data
in a week. The test rejects the null hypothesis of no ARCH effects for all the
stations, being all the p−values of the order of 10−4. So, as discussed in the pre-
vious section, we consider the following ARCH-type specifications: SGARCH,
EGARCH, GJR-GARCH and APARCH, with orders p′ = q′ = 1. For each
specification we consider six different distributions of the error term zt in (3):
the standard normal N (0, 1), the Student−t Tg with g degrees of freedom, the
Generalized Error Distribution Ged(0, 1, k) where k is the shape parameter, the
skew-Normal, the skew Student-t and the Skew-GED. This choice covers a large
class of asymmetric and heavy-tailed distributions.

The 24 resulting models are compared by means of MCS in which, as loss
function, we choose the mean square error, frequently used to assess the validity
of a forecasting scheme. Moreover, we fix α = 0.10 and the forecast sample equal
to the last 30 observations, corresponding to one month horizon. In Table 3, we
show the composition of the SSM for the 24 considered models as well as the
model ranking, the value of the test statistic Tmax, the related probability (MCS
p−value) and the value of the loss function.

It is evident that in four of the five stations, the SSM contains the simplest
GARCH model with standard normal error distribution. Only for Rebaudengo
station, the SSM includes only the more complex APARCH model. Such result
allows to argue that the SGARCH model, despite its simplicity, is able to capture
the heteroschedatic structure in the error term of model (1) in the sense that
more complicated GARCH-type models have similar forecasting performance.

In Table 4, the estimates of the coefficients of the model (2)–(4), in which p
and q are chosen as in Table 2 and p′ = q′ = 1, are shown for the five stations.
In parenthesis the standard errors are reported.

Table 1. Typology, number of observations and percentage of missing values for PM10

time series in the Torino area.

Station Typology Obs. % missing

Consolata Urban-traffic 626 0.049

Grassi Urban-traffic 434 0.340

Lingotto Land-urban 599 0.090

Rebaudengo Urban-traffic 605 0.080

Rubino Land-urban 633 0.038
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Fig. 1. Local polynomial estimates of the trend-cycle component m̂(t) for the trans-
formed PM10 concentration in the 5 considered stations.

Rubino

Rebadeungo

Lingotto

Grassi

Consolata

0 10 20

−0.25
0.00
0.25
0.50
0.75
1.00

−0.25
0.00
0.25
0.50
0.75
1.00

−0.25
0.00
0.25
0.50
0.75
1.00

−0.25
0.00
0.25
0.50
0.75
1.00

−0.25
0.00
0.25
0.50
0.75
1.00

lag

ac
f

Rubino

Rebadeungo

Lingotto

Grassi

Consolata

0 10 20

0.00
0.25
0.50

0.00
0.25
0.50

0.00
0.25
0.50

0.00
0.25
0.50

0.00
0.25
0.50

lag

pa
cf

Fig. 2. Autocorrelation functions and partial autocorrelation functions of the
detrended series (6) for all the stations.
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Table 2. Optimal choices of the ARMA orders p and q based on BIC.

Station p q

Consolata 1 1

Grassi 1 0

Lingotto 1 1

Rebaudengo 2 0

Rubino 2 0

Table 3. Composition of the superior set of models for the selected times series. The
entries are: the rank according to the average loss function; the test statistic and the
p-value of the MCS procedure with α = 0.10; the value of the average loss.

Model Rank Tmax p-value Loss

Consolata

SGARCH-norm 3 0.207 0.976 13.333

EGARCH-norm 1 −3.050 1.000 12.526

GJR-GARCH-norm 4 1.479 0.224 14.398

APARCH-norm 2 −2.176 1.000 12.734

Grassi

SGARCH-norm 2 0.672 0.536 193.062

GJR-GARCH-norm 1 −0.672 1.000 189.191

Lingotto

SGARCH-norm 8 1.617 0.157 1.264

EGARCH-norm 5 0.859 0.563 1.155

EGARCH-std 7 1.389 0.277 1.387

EGARCH-ged 4 −0.453 1.000 1.026

GJR-GARCH-norm 1 −2.700 1.000 0.739

GJR-GARCH-std 6 0.964 0.499 1.282

GJR-GARCH-ged 9 1.691 0.134 1.364

APARCH-norm 3 −1.774 1.000 0.788

APARCH-ged 2 −2.109 1.000 0.808

Rebaudengo

apARCH-norm 1 −4.539 1.000 9.212

Rubino

SGARCH-norm 3 0.468 0.804 3.871

EGARCH-norm 1 −2.828 1.000 3.537

GJR-GARCH-norm 2 −0.065 1.000 3.813

APARCH-norm 4 1.713 0.121 4.048
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Table 4. Estimated coefficients of the ARMA-GARCH model (2)–(4). In parenthesis
the standard errors are reported.

Station Φ1 Φ2 θ1 ω α1 β1

Consolata 0.9941
(0.0011)

−0.8175
(0.0177)

0.3978
(0.0854)

0.1268
(0.0596)

0.8723
(0.0284)

Grassi 0.9670
(0.0098)

3.8186
(0.5730)

0.1114
(0.0207)

0.8393
(0.0174)

Lingotto 0.9798
(0.0037)

−0.5787
(0.0511)

0.5457
(0.0831)

0.0732
(0.0115)

0.9236
(0.0077)

Rebaudengo 0.5404
(0.0493)

0.3531
(0.0495)

0.5562
(0.1691)

0.0840
(0.0122)

0.9150
(0.0089)

Rubino 0.6420
(0.0804)

0.2742
(0.0800)

1.3995
(0.2380)

0.2401
(0.0289)

0.7589
(0.0184)

Concluding Remarks

The paper provides a model for univariate environmental time series incor-
porating their main peculiarities, such as cycle-trend components, correlation
among consecutive observations and conditional heteroschedasticity. The sug-
gested procedure combines a non parametric local estimator for the trend-cycle
and an ARMA-GARCH-type model to describe the detrended time series. This
semiparametric approach allows to combine flexibility of local structures, which
are not influenced by missing values outside the estimation window, and the
standard estimation procedure of the involved models. Moreover, the ARMA-
GARCH class of models is able to capture neglected dependence structures in
the detrended time series, essentially due both to the intrinsic characteristic of
the data and to the cycle-trend estimation step.

Four GARCH-type specifications and six different distributions of the error
term have been considered leading to 6 · 4 = 24 different models. The MCS
procedure has been suggested to choose among the models, by looking at their
forecasting performances. An application to PM10 concentration in Torino is pro-
vided and for this dataset the MCS procedure shows that the simplest standard
GARCH model with normal distributed error is able to capture the heterosche-
datic structure in the data in the sense that more complicated GARCH-type
models have similar forecasting performance.
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Abstract. The paper addresses the problem of forecasting realized
volatility in the context of HAR-type models. Some extensions of the
basic HAR-RV model are discussed. The forecasting performance of the
considerec HAR-type models are compared in terms of suitable loss func-
tions, by using the Model Confidence Set procedure, on two real datasets.
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1 Introduction

In the last two decades volatility has played an important role in financial and
economic fields such as in pricing derivatives, in portfolio optimization and risk
management. Several recent studies have recognized the properties of realized
volatility constructed from high frequency data and, in this context, a wide range
of volatility models have been developed for modelling its dynamics. Notably,
Corsi in [1] proposed the so called heterogeneous autoregressive RV model (HAR-
RV) which can well capture stylized facts in volatility, such as long memory
and multi-scaling behaviour. HAR-RV has become the standard benchmark for
analyzing and forecasting financial volatility dynamics (see, for example, [4]).
Recently, many authors (see, e.g., [2] and the references therein) have also inves-
tigated the impact of jump components on forecasting accuracy, and several
models generalizing HAR-RV to include jumps have been provided [3,4].

The aim of the paper is to compare several recent HAR-type models with
the earlier specification proposed in [1]. The considered models, which explicitly
introduce the decomposition of the realized volatility in a continuous component
and in a jump component, are evaluated in term of fitting and forecasting on
two real datasets. In particular, the forecasting performances of the models are
compared by means of the Model Confidence Set (MCS) procedure, firstly pro-
posed in [5]. Different loss functions have been considered in order to investigate
their role in discriminating among models for realized volatility.
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The paper is organized as follows. Section 2 sets up the notation and describes
the eleven HAR-type models employed in the analysis. Section 3 provides an
application to real data. Some concluding remarks close the paper.

2 Methodology

Let p(t) be a logarithmic asset price descrited by the following jump diffusion
process:

dp(t) = μ(t)dt + σ(t)dW (t) + k(t)dq(t), 0 ≤ t ≤ T. (1)

In (1) μ(t) is a continuous and locally bounded variation process, σ(t) > 0
denotes the càdlàg instantaneous volatility, W (t) is a standard Brownian Motion
and q(t) is a counting process with intensity λ(t). The function k(t) = p(t)−p(t−)
is the size of the jump at time t.

The object of interest is the integrated variance (IV ), i.e. the amount of
variation of the function σ2(·) accumulated over a twentyfour hour day (t, t+1):

IVt =
∫ t

t−1

σ2(s)ds, t = 1, . . . , T.

Suppose there exist m intraday returns, and let rt,i be the i-th intraday return
at day t, then the realized volatility RVt at day t is defined as

RVt =
m∑

i=1

r2t,i t = 1, . . . , T.

In order to disentangle the continuous and the jump components of the realized
volatility, the realized bi-power variation was introduced in [6]. It is defined as

BVt = (2/π)−1
m−1∑
i=1

|rt,i||rt,i+1|

Further, when the difference between RVt and BVt is statistically significant, the
jump component can be estimated in the following way:

Jt = [RVt − BVt] × I[ZJBV (t) > Φα] (2)

where ZJBV (t) is the adjusted jump ratio statistic defined in [7] to formally
test the presence of jumps, and I[·] is the indicator function which identifies the
significance of the ZJBV (t) statistic in excess of a given critical value of the
Gaussian distribution Φα. Analogously, the continuous jump component is:

Ct = BVt × I[ZJBV (t) > Φα] + RVt × I[ZJBV (t) ≤ Φα] (3)

We also consider the approach proposed in [8], which introduces estimators able
to capture the variation due to negative or positive returns, i.e. the negative and
positive realized semivariances, defined as

RS−
t =

m∑
i=1

r2t,i × I[rt,i < 0], RS+
t =

m∑
i=1

r2t,i × I[rt,i ≥ 0]. (4)
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The difference between the realized semivariances is the so called signed jump
variation, i.e.

ΔJ := RS+ − RS−. (5)

The different decompositions of the realized variance can be introduced in the
HAR-RV model to better analyze financial volatilty dynamics. In the following,
we rely on the HAR-RV class of volatility models extensivelly used in econo-
metric literature (see [9] and the references therein) referring, in particular, to
the models proposed in [3]. They are essentially regression models in which the
response variable is the average realized variance over the period [t + 1, t + h],
i.e.

RVt+1,t+h = h−1 [RVt+1 + RVt+2 + . . . + RVt+h] (6)

We consider the following eleven HAR-RV-type models.

Model HAR-RV. In this model, lags of RV are used at daily, weekly and
monthly aggregated periods:

RVt+1,t+h = β0 + β1RVt + β5RVt−1,t−4 + β22RVt−5,t−21 + εt (7)

where εt is a random variable representing the error term and RVt−1,t−4 and
RVt−5,t−21 are the weekly and monthly averages of the realized variance, respec-
tively.

Model HAR-RV-J. In this model the jump component Jt defined in (2) is
added as esplicative variable:

RVt+1,t+h = β0 + β1RVt + β5RVt−1,t−4 + β22RVt−5,t−21 + βJ1Jt + εt. (8)

Model HAR-RV-CJ. It is obtained from HAR-RV model by decomposing
realized volatility into continuous sample path variation and discontinuous jump
variation:

RVt+1,t+h = β0 + βC1Ct + βJ1Jt + βC5Ct−1,t−4 + βJ5Jt−1,t−4

+βC22Ct−5,t−21 + βJ22Jt−5,t−21 + εt (9)

where Ct, Jt, Ct−1,t−4, Jt−1,t−4, Ct−5,t−21, Jt−5,t−21 are the daily, weekly and
monthly continuous and discontinuous sample path variation as in (2) and (3).

Model PS. It is obtained decomposing the lagged realized variance by using
realized semivariances:

RVt+1,t+h = β0 + β−
1 RS−

t + β+
1 RS+

t + β5RVt−1,t−4 + β22RVt−5,t−21 + εt (10)

Model PSlev. It is similar to the previous model and it includes a possible
inverse leverage effect:

RVt+1,t+h = β0 + β−
1 RS−

t + β+
1 RS+

t + γRVtI(rt<0)

+ β5RVt−1,t−4 + β22RVt−5,t−21 + εt.
(11)
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Model HAR-RS. It uses the heterogeneous structure of the basic HAR model
over positive and negative realized semivariances:

RVt+1,t+h = β0 + β−
1 RS−

t + β+
1 RS+

t + β−
5 RS−

t−1,t−4

+ β+
5 RS+

t−1,t−4 + β−
22RS−

t−5,t−21 + β+
22RS+

t−5,t−21 + εt.
(12)

Model CG. This model is a version of the HAR-RS model that includes the
lagged daily discontinuous jump variation:

RVt+1,t+h = β0 + β−
1 RS−

t + β+
1 RS+

t + β−
5 RS−

t−1,t−4 + β+
5 RS+

t−1,t−4

+ β−
22RS−

t−5,t−21 + β+
22RS+

t−5,t−21 + βJ1Jt + εt.
(13)

Model HAR-RV-SJ. It introduces as a esplicative variable the signed jump
defined in Eq. (5):

RVt+1,t+h = β0 + βΔ1ΔJt + βC1Ct + β5RVt−1,t−4 + β22RVt−5,t−21 + εt.
(14)

Model HAR-RV-CSJ. It considers signed jumps over a weekly, monthly and
daily interval:

RVt+1,t+h = β0 + βΔ1ΔJt + βC1Ct + βΔ5ΔJt−1,t−4 + βC5Ct−1,t−4

+βΔ22ΔJt−5,t−21 + βC22Ct−5,t−21 + εt (15)

Model HAR-RV-Sjd. It discriminates between positive and negative signed
jumps:

RVt+1,t+h = β0 + β−
Δ1ΔJtI(ΔJt<0) + β+

Δ1ΔJtI(ΔJt>0) + βC1Ct

+β5RVt−1,t−4 + β22RVt−5,t−21 + εt. (16)

Model HAR-RV-CSjd. It is an extension of the previous model in which the
signed jumps are considered at daily, weekly and monthly horizons:

RVt+1,t+h = β0 + β−
Δ1ΔJtI(ΔJt<0) + β+

Δ1ΔJtI(ΔJt>0) + βC1Ct

+β−
Δ5ΔJt−1,t−4I(ΔJt−1,t−4<0) + β−

Δ22ΔJt−5,t−21I(ΔJt−5,t−21<0)

+β+
Δ5ΔJt−1,t−4I(ΔJt−1,t−4>0) + βC5Ct−1,t−4

+β+
Δ22ΔJt−5,t−21I(ΔJt−5,t−21>0) + βC22Ct−5,t−21εt. (17)

3 Application to Real Data

This paper uses 5-min, high frequency transaction data from two German DAX
component stocks: BMW ans Allianz. The sample period is from January 2,
2002 to December 27, 2012, for a total of 2791 daily observations. Realized
volatility dynamics of the two series are plotted in Fig. 1. We first address the
issue of comparing models in-sample. In the estimation of HAR-type models, to
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gen 02 2002 apr 01 2003 giu 01 2004 ago 01 2005 ott 02 2006 dic 03 2007 feb 02 2009 apr 01 2010 giu 01 2011 ago 01 2012

RV Allianz 2002−01−02 17:30:00 / 2012−12−27 17:30:00

0.005

0.010

0.015

0.005

0.010

0.015

gen 02 2002 apr 01 2003 giu 01 2004 ago 01 2005 ott 02 2006 dic 03 2007 feb 02 2009 apr 01 2010 giu 01 2011 ago 01 2012

RV BMW 2002−01−02 17:30:00 / 2012−12−27 17:30:00

0.002

0.004

0.006

0.008

0.002

0.004

0.006

0.008

Fig. 1. Realized volatility dynamics of Allianz market (left) and BMW (right).

limit the effect on the parameters estimates of periods of high variance, we use
Weighted Least Squares (WLS) in which the weights are obtained as the inverse
of the fitted values from a preliminary Ordinary Least Square (OLS) regression.
In the estimation of the jump components Jt and Ct, we fix α = 0.95. The
standard errors of the regression coefficient estimates have been adjusted by
using the Newey-West/Bartlett heteroskedasticity consistent covariance matrix
estimator with 5 lags. This correction allows for series correlation up to the order
5. Table 1 shows the estimated parameters for all models (7)–(17) together with
the estimated standard errors and the Newey-West adjusted t-statistics. It is
evident that, for both the series, all the coefficients in the basic HAR-RV model
are significant, confirming the long memory behaviuor of volatility. In the HAR-
RV-J model, the estimation results are in accordance with the findings in [10],
i.e. the jump component is significant and its estimate is negative. In HAR-RV-
CJ model, the lagged squared jump components are all not significant for both
the series. Also this result is in line with the recent findings in [3] and [10] and
confirms that, when the continuous component is introduced in the model, it
incorporates most of the relevant information for predicting volatility nullfying
the effect of the jump components. In the PS model in which the decomposition
between positive and negative semivariances is included, both of them are highly
significant. This result is at odds with the results in [8] but in line with those in
[3]. By looking at the PSlev model, we find that the coefficient of the leverage
effect is not significant for both the time series. In the HAR-RS model, all the
coefficients of the positive and negative realized semivariances are significant
except for the one month lagged positive semivariance. When a one day lagged
jump is introduced as in the model CG, it results significant at 5% only for
BMW time series and not significant for Allianz. In the HAR-RV-SJ model, all
the coefficients, including the signed jump component, are highly significant for
both the series. When signed jumps over a longer period are introduced, as in
the HAR-RV-CSJ model, the one week and the one month signed jump become
insignificant. In the HAR-RV-Sjd model, in which the signed jumps are included
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Table 1. ALLIANZ (left) and BMW (right) estimation by WLS with fitted values of
an OLS regression for weights. The t-statistics are calculated by using the Newey-West
approach.

ALLIANZ BMW

Model Coef. Estimate Std. Error t−value Estimate Std. Error t value

HAR-RV β0 1.068e − 05∗∗∗ 2.745e − 06 3.892 1.852e − 05∗∗∗ 4.311e − 06 4.296

β1 5.477e − 01∗∗∗ 2.573e − 02 21.290 4.533e − 01∗∗∗ 2.563e − 02 17.684

β5 2.905e − 01∗∗∗ 2.877e − 02 10.099 3.641e − 01∗∗∗ 2.997e − 02 12.150

β22 1.431e − 01∗∗∗ 2.419e − 02 5.916 1.411e − 01∗∗∗ 2.650e-02 5.326

Adjusted R2: 0.5323 Adjusted R2: 0.4991

HAR-RV-J β0 1.074e − 05∗∗∗ 2.743e − 06 3.917 1.834e − 05∗∗∗ 4.310e − 06 4.254

β1 5.498e − 01∗∗∗ 2.576e − 02 21.346 4.588e − 015∗∗∗ 2.580e − 02 17.783

β5 2.902e − 01∗∗∗ 2.876e − 02 10.090 1.402e − 01∗∗∗ 2.649e − 02 5.292

β22 1.437e − 01∗∗∗ 2.417e − 02 5.945 1.402e − 01∗∗∗ 2.649e − 02 5.292

βJ1 −3.398e − 01∗ 1.371e − 01 −2.479 −2.820e − 01∗ 1.555e − 01 −1.814

AdjustedR2:: 0.5328 Adjusted R2: 0.4996

HAR-RV-CJ β0 1.091e − 05∗∗∗ 2.746e − 06 3.974 1.806e − 05∗∗∗ 4.296e − 06 4.204

βC1 5.470e − 01∗∗∗ 2.577e − 02 21.229 4.530e − 01∗∗∗ 2.569e − 02 17.636

βJ1 2.206e − 01 1.372e − 01 1.608 1.662e − 01 1.525e − 01 1.090

βC5 2.982e − 01∗∗∗ 2.925e − 02 10.194 3.728e − 01∗∗∗ 3.029e − 02 12.309

βJ5 −4.184e − 02 1.585e − 01 −0.264 −1.709e − 01 1.886e − 01 −0.906

βC22 1.414e − 01∗∗∗ 2.450e − 02 5.773 1.425e − 01∗∗∗ 2.717e − 02 5.245

βJ22 8.185e − 02 3.025e − 01 0.271 2.020e − 01 3.380e − 01 0.598

AdjustedR2: 0.5324 Adjusted R2: 0.5004

PS β0 1.135e − 05∗∗∗ 2.695e − 06 4.211 1.981e − 05∗∗∗ 4.264e − 06 4.647

β−
1 7.749e − 01∗∗∗ 4.964e − 02 15.611 6.573e − 01∗∗∗ 5.150e − 02 12.764

β+
1 2.636e − 01∗∗∗ 5.425e − 02 4.860 2.331e − 01∗∗∗ 5.164e − 02 4.514

β5 3.058e − 01∗∗∗ 2.839e − 02 10.774 3.674e − 01∗∗∗ 2.962e − 02 12.404

β22 1.446e − 01∗∗∗ 2.372e − 02 6.097 1.391e − 01∗∗∗ 2.626e − 02 5.296

AdjustedR2:: 0.5408 Adjusted R2: 0.5025

PSlev β0 1.151e − 05∗∗∗ 2.693e − 06 4.273 2.004e − 05∗∗∗ 4.239e − 06 4.726

β−
1 6.613e − 01∗∗∗ 7.940e − 02 8.329 6.156e − 01∗∗∗ 7.809e − 02 7.883

β+
1 3.165e − 01∗∗∗ 6.196e − 02 5.108 2.487e − 01∗∗∗ 6.055e − 02 4.107

γ 5.566e − 02. 3.138e − 02 1.774 1.639e − 02 2.946e − 02 0.556

β5 3.084e − 01∗∗∗ 2.838e − 02 10.864 3.691e − 01∗∗∗ 2.956e − 02 12.486

β22 1.439e − 01∗∗∗ 2.369e − 02 6.074 1.412e − 01∗∗∗ 2.613e − 02 5.403

AdjustedR2:: 0.5412 Adjusted R2: 0.5033

HAR-RS β0 1.200e − 05∗∗∗ 2.707e − 06 4.434 2.188e − 05∗∗∗ 4.375e − 06 5.0016

β−
1 7.698e − 01∗∗∗ 4.958e − 02 15.526 6.365e − 01∗∗∗ 5.210e − 02 12.218

β+
1 2.617e − 01∗∗∗ 5.408e − 02 4.839 2.263e − 01∗∗∗ 5.188e − 02 4.362

β−
5 3.787e − 01∗∗∗ 7.414e − 02 5.108 4.052e − 01∗∗∗ 7.754e − 02 5.225

β+
5 2.114e − 01∗ 8.354e − 02 2.530 3.467e − 01∗∗∗ 6.981e − 02 4.966

β−
22 3.295e − 01∗∗ 1.285e − 01 2.564 2.645e − 01∗ 1.340e − 01 1.974

β+
22 −3.318e − 02 1.300e − 01 −0.255 5.627e − 03 1.355e − 01 0.042

(continued)
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Table 1. (continued)

ALLIANZ BMW

Model Coef. Estimate Std. Error t−value Estimate Std. Error t value

AdjustedR2:: 0.5418 Adjusted R2: 0.4955

CG β0 1.210e − 05∗∗∗ 2.708e − 06 4.468 2.164e − 05∗∗∗ 4.374e − 06 4.947

β−
1 7.664e − 01∗∗∗ 4.947e − 02 15.494 6.433e − 01∗∗∗ 5.219e − 02 12.325

β+
1 2.702e − 01∗∗∗ 5.398e − 02 5.005 2.327e − 01∗∗∗ 5.193e − 02 4.481

β−
5 3.768e − 01∗∗∗ 7.414e − 02 5.082 3.978e − 01∗∗∗ 7.763e − 02 5.125

β+
1 2.117e − 01∗ 8.358e − 02 2.533 3.517e − 01∗∗∗ 6.995e − 02 5.027

β−
22 3.320e − 01∗∗ 1.286e − 01 2.582 2.613e − 01∗ 1.339e − 01 1.951

β+
22 −3.538e − 02 1.301e − 01 −0.272 6.770e − 03 1.355e − 01 0.050

βJ1 −2.939e − 01 1.470e − 01 −2.000 −3.129e − 01∗ 1.541e − 01 −2.031

AdjustedR2:: 0.5417 Adjusted R2: 0.4962

HAR-RV-SJ β0 1.164e − 05∗∗∗ 2.701e − 06 4.311 1.964e − 05∗∗∗ 4.269e − 06 4.602

βC1 5.184e − 01∗∗∗ 2.535e − 02 20.445 4.506e − 01∗∗∗ 2.551e − 02 17.662

βΔ1 −2.443e − 01∗∗∗ 4.476e − 02 −5.459 −2.189e − 01∗∗∗ 4.430e − 02 −4.941

β5 3.083e − 01∗∗∗ 2.848e − 02 10.824 3.675e − 01∗∗∗ 2.957e − 02 12.427

β22 1.460e − 01∗∗∗ 2.376e − 02 6.143 1.393e − 01∗∗∗ 2.628e − 02 5.300

AdjustedR2:: 0.5398 Adjusted R2: 0.5029

HAR-RV-CSJ β0 1.252e − 05∗∗∗ 2.712e − 06 4.616 2.150e − 05∗∗∗ 4.387e − 06 4.901

βC1 5.126e − 01∗∗∗ 2.535e − 02 20.222 4.321e − 01∗∗∗ 2.591e − 02 16.673

βΔ1 −2.398e − 01∗∗∗ 4.457e − 02 −5.381 −2.114e − 01∗∗∗ 4.444e − 02 −4.756

βC5 3.027e − 01∗∗∗ 2.936e − 02 10.312 3.867e − 01∗∗∗ 2.989e − 02 12.938

βΔ5 −9.126e − 02 7.278e − 02 −1.254 −2.175e − 02 6.588e − 02 −0.330

βC22 1.491e − 01∗∗∗ 2.419e − 02 6.164 1.359e − 01∗∗∗ 2.663e − 02 5.103

βΔ22 −1.937e − 01 1.272e − 01 −1.522 −1.273e − 01 1.317e − 01 −0.967

AdjustedR2:: 0.5404 Adjusted R2: 0.4949

HAR-RV-Sjd β0 1.165e − 05∗∗∗ 2.700e − 06 4.314 1.960e − 05∗∗∗ 4.225e − 06 4.638

β−
Δ1 −2.043e − 01∗ 8.746e − 02 −2.336 −9.717e − 02 8.792e − 02 −1.105

β+
Δ1 −2.882e − 01∗ 9.035e − 02 −3.190 −3.530e − 01∗∗∗ 9.400e − 02 −3.755

βC1 5.082e − 01∗∗∗ 3.111e − 02 16.334 4.227e − 01∗∗∗ 3.002e − 02 14.081

β5 3.095e − 01∗∗∗ 2.856e − 02 10.839 3.701e − 01∗∗∗ 2.966e − 02 12.478

β22 1.464e − 01∗∗∗ 2.377e − 02 6.159 1.406e − 01∗∗∗ 2.606e − 02 5.397

AdjustedR2:: 0.5399 Adjusted R2: 0.5049

HAR-RV-CSjd β0 1.251e − 05∗∗∗ 2.711e − 06 4.615 2.181e − 05∗∗∗ 4.306e − 06 5.065

β−
Δ1 −2.895e − 01∗∗ 8.996e − 02 −3.219 −8.182e − 02 8.750e − 02 −0.935

β+
Δ1 −1.956e − 01∗∗ 8.710e − 02 −2.246 −3.526e − 01∗∗∗ 9.435e − 02 −3.737

βC1 5.010e − 01∗∗∗ 3.104e − 02 16.143 4.024e − 01∗∗∗ 3.037e − 02 13.250

β−
Δ5 −1.754e − 01 1.298e − 01 −1.351 −1.316e − 01 1.201e − 01 −1.096

β+
Δ5 7.065e − 03 1.512e − 01 0.047 5.078e − 02 1.580e − 01 0.321

βC5 2.917e − 01∗∗∗ 3.268e − 02 8.926 3.980e − 01∗∗∗ 3.402e − 02 11.698

β−
Δ22 −2.296e − 01 2.154e − 01 −1.066 5.074e − 02∗ 2.386e − 01 0.213

β+
Δ22 −1.404e − 01 2.960e − 01 −0.474 −3.334e − 01· 1.949e − 01 −1.711

βC22 1.493e − 01∗∗∗ 2.657e − 02 5.621 1.475e − 01∗∗∗ 2.826e − 02 5.218

AdjustedR2:: 0.5405 Adjusted R2: 0.5025
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Table 2. Out of sample forecasting results for Allianz (top) and BMW (bottom). For
each loss function the entries are: the ratio of the average loss for each model to the
average loss of the HAR-RV model and the p-value of the MCS.

ALLIANZ

Model QLIKE MSE AMSE MAE MAD MSD

Loss p-value Loss p-value Loss p-value Loss p-value Loss p-value Loss p-value

HAR-RV 1.0000 0.8632 1.0000 0.9593 1.0000 0.9613 1.0000 0.6241 1.0000 0.9597 1.0000 0.3926

HAR-RV-J 0.9957 0.9747 0.9997 0.9593 1.0001 0.9613 1.0003 0.4773 0.9982 0.9597 0.9997 0.7550

HAR-RV-CJ 0.9948 0.9747 0.9998 0.9593 0.9994 0.9613 1.0001 0.4773 0.9971 0.9597 0.9998 0.7550

TS 0.9949 0.9747 0.9981 0.9593 0.9826 0.9613 0.9987 0.3385 0.9894 0.9597 0.9981 0.3926

Pslev 0.9950 0.9747 0.9992 0.9593 0.9880 0.9613 1.0006 0.2762 0.9911 0.9597 0.9992 0.3926

HAR-RS 1.0096 0.7044 0.9873 0.9593 0.9805 0.9613 0.9844 0.8342 0.9848 0.9597 0.9873 0.7550

CG 1.0056 0.7423 0.9874 0.9593 0.9801 0.9613 0.9848 0.6241 0.9826 0.9597 0.9874 0.7550

HAR-RV-SJ 0.9904 1.0000 0.9978 0.9593 0.9827 0.9613 0.9990 0.2762 0.9870 0.9597 0.9978 0.3926

HAR-RV-CSJ 1.0006 0.8963 0.9854 1.0000 0.9794 1.0000 0.9835 1.0000 0.9800 1.0000 0.9854 1.0000

HAR-RV-Sjd 1.0087 0.0552 1.0067 0.2166 1.0173 0.2397 1.0119 0.0401 1.0115 0.0845 1.0067 0.0698

HAR-RV-CSjd 1.0165 0.0552 0.9920 0.3235 1.0182 0.3445 0.9955 0.4773 1.0042 0.3542 0.9920 0.7550

BMW

HAR-RV 1.0000 0.0394 1.0000 0.2297 1.0000 0.2214 1.0000 0.0540 1.0000 0.0414 1.0000 0.0518

HAR-RV-J 0.9967 0.0493 0.9998 0.2443 0.9981 0.2397 0.9996 0.0689 0.9988 0.0466 0.9998 0.0518

HAR-RV-CJ 0.9913 0.1356 0.9991 0.1409 1.0048 0.1358 1.0016 0.0689 1.0024 0.0380 0.9991 0.0697

TS 0.9734 0.1898 0.9873 0.5013 0.9692 0.5051 0.9861 0.3506 0.9668 0.7121 0.9873 0.3704

Pslev 0.9779 0.1898 0.9918 0.8159 0.9694 0.8289 0.9894 0.3506 0.9716 0.7121 0.9918 0.3704

HAR-RS 0.9746 0.1448 0.9825 0.8159 0.9622 0.8289 0.9807 0.8114 0.9618 0.7150 0.9825 0.6742

CG 0.9713 0.1898 0.9813 1.0000 0.9599 1.0000 0.9795 0.9010 0.9603 0.7150 0.9813 0.6742

HAR-RV-SJ 0.9680 0.2497 0.9868 0.5013 0.9679 0.5051 0.9854 0.3506 0.9658 0.7121 0.9868 0.3704

HAR-RV-CSJ 0.9662 0.2497 0.9827 0.8159 0.9654 0.8289 0.9823 0.7890 0.9629 0.7121 0.9827 0.5631

HAR-RV-Sjd 0.9661 0.2497 0.9853 0.8159 0.9654 0.8289 0.9840 0.4992 0.9626 0.7121 0.9853 0.3704

HAR-RV-CSjd 0.9586 1.0000 0.9788 0.8655 0.9611 0.8662 0.9790 1.0000 0.9570 1.0000 0.9788 1,0000

with their sign, the negative ones are insignificant for serie BMW and significant
at 5% for series Allianz. Finally, in the HAR-RV-CSjd model, the signed jumps
are insignificant or significant at 1%, in contrast the continuous component.

In the following of this section we analyse and compare the forecasting perfor-
mances of the eleven different specifications (7)–(17) by looking at their ability
to predict future values. To this aim, an initial subsample of length R is used
to estimate the models, and for each of them the one-step-ahead out-of-sample
forecast is produced. Here we choose R = 2291, so that the evaluation set has
length 500. We assess the statistical significance of differences in the forecasting
performance of the models by using the MCS proposed in [5]: it uses an arbitrary
loss function whose choice depends on the nature of the candidate models. Here
we consider the following six loss functions:

QLIKE = (T − R)−1 ∑T
t=R+1

[
yt
ŷt

− log yt
ŷt

− 1
]
, MSE =

∑T
t=R+1(yt−ŷt)

2

T−R
,

AMSE = (T −R)−1 ∑T
t=R+1

[
1+ (yt−ŷt)

2

yt
I(ŷt<yt)

]
(yt − ŷt)2, MAE =

∑T
t=R+1|yt−ŷt|

T−R
,

MAD =
∑T

t=R+1(
√
yt−

√
ŷt)

2

T−R
, MSD =

∑T
t=R+1|√yt−

√
ŷt|

T−R
.
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where yt is the actual RV at day t and ŷt is the forecast of RV . Table 2 shows the
ratio of the average loss for each model to the average loss of the HAR-RV model
and the p-value of the MCS procedure. We use the confidence level of 90%. For
Allianz, in the MCS with the QLIKE loss function, the HAR-RV-Sjd and the
HAR-RV-CSjd models have worse performance than all the other models. The
model which has the smallest average loss function is the HAR-RV-Sj model. The
MSE and AMSE loss functions seem not able to discriminte among the proposed
models. Moreover the MCS has the same structure for MAE, MAD and MSD
where the model HAR-RV-Sjd is always eliminated from the set of superior
models and the HAR-CSJ model presents the smallest average loss function.

For BMW series in the MCS with the QLIKE loss function, also in this case
the HAR-RV and the HAR-RV-J models have worse forecasting performances.
The model which has the smallest average loss function is the HAR-RV-CSjd
model. The MSE and AMSE loss functions seem not to be able to discriminte
among the proposed models. Moreover, the MCS has the same structure for
MAE, MAD and MSD where the HAR-RV, HAR-RV-J and HAR-RV-CJ models
are always eliminated from the set of superior models and again the HAR-RV-
CSjd with the smallest average loss function.

4 Concluding Remarks

The paper focuses on eleven HAR-type models to describe realized volatility
dynamics. To the aim of comparing the out-of-sample performances of the con-
sidered models, the Model Confidence Set procedure has been implemented with
different specifications of the loss functions. The results give evidence that, for
both the considered datasets, the models with better forecasting performances
are those introducing the signed jump as esplicative variable. Moreover, as
expected, the QLIKE loss function seems to better discriminate among mod-
els, while when MSE and AMSE are used the MCS includes almost all the
considered models. Finally, MAE, MAD and MSD lead to the same composition
of the MCS.
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1 Introduction

This is a continuation of [2], where we studied excursions of Brownian motion
with drift, and we found explicitly the distribution of the nth-passage time of
Brownian motion (BM) through a linear boundary. Here, we study more in
depth the nth-passage time of a one-dimensional diffusion process X(t), which
is obtained from BM by a space transformation or a time change. Particularly,
focusing on the second passage-time, we find explicit formulae for the density
and the Laplace transforms of the second-passage time (for more, see [1]). The
successive-passage times of a diffusion X(t) through a boundary S(t) are related
to the excursions of Y (t) := X(t) − S(t); indeed, when Y (t) is entirely positive
or entirely negative on the time interval (s, u), it is said that it is an excursion of
Y (t). Excursions have interesting applications in Biology, Economics, and other
applied sciences (see e.g. [2,15]). They are also related to the last passage time
of a diffusion through a boundary; actually, last passage times of continuous
martingales play an important role in Finance, for instance, in models of default
risk (see e.g. [7,9]). In the special case when X(t) is BM, its excursions follow the
arcsine law, namely the probability that BM has no zeros in the time interval
(s, u) is 2

π arcsin
√

s/u (see e.g. [11]). Really, Salminen’s formula for the last
passage time of BM through a linear boundary (see [14]) was used in [2] to find
the law of the excursions of drifted BM, and the distribution of the nth passage
time of BM through a linear boundary; in this article,we obtain analogous results
for transformed BM through a constant boundary.

c© Springer Nature Switzerland AG 2020
R. Moreno-Dı́az et al. (Eds.): EUROCAST 2019, LNCS 12013, pp. 195–203, 2020.
https://doi.org/10.1007/978-3-030-45093-9_24

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-45093-9_24&domain=pdf
https://doi.org/10.1007/978-3-030-45093-9_24


196 M. Abundo and M. B. Scioscia Santoro

2 Preliminary Results on the nth-Passage Time of BM

The first-passage time of BM starting from x, through the linear boundary S(t) =
a+bt, is τB

1 (S|x) = inf{t > 0 : x+Bt = a+bt}, and will be denoted in this section
by τ1(x), dropping, for simplicity, the superscript B which refers to BM and the
dependence on S; we recall the Bachelier-Levy formula for the distribution of
τ1(x):

P (τ1(x) ≤ t) = 1−Φ((a−x)/
√

t+b
√

t)+exp(−2b(a−x))Φ(b
√

t−(a−x)/
√

t), t > 0

where Φ(y) =
∫ y

−∞ φ(z)dz, with φ(z) = e−z2/2/
√

2π, is the cumulative dis-
tribution function of the standard Gaussian variable. If (a − x)b > 0, then
P (τ1(x) < ∞) = e−2b(a−x), whereas, if (a − x)b ≤ 0, τ1(x) is a.s finite and
it has the Inverse Gaussian density, which is non-defective (see e.g. [6,10]):

fτ1(t) = fτ1(t|x) =
d

dt
P (τ1(x) ≤ t) =

|a − x|
t3/2

φ

(
a + bt − x√

t

)
, t > 0; (1)

moreover, if b �= 0, the expectation of τ1(x) is finite, being E(τ1(x)) = |a−x|
|b| .

The second-passage time of BM starting from x through S(t), is τ2(x) :=
τB
2 (S|x) = inf{t > τ1(x) : x + Bt = a + bt}, and generally, for n ≥ 2, τn(x) =

inf{t > τn−1(x) : x + Bt = a + bt} denotes the nth-passage time of BM through
S(t). We assume that b ≤ 0 and x ≤ S(0) = a, or b ≥ 0 and x ≥ a, so that
P (τ1(x) < ∞) = 1. Then, for fixed t > 0, we consider a kind of conditional
last-passage time prior to t of BM through S(t):

λt
S =

{
sup{0 ≤ u ≤ t : x + Bu = S(u)} if τ1(x) ≤ t

0 if τ1(x) > t.
(2)

The following explicit result holds (see [2]):

Theorem 1. Let be ψt(u) = d
duP (λt

S ≤ u|τ1(x) ≤ t), the conditional density of
λt

S , under the condition τ1(x) ≤ t. Then, for 0 < u < t:

ψt(u) =
e− b2

2 u

π
√

u(t − u)

[
e− b2

2 (t−u) +
b

2

√
2π(t − u)

(
2Φ(b

√
t − u ) − 1

)]
. (3)

Notice that ψt is independent of a; if b = 0, one gets ψt(u) = 1

π
√

u(t−u)
, 0 < u <

t, that is, the arc-sine law with support in (0, t). For x < a and b ≤ 0, we set
T1(x) = τ1(x) and T2(x) = τ2(x) − τ1(x). It can be proved (see [2]) that T2(x) is
finite with probability one, only if b = 0. Moreover:

P (τ2(x) > τ1(x) + t|τ1(x) = s) = P (λs+t
S ≤ s|τ1(x) ≤ s + t) =

∫ s

0

ψs+t(y)dy
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and so
P (T2(x) ≤ t|τ1(x) = s) = 1 −

∫ s

0

ψs+t(y)dy. (4)

Then:

P (T2(x) ≤ t) = 1 −
∫ +∞

0

fτ1(s)ds

∫ s

0

ψs+t(y)dy. (5)

By taking the derivative with respect to t, one gets the density of T2(x):

fT2(t) =
∫ +∞

0

fτ1(s)
[
e−b2(s+t)/2

√
s

π
√

t(s + t)

]
ds. (6)

Notice that
∫ s

0
ψs+t(y)dy is decreasing in t and fT2(t) ∼ const/

√
t, as t → 0+.

Moreover, from (5) it follows that, if b �= 0, the distribution of T2(x) is defective.
In fact (see [2]), P (T2(x) = +∞) = 2sgn(b)E

(
Φ(b

√
τ1(x) ) − 1

2

)
> 0. On the

contrary, if b = 0, from the formula above we get P (T2(x) = +∞) = 0, that is,
T2(x) is a proper random variable, and also τ2(x) = T2(x) + τ1(x) is a.s finite;
precisely, by calculating the integral in (5) we have:

P (T2(x) ≤ t) =
∫ +∞

0

2
π

arccos
√

s

s + t

|a − x|√
2πs3/2

e−(a−x)2/2sds. (7)

Then, taking the derivative with respect to t, the density of T2(x) is:

fT2(t) =
∫ +∞

0

1
π(s + t)

√
t

|a − x|√
2πs

e−(a−x)2/2sds. (8)

The expectation of τ2(x) is obviously infinite for b �= 0, while E(τ1(x)) is
finite. If b = 0, E(τ1(x)) and E(τ2(x)) are both infinite; for τ1(x) this is a
well-known fact, for τ2(x) it is a consequence of τ2(x) > τ1(x). By taking the
derivative with respect to t in (4), one obtains the density of T2(x) conditional
to τ1(x) = s, that is:

fT2|τ1(t|s) = − d

dt

∫ s

0

ψs+t(y)dy = e−b2(s+t)/2

√
s

π(s + t)
√

t
, (9)

and, for b = 0:

fT2|τ1(t|s) =
√

s

π(s + t)
√

t
. (10)

Since τ2(x) = τ1(x) + T2(x), by the convolution formula, the density of τ2(x)
follows:

fτ2(t) =
∫ t

0

fT2|τ1(t − s|s)fτ1(s)ds =
e−b2t/2

πt

∫ t

0

|a − x|√
2πs

√
t − s

e−(a+bs−x)2/2sds.

(11)
Of course, the distribution of τ2(x) is defective for b �= 0, namely

∫ +∞
0

fτ2(t)dt =
1 − P (τ2(x) = +∞) < 1, since P (τ2(x) = +∞) = P (T2(x) = +∞) > 0.
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If b = 0, we obtain the non-defective density:

fτ2(t) =
1
πt

∫ t

0

|a − x|√
2πs

√
t − s

e−(a−x)2/2sds, (12)

Proposition 1 (see [2]). Let be T1(x) = τ1(x), Tn(x) = τn(x) − τn−1(x), n =
2, . . . Then:

P (T1(x) ≤ t) = 2(1 − Φ(a − x/
√

t)), (13)

P (Tn(x) ≤ t) = 1 −
∫ +∞

0

fτn−1(s)ds

∫ s

0

ψs+t(y)dy, n = 2, . . . (14)

Moreover, the density of τn(x) is:

fτn
(t) =

∫ t

0

fTn|τn−1(t − s|s)fτn−1(s)ds, (15)

where fτn−1 and fTn|τn−1 can be calculated inductively, in a similar way, as done
for fτ2 and fT2|τ1 . If b = 0, T1(x), T2(x), .... are finite with probability one. 	


For the explicit forms of the Laplace transforms (LT) of first and second
passage-time of Bt through the boundary S(t) = a + bt, see [1].

3 The nth-Passage Time of a Diffusion Conjugated to
BM

Let be X(t) a one-dimensional, time-homogeneous diffusion process, driven by
the SDE dX(t) = μ(X(t))dt + σ(X(t))dBt, X(0) = x, where the coefficients
μ(·) and σ(·) satisfy the usual conditions for the existence and uniqueness of the
solution (see e.g. [8]). We recall that X(t) is said to be conjugated to BM (see
[5]), if there exists an increasing function v with v(0) = 0, such that:

X(t) = v−1 (Bt + v(x)) , t ≥ 0. (16)

Examples of diffusions conjugated to BM are the Feller process or Cox-Ingersoll-
Ross (CIR) model, and the Wright and Fisher-like process (see [5]). Let X(t) be
conjugated to BM via the function v, and let τ1(a|x) = inf{t > 0 : X(t) = a}
be the FPT of X(t) through the level a > x; as easily seen, one has τ1(a|x) =
τB
1 (v(a)|v(x)), where τB

1 (α|y), denotes the FPT of BM, starting from y < α,
through the level α. Then, from (1), one gets the density of τ1(a|x):

fτ1(t) =
v(a) − v(x)

t3/2
φ

(
v(x) − v(a)√

t

)
, (17)

implying that E [τ1(a|x)] = +∞. For x < a, one has:

τn(a|x) = inf{t > τn−1(a|x) : Bt = v(a) − v(x)} = τB
n (v(a)|v(x)),

where the superscript B refers to BM, namely τB
n (a|x), n = 2, . . . is the nth-

passage time of BM through the level a, when starting from x < a. As in the
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previous section, we set T1(x) = τ1(a|x) = τB
1 (v(a)|v(x)), T2(x) = τ2(a|x) −

τ1(a|x) = τB
2 (v(a)|v(x)) − τB

1 (v(a)|v(x)); from (7) (b = 0), we get

P (T2(x) ≤ t) =
2
π

∫ +∞

0

fτ1(s) arccos
√

s

s + t
ds. (18)

Thus, the density of T2 is fT2(t)

=
∫ +∞

0

fτ1(s)
√

s

π
√

t(s + t)
ds =

∫ +∞

0

v(a) − v(x)
s3/2

e− (v(x)−v(a))2

2s√
2π

√
s

π
√

t(s + t)
ds

=
v(a) − v(x)

π
√

2π

∫ +∞

0

1
(s + t)

√
t

1
s

e− (v(x)−v(a))2

2s ds. (19)

The expectation of τ2(a|x) is infinite, because E [T2(x)] = +∞. From (9) with
b = 0, we get

fT2|τ1(t|s) = − d

dt

∫ s

0

ψs+t(y) dy =
√

s

π(s + t)
√

t
. (20)

Moreover, from (12) (b = 0):

fτ2(t) =
∫ t

0

v(a) − v(x)
πts

√
t − s

√
2π

· e− (v(x)−v(a))2

2s ds. (21)

Setting Tn(x) = τn(a|x) − τn−1(a|x), and using Proposition 1, we get

P (T1(x) ≤ t) = 2
(

1 − Φ

(
v(a) − v(x)√

t

))
, (22)

P (Tn(x) ≤ t) = 1 −
∫ +∞

0

fτn−1(s) ds

∫ s

0

ψs+t(y) dy, n = 2, . . . . (23)

The density of τn(a|x) is:

fτn
(t) =

∫ t

0

fTn|τn−1(t − s|s) · fτn−1(s) ds, (24)

where fτn−1 and fTn|τn−1 can be calculated inductively, in a similar way, as done
for fτ2 and fT2|τ1 . In conclusion, T1(x), T2(x), . . . are finite with probability one.

4 The nth-Passage Time of Time-Changed BM

The previous arguments can be applied also to time-changed BM, namely X(t) =
x+B(ρ(t)), where ρ(t) ≥ 0 is an increasing, differentiable function of t > 0, with
ρ(0) = 0. Such kind of diffusion process X(t) is a special case of Gauss-Markov
process (see [3,4]). Let us consider the constant barrier S = a, and x < a; then,
the FPT of X(t) through a is τ1(a|x) = ρ−1(τB

1 (a|x)), where τB
1 (a|x) denotes
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the first-passage time of BM, starting from x, through the barrier a. Thus, the
density of τ1(a|x) is:

fτ1(t) = fτB
1

(ρ(t))ρ′(t) =
|a − x|
ρ(t)3/2

φ

(
a − x
√

ρ(t)

)

ρ′(t). (25)

The expectation is:

E [τ1(a|x)] =
∫ +∞

0

t fτ1(t) dt =
∫ +∞

0

t
|a − x| · ρ′(t)

ρ(t)3/2

e− (x−a)2

2ρ(t)

√
2π

dt (26)

Suppose that ρ(t) ∼ ctα, as t → +∞; then, as easily seen, for α > 2 the inte-
gral converges, namely E [τ1(a|x)] < +∞, unlike the case of BM, for which the
expectation of FPT is infinite. One has τn(a|x) = ρ−1(τB

n (a|x)) with τB
n (a|x) =

inf{s > τB
n−1(a|x) : x + Bs = a}; T1(x) = τ1(a|x) = ρ−1(τB

1 (a|x)), T2(x) =
τ2(a|x) − τ1(a|x) = ρ−1(τB

2 (a|x)) − ρ−1(τB
1 (a|x)). The density of τ2(a|x) is

fτ2(t) = d
dtP

(
τB
2 (a|x) ≤ ρ(t)

)
= fτB

2
(ρ(t)) · ρ′(t)

=
ρ′(t)
πρ(t)

∫ ρ(t)

0

|a − x|√
2πs

√
ρ(t) − s

e− (a−x)2

2s ds. (27)

The density of τn(a|x) is fτn
(t) = d

dtP
(
τB
n (a|x) ≤ ρ(t)

)

= fτB
n

(ρ(t))ρ′(t) =
∫ ρ(t)

0

fT B
n |τn−1,B

(ρ(t) − s|s)fτB
n−1

(s) ds · ρ′(t), (28)

where fT B
n |τB

n−1
and fτB

n−1
can be calculated inductively.

5 Some Examples

(i) B(t3/3) and integrated BM. Let be X(t) =
∫ t

0
Bs ds the integrated BM;

it has many important application (see e.g. [3,4]), and is a Gaussian process
with mean zero and covariance function cov(X(t),X(s)) = s2(t/2 − s/6), s ≤ t
(see e.g. [13]). Thus, its variance is V ar(X(t)) = t3/3, and X(t) has the same
distribution as B( t3

3 ). Motivated from this, we study the successive-passage time
of B( t3

3 ) through a constant barrier a. Since the starting point is zero, we consider
τ1(a|0) = inf{t > 0 : X(t) = a} = inf{t > 0 : B(t3/3) = a}, τ2(a|0) = inf{t >
τ1(a|0) : B(t3/3) = a}, and T1(x) = τ1(a|0), T2(x) = τ2(a|0)− τ1(a|0). Then, by
using (25), we get the density of τ1(a|0):

fτ1(t) =
|a − x|

(t3/3)3/2
· φ

( a − x
√

t3/3

)
t2 =

3
√

3 |a − x|
t5/2

e− 3(a−x)2

2t3√
2π

. (29)

In the Fig. 1 (panel a) we report the FPT density of B( t3

3 ) obtained from
(29), for various values of the barrier: a = 1, a = 2, a = 3. From (26) we get that
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Fig. 1. Comparison between the shapes of the FPT density of B(t3/3), for different
values of the barrier a; from top to the bottom, with respect to the peak of the curve:
a = 1, a = 2, a = 3 (panel (a)); density of τ2(a|x) in the case of B(t3/3), for various
values of the parameter a; from top to the bottom: a = 1, a = 2, a = 3 (panel (b)).

E [τ1(a|0)] = 3
√
3 |a−x|√

2π

∫ +∞
0

e− 3(a−x)2
2s

t3/2 dt. Notice that, unlike the case of BM, it
is finite (in fact ρ(t) = t3/3 ∼ ctα with α = 3 > 2, see the observation after Eq.
(26)). By using (27), one gets the density of τ2(a|x):

fτ2(t) =
3
πt

∫ t3
3

0

|a − x|
√

2πs
√

t3

3 − s
e− (a−x)2

2s ds. (30)

The shape of the density of τ2(a|x), for different values of the parameter a, is
shown in the Fig. 1 (panel b). The Laplace transform of τ2(a|x) is

ψ̃(λ) =
∫ +∞

0

e−λtfτ2(t)dt =
3|a − x|
π
√

2π

∫ +∞

0

e−λt

t
[
∫ t3

3

0

e− (a−x)2

2s

s
√

t3

3 − s
ds]dt, λ > 0.

E(τ2(a|0) = − d

dλ
˜ψ(λ)

⏐⏐
λ=0

=
3|a|

π
√

2π

∫ +∞

0

⎡

⎣
∫ t3

3

0

e− a2
2s

s
√

t3

3 − s
ds

⎤

⎦ dt.

(ii) The Ornstein-Uhlenbeck (OU) process. It is the solution of dX(t) =
−μX(t)dt + σdB(t), X(0) = x, with μ, σ > 0. Explicitly, X(t) =
e−μt

(
x +

∫ t

0
σeμs dB(s)

)
. Moreover, (see e.g. [5]) X(t) can be written as

e−μt (x + B(ρ(t))) , where ρ(t) = σ2

2μ (1−e−2μt), namely in terms of time-changed
BM. Therefore, X(t) has normal distribution with mean xe−μt and variance
σ2

2μ (1 − e−2μt). We choose the time-varying barrier S(t) = ae−μt, with x < a,
and we reduce to the passage-times of BM through the constant barrier a. In
fact, τ1(S|x) = inf{t > 0 : X(t) = S(t)} = inf{t > 0 : x + B(ρ(t)) = a} and
τ1(S|x) = ρ−1

(
τB
1 (a|x)

)
, where τB

1 (a|x) is the FPT of BM, through the bar-
rier a. Moreover, τ2(S|x) = ρ−1

(
τB
2 (a|x)

)
, . . . , τn(S|x) = ρ−1

(
τB
n (a|x)

)
, where

τB
n (a|x) are the successive-passage times of BM through a. Thus, by using (25),

we get the density of τ1(S|x):

fτ1(t) =
2μ

√
2μ|a − x|

σ (e2μt − 1)3/2

1√
2π

e
− μ(a−x)2

σ2(e2μt−1)
+2μt

. (31)
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In the Fig. 2, panel (a), we report the density of τ1(S|x), for x = 0, μ = 2,
σ = 0.2, and various values of a. The expectation of τ1(a|x) is E [τ1(S|x)] =
|a−x|·2μ

√
μ

σ
√

π
· ∫ +∞

0
te

− (x−a)2·μ
σ2·(e2μt−1)

+2μt
dt. By (27), we obtain the density of τ2;

fτ2(t) =
2μ|a − x|e2μt

π
√

2π · (e2μt − 1)
·
∫ σ2

2μ (e2μt−1)

0

e− (a−x)2

2s

s
√

σ2

2μ (e2μt − 1) − s
ds. (32)

Fig. 2. Panel (a): FPT density of OU through the boundary S(t) = ae−µt, for x =
0, μ = 2, σ = 0.2 and from top to the bottom: a = 1, 2, 3. Panel (b): density of
τ2(S|x) for x = 0, μ = 2, σ = 0.2 and from top to the bottom: a = 1, 2, 3. Panel (c):
comparison between the density (32) of τ2(S|x) (lower peak) and the density (31) of
τ1(S|x) (upper peak), for x = 0, μ = 2, σ = 0.2 and a = 1.

Its shape is shown in the Fig. 2, panel (b), for x = 0, σ = 0.2, μ = 2 and
various values of the parameter a. The LT of τ2(S|x) and its expectation cannot
be explicitly found, because of the complexity of the integrals involved in the
calculation; so they have been estimated by Monte Carlo simulation (see [1]).
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Abstract. A stochastic diffusion process based on a generalization of
the Weibull curve, depending on a parametric function and initial val-
ues, is considered. One particular case is the hyperbolastic curve of type
III, successfully applied in growth dynamics. We also proposed a basic
methodology to address the issue related with the estimation of the
parameters of the generic function from a discrete sampling of obser-
vations.

Keywords: Diffusion process · Weibull curve · Hyperbolastic model

1 Introduction

Description and modelling of biological dynamic phenomena such as growth is
well done by means of differential equations. In the particular, growth curves
lead to interesting models which are applied in research fields such as biology,
medicine, ecology or finance.

Nevertheless, these deterministic models do not concern about influence from
unknown sources, as well as the inherent random nature of other factors. In order
to obtain more accurate and realistic models, all of these elements must be taken
into account.

Stochastic diffusion processes have been used for years to construct models
able to describe deterministic dynamics influenced by random, external factors.
By controlling certain characteristics of the process, they can be designed and
adapted to the behaviour of data (see, for example, [1,4]).

There exist diverse approaches to build stochastic models to describe dynam-
ical behaviour, for example by adding a random term into a deterministic model.
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Other approach consists on define the model in a way such that its trend follows
a deterministic curve (examples in [2,4]).

Apart from issues related with these aspects, the number of growth curves
and the complexity of the models are increasing, leading to difficulties to apply
them in an appropriate context. Many of these special models are indeed partic-
ular cases of classical growth curves. Weibull curve and models based on it are of
particular interest due to its capacity to adapt and describe growth behaviour.
One of these modifications is the hyperboslatic curve of type III [7]. This curve,
as well as the other two types of hyperbolastic, have been successfully applied in
different fields, showing great performance in the description of biological growth
processes such as cell growth, among others (see [3,5,6] and references therein).

In this work we address the problem related with the complexity of growth
models, by considering a generalization of the Weibull curve which leads to a
stochastic model able to reproduce Weibull-based growth behaviour. The hyper-
bolastic model of type III could be viewed as a particular case of the general
model. As a result of this, we proposed a methodology to obtain an estimation of
the intrinsic parameters of the unknown function which generalizes the model.

2 Generalized Weibull Model

A generalization of the classical Weibull model can be approached by solving
the following ordinary differential equation,

dx(t)
dt

= (α − x(t)) g(t) (1)

with initial condition x(t0) = x0 ∈ R at times t ≥ t0, and being g(t) a continuous
function such that

∫ t
g(u)du → ∞ when t → ∞.

The solution of (1) is done by

x(t) = α − α − x0

ε(t0)
ε(t),

where ε(t) := exp
(
− ∫ t

g(u)du
)
. We note that the carrying capacity is the

parameter α = limt→∞ x(t). Nevertheless, in several applications, carrying
capacity must be dependent on initial value x0. In order to do this, the curve
can be modified as follows,

x(t) = x0
η − ε(t)
η − ε(t0)

(2)

where η is another parameter depending on initial values x0 and t0. The rest of
the parameters are encoded in function g and hence ε. So g can be defined as a
parametric function with unbounded integral. Note that with this formulation,
the carrying capacity (upper bound) is written as α = η x0 (η − ε(t0))

−1.
In particular, for g(t) = βγtγ−1, curve (2) becomes classical Weibull curve

with growth parameters β and γ.
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2.1 Hyperbolastic Model of Type III

If we set g(t) = βγtγ−1 + θ
(
1 + θ2t2

)− 1
2 , resulting curve (2) is known as the

hyperbolastic curve of type III. Introduced in 2005 [7], the family of hyperbolas-
tic curves have shown remarkable results describing and predicting behaviour of
growth phenomena (see, for example, [3,5–7] and references therein). In particu-
lar, hyperbolastic curve of type III outperforms classical curves such as logistic,
Gompertz or Richards.

The curve of type III depends on two parameters β and γ related with growth
and a third parameter θ as a distance from the classical Weibull model. Indeed,
when θ vanishes, the hyperbolastic of type III becomes the Weibull curve. This
additional term gives the curve an exceptional flexibility due to the mobility of
the inflection point.

A model for the hypebolastic curve of type I, which is a modification of
the logistic model, was proposed in [2], addressing the problem of inference by
means of metaheuristic algorithms. In the case of type III, the generalization of
the Weibull curve allows us to define the model in a more generic fashion.

3 Stochastic Model

In order to build a stochastic version of Eq. (1), we consider the non-
homogeneous stochastic process X(t) defined on R

+, verifying the stochastic
differential equation

dX(t) =
ε(t)

η − ε(t)
g(t) X(t)dt + σX(t) dW (t) (3)

with X(t0) = x0 a.s., σ a diffusion parameter (representing random fluctuations)
and W (t) the standard Wiener process. The solution of (3) is the lognormal
diffusion process with exogenous factors, characterized by drift and diffusion,
respectively,

A1(x, t) = h(t) x, A2(x) = σ2x2,

where h(t) := ε(t)
η−ε(t) g(t). Expression of the drift is obtained from (2) by

d

dt
x(t) = − x0

η − ε(t0)
d

dt
ε(t) =

x0

η − ε(t0)
ε(t)g(t) = x(t)

ε(t)
η − ε(t)

g(t).

Thus, mean function of diffusion solution of (3) is done by

E(X(t)) = X(t0) e
∫ t
t0

h(u)du = x0
η − ε(t)
η − ε(t0)

a.s.

which is the generalized Weibull curve. Hence, the diffusion process X(t) evolves
following the trend imposed by the curve.
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A remarkable feature of this kind of processes is the availability of explicit
expressions for several characteristics. For example by solving the Kolmogorov
equation (noting ∂x the operator for partial derivative with respect to x)

∂sf(x, t|y, s) +
y ε(t)g(t)
η − ε(t)

∂yf(x, t|y, s) +
y2σ2

2
∂2

yf(x, t|y, s) = 0,

the transition probability density function f(x, t|y, s) := ∂xP(X(t) ≤ x|
X(s) = y) for s < t can be obtained. In particular, the conditional distribu-
tion is also lognormal,

X(t)|X(s) = y ∼ Λ

(

log y + log
η − ε(t)
η − ε(s)

− σ2

2
(t − s), σ2(t − s)

)

.

In Fig. 1 diverse behaviour of functions g and h, as well as original curve
and simulated paths of the hyperbolastic diffusion process of type III, can be
observed.
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Fig. 1. Functions g, x, h and simulated paths, for different parameters, of a hyperbo-
lastic diffusion of type III.

3.1 Inference with Unknown g

For practical purposes, function g must be known. In several cases, the paramet-
ric expression of g can be proposed in the context of the study, focusing on the
meaning of the parameters and the mathematical relations between them.

In order to address this issue, we propose a methodology to estimate the
parameters of a known expression of g by means of a transformation of the
original observations.

Procedure is based on fitting a suggested function to sampling coming from
the primitive of g, denoted by G, and defining a diffusion as in previous section.
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Indeed, solving Eq. (2) for ε(t) leads to

ε(t) = η

(

1 − 1
α

x(t)
)

,

so,

G(t) = − log η − log
(

1 − 1
α

x(t)
)

. (4)

Let us now consider a discrete sampling {xi,j}i,j for i = 1, . . . , d and j =
1, . . . , n of d sample paths observed at same time instants tj .

At first glance, for a fixed path i, we obtain from (4),
∫ tj

tj−1

g(u)du = log
α − xi,j−1

α − xi,j
,

which can be used to obtain characteristics of the function g, compute hitting
times of the process or address other inference issues.

Nevertheless, a sampling for G cannot be obtained due to unknown parameter
η. But in order to define a final diffusion process is enough to consider a modified
sampling {

− log
(

1 − 1
α

x·j

)}

j

, (5)

where x·j is the mean of observations at time j along the paths.
Indeed, by considering a suggested parametric function Γ fitting data coming

from (4) the expression Γ (t) = Γ0(t) − log η holds for all t, where Γ0 is another
function fitting set (5). The drift of final diffusion depends on d

dtΓ (t) and not
on Γ (t); on the other hand, d

dtΓ (t) = d
dtΓ0(t) for all t. Hence, for our purposes,

function Γ0 can be consider instead of Γ .
Finally, thanks to the drift of the diffusion process, parameter η (generally

unknown) can be ignored in order to obtain a discrete sampling of G from {xij}
by means of the following procedure (see Fig. 2):

1. To estimate the upper bound α̂ from data.
2. To estimate parameter of random fluctuations σ̂ by, for example, maximum

likelihood.
3. To modify original observations by means of the transformation

ρ(x) := − log
(

1 − 1
α̂

x

)

.

4. To fit a suggested differentiable function Γ0 to modified data from 3.
5. To define a lognormal stochastic process with drift

A1(x, t) = x
(
eΓ0(t) − 1

)−1 d

dt
Γ0(t)

and diffusion A2(x) = σ̂x.

Difficulties in step 4 may arise depending on the number of parameters and
the complexity of the suggested function. In that case, numerical analysis meth-
ods or even metaheuristic algorithms could be used.
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Fig. 2. Function G (red) and modified data (blue) from simulated path (inset plot) of
a hyperbolastic diffusion process of type III. (Color figure online)

4 Conclusions

In this work a new stochastic model based on a generalization of the Weibull
curve is proposed. The use of a generic function g with just a few properties
leads to expressions for different characteristics of the process, allowing us to
obtain particular results directly for every function g.

One particular case is the hyperbolastic curve of type III. In this context,
the diffusion can describe random sigmoidal dynamics with more flexibility than
other models based on classical curves.

In a practical way, the problem related with the lack of a known function
g is addressed. We propose a method based on fitting a suggested parametric
function to modified data in order to avoid unknown suitable parameter of the
model.
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Abstract. The stochastic Leaky Integrate-and-Fire (LIF) model is
revisited adopting a fractional derivative instead of the classical one
and a correlated input in place of the usual white noise. The aim is
to include in the neuronal model some physiological evidences such as
correlated inputs, codified input currents and different time-scales. Frac-
tional integrals of Gauss-Markov processes are considered to investigate
the proposed model. Two specific examples are given. Simulations of
paths and histograms of first passage times are provided for a specific
case.

Keywords: Fractional LIF model · Ornstein-Uhlenbeck process ·
Simulation

1 Introduction

Many recent contributions have been given to design stochastic neuronal models
specialized to include in the classical Leaky Integrate-and-Fire (LIF) model some
phenomenological evidences, such as: correlated inputs, adaptation phenomena,
different time-scales, etc. (see, for instance, [1–4]). The classical stochastic LIF
model is based on the following stochastic differential equation (SDE), ∀t > 0:

dV (t) = − gL

Cm
[V (t) − VL]dt +

σ

Cm
dW, V (0) = V0. (1)

The stochastic process V (t) represents the voltage of the neuronal membrane,
whereas the other parameters and functions are: Cm the membrane capacitance,
gL the leak conductance, VL a specific value of potential, dW (t) the noise (with
W (t) a standard Brownian motion (BM)) and σ its intensity. A spike is emitted
when V (t) attains a threshold value Vth. Unfortunately, this model has some
limitations (see, for instance, [5]). It cannot include a correlated input like colored
noise, but only a delta-correlated white noise. It is not suitable to represent any
adaptation phenomena: indeed, relating the firing adaptation to memory effects,
the LIF solution process is a Markov process, hence it has no memory. Moreover,
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different time-scales cannot be adopted for different confluent dynamics, such as
those of the membrane, ionic channels, synaptic inputs and noise. In [6–9], we
tried to specialize the LIF model, and its SDE, in such a way some of the above
phenomenological evidences can be described and reliably predicted.

Specifically, inspired by results of [3] and [10], a LIF model with a colored
noise was considered in [6] and for it an approximating time-non-homogeneous
Gauss-Markov (GM) process was proposed. The purpose was to obtain some
approximations of the first passage time (FPT) through a constant level (the
firing threshold). Again in [6], a fractional Langevin equation, proposed for neu-
ronal models [10,11], was considered for simulations and comparisons. Then, in
[7], further investigations were carried out about firing rates.

In [8] a detailed analysis of a LIF model with correlated inputs was made,
using both mathematical tools and simulation approaches. A preeminent role
was played by the theory of integrated GM processes [12]. Indeed, the neuronal
voltage V (t) was obtained as the integral over time of an Ornstein-Uhlenbeck
(OU) process modeling a correlated input.

With the aim to generalize the study of those processes, in [9] some specific
results were obtained for fractional integrals of GM processes. Then, an embry-
onic neuronal model was proposed in order to highlight the possible application
of those processes in neuronal modeling.

Our twofold interest, for this kind of processes and for the neuronal modeling,
leads us to propose here a fractional SDE whose solution is the fractional inte-
gral of a correlated OU process. This approach has the aim to employ jointly the
correlated input, as done in [6] and [8] for the integer (non fractional) case, and
the fractional integrals [9] in a LIF-type model, as done in [6] and [7] for a frac-
tional model with non correlated inputs. Here, the discussion will be regarding
the joint effect of these two approaches, already considered in previous papers,
but separately.

Specifically, the idea is to consider a more general model based on the fol-
lowing two coupled differential equations:

DαV (t) = F (t, V, VL, η), V (0) = V0, (2)
dη(t) = G(t, η, I)dt + γdW (t), η(0) = η0, (3)

where Dα is the fractional Caputo derivative [13] with α ∈ (0, 1), η(t) is a GM
process and it represents a stochastic correlated input. I stands for an input
current. Here, in order to apply the theory of the integrated GM processes in
neuronal models, we adopt the following forms for the functions F and G and
parameter γ:

F (t, V, VL, η) = f(t, V, VL) +
η(t)
Cm

, G(t, η, I) = −η(t) − I

τ
, γ =

σ

τ
. (4)

In this way, the membrane potential V (t) will be a process that involves the
fractional Caputo integral of α−order of the correlated input η(t).



On Fractional Neuronal Dynamics 213

The fractional order of the derivative in (2) can allow to describe dynamics
of the membrane potential V (t) on a time-scale different from that of the input
η(t); furthermore, the input process η(t) drives the dynamics of V (t) with a
correlation on the time.

In the next section, we first consider the model (2)–(3) for a specific choice
of F , G and γ. We remark that, due the shortness of this communication, we
do not specify all appropriate hypotheses for differential problems ensuring the
consistency of our results (see, for instance, [14]) neither the suitable probabil-
ity space (see, for instance, [15]), we only give some mathematical details and
provide simulations of the considered processes. In the last section, we consider
the model (2)–(3) of LIF-type addressing a preliminary investigation.

2 A First Model

Firstly, we investigate the model of [9], that is obtained from (2)–(3), with
f(t, V, VL) ≡ gL

Cm
VL and G and γ as in (4), i.e.

DαV (t) =
gL

Cm
VL +

η(t)
Cm

, V (0) = V0

(5)

dη(t) = −η(t) − I

τ
dt +

σ

τ
dW (t), η(0) = η0.

Here, I represents a synaptic or an injected current that arrives, codified by
the correlated input η(t), to the neuron. As physiological justification, we can
say that the above dynamics can happen when the firing activity of a neuron is
affected by the complex interactions with many others neurons in a networks:
in this case, correlated inputs, codified currents and different time-scales have
to be considered. Indeed, the neuronal activity (in this case without leakage) is
modeled by the process V (t) as a fractional integral of the whole evolution of the
input process η(t) from an initial time, but on a (more or less) finer time scale
that can be regulated by choosing the fractional order α of integration suitably
adherent to the neuro-physiological evidences.

2.1 The η(t) Process

The stochastic process η(t) in (5) is a GM process: specifically, it is an OU
process with the following representation in terms of a time-transformed BM
process W :

η(t) = mη(t) + h2(t)W (r(t)) (6)

with mean mη(t), covariance c(s, t) = h1(s)h2(t), and W (t) a standard BM
process in r(t) = h1(t)

h2(t)
increasing function.
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We remark that the initial values V0 and η0 in (5) can be specified like
constants or random variables, making the model suitable for the description of
endogenous stimuli or exogenous stimuli, respectively [8]. Here, for fixed constant
initial values, we have

η(t) = I + e−t/τ [η0 − I + W (r(t))], (7)

where W (t) is a standard BM and r(t) = τ
2

(
e2t/τ − 1

)
(with r(0) = 0). In

particular, η(t) is the non-stationary OU process with mean:

mη(t) = I + e−t/τ (η0 − I) (8)

and covariance

c(s, t) = h1(s)h2(t) =
σ2

2τ

(
e−(t−s)/τ − e−(s+t)/τ

)
, 0 ≤ s ≤ t, (9)

with
h1(t) =

σ

2

(
et/τ − e−t/τ

)
, h2(t) =

σ

τ
e−t/τ . (10)

2.2 The V (t) Process

The process V (t) involves the fractional Riemann-Liouville (RL) integrals of the
GM process η(t). For sake of readability, we give some essentials of fractional
calculus. Let be α ∈ (0, 1); if f(t) is a real-valued differentiable function on R, we
recall that the Caputo fractional derivative of f of order α is defined as follows
[13]

Dαf(t) =
1

Γ (1 − α)

∫ t

0

f ′(s)
(t − s)α

ds, (11)

where f ′ denotes the ordinary derivative of f. If f is a continuous function, its
fractional RL integral of order α is defined as the following:

Iα(f)(t) =
1

Γ (α)

∫ t

0

(t − s)α−1f(s)ds, (12)

where Γ is the Gamma Euler function, i.e. Γ (z) =
∫ +∞
0

tz−1e−tdt , z > 0.
Referring to the model (5), assuming that V (0) = 0, the RL fractional inte-

gral Iα can be used as the left-inverse of the Caputo derivative Dα [17], in such
a way we obtain

V (t) = Iα(DαV )(t) = Iα

(
gL

Cm
VL

)
(t) +

1
Cm

Iα(η)(t). (13)
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Now, we focus our attention on Iα(η)(t). Here, we can exploit some results
about the (path-wise) fractional Riemann-Liouville integral of GM processes [9].
Indeed, recalling also (6), the fractional RL integral of η(t) is:

Iα(η)(t) =
1

Γ (α)

∫ t

0

η(s)
(t − s)1−α

ds

=
1

Γ (α)

∫ t

0

mη(s) + h2(s)W (r(s))
(t − s)1−α

ds (14)

= Iα(mη)(t) + Iα(h2Wr)(t),

where Wr stands for W (r(t)). Furthermore, we have that Iα(η)(t) has normal
distribution with mean Iα(mη)(t) and covariance

Covα
η (u, t) = cov [Iα(h2Wr)(u)Iα(h2Wr)(t)] .

Specifically, from [9], for 0 ≤ u < t, we have Covα
η (u, t) = 1

Γ 2(α)

[
Ĩ1 + Ĩ2 + Ĩ3

]

with

Ĩ1 =
σ2

τ

∫ u

0

ds(u − s)α−1e−s/τ

∫ s

0

dv(t − v)α−1 sinh(v/τ),

Ĩ2 =
σ2

τ

∫ u

0

ds(u − s)α−1 sinh(s/τ)
∫ u

s

dv(t − v)α−1e−v/τ , (15)

Ĩ3 =
σ2

τ

(∫ u

0

ds(u − s)α−1 sinh(s/τ)
) (∫ t

u

dv(t − v)α−1e−v/τ

)
.

Finally, the V (t) process has mean:

mV (t) = Iα

(
gL

Cm
VL

)
(t) +

1
Cm

Iα(mη)(t)

=
gLVL

Cm

tα

Γ (α + 1)
+

1
Cm

Iα(I + e−t/τ (η0 − I))(t) (16)

=
(

gLVL + I

Cm

)
tα

Γ (α + 1)
+

1
Cm

(η0 − I)tαE1,1+α(−t/τ),

where Eα,β(z) =
∑∞

k=0
zk

Γ (αk+β) is the Mittag-Leffler function [17], and covari-
ance

Covα
V (u, t) =

1
C2

m

Covα
η (u, t).
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2.3 Some Simulations Results

We now focus on the simulation of paths of the process V (t) for specific cases. In
particular, due to the key rule of the process Iα(η)(t) in the dynamics of V (t), here,
we perform simulations of such a process when the V (t) = Iα(η)(t). This occurs
for a specific setting of the parameters, i.e. for VL = η0 = 0, σ = τ = Cm = 1,
I = 0, (disregarding the measure units). The simulation algorithm of sample
paths exploits the expression of the covariance specified in the previous section.
At first, a numerical evaluation of the values of the covariance matrix on a (time)
square grid is performed; then, the successive steps of each paths are evaluated by
means of sequences of pseudo-random Gaussian numbers. The codes for simula-
tions are prepared as R scripts [16]. As in [9], we follow these steps: we evaluate
the elements of N × N covariance matrix C(ti, tj) at times ti, i = 1, . . . , N, of an
equi-spaced temporal grid; we apply the Cholesky decomposition algorithm to the
covariancematrixC to obtain a lower triangularmatrixL(i, j) such thatC = LLT ;
we generate a N-dimensional array z of standard pseudo-Gaussian numbers; we
construct the sequence of simulated values of the correlated fractional integrated
process as the array v = Lz. Finally, the array v provides the simulated path
(V (t1), . . . , V (tN )), which components have the assigned covariance.

In Fig. 1 some simulated sample paths of V (t) are shown. The paths show an
increasing roughness for decreasing values of α. By means of 104 simulated sample
paths of V (t) until the first time of crossing of the threshold value Vth, and record-
ing these FPTs, we can construct their histograms as approximations of the FPT
probability density. These results can be used for a statistical prediction of the first
firing time of the neuron. In Fig. 2, histograms of simulated FPTs are shown for
different values of α and thresholds Vth. The investigations, by means of the simu-
lation approach, suggest that for decreasing values of α the tail of the histograms
becomes more and more heavy (see Fig. 2, right). This evidence can be related with
the long memory of the process V (t), that is Gaussian but non Markovian. As a
consequence in the application to the neuronal models, we have that much more
probability mass is distributed in correspondence of long times for firing.
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Fig. 1. Simulated sample paths of V (t) with VL = η0 = 0, σ = τ = Cm = 1, I = 0 and
some indicated values of α.
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Fig. 2. Histograms of FPT of V (t) through the threshold Vth = 0.5 (left) and Vth = 1
(right) and some values of α. The other parameters are the same of Fig. 1.

3 A Fractional LIF-type Model with a Correlated Input

If in the model (2)–(3), and in (4), we set f(t, V, VL) = − gL

Cm
[V (t) − VL], we

obtain

DαV (t) = − gL

Cm
[V (t) − VL] +

η(t)
Cm

, V (0) = V0

(17)

dη(t) = −η(t) − I

τ
dt +

σ

τ
dW (t), η(0) = η0

a fractional LIF-type model with η(t) correlated input. In these setting, the
stochastic process η(t) is the same of the previous sections, while the process
V (t) stands for a neuronal membrane potential that now shows a time decay
towards the state VL (the resting potential). For V0 = 0, we can also consider
the integral version of the first equation of (17):

V (t) = Iα

(
− gL

Cm
[V (t) − VL]

)
(t) +

1
Cm

Iα(η)(t). (18)

Referring to [13], [17] and [18] for deterministic counterpart of this problem,
finally, we can consider the process V (t) with mean

mV (t) = V0t
α−1Eα,α

(
−gLtα

Cm

)

+
∫ t

0

(t − s)α−1Eα,α

(
−gL(t − s)α

Cm

) [
gLVL

Cm
+

mη(s)
Cm

]
ds. (19)



218 E. Pirozzi

In this case, the form of the V (t) process involves a fractional integral of a
Mittag-Leffler function and of the process η(t). In particular, setting:

J (Eα)(η)(t) =
∫ t

0

(t − s)α−1Eα,α

(
−gL(t − s)α

Cm

)[
gLVL

Cm
+

η(s)
Cm

]
ds, (20)

and recalling (6), for the covariance of V (t) we can write

Covα
V (u, t) = cov

[
J (Eα)(h2Wr)(u)J (Eα)(h2Wr)(t)

]
.

Specific algorithms for the simulation of this dynamics can be realized and
relative investigations about the FPTs through the level Vth will be really inter-
esting for neuronal models. Finally, we remark that the model (17) gives rise to a
process V (t) with memory, involving a fractional integral, and, in addition, the
process integrates a stochastic input with correlation. Further theoretical and
numerical investigations are mandatory and they will be carried out in future
works.
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Abstract. Starting from the stochastic SIR model, we give a time-
changed SIR model obtained via an inverse α-stable subordinator. In
particular, we study the distribution of its inter-jump times and we use
it to describe a simulation algorithm for the model. Finally, such algo-
rithm is tested and used to describe graphically some properties of the
model.

Keywords: Epidemics model · Subordinator · Mittag-Leffler function

1 Introduction

The SIR model was introduced by Kermack and McKendrick in 1927 [14] and
since then it has been one of the most important mathematical model in epi-
demics. Its stochastic counterpart has been introduced lately by Bartlett, in 1949
[7], and it is based on the same compartmental scheme of the original SIR model,
this time described by using a Continuous Time Markov Chain (CTMC). Such
kind of models have been widely studied and generalized through time.

A particular generalization of the deterministic model is given by the frac-
tional order SIR model, which overcomes the classical one in describing some
particular infection dynamics (see [1,12]). At the same time, for the stochastic
case, the semi-Markov property can be preferred to the Markov one to describe,
for instance, the infection dynamics of the AIDS (see [15] and reference therein).

Here we propose a model which can be seen as a link between the fractional
order deterministic SIR model and the stochastic semi-Markov one, focusing on
simulation procedures for such process. In Sect. 2 we give some basics on the
classical stochastic SIR model. In Sect. 3 we construct our time-changed SIR
model starting from the classical one. In particular, we exploit the distribution
of the inter-jump times and we use such property to describe a simulation algo-
rithm. In Sect. 4 we show some simulation results while in Sect. 5 we give some
concluding remarks.

2 The Stochastic SIR Model

Let us consider a classical general stochastic SIR model (see for instance [11])
on a filtered probability space (Ω,F ,Ft,P). It is described by three processes
c© Springer Nature Switzerland AG 2020
R. Moreno-Dı́az et al. (Eds.): EUROCAST 2019, LNCS 12013, pp. 220–227, 2020.
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S1(t), I1(t) and R1(t) (for t ≥ 0) that represent respectively the number of
susceptible, infective and removed individuals of the population. Let us suppose
that the population is closed, that is to say S1(t) + I1(t) + R1(t) = N , where
N ∈ N is a constant. This first assumption allows us to take in consideration
just the pair (S1(t), I1(t)) since the third process R1(t) can be obtained from
the other two processes. Moreover, let us suppose that the pair (S1(t), I1(t)) is a
bivariate (cádlág) CTMC with (finite) state space S = {(s, i) ∈ N

2 : s+ i ≤ N}
and with infinitesimal transition probabilities given by

P
[
(S1(t + δt), I1(t + δt)) = (s − 1, i + 1)

∣
∣(S1(t), I1(t)) = (s, i)

]
= βsiδt + o(δt)

P
[
(S1(t + δt), I1(t + δt)) = (s, i − 1)

∣
∣(S1(t), I1(t)) = (s, i)

]
= γiδt + o(δt)

P
[
(S1(t + δt), I1(t + δt)) = (s, i)

∣∣(S1(t), I1(t)) = (s, i)
]

= 1 − (βs + γ)iδt + o(δt)

where β and γ are respectively the pairwise infection and the removal parame-
ters. In particular, since the removed individuals do not take part in the infection
dynamics, it is not restrictive to consider R(0) = 0 almost surely.

2.1 Asymptotic Behaviour

It is interesting to observe that the states (s, 0) ∈ S are absorbent states. In
particular, let us define T 1 = inf{t > 0 : I1(t) = 0}, that is the duration of the
outbreak. Hence, it is easy to see that T 1 < +∞ almost surely and then, for any
ω ∈ Ω, S1(t, ω) is definitely constant. We can thus define the random variable
S∞ = limt→+∞ S1(t) and ask for the probability distribution of S∞. This quan-
tity characterizes how much the infection has spread. Indeed, let us fix an initial
number of susceptibles S0 and infectives I0, and let us define the random vari-
able Itot = S0 − S∞, that is called the ultimate size of the epidemics, since
it counts exactly the total of individuals that have been infected since the start
of the outbreak. Another interesting random variable is the intensity of the

epidemics defined as Irel =
Itot

S0
that represents the proportion of susceptible

individuals that have been infected. Finally, let us denote with π the distribution
of Irel, that is to say

π : ξ ∈ (0, 1) �→ P [Irel ≤ ξ |(S(0), I(0)) = (S0, I0) ] .

We say that a major outbreak occurs (for the initial value (S0, I0) and the
couple of parameters (β, γ)) if there exists a ξ ∈ (0, 1) such that π(ξ) < 1, that
is to say that at least a susceptible individual has been infected. This quantity

is strictly linked to the basic reproductive number R0 defined as R0 =
S0β

γ
,

that represents the mean number of susceptible individuals that a single infective
individual can infect during its mean lifetime. The strict connection between this
value and the function π has been exploited by Whittle in [22]. In particular,
we recall the following consequence of Whittle’s threshold theorem, known as
R0-dogma (see for instance [20] and references therein).
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Proposition 1. A major outbreak occurs if and only if R0 > 1.

2.2 The Jump Chain and the Inter-jump Times

Now let us introduce some other important quantities. The following construc-
tion is common for any CTMC (see, for instance, [2]), hence we will not give the
details. Let us denote for n ≥ 1 with (Sn, In) the jump-chain (i. e. the embedded
Markov chain) of (S1(t), I1(t)), A1

n the jump times and T 1
n = A1

n −A1
n−1 (where

A1
0 = 0) the inter-jump times (or holding times). As it is well known, these

random variables are conditionally exponentially distributed, that is to say

P[T 1
n ≤ t|(Sn, In) = (s, i)] = 1 − e−r(s,i)t, ∀t ≥ 0,

where the rate function is given by r(s, i) = (βs + γ)i. Let us observe that the
distribution of S∞ (and then the function π) depends only on the jump chain
(Sn, In). Finally, one can use the properties of the jump chain to determine the
mean outbreak duration E[T 1], which is shown to be finite (see [11]).

2.3 Simulation of the Model

The inter-jump times (T 1
n)n∈N and the jump chain (Sn, In)n∈N can be used then

to simulate the model. Indeed, to simulate a CTMC, a well-known algorithm is
Gillespie’s algorithm (see [13]). In our case, it adapts as

– Initialize the process choosing S1(0) and I1(0);
– Suppose we have simulated the process (S1(t), I1(t)) up to a jump time A1

n.
Then we have explicitly (Sn, In);

– We can simulate T 1
n+1 as an exponentially distributed random variable with

parameter r(Sn, In) to obtain A1
n+1 = T 1

n+1 + A1
n (this can be done by inver-

sion of the distribution function method, see [6]);
– To choose what event will happen in A1

n+1, define pn = γIn

r(Sn,In) and simulate
a uniform random variable U in (0, 1);

– If U < pn, then A1
n+1 is a removal time and we set Sn+1 = Sn and In+1 =

In − 1;
– If U ≥ pn, then A1

n+1 is an infection time and we set Sn+1 = Sn − 1 and
In+1 = In + 1;

– For any t ∈ (A1
n, A1

n+1) we set S1(t) = Sn and I1(t) = In;
– Stop as In+1 = 0.

3 The α-Stable Time-Changed SIR Model

Now let fix α ∈ (0, 1) and let us consider an α-stable subordinator {σα(t), t ≥ 0}
(for details, see [8]) which is independent from {(S1(t), I1(t)), t ≥ 0} and its
inverse process

Lα(t) = inf{y > 0 : σα(y) ≥ t}
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called inverse α-stable subordinator. An almost complete review of the properties
of such process is given in [17]. We define our α-stable Time-Changed SIR model
as (Sα(t), Iα(t)) = (S1(Lα(t)), I1(Lα(t))). The first important thing we gain
after this time change is the semi-Markov property, which is a typical property of
time-changed Markov process (see [18]). As we stated in the introduction, semi-
Markov property is quite an important property for such kind of models, since it
is much more realistic than the assumption that the process is Markov. Moreover,
defining the jump chain in the same way as we did for the classical model, since
we only considered a random time-rescaling, it has the same distribution as the
classical jump chain (and then we will still denote it by (Sn, In)). An important
consequence of such observation is that, since the distribution of S∞ and the
function π depend only on the jump chain, Whittle’s threshold theorem still
holds for such processes.

Let us also denote with T α the outbreak duration. Then, since T 1 is the
exit time of (S1(t), I1(t)) from an open set and E[T 1] < +∞, we have that the
function t �→ P(T α > t) 	 Ct−α for t → +∞ (see [5]), hence its decay is slower
then the one of P(T 1 > t).

3.1 The Inter-jump Times

Now our aim is to determine the distribution of the inter-jump times. To do this,
let us recall the definition of the Mittag-Leffler function Eα for some α ∈ (0, 1),
i. e. for t ∈ R

Eα(t) =
+∞∑

k=0

tk

Γ (αk + 1)
.

In particular we say that a random variable Tα is Mittag-Leffler dis-
tributed of parameter λ > 0 and order α ∈ (0, 1) if P [Tα ≤ t] = 1−Eα(−λtα),
∀t ≥ 0. We can then prove the following Proposition.

Proposition 2. Let us denote with (Tα
n )n∈N the inter-jump times of

(Sα(t), Iα(t)). Then the Tα
n are conditionally Mittag-Leffler distributed, i. e.

P [Tα
n ≤ t |(Sn, In) = (s, i) ] = 1 − Eα(−r(s, i)tα), ∀t ≥ 0

where the rate function is given by r(s, i) = (βs + γ)i.

Proof. First of all, let us observe that from the definition of inverse α-stable
subordinator we have that

Sα(t) = S1(y), σα(y−) ≤ t < σα(y)

hence Tα
n = σα(T 1

n−). Moreover, σα does not have any fixed discontinuity (i.e.
for any t ≥ 0 σα(t−) = σα(t) almost surely) hence, by using a conditioning
argument and the fact that σα and T 1

n are independent, it is easy to show that
σα(T 1

n−) d= σα(T 1
n) (where with d= we denote the equality in distribution). Now,

since by definition Lα(σα(t)) = t, we have that
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P [Tα
n > t |(Sn, In) = (s, i) ] = P

[
σα(T 1

n) > t |(Sn, In) = (s, i)
]

= P
[
T 1

n > Lα(t) |(Sn, In) = (s, i)
]
.

Since T 1
n and Lα(t) are independent, T 1

n is conditionally exponentially dis-
tributed and Lα is independent from (Sn, In), we have

P [Tα
n > t |(Sn, In) = (s, i) ] = P

[
T 1

n > Lα(t) |(Sn, In) = (s, i)
]

=
∫ +∞

0

P(y > Lα(t))e−r(s,i)ydy = Eα(−r(s, i)tα)

where the last equality follows from the Laplace transform of the distribution of
the inverse α-stable subordinator (see [9]).

3.2 Simulation of a Mittag-Leffler Random Variable

Now that we have shown that the inter-jump times Tα
n are conditionally Mittag-

Leffler distributed, to recovery Gillespie’s algorithm we need to show how to
simulate Mittag-Leffler distributed random variables. The Proposition we are
going to recall follows straightforward from the scaling properties of the α-stable
subordinator and the Laplace transform of the distribution of the inverse α-stable
subordinator.

Proposition 3. Let T 1 be an exponential random variable of parameter λ > 0,
Tα a Mittag-Leffler random variable of parameter λ > 0 and fractional order
α ∈ (0, 1) and σα(t) an α-stable subordinator independent from T 1. Then

Tα d= (T 1)
1
α σα(1). (1)

The proof is given, for instance, in [4].

From this proposition we know how to simulate a Mittag-Leffler random
variable Tα of parameter λ > 0 and fractional order α ∈ (0, 1):

– Simulate an exponential random variable T 1 of parameter λ > 0;
– Simulate a one-sided α-stable random variable σα(1) (this can be done by a

generalization of the Box-Muller algorithm with a suitable choice of parame-
ters, see [16]);

– Compute Tα = (T 1)
1
α σα(1).

3.3 Simulation of the α-Stable Time-Changed SIR Model

Now we can completely recovery Gillespie’s algorithm (as done in [4,10]) to
simulate an α-stable Time-Changed SIR Model:

– Initialize the process choosing Sα(0) and Iα(0);
– Suppose we have simulated the process (Sα(t), Iα(t)) up to a jump time Aα

n.
Then we have explicitly (Sn, In);
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– We can simulate Tα
n+1 as a Mittag-Leffler distributed random variable with

parameter r(Sn, In) and fractional order α (we know how to do it from the
previous subsection) to obtain Aα

n+1 = Tα
n+1 + Aα

n;
– To choose what event will happen in Aα

n+1, define pn = γIn

r(Sn,In) and simulate
a uniform random variable U in (0, 1);

– If U < pn, then Aα
n+1 is a removal time and we set Sn+1 = Sn and In+1 =

In − 1;
– If U ≥ pn, then Aα

n+1 is an infection time and we set Sn+1 = Sn − 1 and
In+1 = In + 1;

– For any t ∈ (Aα
n, Aα

n+1) we set Sα(t) = Sn and Iα(t) = In;
– Stop as In+1 = 0.
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Fig. 1. On the left: a sample path of I1(t) with I0 = 1, S0 = 200, β = 1, γ = 110
discretized with a time interval of Δt = 0.0001. On the right: the respective time-
changed sample path by means of an α-stable inverse subordinator with α = 0.7.

4 Simulation Results

We are now able to simulate both the classical stochastic SIR model than the
α-stable Time-Changed one. Simulation of such models have been performed
by using R [19]. The scripts we used to simulate such processes can be found
in [3]. To simulate one-sided α-stable random variables, we will make use of
the R package stabledist [23]. In particular, by using such package, we are
able to simulate α-stable subordinators. Thus, following the lines given in [16,
Example 5.21], to show the effect of the time-change, we first simulate separately
a classical stochastic SIR model (in particular the process I1(t)) and an α-stable
subordinator σα(t), then we plot the curves (t, I1(t)) and (σα(t), I1(t)). To attach
these (and the following) images, they have been converted into TikZ code by
using the package tikzDevice [21]. We can see such plots in Fig. 1. One must
pay attention to the fact that on the right we have the curve (σα(t), I1(t)) and
not the plot of Iα(t), that is, however, identical in shape to such curve. Here
we can see how the process is delayed by the plateaus of the inverse α-stable
subordinator Lα(t). In Fig. 2 we show the plots of the function π(ξ) first for
the classical SIR model and then for the α-stable time-changed one, this time
simulated by using the modified Gillespie’s algorithm we described before. We
can see that the plots are almost identical: this is due to the fact that the function
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Fig. 2. On the left: plot of the function π(ξ) for a classical stochastic SIR model with
I0 = 1, S0 = 500, β = 1, γ = 150 for 10000 trajectories. On the right: plot of the
function π(ξ) for an α-stable time-changed SIR model with α = 0.7 and the same
parameters.

π depends only on the jump chain, which is identically distributed independently
from the choice of α ∈ (0, 1). In [3], we provide also the scripts to generate some
histograms for the distribution of S∞ and the plots of the function P(T 1 > t)
and P(T α > t).

5 Conclusions

We have introduced a semi-Markov SIR model which is obtained from the clas-
sical one by means of a time-change via an inverse α-stable subordinator. Thus,
we have given the distribution of its inter-jump times and we used such infor-
mation to describe a simulation algorithm for such model. Being a semi-Markov
process, our model exhibits a form of memory, as it is requested for such kind
of processes to be more realistic (see for instance [15]). However, our model can-
not be used to obtain a different outcome for the ultimate size of the infection,
since it preserves the distribution of the jump chain, but it alters the transient
behaviour and the duration of the outbreak. Indeed, there is a link between our
model and the fractional order deterministic SIR model (see for instance [1,12]),
which will be exploited in a work that is actually in preparation. However, here
we have given a generalization of Gillespie’s algorithm, adapted to our modified
SIR model, that can be used to simulate this model, in order to numerically
verify some of its properties.
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Abstract. We define a deterministic growth model which generalizes
both the Gompertz and the Korf law in a fractional way. We provide
lower bounds for the solution of the corresponding initial value problem
and discuss how the introduction of “memory effects” affects the shape
of such functions. We also compute maximum and inflection points.
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1 Introduction

The stability of an ecosystem strongly depends on the size of species populations
living in that community. Thus, the study of how the population sizes of species
change over time and space is of fundamental importance and poses many excit-
ing challenges for mathematicians and statisticians. The exponential function is
a useful, but naive, model of population dynamics, because changes in limiting
factors are not taken into account. Over the years more complicated models
have been developed that mainly involve regulatory effects (see, for instance,
[4,16,17,19]). A general model for population growth can be described by

dN(t)
dt

= ξ(t)N(t), t > 0, (1)

where N(t) represents the population size and ξ(t) is a time-dependent growth
rate. In the present paper we describe the response of the population to dif-
ferent environmental characteristics by also letting the instantaneous rate of
change depend on the past state. Specifically, in Eq. (1) we replace the ordinary
time derivative with a derivative of fractional order, thus introducing “memory
effects”. The modelling of fractional order systems has gained greater and greater
significance and attention over recent decades and it is now well established in
the literature that the dynamics of some biological or physical real-world phe-
nomena can be better explained by means of fractional tools (see, for instance,
[1]). A reference book in this field has been provided by Baleanu et al. [2].
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The paper is organized as follows. In Sect. 2 we specialize the relative growth
rate in (1). This leads to a growth model inspired both by Gompertz and Korf
laws, and review its main features. In Sect. 3 we consider the time-fractional
counterpart to Eq. (1). Then we give some lower bounds of the solution and
solve it numerically, providing suitable estimates for the inflection point.

2 Background on Some Growth Models

If in Eq. (1) the relative growth rate ξ(t) decays exponentially or in power-law
form, i.e. if

ξ(t) = ξG(t) := αe−βt or ξ(t) = ξK(t) := αt−(β+1), (2)

then we obtain the differential equation governing respectively the Gompertz
growth and the Korf growth. The parameters α, β > 0 in (2) are the growth
and decay rates respectively. One can easily prove that, if y > 0 and t > 0, the
solution of (1) becomes

NG(t) = y exp
{

α

β

(
1 − e−βt

)}
, NG(0) = y,

NK(t) = y exp
{

α

β

(
1 − t−β

)}
, NK(0) = 0.

The Gompertz model is one of the most frequently used sigmoid curves fitted
to growth data. There is now a large body of literature on the applications of
the Gompertz model to describe bacterial growth curves [19], the prediction
of experimental tumor growth [3], plant growth [12], animal growth [11], just
to name a few. The Korf growth function has found specific applications in
forest science; see, for example [15] and references therein. However, since growth
processes are influenced by a variety of factors, there is an increasing need for
suitable equations. Di Crescenzo and Spina [8] recently contributed to the issue
raised by proposing a new growth model which has the same carrying capacity
as the Gompertz and the Korf laws, but captures different growth dynamics,
under an alternative time-dependent growth rate, given by

ξ(t) = α(1 + t)−(β+1), t > 0.

The corresponding growth model is, for α, β > 0, and y > 0,

N(t) = y exp
{

α

β

[
1 − (1 + t)−β

]}
, N(0) = y.

Hereafter we summarize the main features of the three growth curves.

– They have initial values and derivatives

NK(0) = 0, N(0) = NG(0) = y > 0,

N ′
K(0) = 0, N ′(0) = N ′

G(0) = αy > 0.
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Fig. 1. The proposed curve (full), Korf curve (dashed), and Gompertz curve (dot-
dashed), for y = 0.8, α = 2, β = 0.5, respectively, with C � 43.68.

– They are increasing, with NK(t) < N(t) < NG(t), t > 0.
– They are bounded by the same carrying capacity:

lim
t→+∞ NG(t) = lim

t→+∞ NK(t) = lim
t→+∞ N(t) = C ≡ yeα/β .

– The three curves tend to the carrying capacity C according to different rules,
since

β

α

∣
∣
∣ log

NG(t)

C

∣
∣
∣ = e−βt,

β

α

∣
∣
∣ log

NK(t)

C

∣
∣
∣ = t−β ,

β

α

∣
∣
∣ log

N(t)

C

∣
∣
∣ = (1 + t)−β .

For fixed choices of the parameters y, α, β, the new model describes an interme-
diate growth between the (lower) Korf and (upper) Gompertz curves. Further-
more, for small values of t the curve N(t) behaves similarly to NG(t), whereas
for large times it grows similarly to NK(t), since it tends to the carrying capacity
polynomially fast. In brief, such a model is motivated by the need of describ-
ing evolutionary dynamics characterized by non-zero initial values and approxi-
mately linear initial slope, and tending to a carrying capacity from below through
a long-term power-law growth (Fig. 1).

Let us now focus on the inflection point of the growth model. Clearly, this is of
high interest in population growth since for sigmoidal curves such point expresses
the instant when the growth rate is maximum. When the inflection points exist,
we have NK(tK) = N(tN ) < NG(tG), so that the new model and the Korf model
evaluated at the inflection points have identical population size, which is smaller
than that of the Gompertz model, whereas NK(t) < N(t) < NG(t) for all t > 0.

3 Fractional Extension of a Growth Model

Applications of fractional calculus to growth models recently have gained consid-
erable attention and recognition since fractional operators change the solutions
we usually obtain in classical systems. Indeed, they can be used to describe the
variation of a population in which the instantaneous rate of change depends
on the past state, thus introducing memory effects. It is widely acknowledged
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that memory effects are a translation of the environment resistance. A fractional
logistic equation has been proposed by Varalta et al. [18], whilst a modified
fractional logistic equation has been discussed in D’Ovidio et al. [6] (see also
references therein). Generalizations of the Gompertz law via fractional calculus
approach have been considered by Bolton et al. [5] and, more recently, by Frunzo
et al. [9]. To the best of our knowledge, no fractional Korf growth model has
been provided so far.

To extend Eq. (1), we consider the model for population growth described
by {

CDν
0+N(t) = ξ(t)N(t), t > 0,

N(0) = n0
(3)

where
ξ(t) = α(1 + t)−(β+1), t > 0,

with CDν
0+ the Caputo fractional derivative of order ν ∈ (0, 1):

CDν
0+u(t) =

1
Γ (1 − ν)

∫ t

0

(t − s)−ν d

ds
u(s) ds.

The latter involves the convolution between a power law function and the deriva-
tive of the considered function. It is generally preferred to deal with the Caputo
derivative. Indeed, when a Cauchy problem is expressed by means of the Caputo
fractional differentiation operator, standard initial conditions in terms of integer-
order derivatives are involved. They have clear physical meaning as initial posi-
tion, initial velocity etc. On the contrary, when a Cauchy problem is defined by
means of other fractional differentiation operators, e.g. the Riemann-Liouville
one, fractional initial conditions are required. They have no clear physical inter-
pretation, and this makes solutions of such initial value problems useless [13].

As shown in [14], the solution of Eq. (3) in an interval [0, T ] can be expressed
formally as

N(t) = n0e
Iν
0+

ξ(t), 0 < t < T,

where Iν
0+ is the Riemann-Liouville fractional integral of order ν ∈ (0, 1)

Iν
0+ξ (t) =

1
Γ (ν)

∫ t

0

(t − s)ν−1
ξ (s) ds, (4)

and

eIν
0+

ξ(t) ≡ 1 + Iν
0+ξ(t) +

1
2!

(Iν
0+ξ(t))2 + . . . +

1
n!

(Iν
0+ξ(t))n + . . . ,

where
(Iν

0+ξ(t))n

n!
= Iν

0+ (ξ(t) Iν
0+ (ξ(t) Iν

0+ (. . . (ξ(t) Iν
0+ξ(t)))))︸ ︷︷ ︸

n times

.

When ν = β, for the solution

N(t) = n0

[
1 + Iβ

0+ξ(t) +
1
2!

(Iβ
0+ξ(t))2 + . . . +

1
n!

(Iβ
0+ξ(t))n + . . .

]
(5)
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we have

Iβ
0+ξ(t) =

αtβ

Γ (β + 1)
1

1 + t
,

(Iβ
0+ξ(t))2

2!
=

α2t2β

Γ (2β + 1) 2
F1(β + 2, β + 1; 2β + 1;−t),

and

(Iβ
0+ξ(t))3

3!
=

α3t3β

Γ (3β + 1)

F3

(
β + 1, β + 2, β, β + 1; 3β + 1; t

t+1 ,−t
)

(1 + t)β+1
,

where, for 0 < Re b < Re c and |arg (1 − z)| < π,

2F1 (a, b; c; z) =
Γ (c)

Γ (b) Γ (c − b)

∫ 1

0

tb−1 (1 − t)c−b−1 (1 − zt) dt

is (the Euler integral representation of) the Gauss hypergeometric function and,
for 0 < Re b < Re c,

F3 (a, a′, b, b′; c;w, z) =
Γ (c)

Γ (b) Γ (c − b)

∫ 1

0

uc−b−1 (1 − u)b−1 (1 − w + wu)−a

× 2F1 (a′, b′; c − b; zu) du

is (the integral representation of) the Appell function F3. The above results are
essential to define a sequence of increasing lower bounds for N(t) as k grows:

Nk(t) :=
k∑

i=1

1
k!

(Iβ
0+ξ(t))k, k ∈ N. (6)

Some plots of the solution (5) and of the related lower bounds (6) are shown in
Fig. 2 for different choices of the parameter ν. The initial value problem (3) has
been solved by means of computational tools. Specifically, we employed some
implicit fractional linear multistep methods of the second order (Flmm2 MAT-
LAB package, see Garrappa [10]). In the first three cases of Fig. 2 the population
grows fast and then decreases in size until it reaches the carrying capacity. Such
behaviour becomes more abrupt as ν → 0+, that is to say as the influence of the
past on the future becomes more and more significant. Instead, for ν = 0.95 the
population will continue to grow until it reaches the carrying capacity.

Hereafter we derive numerically maximum and inflection points for the solu-
tion of (3). Specifically, maximum and inflection points are depicted in Fig. 3 for
two choices of the fractional parameter ν, whilst in Fig. 4 the dependence of the
number of inflection points on the parameter α, when ν is fixed, is highlighted
(See also Tables 1 and 2).
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Fig. 2. Plots of the lower bounds in (6) and of the solution in (5) for n0 = 1, α = 1
and β = ν. From top to bottom, the cases k = 1, k = 2, k = 3 and the exact solution
are considered.

Concluding Remarks

A fractional population growth model inspired by the Gompertz and the Korf
laws has been proposed. Due to the mathematical difficulties involved in the anal-
ysis of inhomogeneous fractional differential equations, we have solved numeri-
cally the initial value problem of interest and we have determined analytically
some lower bounds of the exact solution in a special case. The introduction
of memory effects in the governing fractional differential equation is of special
relevance since the corresponding solution exhibits non-monotonic behaviour,
as it is shown in Figs. 2 and 3. There are many ways in which this work can
be extended, for example we can consider new modifications based on differ-
ent implementations of the fractionalization. Moreover, we can apply different
fractional approaches to logistic growth (cf. Di Crescenzo and Paraggio [7]) and
perform comparisons with the proposed model.
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Fig. 3. The proposed curve for n0 = 1, α = 1 and ν = 0.5 (left), ν = 0.75 (right).

Table 1. Maximum and inflection points

ν Maximum point Maximum value Inflection point Population at the
inflection point

0.5 1.2561 2.0470 2.5161 1.9646

0.75 3.9502 2.0531 7.791 2.0079
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Fig. 4. The proposed curve for ν = 0.95, n0 = 1 and α = 3 (left), α = 5 (right).

Table 2. Inflection points when ν = 0.95

α Inflection points Population at the inflection points

3 0.0359 1.1339

5 0.0117, 1.4390 1.0768, 23.6594
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Abstract. Efficient global optimization is, even after over two decades
of research, still considered as one of the best approaches to surrogate-
assisted optimization. In this paper, material requirements planning
parameters are optimized and two different versions of EGO, imple-
mented as optimization networks in HeuristicLab, are applied and com-
pared. The first version resembles a more standardized version of EGO,
where all steps of the algorithm, i.e. expensive evaluation, model build-
ing and optimizing expected improvement, are executed synchronously
in sequential order. The second version differs in two aspects: (i) instead
of a single objective, two objectives are optimized and (ii) all steps of
the algorithm are executed asynchronously. The latter leads to faster
algorithm execution, since model building and solution evaluations can
be done in parallel and do not block each other. Comparisons are done
in terms of achieved solution quality and consumed runtime. The results
show that the multi-objective, asynchronous optimization network can
compete with the single-objective, synchronous version and outperforms
the latter in terms of runtime.

1 Introduction

To improve the overall performance of real-world systems, researchers trans-
form these systems into simulation models with a certain level of abstraction.
These models can then be used to gain behavioral insights into the system by
conducting analysis experiments and to subsequently optimize these systems by
means of simulation-based optimization. Since executing such simulations can
be computationally expensive and conventional optimization approaches require
an effort of hundreds of thousands of evaluations to traverse the search space
in a reasonable way, the idea of surrogate-assisted optimization has emerged.
c© Springer Nature Switzerland AG 2020
R. Moreno-Dı́az et al. (Eds.): EUROCAST 2019, LNCS 12013, pp. 239–246, 2020.
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This technique requires a surrogate model to replace the runtime expensive sim-
ulation, which then approximates the simulation’s outputs and can be evaluated
in shorter time frames. Surrogate models can be created by various (supervised)
machine learning algorithms, including simpler ones such as linear regression or
more sophisticated ones such as Gaussian processes [8]. By learning correlations
between inputs and outputs of the underlying expensive model, these models can
then be used to make predictions of output values for unobserved input values.
Knowledge of the expensive model’s internals are not used for model building.
Hence, learning from in- and outputs only is considered a black-box approach.
A state-of-the-art algorithm for expensive black-box optimization problems has
been proposed by Jones et al. [5] in 1998. The principle of Efficient Global Opti-
mization (EGO) is to iteratively learn a Gaussian process (also known as kriging)
model and use it to explore and exploit the search space based on the Expected
Improvement (EI) of new data points.

Within this paper, Material Requirements Planning (MRP) [4] parameters
of a simplified flow shop system [1] are optimized by an Optimization Net-
work (ON) [6]. Two objectives are used to evaluate the quality of MRP parame-
ters: (i) inventory costs and (ii) tardiness costs, both are output by the simulated
production system. A multi-objective optimization approach based on EGO and
ONs is implemented. In previous publications, metaheuristic optimization net-
works have been successfully applied to different kinds of interrelated problems,
e.g. to solve the location routing problem [3] or conduct integrated machine learn-
ing [7]. By using ONs, multiple algorithms can be combined to solve optimiza-
tion problems in a cooperative fashion. Finally, we compare our approach to a
more standardized single-objective, synchronous implementation of EGO as ON,
where both objectives are summed up to form a single objective that accounts
for the total costs that arise within the system. We analyze both approaches
and compare them in terms of runtime and achieved solution quality. The cen-
tral research question to be answered is: “How well does a multi-objective,
asynchronous optimization network perform against a more traditional, single-
objective, synchronous EGO approach in the context of MRP parameter
optimization?”

The rest of this paper is structured as follows. Section 2 describes the sim-
ulated flow shop in detail. The basic concepts of EGO are reviewed in Sect. 3.
Section 4 gives a quick introduction to optimization networks in general and
explains the two implemented MRP parameter optimization networks. The con-
ducted experiments and achieved results are presented in Sect. 5. Finally, Sect. 6
concludes the paper and gives an outlook on future work.

2 Simulated Flow Shop

In the implemented flow shop, a total of 16 materials are simulated (see also [1]).
Those materials are manufactured and have low-level codes (LLC) 0–2, while
raw materials are assumed to be always available and have LLC 3. The system
consists of a total of 6 machines and on each machine 2–4 materials are produced.
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Fig. 1. The schema of the simulated flow shop.

To configure the production system, the following 3 MRP parameters have to
be defined for each materials beforehand: (i) lot-size, (ii) planned lead time
and (iii) safety stock. Therefore, a total of 48 input parameters must be given
to the simulation and can be optimized. The simulation outputs a number of
result values, including the production system’s utilization, service level and
costs. More specifically, inventory and tardiness costs have been chosen as quality
values used to evaluate MRP parameters. Both costs, when summed up, make
up the total costs within the system, and have to be minimized. Figure 1 depicts
the flow shop with all materials, machines and lines.

3 Efficient Global Optimization

Efficient Global Optimization (EGO) consists of two concepts: (i) adaptive sam-
pling and (ii) Expected Improvement (EI). EGO starts off by generating and
evaluating n points (i.e. solutions) of the problem to be optimized using the true
(expensive) objective function, therefore gathering n samples (i.e. n inputs and
corresponding outputs). Using these samples, a dataset is created. This dataset
is then used to build a surrogate model that represents the actual evaluation
function. EGO uses kriging (i.e. a Gaussian process) to build a surrogate model.
This model cannot only be used to predict outputs for unobserved inputs, but
also provides uncertainty for each prediction. This uncertainty can be used to
calculate the EI for each input x, as shown in Eq. 1, where fmin denotes the
current best objective value observed so far (i.e. in the dataset), ŷ denotes the
model’s predicted output for x, s is the model’s uncertainty of prediction ŷ,
and Φ and φ denote the standard normal density and distribution functions,
respectively.
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E[I(x)] = (fmin − ŷ)Φ
(

fmin − ŷ

s

)
︸ ︷︷ ︸

exploitation

+ sφ

(
fmin − ŷ

s

)
︸ ︷︷ ︸

exploration

(1)

EI is used to find new promising solutions that should be expensively evalu-
ated and balances the search between exploration and exploitation. In its stan-
dard definition, EGO starts a gradient descent algorithm and evaluates solutions
using EI. Therefore, after the gradient descent finishes, the solution with highest
EI found is returned. This solution is then evaluated using the expensive objec-
tive function. Finally, the resulting sample is added to the dataset, the best
solution found so far is updated and the kriging model is rebuilt. EGO stops
after its termination criterion has been met, e.g. a certain number of iterations
have been conducted. Algorithm 1 shows the EGO formulation in pseudo-code.

model ← NULL
points ← Sample() � create and evaluate initial collection of points

bestPoint, bestQuality ← FindBest(points)

while termination criterion not met do
model ← BuildModel(points) � build surrogate model
point ← OptimizeEI(model, points) � find (new) point with highest EI
quality ← EvaluateExpensively(point) � evaluate actual quality

points.Add(point, quality) � add point to collection of points

if IsBetter(quality, bestQuality) then � update best found so far
bestPoint ← point
bestQuality ← quality

end if
end while

Algorithm 1. Pseudo-code describing the EGO workflow.

4 Optimization Networks

Optimization Networks (ONs) are a relatively young concept implemented in
HeuristicLab1, a paradigm-independent and extensible environment for heuristic
optimization. Using ONs, it is possible to combine multiple algorithms and let
them work together in a cooperative fashion. The main entities of optimization
networks are nodes, which can communicate with each other. Each node of an
optimization network fulfills a certain task, e.g. it can execute algorithms, serve
problem parameters, or conduct other tasks defined by the user. In this paper,
two different ONs have been implemented.

1 https://dev.heuristiclab.com.

https://dev.heuristiclab.com
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4.1 Single-Objective, Synchronous Optimization Network

This single-objective (SO) network resembles an algorithm comparable to the
default EGO algorithm. The network is started using the control node. The whole
communication in the network happens via an orchestrator node. The orchestra-
tor retrieves algorithm and problem parameters used by other nodes from the
parameters provider and forwards them accordingly. Initially, the orchestrator
creates n samples (i.e. solutions) and sends them to the evaluator. The evalu-
ator executes the production simulation for each incoming sample and returns
the simulated total costs. With these results, the orchestrator builds an initial
dataset. This dataset then gets sent to the total costs model builder. This algo-
rithm node executes a Gaussian process regression algorithm, which returns a
Gaussian process model. This model is sent back to the orchestrator and for-
warded to the last algorithm node, the optimizer. The optimizer uses the model
to find a new sample (i.e. solution) with high expected improvement. After the
optimizer finishes, the algorithm node sends the best found solution (w.r.t. its
expected improvement) to the orchestrator, who then again forwards this single
solution to the evaluator for simulation. The inputs, together with the simulated
output make up a new row to be added to the dataset. A new kriging model
is built, a new sample with high expected improvement is found and the simu-
lation will be executed again. The ON repeats these steps until its termination
criterion, i.e. a maximum number of expensive evaluations, has been reached.
Figure 2 depicts the workflow within this ON.

Parameters
Provider

Evaluator Optimizer

Control

Total Costs
Model Builder

Orchestrator

Fig. 2. The workflow of the single-objective, synchronous optimization network. Model
building, optimization of EI and expensive evaluations block each other and are exe-
cuted one at a time.

4.2 Multi-Objective, Asynchronous Optimization Network

The multi-objective (MO) network conceptually works similar to the aforemen-
tioned single-objective, synchronous network, however, the workflow is now asyn-
chronous. Two model builders are now executed. The first model builder creates
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surrogate models that predict inventory costs, the second model builder is used
to generate surrogate models for tardiness costs. Both model builders run in
parallel. As soon as the first models have been built, the optimizer uses both to
find new samples with high expected improvement. A multi-objective algorithm
is used here, which returns a set of Pareto-optimal solutions in the end. All solu-
tions are then sent to the evaluator for simulation. Once the optimizer finishes,
it is restarted immediately to find new points with high expected improvement.
The model builders are also immediately restarted each time after they finish.
Figure 3 depicts the workflow with subtle differences compared to Fig. 2. It is
noteworthy that the evaluated multi-objective optimization network uses only
a single evaluator node, two model builders and one optimizer, but due to its
asynchronous nature, it would also be possible to extend the implementation and
include multiple evaluators, model builders and optimizers. This is indicated in
Fig. 3 by dashed nodes.

Parameters
Provider

Evaluator Optimizer

Control

Tardiness Costs
Model Builder

Inventory Costs
Model Builder

Orchestrator

Fig. 3. The workflow of the multi-objective, asynchronous optimization network. Model
building, optimization of EI and expensive evaluations do not block each other and are
executed at the same time.

5 Experiments and Results

The experiments have been set up as follows. Single- and multi-objective variants
of the genetic algorithm have been used to optimize the expected improvement
of points. In the single-objective case, a default genetic algorithm is used. In the
multi-objective case, an NSGA-II [2] is executed. Both networks use Heuristic-
Lab’s implementation of Gaussian processes to build surrogate models. Initially,
a total of 10 samples are generated randomly and simulated. The simulation
is executed with 10 replications for each sample and 10 runs have been con-
ducted with both networks, whereby the execution of a single run is stopped
once 1,000 expensive evaluations (i.e. 1, 000 ∗ 10 = 10, 000 simulations) have
been conducted.



Surrogate-Assisted Multi-Objective Parameter Optimization 245

0 1 2 3

1.0

1.2

1.4

1.6

1.8

2.0
×104

6 7 8
×104Seconds

T
ot
al

C
os
ts

Best Quality Histories - Timings

SO - Average
MO - Average

0.0

0.5

1.0

1.5

2.0

2.5

N
um

be
r
of

So
lu
ti
on

s ×103 Quality Distribution

SO
MO

0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0 5.5 6.0 6.5 7.0 7.5 8.0 8.5
Seconds ×104

0
1
2
3
4
5
6

T
ot
al

C
os
ts

×105

Fig. 4. The best quality histories (10 runs’ average) and quality distribution for all
conducted runs.

Figure 4 visualizes the obtained results. To be able to compare the single-
and multi-objective results, the objectives in the MO case have been summed to
calculate the respective total costs. Both networks achieve rather similar quality
values after their evaluation limit (i.e. 1,000 evaluations) has been reached. On
average, the SO network yields slightly better results. However, due to its asyn-
chronous nature, the MO network is able to evaluate more solutions in a shorter
time frame and thus yields more good solutions in a shorter amount of time. It
can also be observed that the SO network is not able to achieve much to any
progress in solution quality after some time. The bigger the dataset becomes,
the longer the model building takes. On the one hand, this explains the longer
runtime of the SO network, because here, model building is a blocking operation.
On the other hand, this means that in the MO network, where model building is
a non-blocking operation that runs asynchronously, less frequent updates of the
surrogate models occur. While a new model is being built, the network still uses
the old model and tries to find new solutions with high expected improvement
and expensively evaluates those. New knowledge is only incorporated once the
model is updated. This might explain why it performs a bit worse than its SO
counterpart, where the model is updated after each single gain of knowledge (i.e.
expensive evaluation).

6 Conclusion and Outlook

The EGO “framework” has been used to optimize MRP parameters for a simpli-
fied flow shop system. Two optimization networks have been implemented, one
single-objective version that represents a sequential, more standardized work-
flow of EGO, and a multi-objective version that asynchronously builds surrogate
models, tries to find new promising solutions with high expected improvement
and conducts expensive evaluations. The achieved results show that the single-
objective version yields slightly better results, however, the runtime required
for 1,000 evaluations is much higher and there is not much progress in terms
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of solution quality in later search periods. The multi-objective network yields
more high-quality solutions in a shorter time and finishes faster, but all in all
yields slightly worse solutions when compared to the single-objective ON. Fur-
ther work on this matter can be done by conducting simulation-based optimiza-
tion in order to generate a baseline for comparison and to determine how well
the implemented networks truly perform. Additionally, one should also explore
how to prioritize expensive evaluations and model building to incorporate new
information, since spending expensive evaluations for solutions whose EI has
been calculated with outdated surrogate models is wasteful. With such prior-
itization, a trade-off between achieved solution quality and consumed runtime
could probably be maintained.

Acknowledgments. The work described in this paper was done within the Produk-
tion der Zukunft Project Integrated Methods for Robust Production Planning and Con-
trol (SIMGENOPT2, #858642), funded by the Austrian Research Promotion Agency
(FFG).
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Exploratory fitness landscape analysis (FLA) is a category of techniques
that try to capture knowledge about a black-box optimization problem. This
is achieved by assigning features to a certain problem instance utilizing only
information obtained by evaluating the black-box. This knowledge can be used
to obtain new domain knowledge but more often the intended use is to auto-
matically find an appropriate heuristic optimization algorithm [9]. FLA-based
algorithm selection and parametrization hinges on the idea, that, while no opti-
mization algorithm can be the optimal choice for all black-box problems, algo-
rithms are expected to work similarly well on problems with similar statistical
characteristics [8,15].

For some applications of heuristic optimization the objectives or constraint
functions are not provided in a closed mathematical form. Rather, highly pre-
cise simulation models are used to assign objective values to candidate solutions.
Examples for application areas of simulation-based optimization are production,
energy distribution, fluid dynamics and traffic systems [5,12,17]. In such situ-
ations a single fitness evaluation can easily require minutes or hours of execu-
tion time. This restricts the use of many conventional heuristic algorithms like
Genetic Algorithms [18], that are usually expected to converge after millions of
function evaluations [13]. An alternative approach to solving computationally
expensive problems is the use of surrogate models.

Surrogate-assisted optimization algorithms use general purpose regression
techniques in order to create computationally cheaper approximations of the
expensive optimization problem.
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– Gaussian process models are often called Kriging models and are especially
attractive for surrogate models as they can be made to fit every point in the
training data set exactly and provide a measure of the models’ own uncer-
tainty. In the efficient global optimization (EGO) scheme [3] this uncertainty
is used to sample new data points that are promising in quality and contribute
substantially to the next model.

– Support vector machines have been used in conjunction with surrogate-
assisted algorithms both as regression models [2] or as ranking models, iden-
tifying the most promising candidate solution of a population [6].

– A severe drawback of both support vector machines and Gaussian processes is
that the time to build them scales, limiting the applicability of these models
to scenarios where only a few sample points are used to build the model.
Random forests on the other hand are fast to build, can approximate complex
landscapes [1] and provide a form of confidence measure as the agreement of
the different trees. A distinct drawback of random forests as surrogate models
is that at any given point the derivative is 0, which can hinder heuristic
algorithms that fail to obtain a meaningful search direction.

– Polynomial regression models are often used as baseline models in compar-
isons as they are cheap and easy to build. Actual uses for polynomial models
are as parts of ensemble model structures comprising multiple surrogate mod-
els [19]. Another application scenario was presented in [4], where polynomial
representations were used to approximate very high dimensional data.

Extending a heuristic algorithm with surrogate-assistance can drastically
increase the number of parameters for these algorithms. This as well as the
increased execution time make the automatic selection of algorithms, models
and parameters for expensive optimization even more important than for conven-
tional problems. However, for such an automated selection system to be employed
successfully, a way to extract FLA features from computationally expensive prob-
lems needs to be found. The central research question of this paper is, how much
a set of FLA features deviates when taken from the surrogate models rather
than the actual functions.

A standard set of fitness landscape features are walk-based FLA measures,
that are calculated by employing a random walk. The random walks used in this
work are series of evaluations {y0, y1, . . . , ym} = {f(x0), f(x1), . . . , f(xm)} with
x0 being sampled uniformly random from the search space and xi+1 = xi + δ,
where δ is sampled uniformly random from the surface of a sphere with radius r.

– The autocorrelation function of a random walk ρ(δ) = E(yt·yt+δ)−E(yt)E(yt−δ)
Var(yt)

of a random walk is one of the oldest FLA measures [16]. Most prominently
ρ(1) is used as a singular value, which will be used going forward and called
autocorrelation for brevity.

– The information content [14] of a random walk is calculated by first trans-
forming the series y = {y0, y1, . . . , ym} to φ = {p0, p1, . . . , pm−1} where
pi = 1 if yi+1 − yi < −ε, pi = −1 if yi+1 − yi > ε and pi = 0 else. Then, for
all combinations s ∈ S = {(0, 1), (0,−1), (1, 0), (−1, 0), (1,−1), (−1, 1)} their
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occurrence in the transformed series is counted as cs and the information
content is calculated as

∑
s∈S

(
cs

(m−1) ∗ −log3
(

cs

(m−1)

))
. Going forward ε is

chosen as 0.1.
– The density basin information [14] is calculated similarly to the information

content with the only difference being that the set of symbols is complemen-
tary S = {(0, 0), (1, 1), (−1,−1)}

– The partial information content [14] is obtained by removing all 0’s from φ
to create φ′and calculating the ratio of lengths of the altered and original
series φ′

φ .
– The information stability [14] is the highest fitness difference between neigh-

bours in y.

In the following experiment, the above FLA measures from both the actual
fitness function and a surrogate thereof are compared. Table 1 lists the experi-
ment parameters. As optimization problems four academic test functions were
selected. For analysing the deviations introduced by the surrogate, choosing well
researched test problems is more sensible than using full simulations. This way,
the expected FLA results are known beforehand and it has the added benefit of
allowing for better interpretation of the FLA results. All selected test functions
have a configurable degree of dimensionality (number of input variables). As
surrogate-assisted optimization is mostly used with lower-dimensional problems
the dimensionality n of the test functions is varied from 1 to 10. The length m
of a random walk as well as the size between random steps r can have signifi-
cant impact on the experienced FLA features and are therefore varied pseudo-
logarithmically. Four different types of models are compared: a Gaussian process
model, a random forest, a support vector machine and, as a baseline, a linear
regression model. The number of fitness evaluations is scaled linearly with the
problem dimensionality.

Table 1. Experiment parameters

Name Range

FLA measures autocorrelation,
information content,
density basin information,
partial information content,
information stability

Test function Ackley, Griewank, Rastrigin, Rosenbrock
(see [10] for definitions)

Problem dimension n {1, 2, 3, 4, 5, 6, 7, 8, 9, 10}
Walk length m {100, 200, 500, 1000, 2000, 5000}
Step size r {0.01%, 0.1%, 1%, 5%, 10%, 50%}
Sample size s {1 · n, 2 · n, 3 · n, 5 · n, 10 · n, 20 · n}
Model type linear regression, Gaussian process,

support vector machine, random forest
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Lastly, in preliminary results it has emerged, that the way bounding box
constraints are handled has significant influence on the obtained FLA measures.
Strategies for dealing with bounding box violations are resampling the step in
the random walk, enforcing the bound by setting the position of the next step at
the bounds themselves. Additionally, while the above mentioned test functions
provide bounding box constraints for input variables, they actually can be cal-
culated for any vector of real numbers, therefore the bounding box constraints
could just be ignored. Figure 1 shows an example of a two dimensional random
walk that has exceeded its bounds and the three possible strategies that could
be employed to continue the walk. For the experiments in this work we decided
to employ a resampling strategy. Figure 2 displays the median autocorrelation
values measured from the Rastrigin function and a Gaussian process model over
both FLA inherent parameters step size and walk length. While both surfaces
have roughly the same shape, the characteristic “dip”, that is caused by the
many equally sized local optima of the Rastrigin function, is reflected as high
variance in the right surface. In the following analysis the effects of walk length
and step size are compensated for by assigning every combination of test func-
tion, dimensionality, model type and sample size a surface of FLA values rather
than a singular value.
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Fig. 1. Example of bounding strategies for a random walk with random step sizes

In order to evaluate how much the FLA results obtained from surrogate
models differ from surface to surface, the root mean squared difference between
surfaces is chosen as a distance function. Utilizing t-distributed Stochastic Neigh-
bour Embedding (t-SNE) [7] the results of the fitness landscape analysis can be
visualized in a two-dimensional space. Figure 3 shows such an embedding of the
autocorrelation surfaces from the actual test functions. The embedded points
form easily distinguishable clusters that correlate to the individual test func-
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Fig. 2. Autocorrelation (AC) of the Rastrigin test function [11] measured with different
walk lengths (WL) and step sizes on the actual function (a) and on a Gaussian process
model (b) created from 100 sample points.

Fig. 3. t-SNE projection of the autocorrelation surfaces obtained from the actual test
functions

tions. The clusters relating to the Rosenbrock and Griewank functions are, while
still separable, closer to each other than to other clusters.

For surrogate-based fitness landscape analysis as described above to pro-
vide meaningful information and prediction features, similar clusters correspond-
ing to the underlying test functions should also emerge when embedding the
FLA surfaces taken from surrogate models. Figure 4 presents the results of such
embeddings for each selected FLA measure. Immediately, several very particu-
lar structures can be identified. Excluding information stability, every embed-
ding contains a very pronounced ring structure, a long narrow dense cluster, a
loose cloud spanning a large area of the embedded space and strongly distorted
rectangle. As can be seen when colouring the same embedded points by the
underlying fitness function (column (a)) and by model type (column (b)), these
structures do not correlate to the fitness functions they were taken from, but
very clearly to the type of surrogate model used. The ring structure contains
all FLA surfaces obtained from linear surrogate models. The distorted rectangle
consists almost solely of results obtained from random forest models. The strong
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Fig. 4. Embedding of the FLA-feature surfaces. Points are coloured by test function
in column (a) and by model type in column (b).
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difference between the random forest cluster and the others for the FLA features
information content, partial information content and density basin information
is likely a result of the fact that random forest surrogates consist of many patches
of flat surfaces and changes in predicted fitness will appear less often in a random
walk, than with other types of surrogates. The dense and loose clouds of points
correspond clearly to the Gaussian process and support vector machine model
types respectively.

The embedding for information stability displays a drastically different clus-
tering and when comparing both colourings, it can be seen, that both test func-
tions and model types correlate to several line-like clusters. It is important to
note, that the information content value is not invariant to scaling of the objec-
tive values and the main reason why clusters corresponding to the test functions
emerge is due to the very different scaling in objectives for the different fitness
functions (e.g.: y ∈ [0, 23] for Ackley and y ∈ [0, 35146] for Rosenbrock).

A number of conclusions can be drawn from these results. First, approxi-
mating fitness landscape measurements by applying the landscape analysis to
the surrogate model rather than to the expensive actual fitness function is not
trivial. At least for the selected measures, that are mainly designed to measure
bumpiness and ruggedness, the FLA results are far more indicative of the type
of surrogate model than the original landscape. On the other hand, it might be
more beneficial to tune ruggedness-sensitive parameters to the surrogate land-
scape rather than the original one, as in typical surrogate-assisted scenarios the
surrogate model is queried far more often than the expensive function. Other
FLA measures that aim at capturing more global properties, however, might be
considerably easier to approximate. Future research will not only have to estab-
lish which measures can effectively be obtained from surrogate models, but also
to what degree an optimization algorithm should be tuned towards the actual
or the surrogate objective function. Lastly, there might exist a number of more
sophisticated ways to obtain surrogate-based FLA results. For example, instead
of using sample points that are independent from the random walk, selecting
sample points in a fashion so that the predictions are maximally accurate for
the walk might immediately improve the approximation.
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aux, J., Gauger, N., Quagliarella, D., Giannakoglou, K. (eds.) Evolutionary and
Deterministic Methods for Design Optimization and Control With Applications to
Industrial and Societal Problems. CMAS, vol. 49, pp. 355–370. Springer, Cham
(2019). https://doi.org/10.1007/978-3-319-89890-2 23

2. Jin, Y.: Surrogate-assisted evolutionary computation: recent advances and future
challenges. Swarm Evol. Comput. 1(2), 61–70 (2011)

3. Jones, D.R., Schonlau, M., Welch, W.J.: Efficient global optimization of expensive
black-box functions. J. Global Optim. 13(4), 455–492 (1998). https://doi.org/10.
1023/A:1008306431147

https://doi.org/10.1007/978-3-319-89890-2_23
https://doi.org/10.1023/A:1008306431147
https://doi.org/10.1023/A:1008306431147


254 B. Werth et al.

4. Kubicek, M., Minisci, E., Cisternino, M.: High dimensional sensitivity analysis
using surrogate modeling and high dimensional model representation. Int. J. Uncer-
tain. Quantif. 5(5), 393–414 (2015)

5. Li, Z., Shahidehpour, M., Bahramirad, S., Khodaei, A.: Optimizing traffic signal
settings in smart cities. IEEE Trans. Smart Grid 8(5), 2382–2393 (2017)

6. Loshchilov, I., Schoenauer, M., Sebag, M.: Self-adaptive surrogate-assisted covari-
ance matrix adaptation evolution strategy. In: Proceedings of the 14th Annual
Conference on Genetic and Evolutionary Computation, pp. 321–328. ACM (2012)

7. van der Maaten, L., Hinton, G.: Visualizing data using t-SNE. J. Mach. Learn.
Res. 9(Nov), 2579–2605 (2008)

8. Malan, K.M., Engelbrecht, A.P.: Fitness landscape analysis for metaheuristic per-
formance prediction. In: Richter, H., Engelbrecht, A. (eds.) Recent Advances in the
Theory and Application of Fitness Landscapes. ECC, vol. 6, pp. 103–132. Springer,
Heidelberg (2014). https://doi.org/10.1007/978-3-642-41888-4 4

9. Mersmann, O., Bischl, B., Trautmann, H., Preuss, M., Weihs, C., Rudolph, G.:
Exploratory landscape analysis. In: Proceedings of the 13th Annual Conference on
Genetic and Evolutionary Computation, pp. 829–836. ACM (2011)

10. Molga, M., Smutnicki, C.: Test functions for optimization needs, p. 101 (2005)
11. Potter, M.A., De Jong, K.A.: A cooperative coevolutionary approach to func-

tion optimization. In: Davidor, Y., Schwefel, H.-P., Männer, R. (eds.) PPSN 1994.
LNCS, vol. 866, pp. 249–257. Springer, Heidelberg (1994). https://doi.org/10.1007/
3-540-58484-6 269

12. Saffari, M., de Gracia, A., Fernández, C., Cabeza, L.F.: Simulation-based optimiza-
tion of PCM melting temperature to improve the energy performance in buildings.
Appl. Energy 202, 420–434 (2017)

13. Tang, K., et al.: Benchmark functions for the CEC 2008 special session and compe-
tition on large scale global optimization. Nature Inspired Computation and Appli-
cations Laboratory, USTC, China, 24 (2007)

14. Vassilev, V.K., Fogarty, T.C., Miller, J.F.: Information characteristics and the
structure of landscapes. Evol. Comput. 8(1), 31–60 (2000)

15. Watson, J.-P.: An introduction to fitness landscape analysis and cost models for
local search. In: Gendreau, M., Potvin, J.Y. (eds.) Handbook of Metaheuristics.
ISOR, vol. 146, pp. 599–623. Springer, Boston (2010). https://doi.org/10.1007/
978-1-4419-1665-5 20

16. Weinberger, E.: Correlated and uncorrelated fitness landscapes and how to tell the
difference. Biol. Cybern. 63(5), 325–336 (1990)

17. Werth, B., Pitzer, E., Ostermayer, G., Michael, A.: Surrogate-assisted high-
dimensional optimization on microscopic traffic simulators. In: Proceedings of
the 30th European Modeling and Simulation Symposium EMSS 2018, pp. 46–52,
(2018)

18. Wright, A.H.: Genetic algorithms for real parameter optimization. In: Foundations
of genetic algorithms, vol. 1, pp. 205–218. Elsevier (1991)

19. Zhou, Z., Ong, Y.S., Nguyen, M.H., Lim, D.: A study on polynomial regression and
Gaussian process global surrogate model in hierarchical surrogate-assisted evolu-
tionary algorithm. In: 2005 IEEE Congress on Evolutionary Computation, vol. 3,
pp. 2832–2839. IEEE (2005)

https://doi.org/10.1007/978-3-642-41888-4_4
https://doi.org/10.1007/3-540-58484-6_269
https://doi.org/10.1007/3-540-58484-6_269
https://doi.org/10.1007/978-1-4419-1665-5_20
https://doi.org/10.1007/978-1-4419-1665-5_20


VNS and PBIG as Optimization Cores
in a Cooperative Optimization Approach

for Distributing Service Points

Thomas Jatschka1(B), Tobias Rodemann2, and Günther R. Raidl1

1 Institute of Logic and Computation, TU Wien, Vienna, Austria
{tjatschk,raidl}@ac.tuwien.ac.at

2 Honda Research Institute Europe, Offenbach, Germany
tobias.rodemann@honda-ri.de

Abstract. We present a cooperative optimization approach for dis-
tributing service points in a geographical area with the example of setting
up charging stations for electric vehicles. Instead of estimating customer
demands upfront, customers are incorporated directly into the optimiza-
tion process. The method iteratively generates solution candidates that
are presented to customers for evaluation. In order to reduce the number
of solutions presented to the customers, a surrogate objective function is
trained by the customers’ feedback. This surrogate function is then used
by an optimization core for generating new improved solutions. In this
paper we investigate two different metaheuristics, a variable neighbor-
hood search (VNS) and a population based iterated greedy algorithm
(PBIG) as core of the optimization. The metaheuristics are compared
in experiments using artificial benchmark scenarios with idealized simu-
lated user behavior.

Keywords: Cooperative optimization · Facility location problem ·
Metaheuristics

1 Introduction

Usually, locations for setting up charging stations for electric vehicles are opti-
mized by some algorithm w.r.t. previously estimated customer demand. However,
estimating the demand of a customer upfront is challenging, as this task is usually
based on various uncertain data and uncertain assumptions about the behavior
of customers. Among other things, customer demand may be fulfilled in alterna-
tive ways that cannot all be predicted in advance. Sometimes, customers might
not even completely be aware themselves at which conditions their demands can
be fulfilled best until they can see an actual system configuration. At this point,
however, it is usually too late to make any further impactful changes.
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Therefore, we propose in [4] a Cooperative Optimization Approach (COA) for
solving this problem by incorporating potential customers into a combined data
acquisition and optimization process. The method iteratively generates solutions
that are presented to the customers for evaluation. Based on the customer’s
feedback a surrogate objective function is trained and used by an optimization
core to generate new, improved solutions. This process is iterated on a large scale
with many potential customers and several rounds until a satisfactory solution
is reached.

In this contribution, we focus in particular on the optimization part of our
approach. A proper configuration of the used optimization core is vital for the
cooperative approach to work. We investigate a variable neighborhood search
(VNS) and a population based iterated greedy algorithm (PBIG) for this pur-
pose. First, however, we formally introduce the problem to be solved – the Service
Point Distribution Problem (SPDP).

2 The Service Point Distribution Problem

While this paper considers the distribution of charging stations for electric vehi-
cles as particular example, we define the underlying problem we consider – the
Service Point Distribution Problem (SPDP)– in a more general way to be inde-
pendent of the actual application scenario. In the SPDP we are given a set of
locations V at which service points may be built and a set of users U for which
the service points are built. The fixed costs for setting up a service point at
location v ∈ V are cv ≥ 0, and this service point’s maintenance over a defined
time period is supposed to induce variable costs zv ≥ 0. The total construction
costs must not exceed a maximum budget B > 0. Erected service stations may
satisfy customer demand, and for each unit of satisfied customer demand a prize
p > 0 is earned.

A solution to the SPDP is given by a binary incidence vector x = (xv)v∈V ,
where xv = 1 indicates that a service point is to be set up at location v.

The objective is to find a feasible solution that maximizes the prizes earned
for satisfied customer demands reduced by the variable costs for maintaining the
service points

f(x) = p ·
∑

u∈U

∑

v∈V

d(u, v, x) −
∑

v∈V

zvxv, (1)

where d(u, v, x) specifies the demand of user u ∈ U fulfilled at location v ∈ V
in solution x. The problem is incompletely specified in the sense that we do
not know how to calculate d(u, v, x). The function can only be evaluated by
presenting the solution x to user u and collecting the user’s feedback. Clearly,
the number of candidate solutions that are evaluated in this interactive way
must be kept low, as we cannot confront each user with hundreds of evalua-
tion requests. Hence, we additionally make use of a surrogate function d̃(u, v, x)
trained by obtained user feedback, which is actually used by the optimization
core for evaluating solutions.
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SMC

OC

FC EC

Fig. 1. The cycle of the COA framework. Users evaluate candidate solutions provided
by the FC. The feedback is used to train a surrogate function in the EC which is used
by the OC to find new optimized solutions.

3 Related Work

The SPDP is a variant of the uncapacitated Facility Location Problem (uFLP)
[3]. The uFLP generally deals with selecting a subset from a set of potential
facility sites in order to serve a set of demand points w.r.t. some optimization
goal subject to a set of constraints.

With the rise of electric vehicles, the problem of finding optimal locations for
charging stations has gained increased attention recently. There already exists a
large number of studies concerning this topic. Moreover, these studies all have to
address the problem of how to determine the demands of potential customers.
Chen et al. [2] derive the customer demand for charging electric vehicles by
using parking demand gained from a travel survey. In [5] charging stations for
an on-demand bus system are located using taxi probe data of Tokyo.

For a survey on interactive optimization algorithms see [9]. Continuous user
interactions will eventually result in user exhaustion [7], negatively influencing
the reliability of the obtained feedback. A way to unburden the users is to use
a surrogate-based approach. Surrogate models are typically used as a proxy of
functions which are either unknown or extremely time consuming to compute [6].

4 Cooperative Optimization Approach (COA)

In this section, we summarize the COA as proposed in [4], which consists of: an
evaluation component (EC), an optimization core (OC), a feedback component
(FC), and a solution management component (SMC), see also Fig. 1.

The SMC stores and manages solutions and all associated data such as user
feedback or surrogate objective values. All framework components can access
the SMC.

The FC provides the interface to the users and is responsible for deriving an
individual set of solutions for each user that is then presented to the user for
evaluation. Solutions are derived from the so far best found solutions stored in
the SMC with the purpose of identifying new relevant locations for a user and
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determining the relationship between a user’s relevant locations. Each user gives
feedback to the proposed solutions by stating how much of the user’s demand
would actually be satisfied at which locations, i.e., a user u ∈ U returns the values
d(u, v, x) for all v ∈ V w.r.t. a solution x. Weaker preferences of locations are
hereby expressed by smaller values.

Once the feedback is obtained from the users, the EC builds a surrogate
function d̃(u, v, x) based on machine learning (ML) models gu,v for each pair
(u, v) ∈ U × Vu, where Vu is the set of so far identified relevant locations of
user u ∈ U , i.e., the set of locations for which a user has expressed a positive
demand at least once. Each gu,v gets as input a binary incidence vector x =
(xw)w∈Vu,w �=v, with xw = 1 indicating that a service point exists at location w.
Initially, each gu,v starts out as a linear regression model. However, once the mean
squared error (MSE) of d̃(u, v, x) exceeds some threshold τ = 0.075, the model
is upgraded to a perceptron. The model can be further upgraded to a neural
network with a single hidden layer and initially two neurons in the hidden layer.
Afterwards, whenever the MSE of d̃(u, v, x) exceeds τ , an additional neuron is
added to the hidden layer of the neural network until a maximum number of
neurons is reached.

In the last step of a COA iteration, new, improved solutions are generated
in the OC using the surrogate function for evaluating solutions. The OC is
implemented as a black-box optimization model and returns one or multiple
close-to-optimal solutions w.r.t. d̃. In the next section we investigate two different
methaheuristics serving as core optimization of COA.

4.1 VNS and PBIG as Core Optimization of COA

A proper choice of optimization algorithm and corresponding configuration is
vital for the COA to work. The optimization algorithm should not only provide
close-to-optimal solutions but should also not need too many candidate solution
evaluations as they are rather time-expensive and the OC needs to be repeatedly
performed. For this purpose we consider two different metaheuristics – a VNS
and a PBIG – as OC.

The VNS follows the classical scheme from [10]. An initial solution is gen-
erated via the randomized construction heuristic that considers all locations in
random order and sets up a station at a location as long as the budget is not
exceeded.

Our local search uses an exchange & complete neighborhood following a
first improvement strategy. In the first step of the neighborhood, a location
in the solution is replaced by an unused location, i.e., a location at which no
service point exists. As this exchange might decrease the current budget of the
solution, we afterwards add further unused locations in a random order to the
solution as long as the budget allows it. The k-th shaking removes k randomly
selected locations from the solution and then iteratively adds unused locations
in a uniform random order until no more locations can be added. Note that the
VNS considers only feasible solutions.
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For the general principles of the PBIG we refer to [1]. An initial population
of solutions is generated via the same randomized construction used for gen-
erating the initial solution of the VNS. Then, in each major iteration a new
solution is derived from each solution in the current population by applying a
destroy & recreate operation. The best solutions from the joint set of original and
newly derived solutions are accepted as new population for the next iteration.
Our destroy & recreate operation first removes a number of selected locations
from the solution and then again iteratively adds unused locations in a uniform
random order, such that the solution stays feasible and no more stations can be
added. We reuse the exchange & complete neighborhood as well as the shak-
ings operators of the VNS as destroy & recreate operations of the PBIG. Hence,
the PBIG also considers only feasible solutions. Note that the PBIG returns its
final population while the VNS only returns a single solution as result of the
optimization.

5 Experimental Evaluation

As previously mentioned, the COA is tested in a proof-of-concept manner
on artificial benchmark scenarios using an idealized simulation of all user
interaction.

The primary parameters for our benchmark scenarios are the number of
potential locations for service stations n and the number of users m, and we
consider here the combinations n = 50, 60, . . . , 100 with m = 50 and n = 50
with m = 50, 60, . . . , 100. The n locations correspond to points in the Euclidean
plane with coordinates chosen uniformly at random from a grid with height and
width �10

√
n�. The fixed costs cv as well as the variable costs zv for setting up

a service station at each location v ∈ V are uniformly chosen at random from
{50, . . . , 100}. The budget is chosen in such a way that about 10% of the service
points can be set up on average.

Each user has a set of use case locations distributed in the same grid as
the potential service point locations V . The number of use case locations is
determined by a shifted Poisson distribution with offset one and expected value
three. The use case locations themselves are determined with a set of randomly
chosen attraction points, i.e., the closer a location is to an attraction point, the
more likely the location is to be chosen as a use case location. Each use case
location is associated with a maximal demand that can be partially fulfilled
by service points within a maximal walking distance. The satisfied demand is
calculated by a distance decay function. It is assumed that a user always chooses
the service point closest to a use case location, i.e., the service point that can
satisfy most of the use case location’s demand.

For each combination of n and m 30 independent scenarios were created.
They are available at www.ac.tuwien.ac.at/research/problem-instances/#spdp.
The instances were also specifically designed with the ability in mind to cal-
culate proven optimal solutions to which we will compare the solutions of our
framework.

www.ac.tuwien.ac.at/research/problem-instances/#spdp
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Table 1. VNS vs. PBIG.

VNS PBIG

n m %-gap σ%-gap nbest
it t[s] %-gap σ%-gap nbest

it t[s]

50 50 0.26 0.48 29 3 0.28 1.22 696 8

50 60 0.20 0.61 35 4 0.31 1.36 656 9

50 70 0.00 0.02 32 4 0.10 0.42 634 8

50 80 0.31 0.74 31 4 0.09 0.28 631 9

50 90 0.14 0.42 32 4 0.37 1.01 648 11

50 100 0.37 1.03 33 4 0.01 0.07 706 15

60 50 0.25 0.64 43 4 0.07 0.34 862 9

70 50 0.34 0.62 54 5 0.28 0.57 1113 17

80 50 0.43 0.54 56 6 0.24 0.51 1389 23

90 50 0.30 0.42 64 7 0.19 0.60 1628 30

100 50 0.37 0.47 65 9 0.42 0.82 1754 39

Table 2. COA[VNS] vs. COA[PBIG].

COA[VNS] COA[PBIG]

n m %-gap σ%-gap nit t[s] %-gap σ%-gap nit t[s]

50 50 0.28 0.70 11 2259 0.20 0.45 10 2662

50 60 0.73 1.27 9 2343 0.06 0.18 9 2643

50 70 0.14 0.37 10 3107 0.09 0.44 10 3764

50 80 0.19 0.36 10 3588 0.04 0.15 10 3919

50 90 0.42 0.68 10 3596 0.19 0.71 9 4516

50 100 0.12 0.26 10 4391 0.02 0.08 10 4995

60 50 0.48 0.72 11 2460 0.05 0.11 10 2944

70 50 0.46 0.66 11 2533 0.13 0.43 10 3658

80 50 0.22 0.58 12 2864 0.11 0.28 11 4810

90 50 0.37 0.52 11 2910 0.26 0.65 11 5435

100 50 0.49 1.02 12 3460 0.07 0.15 11 7197

5.1 Computational Results

The OC was implemented in C++, compiled with GNU G++ 5.5.0, while the
remaining components of the framework were realized in Python 3.7. All test
runs have been executed on an Intel Xeon E5-2640 v4 with 2.40 GHz machine.

Initially, we determined the parameter configurations of standalone variants
of the VNS and the PBIG, in which it is naively assumed that users can evaluate
all intermediate solutions. The parameters have been determined with irace [8]
on a separate set of benchmark instances and have been tuned with the goal to
minimize the number of iterations it takes the metaheuristics to generate near
optimal solutions, i.e., solutions with an optimality gap of 0.5%. For the VNS we
obtained to best use shaking neighborhoods k ∈ {1, 2}, for PBIG k ∈ {1, . . . , 10}
with a population size of 100. The termination criteria of the metaheuristics
have been chosen according to the number of iterations that were necessary on
average to find the close-to-optimal solutions, which was 60 iterations without
improvement for the VNS, and 300 iterations (or three generations) without
improvement for PBIG. Table 1 shows a comparison of the standalone variants
of the metaheuristics using above parameter configurations. The table shows for
each instance group with n locations and m users the average optimality gap
(%-gap) and their corresponding standard deviation (σ%-gap) of the metaheuris-
tics. Moreover, the table also shows the iteration in which the best solution has
been found on average (nbest

it ) and the median of the total computation times
(t[s]).

PBIG produces slightly better optimality gaps but also needs significantly
more time than the VNS. Moreover, it takes PBIG much more iterations to find
the best solution as opposed to the VNS.

Next, we tested COA in conjunction with the VNS (denoted as COA[VNS])
and the PBIG (denoted as COA[PBIG]), respectively, as OC. Further tests have
shown that COA[PBIG] yields slightly better results when using the so far best
found solutions stored in the SMC as initial population. In case there are not
enough solutions available, the remaining solutions are generated by the random-
ized construction heuristic. The other parameters remain unchanged. The COA
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Fig. 2. Median computation times of the COA components for each instance set

terminated after five iterations without improvement or after two hours. The
comparison can be seen in Table 2. The table shows again the average optimality
gaps (%-gap) and their corresponding standard deviations (σ%-gap). Moreover,
the table also shows the average number of COA iterations (nit) and the median
of the total computation times (t[s]). While the optimality gaps in Table 1 are
somewhat comparable between the VNS and the PBIG, COA[PBIG] clearly out-
performs COA[VNS] w.r.t. the optimality gaps. This difference can be explained
by the number of solutions returned by the VNS and the PBIG. While the
OC of COA[VNS] only returns one solution in every COA iteration, the OC of
COA[PBIG] returns 100 solutions in every iteration. A higher number of solu-
tions in the SMC results in more diversified solutions not only in the FC but
also in the EC. Hence, the accuracy of the surrogate function increases w.r.t.
larger areas of the search space, whereas for less diversified training data the
accuracy of the surrogate function usually only increases in a small part of the
search space. Moreover, the high number of shakings in the PBIG additionally
increases the diversity of the solutions returned by the OC. Note however that
COA[PBIG] does not scale so well w.r.t. computation times, especially for an
increasing number of locations. The reason for this is the generous termination
criterion of the PBIG in comparison to the VNS, since it takes the PBIG much
more time to find a near optimal solution.

Finally, Fig. 2 shows the computation times of the individual components of
the COA framework. The total computation time is primarily split between the
EC and the OC while the FC has barely any impact. Moreover, the figure also
shows that the computation time of the EC mainly depends on the number of
users, while the computation time of the OC primarily scales with the number of
service point locations. Finally, Fig. 2 also shows large differences in computation
times between COA[VNS] and COA[PBIG].

6 Conclusion and Future Work

We considered a Cooperative Optimization Approach (COA) for distributing ser-
vice points within a geographical area in mobility applications under incomplete
information. Instead of estimating user demands upfront, our method directly
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incorporates potential customers in the optimization process. In this contribu-
tion we specifically focused on the optimization part of COA. We could show
that for our instances a variable neighborhood search (VNS) as well as a pop-
ulation based iterated greedy algorithm (PBIG) reliably generate near optimal
solutions in short time. However, within COA, not quality matters: PBIG is
naturally able to return multiple different high quality solutions that can all
be further exploited. While COA[PBIG] has the edge over COA[VNS] w.r.t. to
optimality gaps, COA[PBIG] does not scale as well as COA[VNS] for instances
with a large number of service point locations.

In future work, we aim at adapting COA to also work for larger instances
in a reasonable of time. Alternative models will be considered for the surrogate
function, and we plan to change the optimization core (OC) from a black-box
optimization to a white-box or at least a gray box model.
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Abstract. With the increasing number of created and deployed pre-
diction models and the complexity of machine learning workflows we
require so called model management systems to support data scientists
in their tasks. In this work we describe our technological concept for such
a model management system. This concept includes versioned storage of
data, support for different machine learning algorithms, fine tuning of
models, subsequent deployment of models and monitoring of model per-
formance after deployment. We describe this concept with a close focus
on model lifecycle requirements stemming from our industry application
cases, but generalize key features that are relevant for all applications of
machine learning.

Keywords: Model management · Machine learning workflow · Model
lifecycle · Software architecture concept

1 Motivation

In recent years, applications of machine learning (ML) algorithms grew signifi-
cantly, leading to an increasing number of created and deployed predictive mod-
els. The iterative and experimental nature of ML workflows further increases
the number of models created for one particular ML use case. We require so
called model management systems to support the full ML workflow and to cover
the whole lifecycle of a predictive model. Such a model management system
should improve collaboration between data scientist, ensure the replicability of
ML pipelines and therefore increase trust in the created predictive models. To
highlight the need for model management systems we follow a typical machine
learning process and identify shortcomings or problems occurring in practice,
that could be mitigated by a model management system.

1.1 Model Management in the Machine Learning Workflow

A typical ML workflow, as described by the CRISP-DM data mining guide [1]
and illustrated in Fig. 1, is a highly iterative process. Business Understanding
c© Springer Nature Switzerland AG 2020
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and Data Understanding is gained through assessment of the particular ML use
case and the initial gathering and analysis of data. Meticulous Data Preparation,
cleaning of data and feature engineering, is an important prerequisite for good
modeling results, as selection and data transformation are critical for success-
ful application of ML methods. In the subsequent Modeling task, different ML
frameworks and algorithms are applied. Therein, it is necessary to test a variety
of algorithm configurations. It is common that the data preparation step and
modeling step are repeated and fiddled with, until satisfying results are achieved.
Analysis of applied data preparation techniques and their affect on model qual-
ity can provide insights on the physical system and improve future modeling
tasks in this domain. Similarly, comparison of all Evaluation results can pro-
vide additional insights about suitable algorithm configurations for similar ML
problems.

Business
Understanding

Data
Understanding

Data
Preparation

Modeling

Evaluation

Deployment

Data

Fig. 1. Visualization of the typical machine learning workflow as described in the
CRISP-DM 1.0 Step-by-step data mining guide [1]

Finally, when a suitable model is discovered, it is deployed to the target
system. Typical ML workflows often end with this step. However, because of
changes to the system’s environment, i.e. concept drift, the model’s predictive
accuracy can deteriorate over time. Information about the several ML workflow
steps that led to the deployed model might be forgotten, lost, or scattered around
different files or knowledge systems. Model management systems should aid by
tracking the complete ML workflow and saving every intermediate artefact in
order to ensure replicability.
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1.2 Managing the Model Lifecycle - Industrial Applications

Predictive models are increasingly deployed to so-called edge computing devices,
which are installed close to the physical systems, e.g. for controlling production
machines in industry plants. In such scenarios, predictive models usually need to
be tuned for each particular installation and environment, resulting in many dif-
ferent versions of one model. Additionally, models need to be updated or re-tuned
to adapt to slowly changing systems or environmental conditions, i.e. concept
drift. Once a tuned model is ready for deployment, the model needs to be vali-
dated to ensure the functional safety of the plant. The heterogenous landscape
of ML frameworks, their different versions and software environments, further
increases difficulty of deployment. We argue that model management system
need to ML should borrow well established concepts from software development,
i.e. continuous integration, continuous delivery, to cope with fast model itera-
tions, and to cover the whole model lifecycle.

In a subsequent phase, the deployed model’s prediction performance, during
production use, needs to be monitored to detect concept drift or problems in
the physical system. Continuous data feedback from the physical system back to
the model management system provides additional data for training, and future
model validation.

2 Related Work

Kumar et al. [5] have fairly recently published a survey on research on data man-
agement for machine learning. Their survey covers different systems, techniques
and open challenges in this areas. Each surveyed project is categorized into one
of three data centric categorizations:

ML in Data Systems cover projects that combine ML frameworks with existing
data systems. Projects like Vertica [7], Atlas [9] or Glade [2] integrate ML
functionality into existing DBMS system by providing user-defined aggregates
that allow the user to start ML algorithms in an SQL like syntax, and provide
models as user-defined functions.

DB-Inspired ML Systems describe projects that apply DB proven concepts
to ML workloads. Most projects apply these techniques in order to speedup or
improve ML workloads. This includes techniques like asynchronous execution,
query rewrites and operator selection based on data clusters, or application of
indices or compression. ML.NET Machine Learning as described by Interlandi
et al. [4] introduces the so called DataView abstraction which adapts the idea
of views, row cursors or columnar processing to improve learning performance.

ML Lifecycle Systems go beyond simply improving performance or quality of
existing ML algorithms. These systems assist the data-scientist in different
phases of the ML workflow. In their survey, Kumar et al. [5] further detail
the area of ML Lifecycle Systems and introduce so called Model Selection and
Management systems. These systems assist not one but many phases of the
ML lifecycle.
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One representative of Model Selection and Management systems is described
by Vartak et al. [8]. Their so called ModelDB, is a model management system for
the spark.ml and scikit-learn machine learning frameworks. ModelDB provides
instrumented, wrapped APIs replacing the standard Python calls to spark.ml
or scikit-learn. The wrapped method calls the ML framework functionality and
sends parameters or metadata of the modelling process to the ModelDB-Server.
This separation allows ModelDB to be ML framework agnostic, given that the
ModelDB API is implemented. Their system provides a graphical user interface
(GUI) that compares metrics of different model versions and visualizes the ML
pipeline which lead to each model as a graph. However, ModelDB only stores the
pipeline comprised of ML instructions that yielded the model. ModelDB does
not store the model itself, training data, or metadata about the ML framework
version. External changes to the data, for example, are not recognized by the
system and could hamper replicability.

Another representative, ProvDB, as described by Miao et al. [6] uses a version
control system (e.g. git) to store the data and script files and model files created
during the ML lifecycle in a versioned manner. Therein, scripts can be used
for either preprocessing or to call ML framework functionalities. Git itself only
recognizes changes to the files and therefore treats changes to data, script or
model files equally. In order to store semantic connections between e.g. data
versions and their respective preprocessing scripts or the connection between
data, the ML script and the resulting model, ProvDB uses a graph database (e.g.
Neo4j) on top. Provenance of files and metadata about the ML workflow, stored
in the graph database, can be recorded through the ProvDB command line or
manually defined through the file importer tool or the ProvDB GUI. This design
allows ProvDB to support data and model storage of any ML framework given
that these artefacts can be stored as files and are committed to git. However,
automatic parsing and logging of instructions to the ML framework only works in
the ProvDB command line environment. Inside the ProvDB environment, calls
to the ML framework and their parameters are first parsed and then forwarded
which requires ML frameworks that provide a command line interface.

Similar to ProvDB we aim to store all artefacts created during the ML life-
cycle and allow the definition of semantic connections between these artefacts.
Our approach differs from ProvDB as we plan to use a relational database for
the data persistence and aim to develop a tighter integration to the actual ML
framework, comparable to the API approach of ModelDB. Moreover, we aim to
support tuning, automated validation and deployment of ML models and provide
functionality to monitor performance of deployed models.

In their conclusion Kumar et al. [5] identify the area of “Seamless Feature
Engineering and Model Selection”, systems that support end-to-end ML work-
flows, as important open areas in the field of data management for machine
learning. They highlight the need for fully integrated systems that support the
machine learning lifecycle, even if it only covers a single ML system/framework.
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3 Design and Architecture

In the following section we describe our concept of a model management system.
This system is designed to be ML framework agnostic. Integration into the open
source ML framework HeuristicLab1, which is being developed and maintained
by our research group, will serve as a prototypical template implementation.
Figure 2 serves as illustration of the data-flows and individual components of
the model management system described in the following sections. The described
system can be used either locally by a single user or as a centralized instance
to enables collaboration of different users. The model management system is
described by the following key features:

– Centralized and versioned data storage for all artefacts of the ML framework.
– Definition of semantic connections between the different artefacts.
– Storage API for ML framework integration.
– Automatic evaluation of models on semantically connected snapshots.
– Bundling of models for deployment and subsequent monitoring.

model management system

data scientist

algorithm
configuration

HeuristicLab

tuned model physical systemModel
ProblemDataProblemDatadata snapshots

Modelmodel

Algorithm ConfigurationAlgorithm Configurationalgorithm configuration

tuned modeltuned model

data snapshot

- data snapshot
- (base model)

artefacts:
- data snapshot
- new (tuned) model
- algorithm configuration

physical system
metadata

production data

tuned model

Fig. 2. Visualization of interaction between the envisioned model management sys-
tem, a machine learning framework (e.g. HeuristicLab) and an external physical target
system.

3.1 Data Management

The accuracy of prediction models, achievable by different ML algorithms,
depends on the quality of the (training) data. Errors in data recording, or wrong
assumptions made during business- and data-understanding phase affect data
preparation and are therefore carried over to the modeling phase and will subse-
quently result in bad models. Though, bad models are not solely caused by poor
data quality, as a model can become biased if certain information, contained in
1 https://dev.heuristiclab.com.

https://dev.heuristiclab.com


268 F. Bachinger and G. Kronberger

the dataset, was then not present in the training portion of the ML algorithm.
These problems are especially hard to combat or debug if the connection between
a specific model version and its training data was not properly documented or if
the information is scattered around different knowledge bases and therefore hard
to connect and retrieve. A model management system should therefore provide
an integrated, versioned data-storage.

ML frameworks and supported preprocessing tools need to be able to query
specific version of data, i.e. snapshots, from the database. Preprocessing tools
also need to be able to store modified data as new snapshots. Additionally, data
scientists should be able define semantical relations between snapshots. This
connections can be used to mark compatible datasets that stem from similar
physical systems or are a more recent data recording of the same system, as also
discussed in Sect. 3.4. In such cases a model management system could auto-
matically evaluate a model’s prediction accuracy on compatible snapshots. The
same semantic connections can be used to connect base datasets with the specific
datasets from physical systems for model tuning. When a new, better model on
the base dataset is created the model management system can automatically
tune it to all connected specific datasets.

3.2 Model Management

The section model management loosely encompasses all tasks and system com-
ponents related to the ML model, this includes the ML training phase and the
resulting predictive model, fine tuning the model to fit system specific data sets,
evaluation of models (on training sets or physical system data) and the subse-
quent deployment of validated models.

Model Creation or Model Training. In order to conveniently support the
ML workflow, a model management system should impose no usability overhead.
In case of the Modeling phase this means that necessary instrumentation of
ML framework methods, to capture ML artefacts, should not affect usage or
require changes in existing pipelines/scripts. Therefore, method signatures of
the ML framework must stay the same. Functionally, the model management
system has to be able to capture all ML framework artefacts, configurations
and metadata necessary to fully reproduce the training step. In our concept
for a model management system we intend to provide an easy to use API for
capturing artefacts that can be integrated by any ML framework. The resulting
knowledge base of tried and tested ML algorithm parameters for a variety of
ML problems can serve as a suggestion for suitable configurations for future
experiments, or meta-heuristic optimization for problem domains.

Model Evaluation. Besides ensuring replicability of the ML workflow, a model
management system should also aid in the evaluation of models. In practice we
require evaluation of a model’s prediction accuracy not only on the test section
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of data, but also on “older” data snapshots, to evaluate whether a new model
actually has achieved equal or better predictive quality than it’s predecessor.

Similarly, functional safety of the prediction models in their production envi-
ronments can be ensured by automated validation of models on past production
data or on simulations of the physical system. This model evaluation process
can be seen as the analogy of unit tests in the continuous development process.
Facilitation of the semantic connections between datasets provides the necessary
information these evaluation steps.

Model Tuning. Predictive models often need to be tuned in order to describe a
specific target system. Model tuning refers to the task of using ML algorithms to
adapt an existing predictive model, or model structure, to fit to a specific previ-
ously unknown environment. Model tuning can be used to fit an existing model
to its changed environment after a concept drift was detected. Likewise, tuning
can improve or speedup the ML workflow by using an existing, proven model
as a starting point to describe another representative of a similar physical sys-
tem. If a model type and ML framework support tuning, the model management
system can trigger this tuning process and subsequent evaluation automatically.
This process reassembles automated software build processes. If concept drift is
detected or automated model tuning is enabled for a physical system, the model
management system can take action autonomously.

3.3 Model Deployment

The model management system should aid in the deployment of prediction mod-
els. This means providing the model bundled with all libraries necessary for exe-
cution of the model. The heterogenous landscape of ML frameworks and their
different versions and software environments can cause compatibility issues on
the target system. Crankshaw et al. [3] describe a system called Clipper, that
solves this problem by deploying the model and its libraries bundled inside
Docker images. This technique could also aid in distribution of the model, as
the Docker ecosystem includes image management applications, that host image
versions and provide deployment mechanisms. By applying this technique, the
model management system can ensure executability and solve delivery of models
to the target system.

3.4 Data Feedback

Our concept for a model management system includes a data gathering compo-
nent to capture feedback in the form of production data from the edge device.
Monitoring of the model’s prediction accuracy during deployment and evalua-
tion of the model on the production data enables the model management system
to detect concept drift and to tune and subsequently re-deploy tuned models.
The software necessary for monitoring and data gathering can be deployed to
the edge device by addition to the bundle created during model deployment.
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4 Summary

In this work we described our technological concept for a model management
system. We describe the different features and components that are necessary
to fully capture the machine learning lifecycle to ensure replicability of mod-
eling results. Application of predictive models in industrial scenarios provides
additional challenges regarding validation, monitoring, tuning and deployment
of models that are addressed by the model management system. We argue
that advances in model management are necessary to facilitate the transition
of machine learning from an expert domain into a widely adopted technology.
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Abstract. Driverless systems are currently used in a variety of appli-
cations such as self-driving cars, automated transportation systems at
harbors, factories and hospitals. However, only a few applications are
actually designed to work in a shared environment with humans because
such a system would require an autonomous system instead of auto-
mated vehicles. In the project Autonomous Fleet, we consider a system-
of-system problem where the coordination and navigation of a fleet of
autonomous vehicles for dynamic environments with people is required.
On the one hand, the coordination system considers the whole fleet, i.e.,
the position and goal of each vehicle. Its duty is to propose a routing
solution for all vehicles by setting checkpoints. This poses similarities
with the traffic control system for vehicle drivers on roads - it affects the
driving behavior but cannot control it. On the other hand, each vehi-
cle has its own navigation system which is responsible for how to drive
between checkpoints and avoid collisions with (dynamic) obstacles and is
therefore autonomous. The focus of this work is on the coordination sys-
tem with algorithms for collision-free routing for a fleet of autonomous
vehicles.

Keywords: Vehicle automation · Shortest path · Dynamic programing

1 Introduction

Automated guided vehicles (AGVs) are used for several decades in a number
of different industrial applications where they allow for a robust and efficient
operation. These automated vehicles typically follow fixed predefined lanes and
stop movement in case of unexpected obstacles blocking their way.

This work is partially funded by the Austrian Research Promotion Agency (FFG)
under grant number 855409 (“AutonomousFleet”).
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This class of automated vehicles are therefore not suitable for dynamic envi-
ronments with people. Thus, the great potential of autonomous vehicles for trans-
port tasks while driving among people in public spaces, such as shopping centers,
hospitals or public infrastructures, cannot be exploited. For a fully functioning
system with multiple AGVs, the coordination system must be able to recognize
mutual obstructions or blocking in time to initiate adequate countermeasures.
Moreover, the holistic view of the system is of vital importance for the accep-
tance especially in the environment of people. Processes have to be plausible and
people need to be able to contribute their knowledge to the current system. In
Fig. 1 we show two example scenarios that are typical for the use of AGVs: areas
with long corridors (e.g., hospitals) and open space with multiple rooms (e.g.,
shopping centers).

Fig. 1. Example scenario 1 with long corridors (left) and example scenario 2 with open
space and multiple rooms (right).

In the research project “Autonomous Fleet” we explore the autonomy of
vehicles as a system-of-system problem, which has not been studied so far: the
coordination and management of a significant number of autonomous vehicles
for dynamic environments with people. Here, the coordination system of an
autonomous vehicle poses similarities with the traffic control system for vehicle
drivers on roads – it may only affect the driving behavior but cannot control
it. In addition, other challenges arise since environments with pedestrians have
greater degrees of freedom concerning the choice of lanes.

The envisioned framework consists of three main components:

– Multilevel knowledge base: It stores and processes historical data and real-
time data of vehicles, their sensors, people, and the physical environment.

– Fleet coordination system: It computes for each vehicle a route in form of
checkpoints and aims for a global system optimum.

– On-board navigation system: It is responsible for the navigation between
the checkpoints of the fleet coordination system and performs small-scale
corrections, collision avoidance, etc. for each individual vehicle.
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The emphasis of this paper is on the fleet coordination system where we
implemented and tested algorithms for route planning and deadlock prevention.
There are numerous path-finding algorithms in the literature on this topic, e.g.,
in the area of warehouse logistics [8], deadlock-free routing on network-on-chip
architectures [6] or deadlock-free scheduling in manufacturing [4]. From a the-
oretical point of view, these problems are equal when represented as a graph
problem.

This work is based on the knowledge of [1–3] where path-finding algorithms
were implemented for single and multiple vehicles settings, controller mechanisms
were presented, and in overall the topic of AGV as support for logistic operations
addressed.

2 Collision-Free Route Planning in Theory

We consider the fleet coordination system also as a graph problem with nodes
representing points where the AGVs can navigate along. The edges represent
the direct connections between them. Each vehicle starts at a node and has to
reach a target node. In our problem we assume a homogenous fleet of AGVs, so
the travel time on each edge is fixed. There are multiple variations of how the
objective can be defined – in our case we consider the minimization of the total
amount of time required for all vehicles to reach their targets. The solution is a
sequence of nodes for each vehicle, which are basically the checkpoints used for
the onboard navigation unit.

Figure 2 shows two example graphs. The first one is a test-graph with four
nodes (A, B, C, D) and two vehicles (R0 and R1). The target is to swap the
positions of both vehicles, which requires a small amount of evasion. The second
example is a grid graph generated from example 2 in Fig. 1. The open area was
processed into 2 m× 2 m cells and polished at the borders.

Fig. 2. A small test-graph (left) and a grid graph based on example scenario 2 (right).

2.1 Heuristic Approach

Based on the concepts of [1] we implemented following two algorithms and
extended thereby the previous work [3]. First, we use a heuristic algorithm from
Adriaan et al. [7] that computes shortest paths sequentially for one vehicle at a
time.
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It is based on the A* shortest path algorithm, extended by a so-called free
time window graph and works as follows. For each considered vehicle and each
iteration in the path-finding process, the partial path is extended with the next
node so that the value of f = g + h is minimal, where g is the actual cost of the
partial path, and h is a heuristic estimate of reaching the target node. This part
resembles the classical A* algorithm. To ensure that there is no collision and
deadlock for all vehicles, we have to guarantee that each extension of the partial
path is possible with respect to a so-called free time window (FTW). The FTW
is defined on a resource component – in our case an edge – and states that the
time window is long enough for a for a vehicle to enter the resource, traverse it,
and leave it. Initially each edge has a single FTW across the whole time horizon
and each time a vehicle traverses it, the FTW splits up into two FTWs – one
before the vehicle enters the edge and one after the vehicle leaves the edge. For
a detailed description of this algorithm, we refer to [7]. Note that the original
algorithm also considers the capacity of a resource, but in our case we assume
that each edge can only be traversed by one vehicle at a time.

The computed path for each vehicle is optimal, but since the vehicles are
considered sequentially, the whole solution is heuristic, or the algorithm might
not be able to find a feasible solution at all (e.g., due to a bad order). Therefore
we extended the heuristic by an iterative process where we change the order in
which the vehicles are considered. Each time the heuristic fails to find a path for
a vehicle, we move the vehicle to the first position in the order and recompute
the paths. The idea is that in this case we assume the problematic vehicle to be
more critical in the whole process and should be considered earlier.

In general, the vehicle order can be regarded as a combinatorial optimization
problem itself, since it does not only impact the possibility of finding a feasible
solution, but also the solution quality. However, we omitted to apply a meta-
heuristic approach on it, because we were able to find a feasible solution within
2 tries at most. In addition, the environment is dynamic due to interactions
with pedestrians. Hence re-calculations are necessary and it is not reasonable to
sacrifice too much computation time for the sake of optimality.

2.2 Exact Approach

The second algorithm is a state-based dynamic programming approach from
Prandtstetter et al. [5]. The essential difference to the heuristic approach is that
each step considers the system state for all vehicles. To be more precise, each
state encodes a pointer to its previous state, a time stamp, and the positions of
all vehicles. A vehicle can further be:

– active: it has started the journey
– inactive: it did not start yet
– finished: it finished the journey at target node
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The algorithm starts with the state where all vehicles are inactive at the
starting positions. In each iteration we generate for a given state a full list of
feasible follower states, i.e., where at least one vehicle makes a movement along
an edge. Among the follower states, the inferior ones are discarded (if the vehicle
positions equals a stat that has been considered before and the time stamp is
worse). In the basic version, all remaining follower states are examined at some
point. This algorithm is able to find an optimal solution, but it is obvious that
the search space grows exponentially with the number of vehicles and the size
of the graph. For a detailed description, we refer to [5].

It is possible to accelerate the algorithm by optimizing the order in which the
follower states are examined (e.g., most promising ones first) or by restricting the
set of follower states (e.g., forbid certain actions like vehicles moving back-and-
forth). Latter is risky though since the optimality may be affected when certain
states cannot be reached anymore. In our experiments, this exact algorithm still
had a terrible scalability, even with some very restrictive rules for expanding
follower states. At the end, this approach is only applicable for small graphs, e.g.,
there are small examples that are explicitly designed to be tricky for the heuristic
approach. In real-world scenarios such as grid graphs generated from Fig. 1, the
heuristic algorithm is completely sufficient and in every respect superior.

3 Collision-Free Route Planning in Practice

The real world is much more complex than what is usually considered by classical
route planning algorithms. The latter assume a perfect world where each vehicle
moves in a fully predictable way. Typically neglected aspects are:

– orientations of the vehicles and time for making turns,
– lack of accuracy caused by sensors and/or motion control units, and
– unpredicted obstacles such as people getting in the way.

The straightforward output of the route planning algorithms are route plans
for each vehicle, i.e., sequences of instructions where and when to move next. In
our first implementation we did not think about orientations and the necessity
that vehicles will spend time with turning. As a result, the vehicles were not
able to move according to the calculated time plan.

The second issue is usually neglected in most algorithmic approaches, but
appears when deploying real vehicles. If the grid is too fine grained, a vehicle
could occupy multiple nodes at once and collide or block each other. Possible
ways to handle this issue is to avoid grid graphs with too short edges and/or
introduce a buffer which restricts the vehicles to move too close in time and
space. In our case the graphs have a edge length of at least 2 m and the problem
was not present.

The problem with unpredictability is a large one, since classical route plan-
ning algorithms generate solutions which consist of a sequence of instructions
for each vehicle. These instructions follow a strict chronology according to a
time-table, which is fault-prone in practice. In our approach based on [3], we
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transform the time-table based solutions into dependency based solutions via
post-processing. The idea is instead of telling the vehicles when to do what, we
state for each instruction the preconditions that have to be met, e.g., vehicle x
may start with instruction a once vehicle y completed instruction b. With this
we guarantee that the sequence of instructions is applied in the planned order
without the necessity to synchronize all vehicles globally using a time-table.

We visualize this procedure in Fig. 3. In the T-shaped example graph from
Fig. 2, the two vehicles R0 and R1 want to swap their positions. With the routing
planning algorithms (heuristic or exact), we obtain a solution with instructions
based on a time-table. To transform the time-table based instructions to depen-
dency based instructions, we examine the critical steps for each vehicle and
observe that

– step 1 of vehicle R0 may start once vehicle R1 finished step 2, and
– step 3 of vehicle R1 may start once vehicle R0 finished step 2.

Fig. 3. Example for the transformation procedure: small instance from Fig. 2 (left).
Routing solution based on time-table (center). Routing solution based on dependencies
(right).

4 Experimental Results

We tested our algorithm with up to 120 vehicles on a relatively sparse random
graph with 3500 nodes and 3800 edges. This graph is based on a grid graph
with 70× 50 cells, but much sparser. The reason is that a full grid graph (which
would have 6880 edges) is too easy since deadlocks are very unlikely to occur.

Table 1 shows the results where the columns represent the number of vehicles,
number of tries (i.e., if the heuristic approach fails to find a solution, it changes
the vehicle order and restarts, see Sect. 2.1), total CPU time (on a Intel Core
i7-4600U PC running at 2.7 GHz and 16 GB main memory), and the success rate
of finding a feasible solution. The success rate is based on 100 random instances
per line. We observe that until 100 vehicles the heuristic approach is always able
to solve the instance. For some instances with 110 and 120 vehicles, a restart
with different vehicle order was necessary to obtain a feasible solution. At the
moment, the size of the graph and the number of vehicles are reasonably large
for applications in the real world, indicating that the approach is feasible.
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Table 1. Results of the heuristic approach on random instances.

Num vehicles Num tries Time [s] Success rate

10 1 12 100%

20 1 27 100%

30 1 85 100%

40 1 88 100%

50 1 121 100%

60 1 180 100%

70 1 240 100%

80 1 313 100%

90 1 439 100%

100 1 534 100%

110 1 676 97%

120 1 836 99%

110 2 774 100%

120 2 930 100%

5 Conclusions and Future Work

In this paper, we discussed approaches for implementing the coordination sys-
tem as a part of a framework for fleet of automated guided vehicles (AGVs).
While the exact approach is able to find optimal results, it is only applicable
for smallest problem instances. The heuristic approach scales well with reason-
ably large graphs and number of vehicles. Therefore it is the algorithm of choice
for real-world environments where unpredictable events – especially interactions
with pedestrians – occur and dynamic adaptions are necessary. We showed some
disparities between the theory of route planning for AGVs and practice, as well
as how we addressed them in our approach.

Within the project, there is a demonstration with multiple AGVs at premises
of the Vienna University of Technology planned. The area corresponds to exam-
ple scenario 2 in Fig. 1, or a subsection of it. With these real data, further
adjustments in all components of the framework will be carried out. For the
fleet coordination system, we will see, for example, how well the planned routes
will correspond with those performed in reality, and how often we need to re-plan
dynamically.
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Abstract. We consider an employee scheduling problem where many
casual employees have to be assigned to shifts defined by the requirement
of different work locations. For a given planning horizon, locations specify
these requirements by stating the number of employees needed at specific
times. Employees place offers for shifts at locations they are willing to
serve. The goal is to find an assignment of employees to the locations’
shifts that satisfies certain hard constraints and minimizes an objective
function defined as weighted sum of soft constraint violations. The soft
constraints consider ideal numbers of employees assigned to shifts, dis-
tribution fairness, and preferences of the employees. The specific prob-
lem originates in a real-world application at an Austrian association. In
this paper, we propose a Constraint Programming (CP) model which we
implemented using MiniZinc and tested with different backend solvers.
As the application of this exact approach is feasible only for small to
medium sized instances, we further consider a hybrid CP/metaheuristic
approach where we create an initial feasible solution using a CP solver
and then further optimize by means of an ant colony optimization and
a variable neighborhood descent. This allows us to create high-quality
solutions which are finally tuned by a manual planner.

Keywords: Employee scheduling · Constraint programming · Ant
Colony Optimization · Multi-objective optimization · Variable
neighborhood descent

1 Introduction

We consider an employee scheduling problem that arises as a real-world prob-
lem in an Austrian association. It deals with assigning employees to shifts at
work locations within a given planning horizon so that certain hard constraints
are fulfilled and the violation of soft constraints regarding demand satisfaction
of the locations, fairness, and preferences of the employees is minimized. The
problem falls into the broad class of personnel scheduling [1] with strong ties
to the nurse rostering problem [2] but has some distinguishing features. One is
the substantial fluctuation of employees and the high variance of their availabil-
ities over different planning horizons and within each; therefore employees are
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coined “casual”. Another specialty is that employees specify individual maxi-
mum numbers of shifts they desire to work. The variance of the ratio of actual
shifts assigned divided by the desired shifts should be minimized to balance the
fulfillment of the employees’ desires. Likewise, the fulfillment ratio of the loca-
tions’ requirements shall be balanced as well. Fig. 1a shows the availabilities of
employees to serve shifts on given days over a month compared with the require-
ments by the locations. This exemplary month starts with a weekend where a
lack of employees is evident, whereas on other days there is substantial overca-
pacity. A hard constraint is that employees cannot be assigned every day they
are available since they offer a desired number of shifts for a month which also
acts as a hard upper limit. The corresponding distribution can be seen in Fig. 1b.
Typically, in our application there is always a shortage of workers which makes
it highly desirable to distribute this shortage evenly over the shifts.

(a) (b)

Fig. 1. (a) Availabilities of employees to serve a shift vs. requirements of locations over
an exemplary month. (b) Distribution of maximum number of shifts employees offer to
serve in the considered month.

In the following Sect. 2, we will formally define the optimization problem
including its hard and soft constraints. This formulation gives rise to an exact
approach by means of Constraint Programming (CP) which we will describe
in Sect. 3. In Sect. 4, we introduce a hybrid algorithm that makes use of this
CP-model, Ant Colony Optimization, and Variable Neighborhood Descent to be
able to tackle large problem instances. In Sect. 5 we conduct a computational
study for both approaches on artificially generated data and real data provided
by an Austrian association, after which we conclude in Sect. 6.

2 Problem Formulation

Given locations L and a planning horizon D consisting of days d ∈ D, the tuples
(d, l) =: s ⊂ D × L constitute shifts. Each shift s has a requirement Rs ∈ Z+

of employees that should ideally serve it. Each employee w ∈ W chooses certain
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shifts Sw ⊂ S which he could potentially serve and a desired number of shifts
Nw, which also acts as upper limit of the shifts w will be assigned to. The
locations are comprised of houses H that have shifts on a more regular basis and
events E whose shifts are more sparsely distributed over the planning horizon
but possibly with higher requirement peaks. Furthermore, there are two special
locations: standby, denoted by b, which is used in case someone becomes sick,
and floating, denoted by f , for employees that are assigned dynamically to a
house on the very day of the shift. Only employees whose numbers of shifts
Nw are above a given threshold are eligible for standby and floating shifts. If
an employee selects a shifts (d, l) where l ∈ H, then all the other houses are
selected automatically for that day as well, so that there is enough flexibility
for the planners. However, the employees provide a nonempty preference list of
houses Hw ⊂ H. Events on the other hand can be selected separately.

The goal is to find an assignment of employees to shifts, which we denote
by the sets of shifts Aw ⊂ Sw each worker w ∈ W is assigned to, that satis-
fies a number of hard constraints and minimizes violations of a number of soft
constraints. The most relevant hard constraints are that employees have to be
assigned at least once, at most in accordance to their desired/maximum number
of shifts, and on each day at most once; each shift has a time duration and the
total duration for each worker must stay within legal bounds. Furthermore, the
standby and floating shifts must be fully covered, otherwise their purpose of
being a backup would be defeated.

We are thus facing a multi-objective optimization problem where soft con-
straint violations are modeled as different objectives with different priorities.
Since shifts provide service to paying customers, the fulfillment of the corre-
sponding requirements is by far the most important objective. Given an assign-
ment A, each shift has a relative shortage us = 1 − |{Aw ∈ A | s ∩ Aw �= ∅}|/Rs

that should be kept small and balanced over all shifts, which we implement by
minimizing the mean squared error of the vector u = (us)s∈S with respect to the
desired optimum u∗ = 0. Next priority is to distribute the shifts over employees
as fair as possible, taking their numbers of desired shifts into account. To achieve
this, we minimize the variance of the sum of the assigned shift durations divided
by the number of desired shifts multiplied by the maximum shift duration over
the employees. The shift duration is denoted as Δs. The fractions of floating
shift hours over the assigned hours should also be distributed evenly among all
workers. Last but not least, we aim at keeping the ratios workers are assigned
to non-preferred houses small and balanced over all workers, for which again
minimizing the corresponding mean squared error is deemed suitable. Putting
everything together yields the vector-valued objective function f : A → [0, 1]4:
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f(A) := (gu(A), gf (A), gff (A), gnp(A))T (1)

gu(A) :=
1

|S|
∑

s∈S

(
1 − |{Aw|s ∩ Aw �= ∅}|

Rs

)2

(2)

gf (A) := Var
[ ∑

s∈Aw
Δs

Nw maxs∈S Δs

]
, gff (A) := Var

[∑
s∈Aw∧l(s)=f Δs∑

s∈Aw
Δs

]
(3)

gnp(A) :=
1

|W |
∑

w∈W

( |{s ∈ Aw|l(s) ∈ H \ Hw}|
|Aw|

)2

(4)

3 Exact Solution Approach

We model the problem as a constraint program using MiniZinc [5]. We consider
different formulations. The first one is based on a set formulation and the sec-
ond one on binary decision variables. In the set formulation, the main decision
variable is a two-dimensional array of size |L| · |D| containing sets of integers
representing an assignment A(l,d) ⊂ W, ∀(d, l) ∈ S of specific employees to
shifts. Table 1 shows a simplified assignment example of three employees, being
assigned to three houses with different requirements over three days where every
employee is assigned the desired number of shifts.

Table 1. Small example of a assignment with three houses, three days and three
employees.

w Nw Hw

0 3 {2}
1 2 {1, 2, 3}
2 1 {0}

R(l,d) 0 1 2

0 1 1 1

1 0 1 1

2 2 1 0

A(l,d) 0 1 2

0 {0} {2} {1}
1 {} {1} {0}
2 {} {0} {}

For the minimization of the soft constraint violations we choose the weighted
sum approach, where the vector-valued objective function is condensed to a real-
valued function:

f(A) := λu · gu(A) + λf · gf (A) + λff · gff (A) + λnp · gnp(A) (5)

We designed the soft constraint violations to yield values between zero and one,
therefore no special re-scaling is necessary. To put more weight on the unassigned
shifts objective and keep the others equally weighted, we use the weights λu = 10
and λf = λff = λnp = 1. Since we make use of floating point variables, we solve
the MiniZinc models by two different, float-capable solver backends, namely
Gecode and JaCoP.
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In the approach where we greedily extend a small initial solution as described
in the next section, an alternative CP model is used to only satisfy the hard
constraints. It is based on |L| · |D| · |W | binary decision variables, stating whether
an employee w is assigned to a shift (d, l). It does not consider the soft constraints
and is thus only used for pure hard constraint satisfaction. This model can then
also be solved by the solvers Chuffed and Gurobi that as of the time of writing
neither support sets nor floats in combination with MiniZinc.

4 Hybrid Approach

First tests with MiniZinc using real-world instances indicate that our problem
instances are too big to be solved to optimality within reasonable time. This
gives rise to a hybrid approach, where we use CP to create an initial solution
that satisfies the hard constraints and which is then fed into a metaheuristic for
further improvement. We propose two different combinations of CP and meta-
heuristics, where both our CP-models, the one with soft constraint optimization
and the one with hard-constraints only, come into play:

1. The MiniZinc optimization model, which also considers the soft constraints,
is solved until a first feasible solution is obtained in order to obtain a rather
“complete” solution from CP, which is then passed to a variable neighborhood
descent (VND) for possible further improvement.

2. The MiniZinc hard constraint satisfaction model is used to create a small fea-
sible solution. This solution typically has a high objective value and can be
substantially improved by assigning further employees. This is done by a suc-
cessively applying an Ant Colony Optimization (ACO) [3,4] with a min/max
pheromone model [6]. Each ant starts from the initial solution and itera-
tively extends it according to the ACO’s usual probabilistic principles in
combination with certain greedy criteria. The so far best solution is used for
pheromone update. After we hit a time limit, we take the best solution and
try to improve it further by the variable neighborhood descent (VND), either
up to local optimality or until an overall time limit is hit.

In the first variant, the CP solver is used in optimization mode to create
a rather complete (many assignments), initial solution, whereas in the second
variant the binary decision variable model is used in satisfaction mode to create a
rather small (few assignments) solution. The latter is realized by using the value
choice heuristic indomain min which prefers to set decision variables to zero.

For the VND, we use neighborhood structures induced by the following oper-
ations, in the given order: MoveEmployeeInDay : For a given employee w and a
day d, change the location of his assignment, AssignEmployee: Assign a shift with
shortage to an employee, ReassignShift : Unassign the shift from an employee and
assign it to a different employee, ReassignEmployee: Unassign an employee from
a shift and assign the employee to a different shift, and SwapShifts: Swap shifts
of two employees. All these neighborhoods are searched in a first improvement
fashion.
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Each operator has impact on a different set of soft constraints. For exam-
ple, swapping the assignment of two employees keeps the distribution fairness
among locations unchanged but may improve the preference satisfaction of the
employees.

For the ACO we use a min/max pheromone update system as described in [6],
which bounds the pheromone values to lie within the interval [τmin, τmax]. The
pheromone matrix elements τs,w encode a bias for assigning shift s to employee w.
Given an ant’s current assignment A and Su(A) 	 s be the shifts with shortage
and employees Ws 	 ws that are available for this shift and fulfill all the hard
constraints, then we add the assignment s ↔ ws as extension to A resulting in
A′ with a probability depending on this bias and an attractiveness depending
on the decrease in the objective value Δf(A,A′) = f(A) − f(A′):

ps,ws
∼ τα

s,ws
· (1 + Δf(A,A′))β

We start with a high objective value since many shifts are unassigned and are
rewarded for assigning those. This is done until no more extensions are possible.
Δf(A,A′) might also be slightly negative (increase in objective value) due to
the fairness constraints, therefore we shift this difference by one. After each
iteration when all ants have constructed their solutions, pheromone evaporation
is performed, controlled by the parameter ρ, and the so-far-best solution Abs is
used to increase the respective pheromones by Δτ = 1

f(Abs)
.

Fig. 2. Comparisons of CP solvers for 30 artificial test instances with a one hour time
limit. Left: Feasibility statistics, where we see the stronger performance of Chuffed and
Gurobi. Right: Boxplots for the times until a feasible solution was found for satisfied
instances.

5 Computational Study

We created 30 random artificial instances for a CP-solver benchmark and test the
whole exact and hybrid approach on four real-world instances. For the artificial
instances, we sampled the numbers of houses from {6, . . . , 8}, the numbers of
events from {2, . . . , 11}, and the number of employees from {170, . . . , 249}. We
considered a planning horizon of 30 days and created shift requirements following
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Table 2. Comparisons of exact and hybrid algorithms on four different real-world
instances with resulting weighted objective values after a time limit of one hour.

Instance |W | ∑
s Rs |D| tf [s] Exact CSP VND ACO ACO+VND

Sep 2018 184 928 30 123 1.290 7.206 0.418 0.530 0.407

Oct 2018 253 1079 31 238 – 6.901 – 0.553 0.501

Feb 2019 172 685 28 56 0.243 6.634 0.093 0.239 0.141

Apr 2019 170 947 30 124 2.547 7.218 1.018 0.849 0.716

different load patterns (peaky, steady, weekend-only, etc.) and randomly sampled
employees’ desired shifts and availabilities following observations from the real-
world instances. 23 of the artificial instances are satisfiable, seven not; all of the
real-world instances are satisfiable.

All tests were conducted on an Intel Xeon E5-2640 processor with 2.40 GHz
in single-threaded mode and a memory limit of 32 GB. We used Python 3.6 for
the implementation of the ACO, Java 11 for the implementation of the VND,
and MiniZinc 2.2.3 with the backends Chuffed 0.10.3, Gecode 6.1.0, Gurobi 8.1.0,
and JaCoP 4.6.

In Fig. 2 we see a comparison of the four different CP solvers we tested on
the artificial instances. Chuffed and Gurobi using the binary formulation gave
superior results in terms of number of instances they could satisfy or prove
unsatisfiable within a CPU time limit of one hour, and the CPU time needed
to satisfy an instance. We chose Gurobi as basis for the hybrid algorithm with
the ACO, since it could satisfy every satisfiable instance within a couple of
minutes. In the other variant, where we start from a complete solution provided
by the CP-solver, we use JaCoP which performed better than Gecode in our
experiments.

In Table 2, the main results of our real-world instances are described. Every
algorithm is given a time limit of one hour. We compare the exact approach using
our constraint optimization model in the set formulation with JaCoP as backend
solver with the hybrid variants. In ACO and ACO+VND we start from a small
basic feasible solution provided by Gurobi, extended it by an ACO and possibly
further improve it with the VND. Values tf denote the times needed until a
feasible solution was provided, the rest of the time is then used either by ACO
or shared evenly among ACO and VND. In the other variant, we take the first
feasible solution from JaCoP in optimization mode which is rather complete and
feed it directly into the VND. We conducted the tests with six ants per iteration
and ACO parameters α = β = 1 and τmin = 1.0, τmax = 10.0, and ρ = 0.9.
For the Feb 2019 instance, the CP+VND only approach gave the best objective
value after one hour, for the others, CP+ACO+VND gave better results. For the
Oct 2019 instance JaCoP could not find a feasible solution within the allowed
time limit.
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In Table 3, we take for each real-world instance the best solution and show
the shift coverage compared to a theoretical upper bound and the unweighted
soft constraints. In the February instance there is high availability of workers
which allows for a high shift coverage, in the September and October instance,
we get close to the theoretical upper bounds. Since the VND always hits the
time limit, further improvements are expected to be possible; a corresponding
analysis of converged solutions will be provided in the master thesis of Stephan
Teuschl [7].

Table 3. Shift coverage and unweighted soft constraint objective values for best solu-
tions of real-world instances, where u is the number of unassigned shifts, c the shift
coverage, and uc the upper bound of the shift coverage, calculated by the sum of the
number of shifts of the employees divided by the total requirements.

Instance Best f c uc u gu gf gff gnp

Sep 2018 0.407 0.873 0.888 117 0.1532 0.2432 0.1722 0.2922

Oct 2018 0.501 0.868 0.918 142 0.1742 0.3192 0.1302 0.2812

Feb 2019 0.093 0.988 1.168 8 0.0222 0.2622 0.0922 0.1072

Apr 2019 0.716 0.767 0.817 221 0.2272 0.3032 0.1612 0.2912

6 Conclusion

We introduced a casual employee scheduling problem arising in an Austrian asso-
ciation, where employees have to be assigned to shifts to satisfy demands at loca-
tions for a given planning horizon where a number of hard constraints has to be
met and violations of fairness and preference soft constraints shall be minimized.
We created two different MiniZinc constraint programming models for this prob-
lem. The first model is used only for satisfying the hard constraints by assigning
a small number of employees to shifts, which is then the basis for further exten-
sions by an ant colony optimization algorithm together with a variable neighbor-
hood descent. We compared four different backend solvers on 30 artificial bench-
mark instances for our problem, and Chuffed and Gurobi turned out to be the best
choices. In the second model, the float-capable backend solvers JaCoP and Gecode
are used to solve the optimization model considering the soft constraints up to the
first feasible solution, which is then passed to the VND for further improvement.
We compared the exact and the hybrid algorithms on four real-world instances
with a CPU time limit of one hour and found that the hybrid approaches pro-
vided superior results. Further research is to be conducted to make use and mea-
sure the impact of different initial solutions, different orderings of neighborhoods
in the VND, and parameter tuning of the ACO. An in-depth study of the pre-
sented casual employee scheduling problem and its solution methods will be given
in the master thesis of Stephan Teuschl [7].
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1. Van den Bergh, J., Beliën, J., De Bruecker, P., Demeulemeester, E., De Boeck, L.:
Personnel scheduling: a literature review. Eur. J. Oper. Res. 226(3), 367–385 (2013)

2. Burke, E.K., De Causmaecker, P., Berghe, G.V., Van Landeghem, H.: The state of
the art of nurse rostering. J. Sched. 7(6), 441–499 (2004)
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Abstract. Black box machine learning techniques are methods that pro-
duce models which are functions of the inputs and produce outputs,
where the internal functioning of the model is either hidden or too com-
plicated to be analyzed. White box modeling, on the contrary, produces
models whose structure is not hidden, but can be analyzed in detail. In
this paper we analyze the performance of several modern black box as
well as white box machine learning methods. We use them for solving
several regression and classification problems, namely a set of benchmark
problems of the PBML test suite, a medical data set, and a proteomics
data set. Test results show that there is no method that is clearly bet-
ter than the others on the benchmark data sets, on the medical data
set symbolic regression is able to find the best classifiers, and on the
proteomics data set the black box modeling methods clearly find better
prediction models.

1 Introduction: Machine Learning

In general, machine learning (ML) is understood as that branch of computer
science that is dedicated to the development of methods for learning knowledge
and models from given data.
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well as TIMED, FH OÖ’s Center of Excellence for Technical Innovation in Medicine.

c© Springer Nature Switzerland AG 2020
R. Moreno-Dı́az et al. (Eds.): EUROCAST 2019, LNCS 12013, pp. 288–295, 2020.
https://doi.org/10.1007/978-3-030-45093-9_35

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-45093-9_35&domain=pdf
https://doi.org/10.1007/978-3-030-45093-9_35


White Box vs. Black Box Modeling 289

In fact, machine learning is an essential step within the overall system iden-
tification process [8]. The system, which is investigated, might be of technical
nature, a biological system, a finance system, or any other system - the essential
point is that there are variables/features, which can be measured (here denoted
as x1, x2, . . . , xn).

Machine learning algorithms are then used to identify models on the basis
of data collections; these models are then often used to predict the investigated
systems’ behavior, to identify relevant relationships between variables, and in
general to gain further insight into the investigated systems. Obviously, the col-
lection of data is a very important step, as we will only be able to understand
the system and its internal functionality correctly if its characteristic behavior
is actually represented in the data.

There are two main classes of machine learning scenarios, namely supervised
learning and unsupervised learning:

– In supervised learning the modeling algorithm is given a set of samples with
input features as well as target/output values - i.e., the data are “labeled”.
The goal is to find a model (or a set of models) that is (are) able to map
the input values to the designated target variable(s). Assuming we use the
data matrix x described above, for each target variable xt the goal is to find
a model that allows us to define xt as a function of all available/allowed
variables: xt = f(x1, x2, . . . , xn).

– In unsupervised learning the modeling algorithm is given a set of samples that
are “unlabeled”, as there are no target variables, and the task is to model the
structure of the data. The goal here is to identify clusters of similar samples
or to describe the distribution of the features’ values via density estimation.

2 Black-Box vs. White Box Modeling Methods

In this research we analyze the performance of several modern black box as
well as white box methods for solving supervised learning problems. Black box
ML techniques are methods that produce models which are functions of the
inputs and produce outputs, where the internal functioning of the model is either
hidden or too complicated to be analyzed. White box modeling, on the contrary,
produces models whose structure is not hidden, but can be analyzed in detail.

2.1 Black-Box Modeling

For this study we apply the following black-box modeling methods:

Random Forests: (RFs, [3]) are ensembles of decision trees, each created on
a set of randomly chosen samples and features from the available training data
basis. The best known algorithm for inducing random forests combines bagging
and random feature selection [3]:
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– For each tree in the forest, a certain number of input variables is used to
determine the decision at a node of the tree.

– A certain number of samples is randomly drawn from the training data base;
the rest of the samples is used as internal validation set for estimating the
model’s prediction error (out-of-bag error).

RFs are a very popular machine learning method as they are known to be one of
the most accurate learning algorithms available [14], robust against overfitting,
and widely considered a very efficient machine learning method.

Artificial Neural Networks: (ANNs, [4], Fig. 1) are networks of simple pro-
cessing elements, which are called neurons and are in most cases structured in
layers. Neurons are connected to neurons of other layers. The first layer consists
of input neurons, which receive the input variables x, and the last layer of output
neurons, which define the network’s output y. For each neuron the behavior is
clearly defined, in most cases as a transfer function φ of the weighted sum of the
connected neurons’ values. For neuron n the output is defined as

y(n) = φ(
k∑

i=1

(wi · y(mi)) (1)

where y denotes the output of a node and m the k nodes in the previous layer
that are connected to the node n. The transfer function φ can, for example, be
implemented as a sigmoid function or another nonlinear activation function.

During the training of the network, the most important task is to optimize
the connections between the nodes, i.e., their weights; this is often done using
methods such as back propagation [12].

ANNs have been used in computer science for several decades, in recent years
they have massively gained popularity due to development of deep learning algo-
rithms [5,13]. ANNs are, e.g., successfully applied in image analysis, nonlinear
system identification, pattern recognition, text mining, speech recognition, game
engines, and medical and financial applications.

These methods have in common that a basic model structure is assumed
and then parameters are optimized during the training phase. Additionally, the
structure of the model does not give information about the structure of the
analyzed system; the models are used as black box models.

2.2 White-Box Modeling

For white box modeling we use symbolic regression, a method for inducing
mathematical expressions on data. The key feature of this technique is that the
object of search is a symbolic description of a model, whose structure is not pre-
defined. This is in sharp contrast with other methods of nonlinear regression,
where a specific model is assumed and the parameters/coefficients are optimized
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Fig. 1. An exemplary artificial network with three input nodes, 10 hidden nodes in
two layers, and two output neurons.

during the training process. Using a set of basic functions we apply genetic pro-
gramming (GP, [1]) as search technique that evolves symbolic regression models
as combinations of basic functions through an evolutionary process. As the com-
plexity of these models is limited, the process is forced to include only relevant
variables in the models. We use standard GP as well as GP with offspring selec-
tion [1] (Fig. 2).

The functions set described in [16] (including arithmetic as well as logical
ones) was used for building composite function expressions.

Applying offspring selection has the effect that new individuals are compared
to their parents; in the strict version, children are passed on to the next gen-
eration only if their quality is better than the quality of both parents. Figure 2
shows GP with OS as used in the research discussed here.

Fig. 2. Genetic programming with offspring selection [16].
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3 Test Studies

3.1 Solving Regression Problems of the PMLB Benchmark Data
Set Suite

First we used black box as well as white box modeling methods for solving
regression problems included in PMLB, a benchmark suite for machine learning
evaluation and comparison [9]. In the empirical part of this paper we analyze
the performance of all here investigated modeling methods; their performance is
here measured by means of the fit (R2) on test data as defined for the data sets.

RFs were trained using the AlgLib implementation available in HeuristicLab
[15], a framework for prototyping and analyzing optimization techniques in which
evolutionary algorithms as well as numerous machine learning algorithms and
analysis functions are available. ANNs were trained using the Python packages
sklearn [11] and pytorch [10]. For white box modeling we used GP with strict
OS as implemented in HeuristicLab [7].

All methods were executed with dozens of varying parameter settings, such
as population sizes, number of trees, number of hidden layers and nodes, etc. In
Table 1 we summarize the test results of the best models returned by the training
algorithms. These results have been identified using the following settings:

– RF: number of trees: 50, m (ratio of features used in each tree): 0.5, r (ratio
of training set used for constructing each tree): 0.3

– ANN: number of layers, nodes per layers, type of activation function, and
droput values were determined for each data set individually using a grid
search on the training data

– GP: population size: 100, strict offspring selection, gender specific parent selec-
tion (random & roulette), maximum selection pressure: 100, maximum model
size: 50

Table 1. Average quality of best regression models for PMLB benchmark data sets.

Data set Average quality of
regression models (R2)

RF ANN GP

1027 ESL 0.843 0.833 0.801

1028 SWD 0.402 0.443 0.403

1029 LEV 0.556 0.478 0.572

1030 ERA 0.296 0.254 0.302

228 elusage 0.781 0.591 0.718

542 pollution 0.251 0.248 0.555

584 fri c4 500 25 0.708 0.274 0.975

617 fri c3 500 5 0.888 0.841 0.980

695 chatfield 4 0.809 0.707 0.680

Further results achieved for these data sets using HeuristicLab can be found
in [6].
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3.2 Identification of Classifiers for Medical Data

As second test scenario we used data provided by Oberösterreichische Gesund-
heitsholding. It contains data from 7747 patients, for which information about
their diseases and treatments are known. In total, there are 120 variables that are
available; there is one binary target variable, which is to be modeled in relation
to the other available variables.

Again, we used RFs, ANNs and GP using the same varying settings as
described above and here report the performance of the best models produced
by the training algorithms. In Table 2 we summary the test results of the best
models. These results have been identified using the following settings:

– RF: number of trees: 100, maximum tree size: 10
– ANN: 3 hidden layers (each containing 64 rectified linear units), output node

sigmoid, training algorithm: back propagation, 500 epochs
– GP: population size: 100, strict offspring selection, gender specific parent

selection (random & roulette), maximum selection pressure: 100, maximum
model size: 100

Table 2. Quality of best patient classification models for a medical data set.

Modeling method Average quality of prediction
models (accuracy)

OS-GP 87.02%

RF 81.06%

ANN 78.64%

3.3 Prediction of Peptide Fragment Intensities in Tandem Mass
Spectrometry

Over the last years, mass spectrometry based proteomics has emerged to a pow-
erful and widely used technique in the analysis of biological samples [2]. Tandem
mass spectrometers are nowadays used to identify fragments of peptides, which
are fragments of proteins, in biological samples; the so obtained mass spectra
contain peaks as mass-to-charge ratios and respective ion intensities of peptide
fragments.

In this study we used the mouse HCD peptide library from the National
Institute of Standards and Technology (NIST) containing 216,677 mass spectra
and their peptide sequences. For all these spectra our goal is to predict the
relative intensities of singly charged y fragment ions. In total, there are 89 input
features mainly containing the information about the presence of amino acids
left and right of the fragmentation site and the charge state, all of them being
Boolean or integer.
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For this data set we see that artificial neural nets and random forests were
by far more able to produce good prediction models. Again we executed 5-fold
cross validation test series with symbolic regression (OS-GP), random forests
and artificial neural networks with varying settings as described in the previous
section. The best results are summarized in Table 3. These results have been
identified using the following settings:

– RF: number of trees: 500, m (ratio of features used in each tree): 0.5, r (ratio
of training set used for constructing each tree): 0.5

– ANN: 1 hidden layer containing 16 rectified linear units, 2 hidden layers con-
taining sigmoid units (8 and 4, resp.), sigmoid output node, training algo-
rithm: back propagation, 100 epochs

– GP: population size: 100, strict offspring selection, gender specific parent
selection (random & roulette), maximum selection pressure: 100, maximum
model size: 200

Table 3. Quality of best prediction models for y fragment ion intensities.

Modeling Method Average quality of prediction
models (R2)

OS-GP 0.187

RF 0.606

ANN 0.690

4 Discussion and Conclusion

As expected, these test results do not show that any of the applied methods is
better than the others, no matter which data set is analyzed. On some of the
PBML data sets RFs perform best, on some GP, and on others ANNs. For the
medical data set, this is not the case as it seems that GP is able to find better
models than the other methods. Interestingly, the models identified using GP
only use 11.7 (out of 120) variables, which highlights GP’s variable selection
capabilities; obviously there is only a small number of variables that carry the
really relevant information in this particular case. On the third analyzed data set
including proteomics data, black box models are clearly better than those found
by symbolic regression. This is not surprising, as we here do not need feature
selection (all amino acids are relevant) but rather bigger and more complex
models that are able to incorporate information of a high number of variables.
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Abstract. The current development of today’s production industry
towards seamless sensor-based monitoring is paving the way for concepts
such as Predictive Maintenance. By this means, the condition of plants
and products in future production lines will be continuously analyzed
with the objective to predict any kind of breakdown and trigger pre-
venting actions proactively. Such ambitious predictions are commonly
performed with support of machine learning algorithms. In this work,
we utilize these algorithms to model complex systems, such as produc-
tion plants, by focussing on their variable interactions. The core of this
contribution is a sliding window based algorithm, designed to detect
changes of the identified interactions, which might indicate beginning
malfunctions in the context of a monitored production plant. Besides a
detailed description of the algorithm, we present results from experiments
with a synthetic dynamical system, simulating stable and drifting system
behavior.

Keywords: Machine learning · Predictive Maintenance · Concept
drift detection · Structure learning · Regression

1 Motivation

The increasing amount of data recorded by today’s automatized and sensor-
equipped production plants is an essential impetus for current developments in
the industrial area. In order to face the challenge of actually making use of
the recordings, machine learning algorithms can be employed to create models
and hence, fully utilize the available data. In reference to a real-world produc-
tion system, the relationships between multiple variables representing inputs (cf.
configured process- and recipe parameters), internal states (cf. measured time
series from condition monitoring) and dependent outputs (cf. measured prod-
uct quality indicators) have to be covered by such models to identify a system
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comprehensively. One modeling approach for the analysis of complex systems
are variable interaction networks [8] – directed graphs representing system vari-
ables as nodes and their impact on others as weighted edges. Primarily, variable
interaction networks have been employed to gain a better understanding of the
interdependencies within a modeled system [4]. In this work however, we utilize
them to detect changing system behavior – so-called concept drifts [3] – online.
Therefore, identified system relationships are tracked over time and analyzed
for changes, which might give an indication for beginning malfunctions when
applied at production plants.

The objective of this approach is closely related to the currently intensively
investigated topic Predictive Maintenance [7], which is concerned with forecasting
the remaining useful lifetime of a production system based on its current condi-
tion and scheduling specific preventing actions proactively. However, data which
enables such predictions is quite difficult to gather, starting by consolidating data
from various sources, up to carrying out a large number of run-to-failure experi-
ments [9] under continuous assessment of the actual system condition. Tracking
of changing system relationships however, is applicable also for less strictly con-
trolled environments and allows a closer look into a system’s dynamics.

In Sect. 2, we describe an algorithm to model variable interaction networks
and present a sliding window based evaluation method, performing concept drift
detection. Further on, a test problem is introduced in Sect. 3, which we use to
generate synthetic data streams and validate and discuss our approach in Sect. 4.
Finally, we give a brief summary and an outlook for possible future extensions
in Sect. 5.

2 Variable Interaction Networks for Drift Detection

The developed two-phase concept drift detection approach may be categorized
as supervised learning based detector [5]. While the aim of the first phase is
to develop a comprehensive model, which describes an initially stable system,
during the second phase this network is used to detect structural interaction
changes on a continuous stream of new data from the respective system. All
parts of the approach have been implemented and tested using the open source
framework HeuristicLab1.

2.1 Network Modeling

As a first step, we define a set of variables within the system of interest. For each
of them a regression model is trained using the other variables as inputs. For
this task various machine learning algorithms may be employed, including multi-
variate linear regression, random forests or symbolic regression. Subsequently, we
determine the relevance of each input variable for the respective target within a
model: The impact of a variable is calculated based on the increasing regression

1 https://dev.heuristiclab.com/trac.fcgi/ticket/2288.

https://dev.heuristiclab.com/trac.fcgi/ticket/2288
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error of the developed model when re-evaluating it on a data set, for which
the values of the variable have been randomly shuffled [2]. By this means, the
information value of the respective variable is removed from the data set, without
changing its distribution. Eventually, the calculated value is normalized to the
range 0..1. Subsequently, the directed, weighted graph for the variable interaction
network can be constructed by creating a node for each participating variable
and creating weighted edges from input to target nodes, by using the calculated
impacts.

Several post-processing measures are advisable in order to prune less impor-
tant nodes and edges and hence, determine more robust network structures:
Regression models (and the derived variable impacts) with an estimation accu-
racy below a problem dependent threshold should not be taken into account
right from the start, as they might not identify the system correctly. Further on,
variable impacts below a user-defined threshold may be pruned to sparsify the
networks, without loosing much information.

Moreover, we developed a routine, which uses the previously described impact
computation as base, but assembles acyclic graphs in order to support identifying
the correct variable interaction direction, as summarized in Listing 1.1. Instead
of creating edges for any computed impact, the routine adds edges step-wise,
alternating with removal of the weakest links to break up cycles.

Listing 1.1. Creating an acyclic variable interaction network.

1 foreach variable // inputs and targets
2 create a node
3

4 foreach node: create edge for highest incoming impact
5 while any edges added // after loop: final acyclic graph
6 find shortest cycles
7 while any cycles found
8 delete weakest link // based on impact
9 find shortest cycles

10 foreach node: create edge for next highest incoming impact

2.2 Network Evaluation

Within the second phase, as depicted in Fig. 1, we consider a stream of new,
unseen data, which is partition-wise analyzed (A). The described calculation of
variable impacts based on the previously built models, as well as the successive
creation of networks is constantly repeated (B.1), while a window slides over
this data stream. For identifying drifts in the underlying system, we compute
the similarity of the initially built network – representing a stable state – and the
updated networks, as part of the sliding window evaluation (B.2). Presumably,
changing system behavior affects internal variable dependencies to some extent,
which hence, should be reflected by the freshly created networks. We apply the
Spearman’s rank correlation coefficient and the normalized discounted cumu-
lative gain (NDCG), as proposed in [6], to compare the network structures.
The Spearman’s rank correlation considers only deviations in ranks, such that
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Fig. 1. Sliding window based evaluation (A) of variable interaction networks (B.1,
B.2) for concept drift detection (C). The decreasing network similarity scores and the
also decreasing drift indicator h, represent the intended functioning of the proposed
algorithm.

top-ranked variables are treated equally to lower ranked variables. In contrast,
the NDCG puts more weight on top-ranked variables by using an exponential
weighting scheme.

A system may be declared drifting if the similarity score during the evaluation
drops below a threshold. If the actual drift state is known, as e.g. for synthetic
data sets, the correlation between the drift value and the computed similarity
might give a good indication of how well the drift detection performed (C).

3 Test Problem: Clogging Communicating Vessels

In order to test the proposed concept drift detection algorithm, we designed a
synthetic problem based on the system of communicating vessels as illustrated
in Fig. 2. The vessels – y1 and y2 represent their current fill state – are continu-
ously filled with fluid from two inlets. The flow rates of these inlets – u1 and u2

– are independent, dynamic and defined by stationary, auto-regressive models
with normally distributed terms. The outlet flow rate for each vessel depends on
the current fill state and hence, helps to preserve their stationarity. The com-
munication channel between the vessels transports fluid into the vessel with the
currently lower fill state and is described by the flow rate y3. The dynamics of
the system are defined by a system of differential Eqs. (1), (2) and (3). For this
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Fig. 2. Vessel fill states y1 and y2 with inlets (u1, u2), outlets (y1/2, y2/2) and the
gradually clogging (cf. h) communication channel with flow rate y3.

particular example we designed a channel that may gradually clog over time,
thus, eventually resulting in a malfunctioning of the vessel communication, con-
trolled by the parameter h (3). This clogging channel represents the maintenance
problem, which is aimed to be found by the proposed detection algorithm.

ẏ1 = u1 + y3 − y1
2

(1)

ẏ2 = u2 − y3 − y2
2

(2)

ẏ3 = −(y1 − y2) − hy3 (3)

Based on the system definition we compiled a set of 10 training instances repre-
senting stable system states (i.e. h remains constant) and 10 evaluation instances
with drifting behavior (i.e. h slowly decreases), each consisting of 1000 data
points. The variables allowed for model training and evaluation, as both inputs
and targets, are u1, u2, y1 and y2. Further on, the first numerical derivative (as
defined by the Eqs. (1) and (2)) and the second numerical derivative for each ves-
sel fill state are provided as additional input variables. The current flow between
the vessels, represented by y3 and the clogging factor h however, remain unknown
to the regression models. This limitation is inspired by real-world problems, in
which availability and quality of data are not always fully ensured, either for
technical, monetary or security related reasons. It is the essential motivation
and goal of the proposed drift detection algorithm to estimate and monitor the
changing variable interactions, when this cannot be observed directly.

4 Experiments and Results

The training of regression models, representing the variable interaction networks’
foundation, was performed with multi-variate linear regression (LR), random
forest (RF) and symbolic regression (SR). To tune the random forest and the
symbolic regression algorithm, we performed a parameter grid search for reason-
able configurations:
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– Random Forest: R: 0.5, M: 0.2, 100 trees
– Symbolic Regression: Offspring Selection Genetic Algorithm (OSGA) [1], pop-

ulation size: 100, generations: 1000, selection pressure: 100, proportional and
random selection, mutation rate: 25%, crossover rate: 100%, unary functions
(sin, exp, log), binary functions (+,−,×,÷), max. tree length: 25 nodes

The modeling results, aggregated for all 10 training instances, are summarized
in Table 1. Linear and symbolic regression both achieved almost perfect fits on
the training as well as the test partition. The random forest models however,
tend to overfit, no matter the tested algorithm parameters.

Table 1. Model estimation qualities R2 and Normalized Mean Squared Error (NMSE)
for the selected targets on training/test partition (cf. split at 66%/34%).

Linear Regression (LR) Random Forest (RF) Symbolic Regression (SR)

R2 NMSE R2 NMSE R2 NMSE

u1 0.99/0.99 0.00/0.00 0.96/0.76 0.06/0.30 0.97/0.97 0.02/0.03

u2 0.99/0.99 0.00/0.00 0.95/0.70 0.06/0.34 0.97/0.97 0.02/0.03

y1 0.99/0.99 0.00/0.00 0.95/0.67 0.06/0.41 0.93/0.92 0.06/0.09

y2 0.99/0.99 0.00/0.00 0.95/0.71 0.06/0.36 0.94/0.92 0.05/0.09

Based on the regression models, the initial variable interaction networks,
representing stable system behavior, have been computed. Further on, we defined
a threshold for the minimum NMSE of 0.2 a model has to achieve to be considered
for the network creation. For the random forest model, the threshold has been
set higher, to an NMSE of 0.5, because in the first modeling step we observed
that the predictive quality of RF is lower compared to SR and LR. Furthermore,
we set a minimum variable impact threshold of 0.1 to prune less important edges
from the final networks. After the modeling phase (cf. Sect. 2.1), one cyclic and
one acyclic network version for each algorithm and each of the 10 training sets
has been created.

The second phase (cf. Sect. 2.2) has been performed using the same configu-
rations for the creation of networks during the sliding window evaluation. The
results of the drift detection method for each regression modeling algorithm,
with varying sliding window size and aggregated for all 10 drift data sets are
depicted in Fig. 3. The bar chart illustrates the computed correlation between
the network similarity and the synthetic drift, as described in Fig. 1.

According to the computed correlation scores, the linear and the symbolic
regression models detect the synthetically introduced drifts quite well with a
correlation of roughly 0.7. Although the performance of the random forest mod-
els clearly lags behind, one can observe that the drifts are still detected to some
extent. In conclusion, the detection algorithm is agnostic to the used regres-
sion models, however, accurate models with the ability to generalize (i.e. not to
overfit) are necessary.
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Fig. 3. Correlation of the decreasing network similarity scores and the known, also
decreasing drift indicator h, representing the gradually clogging communication channel.

One key factor of the detection algorithm is the sliding window size, which
has to be tuned for any problem. With a large window size more stable network
structures can be identified, which are valid for a longer period while moving
over the data stream. This results in a smoother curve shape of the similarity
score, however decreases the reaction speed to underlying trends and hence,
should be limited to a reasonable level. In this example, sizes between 100 and
200 showed similar good results. Furthermore, the acyclic networks achieved
smoother similarity score curve shapes (cf. Fig. 1), than networks with cycles.
Although, there is no advantage according to the computed detection quality by
using these networks, it is easier to define a threshold as a minimum similarity
score, when the values do not vary too much within a certain period, which is a
clear benefit of the acyclic networks.

5 Conclusion and Outlook

In this work we presented a machine learning based approach for identify-
ing changing relationships of dynamical systems, such as industrial production
plants. We show how variable interaction networks are developed and utilized
to evaluate a continuous data stream and identify deviations from the original
behavior, which eventually might enable triggering maintenance actions proac-
tively. We implemented the algorithm using the open source framework Heuris-
ticLab and tested the approach on a synthetic problem successfully.

As a promising next step to enhance the described approach, we consider
to investigate how a closer integration of modeling and evaluation phase might
lead to a more accurate calculation of variable impacts and hence, more robust
networks. A repeated or open-ended training of regression models – which rep-
resent the foundation of the variable interaction networks – on the continuously
updated data stream might provide valuable information concerning the current
impact of variables. Proceeding from drift detection, investigating the depen-
dency changes closely, might eventually enable tracking a system change back
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to its beginnings. Especially considering the potential value for domain experts,
such a root-cause analysis would be a powerful component for future production
systems.
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ing for data stream analysis: a survey. Inf. Fusion 37, 132–156 (2017)

6. Kronberger, G., Burlacu, B., Kommenda, M., Winkler, S., Affenzeller, M.: Measures
for the evaluation and comparison of graphical model structures. In: Moreno-Dı́az,
R., Pichler, F., Quesada-Arencibia, A. (eds.) EUROCAST 2017. LNCS, vol. 10671,
pp. 283–290. Springer, Cham (2018). https://doi.org/10.1007/978-3-319-74718-7 34

7. Lee, J., Kao, H.A., Yang, S.: Service innovation and smart analytics for industry
4.0 and big data environment. Procedia CIRP 16, 3–8 (2014)

8. Rao, R., Lakshminarayanan, S.: Variable interaction network based variable selec-
tion for multivariate calibration. Analytica Chimica Acta 599(1), 24–35 (2007)

9. Saxena, A., Goebel, K., Simon, D., Eklund, N.: Damage propagation modeling for
aircraft engine run-to-failure simulation. In: International Conference on Prognostics
and Health Management 2008, pp. 1–9. IEEE (2008)

https://doi.org/10.1007/978-3-642-20525-5_28
https://doi.org/10.1007/978-3-319-74718-7_34


Visualization of Solution Spaces
for the Needs of Metaheuristics

Czes�law Smutnicki(B)

Faculty of Electronics, Wroc�law University of Science and Technology,
Wroclaw, Poland

czeslaw.smutnicki@pwr.edu.pl

Abstract. We present several technologies recommended for making
2-dimensional (2D) or 3-dimensional (3D) representations of selected
discrete solution spaces as well as features of the solution algorithms
occurring in combinatorial optimization (CO) tasks. We provide some
results of theoretical as well as experimental investigations of so called
landscape of the space with reference to some exemplary hard CO prob-
lems. Theoretical analysis starts from various measures of the distance
between solutions represented by typical combinatorial objects, namely
permutations, composition of permutations, set partition and so forth.
Then, we propose some mapping of n-dimensional space of permutations
into 2- or 3 dimensional Euclidean space to extract factors responsible
for hardness of the problem and to illustrate behavior of approximation
algorithms.

1 Introduction

Sequential, parallel and distributed metaheuristic algorithms (MA) currently
become the dominant solution tool used and recommended for very hard combi-
natorial optimization (CO) problems, [7]. This is a direct consequence of some
numerical problems recognized for CO, let we mention at least: NP-hardness,
curse of dimensionality, multiple local extremes, uneven distribution of extremes,
exponential growth of the number of extremes and deception extremes. The list of
known metaheuristics now contains now 40+ various technologies in the sequen-
tial version and 80+ including parallel variants, [8]. Simultaneously, the success
or failure of a metaheuristic algorithm depends on skillful composition of some
structural elements and a number of tuning parameters. All crucial elements are
usually tailored through experimental research. Visualization of the search tra-
jectories and search space allow us to understand the behavior of the algorithm,
to select its best configuration and employ structure of the space in order to
guide the search into the most promising areas of the solution space. Unstable
and capricious behavior of approximate methods, already on standard bench-
marks, incline scientists to define and identify factors of the instance hardness,
which allow one to differentiate hard cases from easy ones. “No free lunch” theo-
rem fully justifies rich variety of metaheuristics, [11]. A lot of recent papers refer
to trajectories and landscape of the solution space to analyze some phenomenon
c© Springer Nature Switzerland AG 2020
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in the CO area, [1,10] or in the process of developing new algorithms [4,5], for
various CO problems, especially scheduling problems from the project 1.

In this paper we present fundamentals and propose some new ideas for mak-
ing 2D and 3D representations of selected discrete solution spaces and features of
the solution algorithms occurring in CO. Results extend and develop essentially
our previous findings from [3]. Theoretical analysis starts from various measures
of the distance between solutions represented by typical combinatorial objects,
namely permutations, composition of permutations, set partition and so on.
These metrics based on Cayley, Ulam, Kendall and Hamming distances between
permutations. Then, we discuss methods of transforming n-dimensional space
into 2- or 3 dimensional space, [6] to extract factors responsible for hardness of
the problem (e.g. roughness of the landscape), and to illustrate behavior of a
sequential algorithm (e.g. searching trajectory, goal search paths, scatter search,
relinking paths, wandering around, sampling, diversification, intensification) and
parallel algorithms (e.g. distribution of populations, cooperation).

2 Distance Measures

The visualization can be perceived as a mapping from the solution space, usually
having the combinatorial character, onto the flat plane or a surface (spherical
model is recommended to this aim). We expect that the mapping will be compu-
tationally inexpensive and additionally preserves the distance from the solution
space, i.e. transforms close solutions onto close images on the plane, whereas
far solutions - onto far images on the plane. It may be hard since we reduce
significantly dimension of the space, so mapping needn’t preserve the distance.
We need at least two types of distance measures. The former refers to the solu-
tion space of the considered discrete optimization task, usually represented by
an combinatorial object or their composition. This subject we discuss in detail
in the next section and partially in here. The latter refers to 2D (n = 2) or 3D
(n = 3) Euclidean space, that is collected from the literature and discussed in
the sequel.

For the given two points x = (x1, . . . , xn) and y = (y1, . . . , yn), x, y ∈ Rn,
the Minkowski distance Lp(x, y) is defined as

Lp(x, y) = (
n∑

i=1

|xi − yi|p) 1
p . (1)

Setting in (1) p = 1 we obtain the Manhattan distance

L1(x, y) =
n∑

i=1

|xi − yi| (2)

1 Paper is supported by funds of National Science Centre, grant OPUS no. DEC
2017/25/B/ST7/02181.
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whereas for p = 2 from (1) we get the Euclidean distance

L2(x, y) =

√√√√
n∑

i=1

(xi − yi)2. (3)

By applying the limit we get the Chebyshev distance

L∞(x, y) = lim
p→∞ Lp(x, y) = max

1≤i≤n
|xi − yi| . (4)

Let us note that formulae (2)–(4) can be applied also for discrete x, y. For exam-
ple, assuming that x, y represent permutations, then from (2) we obtain footrule
measure, whereas taking square of (3) – the Spearman’s rank correlation.

3 Distance Between Combinatorial Objects

Most metaheuristics for CO problems operate on solutions represented by a
combinatorial object. Various objects have been used depending on the problem
type. Therefore, adequate distance measure should be defined for each considered
combinatorial object with some of them are common. Many problems, e.g. Trav-
eling Salesman Problem (TSP), scheduling problems and Quadratic Assignment
Problem (QAP), uses permutation on the set N = {1, 2, . . . , n} to represent a
solution. There are at least two fundamental types of metaheuristic approaches:
(LS) local search with single search trajectory or multiple parallel independent
search trajectories, (PS) population-based approach. Distance topic appeared
in both cases but in the different context and are used for different aims. Spe-
cific measures are recommended for the local search metaheuristics (e.g. simu-
lated annealing, simulated jumping, tabu search, random search, greedy random
search, variable neighborhood search, etc.) where the given solution is modified
slightly step-by-step using so-called moves. At least three types of moves have
been commonly distinguished in the literature: adjacent swap (A), non-adjacent
swap (S) and insert (I). These type of moves correspond directly to various
technologies of generating permutations. Measures between permutations α, β
denoted as DZ(α, β) (Z ∈ {A,S, I}) have been already partially studied in the
literature, see e.g. the review in [2]. Their selected properties, fundamental for
our applications, have been collected in Table 1 (α−1 is the inverse permuta-
tion to α). Table 1 refers to auxiliary results known in the literature measures:
Kendall’s tau, Cayley’s and Ulam’s. The last one can be calculated using so-
called Floyd’s game.

Another group of measures considers solutions represented by a string of
characters. Strings are suitable for some scheduling, location, distribution or
collocation problems, including solutions represented by binary strings. Since
any sequence of integers can be converted to a binary string, then the possi-
ble application is wide. Levenshtein distance is dedicated to evaluate the dif-
ference between two strings of characters. The measure includes elementary
actions (insertion, deletion, substitution) required to pass from the one string to
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Table 1. Distance between permutations.

Move type Adjacent swap Swap Insert

Denotation DA(α, β) DS(α, β) DI(α, β)

Source Kendall’s tau Cayley’s Ulam’s, Floyd’s game

Algorithm Number of
inversions in α−1 ◦ β

n minus the
number of cycles
in α−1 ◦ β

n minus the length of the
maximal increasing
subsequence in α−1 ◦ β

Mean n(n−1)
4

n − ∑n
i=1

1
i

n − O(
√

n)

Maximum n(n−1)
2

n − 1 n − 1

Variance n(n−1)(2n+5)
72

∑n
i=1(

1
i

− 1
i2

) Θ(n
1
3 )

Complexity O(n2) O(n) O(n log n)

the other. It can be calculated using dynamic programing in the time O(nm),
where n and m are string lengths. The extension of the Levenshtein measure
which allows the additional elementary action to “swap two adjacent characters
in the string” is called Damerau-Levenshtein measure. The last measure can be
perceived as a generalization of the Hamming distance defined for two strings of
equal length. Hamming measure value finds the number of corresponding posi-
tions in strings which are different. It can be calculated in the time O(n).

For complex combinatorial objects, one can define measure as a combination
of a few components that is desirable to be homogenous. For example, in our
previous paper [9] there was defined the measure for the job-shop scheduling
problem having a solution composed of m actually dependent permutations αl, βl

of various length, l = 1, 2, . . . ,m. Assuming that they are independent, one can
naturally define a measure as follows

D∗(α, β) =
m∑

l=1

Dl(αl, βl), (5)

where Dl(αl, βl) is one measure shown in Table 1 for component permutations
αl, βl. Using features enumerated in Table 1 we can find basic properties of the
measure (5), namely

D∗
l,max = Dmax = n(n − 1)/2 βl = a−1

l , D∗
max = m · Dmax, (6)

AV (D∗) = D∗
max · 1

2
, V AR(D∗) = D∗

max · 2n + 5
36

(7)

Theoretical distribution of the number of solutions located on the distance equal
k namely T (k) = card{β : D(α, β) = k} for any α is also shown in [9].

Maximum value Dmax of each chosen measure defines the space diameter.
Because Dmax varies, it is useful to normalize the distance

D′(α, β) = 100% · D(α, β)
Dmax

. (8)

Similarly, we can the normalize goal function with respect to a reference value.
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4 Mappings

As we already mentioned, the visualization can be perceived as mapping from
the solution space onto the flat plane or a surface (e.g. sphere). Studying the
literature we find the similar topic, which are the mappings from Rn to R2 for
the needs of exploratory pattern analysis as seen in the survey in [6]. They can
be applied, after a modification in our case. This subject needs further extensive
research. Skipping consciously the review of these methods, we only mention
a few important features: (a) methods (linear/nonlinear mappings), (b) com-
plexity of mapping calculation, (c) usage of the increased history (incremental
calculation) and (d) non-standard approaches. Among linear mappings we refer
to: principal components, generalized declustering, last squares, projection pur-
suit). Among nonlinear mappings we refer to: Sammon’s, triangular, distance
from two means, k-nearest neighbor.

Visualization can be applied for: (1) graphical representation of the solution
space, (2) observing features of the solution space, (3) local extremes distribu-
tion, (4) detection of valleys (attractors), (5) trajectory visualization and exam-
ination and (6) guiding the search. Because tracing the search trajectory has a
dynamic unpredictable character, self-adapting method of visualization is desir-
able. We outline our proposal called reference points mapping T to transform
permutations from the set Pn into points in Euclidean R2 2-D space, namely

T : Pn → R2. (9)

The method consists of two phases. In the first phase we transform r points
σ1, . . . , σr from Pn into r points e1, . . . , er in R2 called images of the mapping.
Images remain unchanged next and create the reference set. In the second phase,
we transform step-by-step each individual point τ into its image t in R2. Distance
in Pn is represented by a measure D(..) and distance in R2 by a measure d(..).
Images are set by solving the following optimization task

r∑

i=1

r∑

j=1

||d(ei, ej) − D(σi, σj)|| → min
e1,...,er

(10)

where ||..|| denotes a certain norm, e.g. (..)2 or |..|. Mapping for any individual
permutation τ is to assign point t ∈ R2 so that

r∑

i=1

||d(ei, t) − D(σi, τ)|| → min
t

(11)

Optimization task (10) is a nonlinear case with 2r continuous variables, whereas
(11) has 2 variables and is also nonlinear. So one can think that this approach is
too expensive for space visualization. We will show a more efficient technology.

We set r = 3 and for σ1, σ2, σ3 ∈ Pn find images e1, e2, e3 ∈ R2 so that

d(e1, e2) = D(σ1, σ2), d(e1, e3) = D(σ1, σ3), d(e3, e2) = D(σ3, σ2). (12)
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Triangle inequality in Pn ensures suitable diversity of images. One can hope that
we do not select linear points. For each individual point τ ∈ Pn we create the
image t using a geometric construction based on distances D(τ, σ1), D(τ, σ2),
D(τ, σ3) and orthogonal projection on the plane, see Figs. 1 and 2.

Fig. 1. Reference points (left) and images. Random search trajectory (right).

Fig. 2. Simulated annealing trajectory (left). Tabu search trajectory (right).

Another mapping has been proposed to calculate on-time images on the
plane, with r reference points σ1, . . . , σr, see (13). Illustrations of the search
trajectories for a few commonly known metaheuristics are shown in Fig. 3.

[
x
y

]
=

r∑

i=1

D(τ, σi)

[
sin( (i−1)π

r )
cos( (i−1)π

r )

]
(13)
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Fig. 3. Search trajectories for TS, SA and RAND algorithms, from start � to goal ◦.
RE is the normalized goal function value, DIST is a measure based on swap moves.

5 Conclusion

The following conclusions can be drawn: (A) we still need a convenient model
of the space (plane, sphere, ellipsoid, . . .), thus the further research is needed
in this area, (B) evaluate/approximate/verify/validate experimentally the shape
model of the space, (C) sample space to detect its features, center, big valley
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(BV), roughness, (D) best algorithm should go quickly to BV and search BV long
time intensively, (E) evaluate quality of the neighborhood by random wandering
around and (F) select combinatorial representation of the problem so that the
space size is as small as possible.
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Abstract. Monitoring critical components of systems is a crucial step
towards failure safety. Affordable sensors are available and the industry
is in the process of introducing and extending monitoring solutions to
improve product quality. Often, no expertise of how much data is required
for a certain task (e.g. monitoring) exists. Especially in vital machinery,
a trend to exaggerated sensors may be noticed, both in quality and in
quantity. This often results in an excessive generation of data, which
should be transferred, processed and stored nonetheless. In a previous
case study, several sensors have been mounted on a healthy radial fan,
which was later artificially damaged. The gathered data was used for
modeling (and therefore monitoring) a healthy state. The models were
evaluated on a dataset created by using a faulty impeller. This paper
focuses on the reduction of this data through downsampling and binning.
Different models are created with linear regression and random forest
regression and the resulting difference in quality is discussed.

Keywords: Radial fan · Sampling · Binning · Machine learning

1 Introduction

With the latest advance in electronics and computer science, many new tech-
nologies and trends have emerged. Sensors are becoming cheaper and more pow-
erful, enabling the seamless integration of smartphones and wearables in our
lives. Many people augment their life by carrying multiple sensors around, pro-
viding performance indications such as amount of steps taken today or aver-
age heart rate. The industry is changing in the same way, pushing several new
trends such as Industry 4.0 and the Internet of Things. Machinery is being mon-
itored, relevant data is collected, stored, and analysed. These trends induced
a slow paradigm shift from preventive to predictive maintenance [5], with the
goal of predicting the current health state and the remaining useful lifetime of
machinery. Imperative for any modeling approach or goal is the acquisition of
relevant data. Radial fans [3] are possible candidates for a predictive mainte-
nance approach as they are often a crucial part of factories and an unforeseen
outage may have a serious, negative impact. However, hardly any data from real
world industrial radial fans is publicly available.
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Therefore, instead of pursuing the ambitious goal of calculating the remaining
useful lifetime, this paper focuses on the necessary preprocessing steps and their
influence on modeling the current health state of a specific radial fan. This
radial fan is the key element of an ongoing project, exploring the applicability
of predictive maintenance on industrial radial fans [4,6]. For this purpose, a test
setup has been prepared and several different, relevant sensors are mounted on
a radial fan. As the most common failure or sign of wear of radial fans is the
abrasion and caking of an impeller, two different impellers were provided. One of
them is new and flawless, and the other one artificially pre-damaged to simulate
long-term abrasive stress. Several test runs have been carried out and data has
been collected for each of these impellers. One of the current flaws of the setup is
the huge volume of data generated, which roughly corresponds to about 1 GB/h
for one radial fan. This amount of data is acceptable for offline analysis but could
pose a difficulty for online processing, be it for either monitoring or prediction
purposes.

Two major concerns of a predictive maintenance approach are the prediction
quality and the costs, which are necessary to implement such a solution. As
higher priced sensors tend to have a higher possible sampling rate, a reduction of
sampling rate may render higher priced sensors superfluous and reduces the total
cost of the system. Reducing the sampling rate is equivalent to a reduction of the
total amount of data and ultimately a loss of information. The data loss can be
mitigated by introducing additional features with common statistical key figures
such as mean, variance or range while simultaneously reducing the total amount
of data. There will always be a trade-off between the amount of data available
and quality, but the decrease of quality can be attenuated by extracting beneficial
features and reducing the sampling rate nonetheless. To achieve this goal, two
different strategies are examined. First, a simple downsampling is applied and
the resulting change in quality is shown. Second, the data is binned into bins of
certain time intervals and several features are calculated, representing the bins.
These calculated features are used in the modeling approach.

For measuring the quality of the models created for the downsampling and
binning approach, two different modeling strategies are used. These are linear
regression (LR) [2] and random forest regression (RF) [1]. The rotational speed
was chosen as the target variable, as it can be manually adjusted. Therefore,
additional test runs can be carried out, which can be used for later validation.

2 Setup

The setup for this paper consists of a radial fan with two differently prepared
impellers. Each of them has a diameter of 625 mm, weights about 38 kg and
has 12 impeller blades. They show different signs of wear, the first one being in
perfect condition, the second one was artificially damaged to imitate worn blades
(abrasion at the edges), simulating long-term abrasive stress. The radial fan is
powered by a 37 kW two-pole electric motor. The engine shaft is connected to the
engine by a coupling. An electric frequency converter allows the adjustment of
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the rotational speed up to 2960 rpm and a control flap mimics pressure loss of the
system. This setup is commonly found in industrial applications and therefore a
suitable candidate for experimentation.

For the data-acquisition, four gyroscopes (BMX055) provide acceleration and
rotation signals in all three dimensions. They were mounted on different positions
on the bearings and the case. An additional sensor (GS100102) measures the
rotational speed. The gyroscope signals are sampled with 1000 Hz, the rotational
speed with 100 Hz. The setup can be extended with additional sensors to measure
more properties (vibration, temperature, pressure, humidity, etc.). As for the
downsampling and binning approach this paper focuses on, properties such as
temperature and humidity with a significant, inherent inertia are not taken into
account.

A test routine was defined, enabling reproducible test runs and the genera-
tion of comparable data between different configurations (summer/winter, differ-
ent impeller, etc.). To gather the data from different possible runtime configura-
tions, the rotational speed was incremented stepwise from 0 rpm to 2960 rpm in
370 rpm-steps, each with a recording period of 15 min, resulting in a total observa-
tion period of about 2 h. Figure 1 illustrates such a test run. Because the rotational
speed is measured, slight noise is present in the raw data, which also increases with
high rotational speed. This whole procedure was executed twice, differing in the
mounted impeller and with otherwise, as far as possible, near identical parameters
(same season, installation site, engine, control-flap position, etc.).

3 Methodology

To summarize, two approaches to reduce the amount of data are examined. The
first one is linear downsampling, the second one is binning the data into bins of
certain time intervals and calculating features, representing the bins. Therefore,
we chose six different configurations for the downsampling approach, using either
50%, 25%, 10%, 1%, 0.1%, or 0.01% of the available, raw data. For the binning
approach seven configurations were defined, using bin sizes of 100, 500, 1000,
2500, 5000, 10000 and 50000, containing consecutive samples of the raw data.
Each of these bins is represented by key figures from descriptive statistics, namely
the mean, standard deviation, range, median and kurtosis. The available data,
generated with the previously described setup was preprocessed (downsampled
and binned, a total of 13 different configurations) and further split into two
different training and test partitions for each of the runs. Firstly, the complete
data was shuffled and the first 67% where used for training, the later 33% for
test. Secondly, the training partition consists of the first, third, fifth and seventh
rpm-step and the test partition was defined with the remaining three, as one
of them was removed due to faulty data. The ascends in between each rpm-
step were removed from both datasets. Also, considering the different sampling
rates of the rotational speed and gyroscope sensors, the rotational speed was
padded with the last measured value to remove missing values from the datasets.
These datasets are later referred to as the shuffled dataset and the partitioned
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Fig. 1. Visualisation of a test run. The rotational speed was increased from 0 to
2960 rpm in 370 rpm-steps.

dataset. The shuffled dataset provides a general estimation of the change in
quality with different downsampling rates and bin sizes, whereas the partitioned
dataset suits for examining the ability of the chosen algorithms to generalize with
the given configuration. The experiments were conducted with HeuristicLab, an
open source framework for heuristic and evolutionary algorithms [7].

4 Results

As a baseline for the raw data, the NMSE of the shuffled dataset, using RF
is 0.1398 (Test) and 0.0701 (Train) and the NMSE of the partitioned dataset
is 0.4953 (Test) and 0.0419 (Train). For the LR, the corresponding values are
0.9774, 0.9773, 1.0586 and 0.9739. The results of the previously defined setup
and methodology for the downsampled datasets (both shuffled and partitioned)
are illustrated in Fig. 2. In comparison with the results of the LR using raw
models, only a marginal decrease in quality occurred. The more the data is
reduced, the bigger the divergence of the NMSE between training and test gets.
For example, the NMSE for the LR on the shuffled dataset using 0.01% of the
data is 1.0312 (Test) and 0.9048 (Train) and with the partitioned dataset 1.2617
and 0.8589 respectively. The RF behaves similar on both partitions (e.g. 0.6792
(Test) and 0.1661 (Train) on the partitioned dataset using 0.01% of the data).
By considering the different character of the partitioned dataset, challenging the
ability of the chosen algorithms to interpolate, the difference can be explained.
For the given data, linear downsampling is a feasible way to reduce the total
amount of data with little negative impact on the NMSE for both LR and RF
with the best results being achieved by the RF.
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Fig. 2. Results of downsampling for LR and RF on the partitioned and shuffled dataset.

Figure 3 illustrates the results of the binning approach for the shuffled
dataset, and Fig. 4 for the partitioned dataset. The algorithms are additionally
configured to use either just the mean, the mean and the standard deviation,
or all of the previously defined key figures. In contrast to the downsampling
approach, the NMSE improves with increasing bin size and yields better results.
This seems reasonable, considering an existent noise, which is reduced by cal-
culating the mean of a bin. By adding more features, the results improve when
using the shuffled dataset and the RF creates better results than the LR again.
Just as with the downsampling approach, the partitioned dataset poses the big-
ger challenge for both algorithms. The best configuration was achieved by using
LR with just the mean, as the RF apparently tends to overfit on the datasets,
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Fig. 3. Results of binning for LR and RF on the shuffled dataset.
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Fig. 4. Results of binning for LR and RF on the partitioned dataset.

especially if more calculated features are added (NMSE of 0.1379 (Test) and
0.0003 (Train) for RF on the partitioned dataset with a bin size of 2500, using
all available features, and 0.0004 and 0.0002 for the shuffled dataset, respec-
tively).

As the goal is to reduce the amount of data while keeping an eye on the
decline of model quality, which is possible according to the results, a differen-
tiation between a healthy and damaged state (in our case discriminated by the
impeller) must still be possible. Therefore, the models generated by the RF were
evaluated on the corresponding dataset created with the faulty impeller. The
results of such an evaluation, using RF with a bin size of 5000 and utilizing
all generated bin representatives on the shuffled dataset, are shown in Fig. 5.
The NMSE (calculated for the whole dataset) worsened from 0.0014 (healthy)
to 0.0992 (damaged) and a visual distinction is possible. A similar behaviour
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Fig. 5. Evaluation of a random forest model on the dataset with the healthy and
damaged impeller.
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can be observed for the other configurations as well, especially noteworthy for
the LR using only the mean, which yielded the best results on the partitioned
dataset (change of NMSE from 0.0146 (healthy) to 3.8796 (damaged), calculated
for the whole dataset).

5 Conclusion

We analysed the impact of downsampling and binning on the quality of models
generated with LR and RF to approximate the rotational speed of a radial
fan with a healthy impeller, using data from four gyroscopes. The reduction of
data achieved by using the downsampling approach had little influence on the
model quality (NMSE) of both algorithms with the RF having the better model
quality, up to a point where only 0.01% of the available data was used and a
decline started to manifest. Similar behaviour could be observed by using the
binning approach, even having a positive impact on model quality. The ability of
the LR and RF to create generalizable models suffered from too many features,
representing a bin. Using only the mean as a bin representation yielded the best
results in this respect. Evaluating a selected model on an additional dataset
generated with a damaged impeller illustrated that the so generated models can
still be used to differ between a healthy and damaged state. By representing
bins with a mean, the data is implicitly smoothed and possible noise is reduced.
Binning may be used to reduce the data while simultaneously improving the
model quality if the data has certain characteristics such as a stationary trend
and existent noise.
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Austrian Research Promotion Agency (FFG) and the Government of Upper Austria.
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Abstract. We describe initial attempts to model the dynamic thermal
behavior of electrical machines by evaluating the ability of linear and
non-linear (regression) modeling techniques to replicate the performance
of simulations carried out using a lumped parameter thermal network
(LPTN) and two different test scenarios. Our focus falls on creating
highly accurate simple models that are well-suited for the real-time com-
putational demands of an envisioned symbiotic interaction paradigm.
Preliminary results are quite encouraging and highlight the very positive
impact of integrating synthetic features based on exponential moving
averages.

Keywords: Data driven modeling · Time series · Genetic
programming · Dynamic thermal behavior · Electrical machines ·
Lumped parameter thermal networks

1 Introduction and Motivation

Given the multitude of challenges imposed by the present trend of automation
and data exchange in manufacturing processes (i.e., Industry 4.0), it is feasible
that in the near future ever more electrical machines will not only be optimized
according to multiple criteria [4,12], but will also need to operate inside a sym-
biotic interaction paradigm. This shift from the current state in which electrical
machines (as well as other process components) act as slaves of a master con-
trol system will require electrical drives and actuators to actively exchange data
with their superior system and operating environment and to incorporate some
decision-making autonomy that can ensure good long term operational charac-
teristics.
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In this newly envisioned operational context, locally-embedded processors
like micro-controllers would require: (i) information regarding the current state
of the electrical machine, (ii) information regarding environment conditions, (iii)
the ability to predict power, maintenance and lifetime reserves for upcoming
load conditions. In case of the latter, the usage of highly accurate wear and load
models – underpinned by linear and especially non-linear regression techniques
– has yielded very promising results [3].

The ability to model the dynamic (real-time) thermal behavior is very impor-
tant, as the strong interaction between electromagnetic and thermal aspects
is known to affect the operational performance of electrical machines: losses
are dependent upon temperature and vice versa. According to [13], traditional
approaches for performing an accurate thermal analysis of electrical machines
fall within two broad categories:

A. Numerical methods – which group techniques based on finite element analysis
or computational fluid dynamics. These approaches are quite general with
regard to device geometry but very computationally-demanding.

B. Analytical modeling – which is usually instance specific and requires highly
specialized domain expertise during model development, but produces mod-
els that are very fast to evaluate and could thus be suitable for real-time
approaches.

The state-of-the-art approach in analytical modeling aims to construct and
correctly parameterize complex lumped parameter thermal networks (LPTNs) [2]
that accurately model the main heat-transfer paths of an electrical machine by
aggregating several non-linear loss sources (i.e., copper and iron losses).

2 Research Focus and Approach

The aim of the present work is to explore if standard data-driven modeling
techniques can be applied to predict the dynamic thermal behavior of electrical
machines. The main focus falls on obtaining low-complexity models as these:

– can meet the real-time computational demands of micro-controllers;
– can be interpreted more easily by domain experts (i.e., electrical engineers),

thus facilitating both domain acceptance and the future development of mixed
thermal models.

While the final modeling scenario will consist of time series that aggre-
gate sensor-based temperature measurements collected from electrical drive pro-
totypes, in this incipient study we focus on modeling data streams obtained
using simulation programs with integrated circuit emphasis (SPICE) [14]. Thus,
using the expert-designed LPTN from Fig. 1, we simulate two realistic electrical
machine operational scenarios.

Although simplistic, this approach enables an initial comparative analysis of
the ability of data-driven modeling approaches to replicate LPTN-based results
and allows for a better grounding of expectations regarding future sensor-based
performance. Furthermore, by simulating the data, we have:
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Fig. 1. Basic expert-designed LPTN used for generating data via LTspice c©.

– full control of the input stream – i.e., the time-dependent values of P w, P s
and P r, the three power sources from Fig. 1 ;

– cost-effective instant access to the output stream – i.e., (LPTN-estimated)
temperatures in the three key parts of the electrical motor we are interested
in monitoring: the winding (T w), the stator lamination (T s) and the rotor
lamination (T r).

Given the characteristics and demands of the envisioned application scenar-
ios (time series data, unknown output values during operation, wish for large
prediction horizons, aim for simple models, real-time modeling), we have chosen
to model each temperature output at time t – e.g., T w(t) – using both the three
power inputs at time t – i.e., P w(t), P s(t), P r(t) – and three new synthetic
features obtained by computing exponential moving averages (EMAs) for each
input. For a given (power) input x, at each generation t, we have that:

EMAx(t) =
{
x(t), if t = 1
0.01 · x(t) + 0.99 · EMAx(t− 1), if t > 1

Using the six inputs, we attempted to model each temperature output using
three regression techniques: linear regression [9], genetic programming [10] and
(shallow) artificial neural networks [7].

3 Experimental Setup

The Simulation Scenarios
Using the LPTN from Fig. 1, two operational scenarios were simulated using
the LTspice c© software. The first simulation lasts for 2000 s and concerns a con-
stant load as all three power inputs are simultaneously ramped up to predefined
thresholds. The second simulation lasts for 5000 s and concerns a more compli-
cated variable load scenario. The input and output time-wise variations for both
scenarios are plotted in Fig. 2.

Data Sets and Experimental Setup
While simulation results were initially sampled equidistantly at every 100 ms,
the final data sets used for modeling were obtained by keeping only every 10th



322 A.-C. Zăvoianu et al.

 0

 2

 4

 6

 8

 10

 12

 0  200  400  600  800  1000  1200  1400  1600  1800  2000

P
ow

er
 [

W
]

Time [s]

Power inputs

P_w
P_s
P_r

 18

 24

 30

 36

 42

 48

 0  200  400  600  800  1000  1200  1400  1600  1800  2000

T
em

pe
ra

tu
re

 [
°C

]

Time [s]

Temperature outputs

T_w
T_s
T_r

(a) Constant load simulation.

 0

 2

 4

 6

 8

 10

 12

 0  500  1000  1500  2000  2500  3000  3500  4000  4500  5000

P
ow

er
 [

W
]

Time [s]

Power inputs

P_w
P_s
P_r

 18

 24

 30

 36

 42

 48

 0  500  1000  1500  2000  2500  3000  3500  4000  4500  5000

T
em

pe
ra

tu
re

 [
° C

]

Time [s]

Temperature outputs

T_w
T_s
T_r

(b) Variable load simulation.

Fig. 2. LPTN-simulated input (powers) and output (temperature) time series.

sample (subsampling). This resulted in a data set with 2000 samples for the first
operational scenario and a data set of 5000 samples for the second one. After
computing the associated EMA features for each sample, the data sets were
randomly shuffled. Afterwards, during the modeling process, 50% of the samples
were used for training and 50% for testing.

The plots in Fig. 3 show the distribution of training and test samples across
the two data sets and are extremely insightful regarding the importance of the
synthetic EMA features, as they highlight the contrast between the very low
variance of the original power input features (top subplots) and the diverse
range of the temperature outputs (bottom subplots).

The linear regression and artificial neural networks (ANN) implementations
we tested with are the ones provided by the WEKA machine learning platform
[5]. In case of the linear modeling, we used a rather standard parameterization:
M5 attribute selection [11], elimination of collinear attributes, a value of 10−8

for the ridge parameter.
For the neural networks, a limited but systematic series of tests using 10-

fold cross validation yielded that, across both scenarios and all three outputs,
one can obtain a simple but highly accurate model with a single hidden layer
that contains 6 hidden units (one for each input) by using the following training
parameters: a learning rate of 0.2, a momentum of 0.2 and at most 1000 epochs
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Fig. 3. Shuffled data sets used for modeling the dynamic thermal behavior.

(i.e., training iterations). As a measure aimed at preventing overfitting, ANN
training was stopped before performing all the 1000 iterations whenever the
approximation error over a validation set containing 20% of the initial training
samples constantly worsened for 20 consecutive iterations.

The genetic programming (GP) implementation we employed is the one pro-
vided by the HeuristicLab framework. More specifically, we opted for an offspring
selection flavour of genetic programming (OSGP) that also features constant
optimization [8], as this has shown the ability to produce high-quality models
in several other application domains [6]. During the run, we evolved 20 gener-
ations of 500 individuals each. the maximum selection pressure was set to 50%
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(i.e., early stopping mechanism) and the best model was chosen based on a
validation set containing 20% of the training samples.

4 Results - Comparative Performance

The comparative results of trying to model the two dynamic thermal scenarios
using linear and non-linear regression techniques are presented in Table 1 and
they indicate that both OSGP and ANNs can deliver very competitive results.

Table 1. Comparative test data performance of regression modeling techniques mea-
sured via the coefficient of determination (R2) and the mean absolute error (MAE).
Across both scenarios, the best performance in each temperature - error indicator triple
is highlighted.

Technique-Indicator Constant load scenario Variable load scenario

T w T s T r T w T s T r

LinReg–R2 0.9622 0.9980 0.8297 0.9954 0.9978 0.9487

ANN–R2 1.0000 0.9990 0.9978 0.9998 0.9996 0.9992

OSGP–R2 1.0000 0.9997 0.9999 0.9998 0.9985 0.9921

LinReg–MAE 0.2394 0.0108 0.1806 0.2194 0.0156 0.1496

ANN–MAE 0.0117 0.0083 0.0246 0.0489 0.0075 0.0280

OSGP–MAE 0.0041 0.0044 0.0049 0.0455 0.0125 0.0695

It is noteworthy that complementing the two data sets with EMA synthetic
features greatly improves prediction accuracy and enables even linear regression
models to generally deliver competitive results. Without EMAs, on the simpler
constant load scenario, the best regression models can only achieve (test) R2

values smaller than 0.55 across all three outputs.
To give some rough insight related to comparative model training times, we

mention that constructing the linear regression and ANN models took at most a
few seconds when using a single computing core of a standard laptop computer
while the OSGP runs took between 20 and 50 min when using all four cores.

As there were no attempts to actively limit the size of the evolved GP regres-
sion models during the evolutionary run, the resulting solution sizes are border-
ing the predefined maximal model sizes (i.e., tree depth = 12, tree length = 50).
However, these solutions can be simplified by up to 40% without any signifi-
cant loss of accuracy and OSGP has been shown to produce far more parsimo-
nious solutions (without sacrificing accuracy) when combined with active run-
time bloat control techniques such as iterated tournament pruning and dynamic
depth limits [15].
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5 Conclusions and Future Work

The obtained results show that data-driven techniques can be applied to model
(near-perfectly) the dynamic thermal behavior of electrical machines at the level
currently obtained by (basic) LPTNs and LTspice c© [1]. Furthermore, the high
accuracy and quite simple structure of the non-linear ANN and OSGP models
makes them highly suitable for the envisioned real-time applications. Results
indicate a very slight accuracy edge for GP and an overall model simplicity and
training time advantage for ANNs.

In the future, we aim to build upon these initial findings and use the data-
driven models to construct prediction intervals based on estimated load condi-
tions for different horizons. Furthermore, as sensor data from electrical machine
prototypes becomes available, we also plan to replicate the modeling experiment
on the real-world data sets. Last but not least, the long term goal is to explore
identified synergies and to help the development of hybrid models that combine
data-driven and LPTN-based thermal modeling strategies.
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Abstract. In the context of real-world optimization problems in the
area of production and logistics, multiple objectives have to be con-
sidered very often. Precisely such a situation is also regarded in this
work. For a resource-constrained project scheduling problem with activ-
ity selection and time flexibility, a new bi-objective extension is devel-
oped. Motivated by a steel industry production case, each of two already
existing objective functions, makespan minimization and time balance
maximization, is deployed together with a newly developed objective,
the so-called activity priority maximization. To solve the resulting two
bi-objective optimization problems and provide all existing trade-off solu-
tions, the ε-constraint method is used. A constraint programming model
is presented and solved with the CP Optimizer of IBM ILOG CPLEX
and the results are compared concerning solution quality and runtime,
showing the competitiveness of the developed model.
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1 Introduction

In many real-world decision situations, contradictory objectives have to be con-
sidered and human operators have to determine how to weight and evaluate
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opposing goals. However, the evaluation of hardly compatible targets is very
difficult in many cases precisely due to their contradictory nature. Well-known
examples are the conflicting objectives of quality, cost and time, also referred to
as “the magic triangle” [12], as illustrated in Fig. 1.

Fig. 1. The magic triangle (inspired by Weckenmann et al. [12]).

Considering two objectives in an optimization context, bi-objective optimiza-
tion (BOO) avoids the problem of weighting or evaluating opposing goals prior
to the optimization process. It produces all trade-off solutions, i.e. it gives a
decision maker the possibility of comparing all existing compromise solutions
and decide based on this comparison [4]. Exactly such a bi-objective situation is
tackled for a real-world scheduling problem motivated by a steel industry case in
this work. For an already existing NP-hard single-objective resource-constrained
project scheduling problem (RCPSP), alternative activities have to be selected
and start and end times have to be assigned to all selected activities [7]. Since
the steel producer plans to determine priorities for all alternative activities, this
additional goal has to be considered, resulting in a new bi-objective optimization
problem.

Different exact and heuristic methods have already been developed for aca-
demic and real-world BOO problems [3,4]. However, to the best of the authors’
knowledge, no works on activity selection priorities for the above described
scheduling case are available yet. Therefore, we extend the already existing
single-objective problem in a way that it fits the requirements of a popular and
well-working BOO algorithm, the so-called ε-constraint method [5]. For solving
this new problem, we propose an extended bi-objective version of the related
existing single-objective constraint programming (CP) model [7] and solve it
with the CP Optimizer of IBM ILOG CPLEX. We consider two objectives of the
single-objective version, makespan minimization and time balance maximization
[7], and compare each of them with the newly introduced priority maximization
objective regarding optimality and runtime of our CP results.

The paper is organized as follows. In Sect. 2 we review the related literature
concerning BOO and the RCPSP. Section 3 contains the presentation of the
new bi-objective RCPSP and the developments necessary for the application of
the ε-constraint method. Our optimization results are then presented in Sect. 4.
Finally, in Sect. 5 we conclude our work and give directions for further research.



Solving a Flexible RCPSP Under Consideration of Activity Priorities 329

2 Literature Review

In many real-world decision situations, multiple contradictory objectives have
to be regarded. In an optimization context, one possible way of evaluating the
influence of opposing goals is BOO. With BOO it is possible to generate all exist-
ing trade-off solutions, i.e. all solutions where one objective cannot be improved
without worsening another one, leading to the generation of all Pareto-optimal
solutions (Pareto set). Thus, decision makers do not have to weight or evaluate
contradictory goals prior to the optimization. They have the opportunity to com-
pare all compromise solutions, evaluate their respective effects and decide based
on this possible comparison [3,4,9]. Figure 2 gives an example of Pareto-optimal
optimization solutions (represented by black dots) and solutions which are not
on the Pareto front (indicated by grey dots) for a BOO problem.

Fig. 2. Exemplarily Pareto set for two objectives f1 and f2.

Besides many other exact and heuristic BOO methods, such as the balanced
box method [2] or the non-dominated sorting genetic algorithm II (NSGA II)
[3], one well-researched method is the ε-constraint method [5]. It enumerates
all non-dominated points by optimizing one objective (f1) as a single-objective
problem and using the other one (f2) as a constraint. After every optimization
run, f2 is updated by the reduction of a constant δ that has to be defined prior
to the optimization. It is noted that this necessary definition, i.e. discretization,
is also the greatest drawback of the ε-constraint method [9]. However, in the
case of our work, the second objective naturally consists of discrete values (see
Sect. 3), leading to the exclusion of this drawback.

The BOO problem tackled in this work is a special form of the NP-hard
RCPSP [6,7]. For real-world applications, additional requirements have to be
taken into account in many cases, such as the consideration of time flexibility
[1], multiple projects [10] or alternative activities [11]. These three components
are also integrated into the RCPSP regarded as the starting point of this work.
For the production process of a steel producer, various alternative production
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paths exist for every lot, i.e. alternative activities have to be selected. Start
and end times have to be determined for every activity and multiple steel lots
have to be produced, leading to a multi-project environment for this real-world
RCPSP. Amongst others, the objectives of makespan minimization and time
balance maximization, i.e. balanced activity processing time lengths, are tackled.
Mixed integer programming and CP models have been presented for this single-
objective flexible RCPSP [7]. The steel producer now plans to assign priorities
for the production routes and requests new schedules with the highest possible
priorities. Thus, we introduce the new objective of priority maximization and a
related CP model including the ε-constraint method in the following Sect. 3.

3 Priority Maximization for a Flexible RCPSP

We now present a constraint programming model for our new BOO problem that
is based on the CP model for the single-objective flexible RCPSP [7]. Section 3.1
includes the necessary formal definitions and notations. Section 3.2 contains the
CP model with the newly developed objectives and the related ε-constraint
method for the two bi-objective versions of the RCPSP.

3.1 Definitions and Notations

In the following, we give the definitions and notations that have to be regarded
for our RCPSP. The set J indicates all activities j ∈ {0, .., n + 1} of the project
and the set A illustrates the adjacencies between activities (i, j). The subset L ⊆
J represents the multi-project case with one sink node per lot. The subset M ⊆ J
together with the parameters Sj and Ej represent the necessary artificial nodes
that enable the selection possibilities for alternative activities and the related
possible alternative start and end activities per selection possibility. T gives the
overall time horizon and R the set of all renewable resources r ∈ {1, .., R}. The
parameters aj and bj indicate the minimum and maximum allowed processing
time for every activity and Dj represents the delivery time for every sink node
j ∈ L. The resource availability and the demand are given by Cr and cjr. The
function qr represents the decision on the cumulative resource usage and the
interval decision variable wj decides on the optional selection and the length of
an activity j. For a more detailed explanation of all variables and functions of
the CP Optimizer, we refer to the work of Laborie et al. [8].

The new set P ⊆ J represents all nodes consisting of a priority value neces-
sary for the new priority objective and the parameter Pj indicates the priority
value of each activity j ∈ P. The priority values are defined in a range of 1
to n; the lowest value of 1 indicates the highest (=most preferred) priority, the
highest value of n indicates the lowest priority. With the values ε and ε′, the
lower and upper bound for the priority objective function are defined. They are
calculated by summarizing the minimum necessary (ε) and maximum possible
(ε′) priority values for all activities. Together with the lexicographic optimization
that is carried out for both bi-objective optimization problems, a discrete value
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δ is necessary for the reduction of ε′ in every optimization run [9]. Due to the
determined integer values for the priorities, the discrete value δ = 1 is defined.

3.2 Introduction of Priority Maximization

With the following CP model that is based on the model for the single-objective
flexible RCPSP [7], two versions of the new bi-objective RCPSP are presented:
The newly developed priority objective function is first combined with the
makespan objective and second with the time balance objective. For both bi-
objective models, the ε-constraint method is introduced.
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∑

i∈P
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Objective functions (1a)–(1c) give an overview of the three goals consid-
ered for the BOO. The newly developed priority objective is introduced in (1a).
Functions (1b)–(1c) present the objectives makespan and time balance. With
(2a), the lexicographic optimization of the makespan and the priorities is intro-
duced. Together with constraints (3)–(17), the objective (2a) leads to the first
bi-objective RCPSP. With (2b), the lexicographic optimization of the time bal-
ance and the priorities is presented. Together with restrictions (3)–(17), the
objective (2b) results in the second bi-objective RCPSP of this work. Restric-
tions (3) and (4) determine the start of the project. With conditions (5)–(6) it
is guaranteed that every lot is produced and that the production process has to
be finished. Restrictions (7)–(8) define that the processing time of every activity
has to correspond to its minimum and maximum allowed durations. Every lot
has to be part of the production process at least until its delivery time, which
is determined by restrictions (9). The overall project horizon is defined by con-
straints (10). Conditions (11)–(12) ensure that idle times are not allowed within
the production process of one lot and that all precedence relations are met.
Constraints (13)–(15) specify the alternative production routes of every lot and
allow idle times only between the production of different lots. With (16), capac-
ity restrictions are satisfied. In connection with the newly introduced functions
(2a) and (2b), the new conditions (17) introduce the ε-constraint method.

4 Computational Results

The CP model is implemented in OPL and the CPLEX 12.8.0 CP Optimizer is
used to solve it. All tests are run on a virtual machine Intel(R) Xeon(R) CPU
E5-2660 v4, 2.00 GHz with 28 logical processors, Microsoft Windows 10 Educa-
tion. The maximum allowed runtime (T) is one hour. The generated benchmark
instances are inspired by the description of the regarded single-objective RCPSP
[7] and extended in terms of priority assignments. For every alternative activity,
a priority value (1 to n) is randomly assigned. We have three different groups
(=lot sizes) with 10, 15 and 20 lots, each consisting of five instances. In Table 1,
the optimization results are presented. The first column gives the lot size and the
second the (randomly generated) number of activities considered per instance. In
columns three to four, the solutions for the bi-objective RCPSP with objective
function (2a) out of Sect. 3 is presented and in columns five to six, the second
considered bi-objective RCPSP with the objective function (2b) out of Sect. 3 is
presented. For both considered objectives, the runtime is given in seconds and
the number of non-dominated points found is presented.

The results show a very similar picture for both optimization problems. All
instances of lot size 10 and three out of five instances of lot size 15 are solved
to optimality. For lot size 20, it cannot be proved for any instance that the
number of found non-dominated points complies with the complete Pareto set.
Concerning the runtime, all optimization runs need below one minute for lot size
10. For lot size 15, the runtime varies strongly from only seconds to one hour.
For lot size 20, the maximum runtime is always exploited. In Fig. 3, the results
for lot size 10 are additionally illustrated in a diagram, showing the whole Pareto
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front for all instances. The overlapping non-dominated points indicate an equal
solution for different instances. The legend gives the lot size and the number of
activities, e.g. “l10 160” means lot size 10 with 160 activities.

Table 1. Computational results for the new bi-objective optimization problem.

Fig. 3. Pareto fronts of lot size 10.
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5 Conclusion and Outlook

In this work, we have developed two new bi-objective versions of an RCPSP
motivated by a steel industry case. We have extended a related existing CP
model by developing new objectives and applying the ε-constraint method for
solving the new RCPSP. For both bi-objective cases, the generated results show
the competitiveness of our model. Small instances are solved to optimality and
for bigger ones, also the complete Pareto set or a part of it is found within the
allowed runtime. For future work, additional multi-objective algorithms should
be deployed in order to have comparison possibilities concerning solution quality
and runtime and to solve even larger instances to optimality.
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1 Departamento de Ingenieŕıa Informática y de Sistemas, Universidad de La Laguna,
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Abstract. Logistics operations have a direct impact on the effective-
ness of the humanitarian relief operations and the survival of the popu-
lation, supplying all demands in a short period of time using the avail-
able limited resources. This work addresses the Emergency k-Location
Routing Problem (EkLRP) where humanitarian and relief aid has to be
distributed from medical infrastructure to the affected people by routing
emergency-aimed vehicles minimizing the time required to provide the
humanitarian aid. This work proposes a Simulated Annealing with tem-
perature reset in order to promote diversification as well as for escaping
from local optima. The numerical experiments indicate that the meta-
heuristic approach proposed to solve the EkLRP reports high-quality
solutions in reasonable computational times.

Keywords: Humanitarian relief · Metaheuristics · Simulated
annealing

1 Introduction

Catastrophes and disasters are undesirable events creating potential losses and
impacting societies [9]. They are often categorized as natural, i.e., hurricanes,
tsunamis, etc., or as man-made such as those caused by socio-political conflicts,
terrorist attacks, among others. A study from the Center for Research on the
Epidemiology of Disasters (CRED1) between the years 1994 and 2013 indicated
that 6873 natural disasters were reported around the world. During that period,
each year, an average of 68000 deaths and 218 million people were affected.
In addition, there were economic losses valued at 147 billion dollars each year.
On the other hand, due to conflicts or wars, the average number of refugees

1 http://www.cred.be/.
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per year has been 13 million and 20 million internal displacements. However,
according to a report from the International Federation of Red Cross Societies
(IFRC)2 conducted after a flood in 2014 in Afghanistan [8], the planning of the
distribution of relief resources was one of the most difficult tasks. In that study, it
is pointed out that, despite the complexity involved in emergency logistics, many
of those processes and planning are still carried out manually, even though they
have proven to be inefficient and inadequate [13]. Finally, an improvement in
the response mechanisms is required, specifically in the planning, coordination,
and delivery of aid resources since the few existing systems are not sufficiently
flexible and dynamic for emergency situations where they aim to use them.

The aid distribution networks managed by institutions and organizations
seek to mitigate the damage and suffering caused to the population through
the distribution of aid in the form of medicines, food, generators of electricity,
medical services, etc. The supply chain is planned to take into account that there
are limited resources and that each type of demand has a degree of urgency and
a window of service time. On the other hand, emergency scenarios are highly
dynamic, which forces the operators in charge to make quick decisions under
great pressure. Therefore, having supporting tools and fast solution algorithms
to help managers during the decision-making process as well as while designing
an aid distribution network is crucial for saving lives and alleviating suffering
[1,2,7,12].

In this work, we address a humanitarian supply chain planning problem in
catastrophe scenarios where aid distribution facilities have to be located and aid
have to be distributed from them to the affected people by routing emergency-
aimed vehicles. In this context, the catastrophe is considered in a wide area
where a part of the population requires humanitarian help distributed by means
of vehicles departing from the located depots (i.e., aid distribution centers).
The objective of this problem is to provide aid to the people in need of help
as soon as possible (i.e. cumulative objective function). Moreover, given the
context where this problem arises, solving and planning time is a crucial factor,
hence a metaheuristic algorithm based on Simulated Annealing is proposed.
To contextualize its contribution and performance, the proposed approach is
compared with other well-known metaheuristic approaches.

The remainder of this paper is organized as follows. The Emergency k-
Localization Routing Problem is described in Sect. 2. The description of the
Simulated Annealing-based approach is presented in Sect. 3. The computational
results obtained by our proposal are discussed in Sect. 4. Finally, Sect. 5 presents
the conclusions and several lines for further research.

2 Emergency k-Localization Routing Problem

This section is devoted to introducing the Emergency k-Location Routing Prob-
lem (EkLRP). Its goal is to provide humanitarian assistance to people after a
disaster situation. In this environment we have to tackle the following decisions:
2 http://www.ifrc.org/.

http://www.ifrc.org/


A Simulated Annealing-Based Approach 337

1. Setting up a well-defined set of medical infrastructures on a ravaged area,
where each infrastructure has a fleet of medical vehicles to deliver humani-
tarian aid and relief.

2. Determining the route that each medical vehicle has to follow in order to
provide assistance to the victims.

We are given a set of victims geographically dispersed on a ravaged area and
denoted as N = {1, 2, . . . , n}. Each victim c ∈ N requires a strictly positive time
to be assisted, dc > 0, and a certain quantity of humanitarian aid, qc > 0.

On the other hand, we are also given a set of locations on the ravaged area
denoted as L = {1, 2, . . . ,m} in which a medical infrastructure could be set up.
Setting up a medical infrastructure at location l ∈ L involves a positive time,
tl > 0, stemming from moving the infrastructure to its destination and deploy it.
The first goal is to select a subset of locations, denoted as L′ ⊆ L with |L′| = k.
k is a parameter of the problem which determines the number of locations to
select and whose value is selected by the user.

The EkLRP can be modelled by means of a complete graph G = (H,A) with
n + m vertices, split into two sets, H = N ∪ L. Each vertex v ∈ H is located
in a given location (xv, yv). Arcs aij ∈ A,∀i, j ∈ H represent the possibility of
moving between the nodes i and j with positive travel time tij > 0. It is worth
mentioning that we consider that the travel times are asymmetric for each pair
of vertices.

Each medical infrastructure, l ∈ L′, has a fleet of heterogeneous medical
vehicles denoted as Vl = {1, 2, . . . , vl}, where each vehicle v ∈ Vl has a positive
capacity, Qv > 0, to carry humanitarian aid. The vehicles are used to assist the
victims in such a way that the waiting time of the victims is as short as possible.
Therefore, we pursue to determine a set of routes for each selected location,
denoted as Rl. Each route r is used by a vehicle vr ∈ Vl, starts from a medical
infrastructure σr

0 ∈ L′, visits a sequence of nr victims, σr
1, σ

r
2, . . . , σ

r
nr

∈ N , and
returns to the same medical infrastructure, that is, σr

nr+1 = σr
0. Additionally,

the duration time of the route r is denoted as

d(r) = tσr
0σr

1
+

nr∑

i=0

(tσr
i σr

i+1
+ dσr

i
) (1)

Where:

– Set of selected locations, L′.
– Set of routes of the medical vehicles in the infrastructure l ∈ L′, Rl.
– Number of victims visited by route r, nr.
– Waiting time of a victim σr

i served by a medical vehicle along the route r,
w(σr

i ).

The waiting time of a victim σr
i served by a medical vehicle along the route

r is computed as follows:

w(σr
i ) =

{
tσr

i ,r(0) + dσr
i

if i = 0

w(σr
i−1) + tσr

i−1σr
i

+ dσr
i
if i > 0

(2)



338 A. Dávila de León et al.

Where:

– Waiting time of a victim σr
i along the route r, w(σr

i ).
– Travel time required to move between i and j, tij .
– Time required to set up a medical infrastructure l ∈ L′, tl.
– Time to assist victim dσr

i
.

– σr
i i-th vertex visited by the vehicle associated to the route r.

The optimization objective of the EkLRP is to minimize the time required
to provide humanitarian aid to all the victims. This time is composed of the
time required to set up the k medical infrastructures and deliver the aid to the
victims:

f(s) = minimize
∑

l∈L′

∑

r∈Rl

nr∑

i=1

w(σr
i ) (3)

3 Metaheuristic Approach

Since EkLRP is an NP-hard problem an efficient heuristic algorithm is required
in order to provide high-quality solutions within small computational times.
In order to achieve these goals a metaheuristic approach based on Simulated
Annealing (SA, [3]) is proposed.

3.1 Constructive Heuristic

In order to properly start the SA-based approach, a starting solution is required.
In this sense, we propose the Greedy Randomized Algorithm (GRA, [10]) that
splits the EkLRP into two interconnected subproblems.

– High-level Problem: Determining the subset of locations to set up medical
infrastructures aimed at serving all the victims.

– Low-level Problem: Determining the route that each medical vehicle has to
follow in order to provide assistance to the victims.

GRA is used in the generation of initial solutions and in the repair process
within Simulated Annealing. Thus, it is used along with a restricted list of can-
didates (RLC) that contains a subset of the best k candidates to add to the
solution constructed so far. By means of this method, we are able to generate a
fast initial and feasible solution. Firstly, we use an elitist selection using the aver-
age distance of all victims to the medical infrastructure. It tries to insert every
victim between each pair of nodes in the routes of the solution. All feasible and
possible positions in which non-assigned victims can be placed are included in
a restricted candidate list (RCL). Finally, it selects one movement between the
best candidates in the RCL with a roulette wheel selection. A greedy function
evaluates the impact on the objective function value of selecting the candidate.
This fitness level is used to associate a probability of selection with each candi-
date. This process is repeated until all victim has been visited.
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3.2 Simulated Annealing

The version of Simulated Annealing used in this work incorporates the feature of
reheating [5,6], that is, once the temperature has decreased until a certain point,
it is increased or reset. That feature promotes diversification, and with the SA
search procedure permits alternating between diversification and intensification
along with search. The number of times that is allowed to reheat the solution is
provided by the user. On the other hand, each time that the search is reheated
the starting temperature is reduced to avoid randomizing completely the search.
To do so, the starting temperature is equalized to the provided temperature by
the user, divided by the reheating phase where we are located. For example, if
the temperature provided by the user is 1000 and we have 3 reheating phases,
the starting temperatures would be: 1000, 500 and 333.33.

In Algorithm 1, the pseudocode of the SA approach using reheating (SA-R) is
provided. This procedure receives as input an initial solution, s, generated by the
GRA. At each iteration, the destroy method is performed, remove p victims of
solution s (line 4). The first victim n∗ is randomly chosen. After having removed
n∗, the closest p − 1 victims are removed. We proceed with the repair method
(line 4), using the GRA. The neighborhood is defined implicitly by a destroy
and a repair method. Solution s′ is accepted as current solution s (line 6 and 8)
with probability given in (4). We allow a temperature reset during the search in
order to escape from local optima.

P (s′, s) = e(f(s)−f(s′))/t, s′ ∈ N(s) (4)

Algorithm 1. Pseudocode of Simulated Annealing with reheat strategy (SA-R)
Require: Feasible solution s
1: s′′ = s
2: while reheat do
3: while t > tf do
4: s′ = destroy(s)
5: s′ = repair(s′)
6: if rand(0, 1) < P (s′, s) then
7: s = s′

8: end if
9: if f(s) < f(s′′) then

10: s′′ = s
11: end if
12: t = updateTemperature()
13: end while
14: end while
15: return s′′
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4 Computational Experiments

In this section, the results provided by our metaheuristic approach are presented.
The set of 80 instances used in this work were randomly generated considering.
Depending on the number of victims and locations each instance is labeled as
mxn. Each pair instance-algorithm has been executed 100 times with a maxi-
mum computational time adapted to the instance, 5n milliseconds. GRA is used
in the generation of all initial solutions. The computational experiments were
conducted on a computer equipped with Intel Core i7-3632QM CPU @ 2.20 GHz
x 8 and 8GB of RAM. With the aim of analyzing the contribution SA-R, the
following algorithms are implemented:

1. Variable Neighborhood Search (VNS, [4]) with two environments, i.e., victims
swap and victims 2-opt.

2. Simulated Annealing (SA): version described in Sect. 3.2, but without reheat.
3. Large Neighborhood Search (LNS, [11]): it uses the same destroy and repair

method as described in Sect. 3.

Parameter configuration is selected based on the Friedman test considering the
average objective value. Based on the test, LNS, SA, and SA-R remove 1 per-
cent of victims on every iteration. Otherwise, in SA and SA-R the temperature
is progressively decreased from n to 1−10. The cooling schedule follows an expo-
nentially decreasing function.

4.1 SA Computational Results

Table 1 report the minimum (Min.), average (Avg.), and maximum (Max.) objec-
tive value obtained during the experiment on large instances: 500, 1000, 1500 and
2000 victims. Since the presented data is grouped by instance identifier m × n,
the values correspond to the average. Also, the computational time limit does
not depend on the metaheuristic but on the size of the problem instances (5 · n
milliseconds), the average computational time thus is not reported.

First, in the results reported in Table 1, it can be seen that VNS for no
instance performs better than the other approaches, although it obtains com-
petitive results.

Moreover, it should be noted that LNS and SA approaches implemented are
only differentiated by the probability of making the transition from the current
state s to a candidate new state s′. Therefore, both approaches exhibit similar
performance in terms of solution quality. Furthermore, the average quality of
the solutions is better when SA incorporates the reheat strategy than without
it. Since all approaches were executed under the same time limit, it can be
concluded that SA-R is the most appropriate method for tackling this problem.
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5 Conclusions

In this work, we have addressed the Emergency k-Location Routing Problem by
means of a Simulated Annealing-based approach that incorporates temperature
resets (i.e., SA-R) during the search. To contextualize this approach, it was
compared with other trajectory-based approaches (i.e., GRA, SA, LNS, and
VNS). The computational results show that SA-R performs better in terms of
objective function value under the same computational time limitations than
the other considered approaches. Furthermore, when assessing the contribution
of the reheating strategy, it can be seen that it leads to better solution quality
than without using it in the majority of cases. This work thus contributes to
the SA state-of-the-art with another example of its benefit for addressing hard
combinatorial problems.

As future work, we plan to investigate different reheating schemes for SA in
this and other optimization problems.

Acknowledgments. This work has been partially funded by the Spanish Ministry of
Economy and Competitiveness (project TIN2015-70226-R).
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4. Hansen, P., Mladenović, N., Pérez, J.: Variable neighbourhood search: methods

and applications. Ann. Oper. Res. 175(1), 367–407 (2010). https://doi.org/10.
1007/s10479-009-0657-6

5. Ingber, L.: Very fast simulated re-annealing. Math. Comput. Modell. 12(8), 967–
973 (1989)

6. Ingber, L., Rosen, B.: Genetic algorithms and very fast simulated reannealing: a
comparison. Math. Comput. Modell. 16(11), 87–100 (1992)

7. Luis, E., Dolinskaya, I.S., Smilowitz, K.R.: Disaster relief routing: integrating
research and practice. Socio-Econ. Plann. Sci. 46(1), 88–97 (2012)

8. Michaud, S.: After action review of DREF operation # MDRAF002 - afghanistan
floods and landslide. Technical report, International Federation of Red Cross and
Afghan Red Crescent Society (2014)

9. Pearson, C.M., Sommer, S.A.: Infusing creativity into crisis management: an essen-
tial approach today. Organ. Dyn. 40(1), 27–33 (2011)

10. Resende, M.G., Ribeiro, C.C.: Greedy randomized adaptive search procedures:
advances, hybridizations, and applications. In: Gendreau, M., Potvin, J.Y. (eds.)
Handbook of metaheuristics, pp. 283–319. Springer, Boston (2010). https://doi.
org/10.1007/978-1-4419-1665-5 10

11. Shaw, P.: Using constraint programming and local search methods to solve vehicle
routing problems. In: Maher, M., Puget, J.-F. (eds.) CP 1998. LNCS, vol. 1520, pp.
417–431. Springer, Heidelberg (1998). https://doi.org/10.1007/3-540-49481-2 30

https://doi.org/10.1007/s10479-009-0657-6
https://doi.org/10.1007/s10479-009-0657-6
https://doi.org/10.1007/978-1-4419-1665-5_10
https://doi.org/10.1007/978-1-4419-1665-5_10
https://doi.org/10.1007/3-540-49481-2_30


A Simulated Annealing-Based Approach 343

12. Simpson, N., Hancock, P.: Fifty years of operational research and emergency
response. J. Oper. Res. Soc. 60, S126–S139 (2009). https://doi.org/10.1057/jors.
2009.3

13. Thomas, A., Humanitarian, L.: Enabling disaster response. Institute Fritz (2007)

https://doi.org/10.1057/jors.2009.3
https://doi.org/10.1057/jors.2009.3


Decision Diagram Based Limited
Discrepancy Search for a Job Sequencing

Problem

Matthias Horn(B) and Günther R. Raidl

Institute of Logic and Computation, TU Wien, Vienna, Austria
{horn,raidl}@ac.tuwien.ac.at

Abstract. We consider the Price-Collecting Job Sequencing with One
Common and Multiple Secondary Resources problem. The task is to fea-
sibly schedule a subset of jobs from a given larger set. Each job needs two
resources: a common resource for a part of the job’s execution time and
a secondary resource for the whole execution time. Furthermore each job
has one or more time windows and an associated prize. In addition to
previous work, we also consider precedence constraints on the jobs. We
aim to maximize the total prize over the actually scheduled jobs. To solve
large instances heuristically we propose a hybrid of limited discrepancy
search and beam search approach that utilize a relaxed decision diagram.
We could show that the use of a relaxed decision diagram substantially
speed-up the computation times of the search approach.

Keywords: Sequencing problem · Decision diagrams · Limited
discrepancy search

1 Introduction

The Price-Collecting Job Sequencing with One Common and Multiple Secondary
Resources (PC-JSOCMSR) problem without precedence constraints was first
introduced by [6,7] and consists of a set of jobs, one common resource, and a
set of secondary resources. The common resource is shared by all jobs whereas
a secondary resource is shared only by a subset of jobs. Each job has at least
one time window and is associated with a prize. A feasible schedule requires
that there is no resource used by more than one job at the same time and each
job is scheduled within one of its time windows. Due to the time windows it
may not be possible to schedule all jobs. The task is to find a subset of jobs
that can be feasible scheduled and maximizes the total prize. There are at least
two applications [5]. The first is in the field of the daily scheduling of particle
therapies for cancer treatments. The second application can be found in the field
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of hard real time scheduling of electronics within an aircraft, called avionics,
where the PC-JSOCMSR appears as a subproblem.

The PC-JSOCMSR was tackled on the exact side by Horn et al. [6], with an
A∗ based algorithm which is able to solve instances up to 40 jobs to proven opti-
mality. On the heuristic side, Maschler and Raidl [7] applied decision diagrams
(DDs) to obtain lower and upper bounds for large problem instances with up to
300 jobs. DDs are rooted weighted directed acyclic graphs and provide graphical
representations of the solution spaces of combinatorial optimization problems.
In particular relaxed DDs represent a superset of the feasible set of solutions and
are therefore a discrete relaxation of the solution space, providing upper bounds
on the objective value. The counterparts are restricted DDs which represent sub-
sets of feasible solutions and therefore provide heuristic solutions. Both types of
DDs were investigated in [7] and were compiled with adapted standard methods
from the literature. For more details on DDs we refer to [1]. New state of the art
results for the PC-JSOCMSR could be obtained by Horn et al. [5] by applying a
beam search (BS) heuristic that uses a relaxed DD to speed up the search. The
relaxed DD is constructed by a novel A*-based construction algorithm.

In particular in the avionic system scenario it often appears that some jobs
need to be finished before other jobs may start. To address this aspect, we
consider in this work also precedence constraints. Thus, there are given relation-
ships between pairs of jobs as additional input such that one job can only be
scheduled if the other job is already completely scheduled earlier. These new
constraints require an adaption on the algorithmic side of [5] to incorporate
the new precedence constraints. The goal is to solve large problem instances of
the PC-JSOCMSR with precedence constraints heuristically. Our solution app-
roach builds upon the ideas from [5] but extended them to a limited discrepancy
search (LDS) combined with BS that exploits structural information contained
in a relaxed DD. The usage of the relaxed DD is two-folded: (1) to reduce com-
putation time of the LDS and (2) to provide besides a heuristic solution also an
upper bound on the total prize objective.

2 PC-JSOCMSR with Precedence Constraints

The PC-JSOCMSR with precedence constraints is formally defined as follows.
Given are a set of n jobs J = {1, . . . , n}, a common resource 0 and a set of
m secondary resources R = {1, . . . , m}. Let R0 = {0} ∪ R be the complete
set of resources. Each job j ∈ J needs during its whole execution time pj > 0
one secondary resource qj ∈ R and, in addition, after some preprocessing time
pprej ≥ 0 also the common resource 0 for some time p0j > 0. Furthermore each
job has associated (1) ωj time windows Wj =

⋃
ω=1,...,ωj

[W start
jω ,W end

jω ], where
W end

jω − W start
jω ≥ pj , ω = 1, . . . , ωj , (2) a set of preceding jobs Γj , which must

be scheduled before job j can be scheduled w.r.t. the common resource 0, and
(3) a prize zj > 0. The task is to find a subset of jobs S ⊆ J which can be
feasible scheduled such that the total prize of these jobs is maximized: Z∗ =
maxS⊆J Z(S), Z(S) =

∑
j∈S zj . A feasible schedule assigns each job in S a
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starting time in such a way that all constraints are satisfied. Note that a unique
ordered sequence π = (π)i=1,...,|S| of jobs is implied by each feasible schedule of
jobs S ⊆ J , since the common resource is required by each job and only one job
can use this resource at a time. For each given sequence π of jobs S that can be
associated with a feasible schedule, a normalized schedule without unnecessary
waiting times can be computed greedily (see [6] for further details).

3 Exact/Relaxed Decision Diagrams and Filtering

In order to describe our approach in Sect. 4 we have to introduce some defi-
nition and structures beforehand. In our context a DD for the PC-JSOCMSR
is a weighted directed acyclic graph M = (V,A) with one root node r ∈ V ,
corresponding to the empty schedule and one target node t ∈ V corresponding
to all feasible schedules that cannot be further extended by any job. Each arc
a = (u, v) ∈ A corresponds to adding a specific job, denoted by job(a) ∈ J , as
the next job after the ones already scheduled up to node u. The length of an arc
a ∈ A is associated width the prize zjob(a). Hence, each path from r to any node
u ∈ V corresponds to a specific sequence of jobs π and the length of the path is
equal to the sum of prizes of jobs in π.

In an exact DD each feasible normalized schedule S ⊆ J has a corresponding
path in the exact DD originating from r and vice versa. The length of such a path
corresponds exactly to the total prize Z(S). Therefore a longest path from r to
t corresponds to an optimal solution of the PC-JSOCMSR. Furthermore, each
node u ∈ V is associated to a state (P (u), t(u)), where set P (u) contains all jobs
that can be feasibly scheduled next, and vector t(u) = (tr(u))r∈R0 contains the
earliest times from which on each of the resources are available for performing
a next job. The transition function to obtain the successor state (P (v), t(v)) of
state (P (u), t(u)) when scheduling job j ∈ P (u) is

τ ((P (u), t(u)), j) =

⎧
⎪⎨

⎪⎩

(P (u) \ {j}, t(v)), if s((P (u), t(u)), j) < Tmax ∧
P (u) ∩ Γj �= ∅,

0̂, else,
(1)

with

t0(v) = s((P (u), t(u)), j) + pprej + p0j , (2)

tr(v) = s((P (u), t(u)), j) + pj , for r = qj , (3)
tr(v) = tr(u), for r ∈ R \ {qj}, (4)

where 0̂ represents the infeasible state and s((P (u), t(u)), j) corresponds to the
earliest start time of job j w.r.t. to state (P (u), t(u)) and job j’s time windows.
If it is not possible to schedule job j feasible then function s(., .) will return
Tmax. States that are related to exact DDs will be denoted as exact states.

Relaxed DDs merge exact states in order to get a more compact DD.
Thereby new paths will emerge which correspond to infeasible schedules, denoted
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as infeasible paths. Let merge two nodes u, v ∈ V . The merged state is
(P (u), t(u)) ⊕ (P (v), t(v)) = (P (u) ∪ P (v), (min(tr(u), tr(v)))r∈R0). We com-
pile relaxed DDs with the A∗-based compilation (A∗C) method from [5] since
it could be shown that at least for the PC-JSOCMSR without precedence con-
straints A∗C can produce smaller relaxed DDs in shorter time that represent
stronger relaxations than relaxed DDs compiled with standard methods from
the literature. Note that we initially ignore the precedence constraints in this
compilation of a relaxed DD. Otherwise, we would need to extend the states
of the nodes with additional information in order to define a feasible merging
rule for two nodes. Preliminary experiments had shown that those larger states
cause substantially longer compilation times, which we want to avoid. However,
we consider the precedence constraint after the initial construction by apply-
ing a respective filtering on the compiled relaxed DD. We try to identify arcs
which belong only to infeasible paths. Those arcs can be safely removed from
the relaxed DD to reduce the number of infeasible paths without removing paths
that correspond to feasible schedules. To identify arcs that violate precedence
constraints we adopted the corresponding filter operation suggested by Cire and
van Hoeve [2]. Moreover, if we got already a primal solution then we can in addi-
tion filter arcs which only belong to paths corresponding to solutions that are
worse than this known primal solution. Hence, paths that encode sub-optimal
solutions will be removed from the relaxed DD. This cost-based filter operations
are adopted from [5].

4 Limited Discrepancy Search

Limited discrepancy search was originally proposed by Harvey and Ginsberg [4]
for heuristic binary searches where at each decision point a heuristic h(.) decides
between two possibilities to extend the current partial solution. If h(.) would be
a perfect heuristic than the algorithm would return the optimal solution as soon
as a complete solution is encountered during the search. However, in most cases
h(.) will fail at some point and only a non-optimal solution can be returned. To
overcome this, LDS allows in a systematic way discrepancies during the search.
A discrepancy means that at some decision point the algorithm decides against
h(.). Hence, if k discrepancies are allowed than LDS will encounter all paths in
the search tree where the algorithm exactly decides k times against h(.). To apply
LDS on the PC-JSOCMSR we have to consider in general multiple possibilities
at each decision point instead of just two, and we do this by counting i − 1
discrepancies if we take the i-th best decision according to h(.).

Algorithm 1 shows our LDS-based approach. The search is applied on the
exact states defined in Sect. 3. Note that we do not build an exact DD, but
we rather keep all not yet expanded nodes in memory and assign to each node
v′ the so far best encountered partial solution π(v′). Furthermore, we extend
LDS in similar ways as Furcy and Koening [3] by incorporating a BS like app-
roach at each level into LDS. Instead of expanding always one node at each step
Algorithm 1 expands at each step β nodes and keeps the (k + 1)β-best succes-
sor nodes according to h(.). As heuristic decision function h(v′) for node v′ we
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Algorithm 1. LDSprobe
Input: node set N ′, relaxed DD M = (V, A), allowed discrepancies k, beam

width β
Output: sequence of jobs π

1 if N ′ = ∅ then return empty sequence;
2 node set W ′ ← ∅; job sequence πbest ← ∅;
3 foreach u′ ∈ N ′ do
4 let u ∈ V be the node corresponding to u′ w.r.t. the path from the root;
5 foreach outgoing arc a = (u, v) of node u do
6 if |W ′| = (k + 1)β ∧ node v would be removed from W ′ ∪ {v} then
7 continue with next arc;

8 if τ((P (u′), t(u′), job(a)) = ∅ then continue with next arc;
9 add new node v′ to W ′ and set (P (v′), t(v′)) ← τ((P (u′), t(u′)), job(a));

10 if |W ′| > (k + 1)β then remove worst node from W ′ according to h(.);

11 if W ′ = ∅ then return argmaxπ(u′)|u′∈N′ Z(π(u′));
12 sort W ′ according to h(.) and split W ′ into k + 1 slices W ′[i], i = 0, . . . , k;
13 foreach i = k, . . . , 0 do
14 π = LDSprobe(W ′[i], M, k − i, β);
15 if Z(πbest) < Z(π) then πbest ← π;

16 return πbest;

Algorithm 2. LDS+BS
Output: sequence of jobs π

1 compile relaxed DD M = (V, A) by A∗C, ignoring precedence constraints;
2 πbest ← LDSprobe(r, M, 0, 10);
3 for k ← 0; k ≤ kmax ∧ time limit not exceeded; k ← k + 1 do
4 apply filtering on M ;
5 π ← LDSprobe(r, M, k, β);
6 if Z(πbest) < Z(π) then πbest ← π;

7 return πbest;

use the ratio Z(π(v′))/t0(v′). In order to quickly identify those (k + 1)β-best
successor nodes we use the structural information contained in the relaxed DD
M = (V,A) similar as in [5]. For node u′ ∈ N a corresponding node u ∈ V from
M can be determined by following the job sequence π(u′) from r in M . We do
not consider transitions to successor nodes of u′ where the corresponding arcs
were removed from the relaxed DD during the filtering step. Furthermore we can
estimate h(.) without creating the successor nodes of u′ by using the correspond-
ing nodes in the relaxed DD. Based on these estimation we can decide quickly
if a successor node is a candidate to be one of the β-best successor nodes or
not. Note that for simplification reasons Algorithm 1 shows a recursive version
of LDS, our implementation however, is implemented in an iterative way.
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Algorithm 2 gives an overview of the overall approach to tackle the PC-
JSOCMSR. First a relaxed DD M is compiled with A∗C with the same parameter
settings as in [5] and by ignoring the precedence constraints. In order to get
quickly an initial primal solution for filtering, Algorithm 1 is applied with the
small beam with β = 10 and no allowed discrepancies. In the main loop we apply
first the filtering for sup-optimal paths according to our current best primal
solution and precedence constraints violations. Then we apply Algorithm 1 with
beam width β and the number of current maximum allowed discrepancies k.
After updating the incumbent solution πbest, k is increased by one. The algorithm
terminates if the maximum allowed discrepancies kmax is reached or a certain
time limit is exceeded.

5 Computational Study

The LDS-based algorithm for the PC-JSOCMSR with precedence constraints
was implemented in C++ using GNU g++ 5.4.1. All tests were performed on
a cluster of machines with Intel Xeon E5-2640 v4 processors with 2.40 GHz in
single-threaded mode with a memory limit of 16 GB per run. We extended the
two sets of benchmark instances for the particle therapy application scenario
(denoted as P) and for the avionic system scheduling scenario (denoted as A)
from [5] by adding randomly precedence constraints between n pairs of jobs such
that circular dependencies between jobs are voided. The instance sets contain 30
instances for each combination of different values of n and m. For further details
on the benchmark characteristics we refer to [5].

Figure 1 compares the obtained average total prizes and median computation
times between LDS+BS and a standalone variant of LDS+BS without using a
relaxed DD dependent on different values of beam width β and different maxi-
mum allowed discrepancies kmax. The diagrams on the top visualize the obtained
average total prizes. There are two main observations regarding the solution
quality: First, as expected the solution quality tends to increase with increasing
β and/or kmax; second, similar results could be obtained from both LDS+BS
variants. However, regarding computation times, the LDS+BS approach using
the relaxed DD is in almost all cases except for kmax = 0 and smaller β sub-
stantially faster. Note that we do not show the obtained results from standalone
LDS+BS for kmax = 2, since the approach exceeded in most cases the time limit
of two hours.

Figure 2 compares the LDS+BS approach against a mixed linear integer pro-
graming (MIP) approach and a constrained programming (CP) approach. The
MIP formulation as well as the CP formulation from [5] were adapted to addi-
tionally consider the precedence constraints and are solved with Gurbi Optimizer
7.5.1 and MiniZinc 2.1.7 with backbone solver Chuffed, respectively. All tested
approaches use a time limit of 900 s. For LDS+BS the maximum allowed dis-
crepancies kmax are set to infinity and β is set to 1000 and 10000 for instance
set of type P and A, respectively. The first bar of each group of bars show the
obtained average longest path length of the compiled relaxed DD during the
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Fig. 1. Comparison between LDS+BS and standalone LDS+BS for middle sized
instances with 250 jobs.

Fig. 2. Primal and Dual Bounds obtainded from LDS+BS, MIP and CP.

LDS+BS approach and the block at the bottom show the obtained average pri-
mal bounds. In the same manner, the second bar shows the obtained upper- and
primal bounds from the MIP approach. The third bar shows the obtained aver-
age primal bounds obtained from the CP approach. On average the LDS+BS
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approach finds in all considered cases better or equally good solutions than the
MIP or the CP solvers. Moreover, LDS+BS is able to return in most cases on
average stronger upper bounds than the MIP solver.

6 Conclusion

Exploiting the structural information of relaxed DDs within LDS has following
advantages: (1) a substantial speed up of the heuristic search allows to scan larger
regions of the search space compared to a standalone LDS approach and (2) a
dual bound can be obtained from the relaxed DD. Although we demonstrate this
advantages specifically for the PC-JSOCMSR, the general approach also appears
promising for other combinatorial optimization problems. Next steps would be
to incorporate other filtering techniques to further strengthen the relaxed DD
by removing more arcs to speed-up the computation times even more. Another
promising research direction would be to apply the general idea of using the
structural information of relaxed DDs on further search heuristics and meta-
heuristics.
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Abstract. This work analyses the potential of restarts for probSAT by
estimating its runtime distributions on random 3-SAT instances that are
close to the phase transition. We estimate optimal restart times from
empirical data, reaching a potential speedup factor of 1.39. Calculating
restart times from fitted probability distributions reduces this factor to
a maximum of 1.25. We find that the Weibull distribution approximates
the runtime distribution well for over 93% of the used instances.

A machine learning pipeline is presented to compute a restart time for
a fixed-cutoff strategy to exploit this potential. The presented approach
performs statistically significantly better than Luby’s restart strategy
and the policy without restarts. The structure is particularly advanta-
geous for hard problems.

Keywords: Machine learning · Restart · Runtime distribution

1 Introduction

Stochastic local search (SLS) algorithms achieve the best performance for many
hard problems. However, a downside is that the algorithms may get stuck in local
optima. A common way to resolve this problem is restarting the probabilistic
procedure after a number of search steps. However, choosing a good restart policy
is a non-trivial problem.

Luby et al. [14] introduced two theoretically intriguing restart strategies: The
fixed-cutoff approach and Luby’s universal strategy. The fixed-cutoff approach
minimizes the expected runtime for some fixed restart time. However, finding
this optimal restart time requires nearly complete knowledge of the algorithm’s
behavior on the problem instance. Luby’s universal strategy does not require any
domain knowledge while performing well both in theory and practice [12,14].
Lorenz [13] developed a method to calculate optimal restart times for the fixed-
cutoff approach if the runtime behavior is given by a probability distribution.
Arbelaez et al. [3] studied the empirical runtime distribution of probSAT, an
SLS SAT-solver [5], and found that lognormal distributions describe the runtime
behavior well. A recent development is the prediction of runtime distributions
(RTD) with machine learning methods [3,8].
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Our Contribution: This work analyzes the capability of probability distribu-
tions to describe the runtime behavior of probSAT on random 3-SAT instances
close to the phase transition. We approximate the RTDs of probSAT with a sim-
ilar method as presented in [3]. In this work, the lognormal distribution (LD)
and the Weibull distribution (WD) are used to describe the runtime behavior.
It is observed that the WD is well suited to describe the runtime behavior of
probSAT, describing significantly more empirical RTDs than the established LD.

We estimate optimal restart times from empirical data as a baseline to eval-
uate restart times from the fitted distributions. Applying this restart time to the
observed data leads to an average speedup factor of 1.393. The aforementioned
fitted distributions are used with Lorenz’s [13] method to find theoretically opti-
mal restart times. We found a potential speedup factor of up to 1.253 by apply-
ing those restart times. To the best of our knowledge, the potential speedup by
restarting at the optimal time according to the respective RTDs has not been
systematically studied before.

In the second part of this work, a machine learning pipeline (MP) which
predicts the RTD of so far unseen instances is presented. It consists of a random
forest predicting the distribution type, and a total of three neural networks
which predict the parameters of the distributions. The parameters are used to
calculate restart times. This approach differs from the procedure introduced in
[10]: The strategies in their portfolio use restart times which are independent of
the instance. An average speedup factor of more than 1.21 is observed in hard
instances, without worsening the performance on easier ones. An overall speedup
factor of 1.06 is achieved. The results are statistically significant (t-test, modified
Wilcoxon signed-rank test [11]).

2 The Potential of Restarts in ProbSAT

SLS algorithms commonly employ restart strategies when the number of local
search steps exceeds a cutoff value. However, finding a choice for the cutoff value
is not trivial, and strategies which work well for one instance might be a bad
choice for other instances. However, if the runtime behavior always follows a
particular distribution type and only the parameters of the distribution vary,
then several conclusions about useful restart strategies can be drawn. Thus, it
is useful to study the algorithm’s runtime behavior for a specific problem class
and model the behavior with RTDs.

The runtime of a randomized algorithm can be interpreted as a random vari-
able. Even though runtimes are discrete values, it is common to model the perfor-
mance as a continuous process. Following this convention, we considered the LD,
the WD, the generalized Pareto distribution, and the exponential distribution
to describe the runtime behavior of probSAT. These distributions have been
previously regarded as suitable for a similar purpose, see for example [2,3,8].
We observed that the LD and WD suffice to describe the occurring distributions
well. In the following, we focus on these two distributions.

Throughout this work we use the so-called fixed-cutoff strategy [14]: The
algorithm always restarts after the same number of steps, and the number of
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possible restarts is unbounded. It is known that there is an optimal fixed restart
time t∗ which minimizes the expected runtime. If the restart time t∗ is used, then
the fixed-cutoff strategy is superior to all other restart approaches. However,
finding the best possible restart time t∗ is a hard task.

We are interested in the calculation of optimal restart times. Lorenz [13]
describes a method to find optimal restart times for the LD and the WD. He
found that for the WD the optimal approach is either instantly restarting or not
restarting at all depending on the parameters. In practice, instantly restarting
results in much worse performances. Therefore, the WD is employed with a loca-
tion parameter that shifts the whole distribution. This resolves the paradox of
instantly restarting since the resulting optimal restart times are greater than the
location parameter. The used RTDs are obtained from the empirical distribution
with maximum likelihood estimations (fits).

We study a version of the SLS SAT-solver [6] probSAT which is known as
the break-only-poly-version with cb = 2.3 as suggested in [5] for random 3-SAT
formulas. The original version of probSAT does not restart, while the parallel
version of probSAT [4] uses one process with a constant restart time regardless
of the size and the structure of the instance. The authors did not explain how
this restart time was obtained. Thus, in this section, we systematically analyze
the runtime behavior and show that there is still much optimizing potential in
the probSAT algorithm by using a carefully crafted restart strategy.

Instance Specification: For the experiments, random 3-SAT instances ranging
from 1500 to 2500 variables are created using the generator kcnfgen [9]. We use
random instances since they are the typical use case of SLS-solvers. The number
of clauses was chosen such that the clause to variable ratio is close to the phase
transition [6] at about 4.27. We stayed slightly below the phase transition because
the instances in this range tend to be “interesting” as they are satisfiable but
often hard to solve. Formulas with lower ratios, while almost always satisfiable,
are mostly trivial to solve. Above the phase transition, the formulas tend to be
unsatisfiable. Most SLS solvers and especially probSAT are so-called incomplete
solvers, i.e., if a formula is unsatisfiable, they do not terminate. Thus, the RTDs
can only be studied on satisfiable instances. The smallest used ratio was 4.204,
the largest 4.272.

The complete instance set consists of 2400 formulas, 1632 of which are sat-
isfiable, ensured by the SAT-solver dimetheus [9]. Note that this can be seen as
filtering since formulas on which dimetheus performs well are preferred. Only
the 1632 formulas guaranteed to be satisfiable are used for the further steps.
We decided to use dimetheus for this task since it is currently one of the best
performing solvers on random instances.

Empirical Distributions: For an instance i, the goal is to find a good approx-
imation of its RTD Xi on probSAT. For this, we sample the random variable Xi

300 times to ensure stable results, measuring the number of local search steps
until finding a satisfying assignment. This measure is chosen because it is stable
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and independent of hardware and scheduling. From this, we gain an empirical
distribution function F̂300(Xi). The solving is done with the help of Sputnik [16].
The maximum likelihood fits on the empirical distribution yield an estimation of
the parameters for an LD and a WD. The Kolmogorov-Smirnov test (KS-test)
is applied to compare these new distributions with Xi. Note, that passing the
KS-test is not a proof of that distribution being the correct one. We only use it as
a goodness-of-fit argument to see how well the actual distribution is described.

Only 14 out of all 1632 instances could not be classified as any of the distri-
butions according to the KS-test at a significance level of 0.05. Table 1 displays
how often the distributions passed the KS-test.

Table 1. The number of instances per distribution where the fit passed the KS-test at
a significance level of 0.05.

WD LD None

Passed 1529 1273 14

Share 93.7% 78.0% 0.9%

It is noticeable that the WD describes about 93.7% of the observed RTDs
well. This value increases to above 97% at a significance level of 0.01. Further-
more, the LD describes 78.0% of the instances. This supports the observations
in [2], who report that 389 of their 500 instances (77.8%) are described well by
the LD, with the same approach and at a significance level of 0.05.

Calculating the Potential: We approximate an optimal expected runtime
using the following approach. Let X be the set of observed runtimes of a fixed
instance, and X≤x the set of elements from X that are smaller than x. Then

ˆopt = minx∈X

(
1 − p

p
· x +

∑
{y∈X≤x} y

|X≤x|

)
(1)

with p = |X≤x|
|X| . This is the minimum average runtime if restarted at an observed

runtime given the measured data.
The speedup is a standard tool to compare the performances of two algo-

rithms. The speedup is defined as the ratio of the expected runtimes of both
algorithms on the same instance. As a suitable function to argue about the aver-
age speedup on several instances we applied the geometric mean. With this, the
average speedup of using the optimal restart time compared to not restarting is
1.393 which serves as a baseline for further comparisons. We interpret this value
as the maximum speedup reachable with a fixed-cutoff restart strategy.

The speedup for the different distributions is calculated similarly. However,
the considered restart time is now calculated from the parameters of the distri-
bution as proposed in [13]. We calculate the speedup for the LD, the WD, and
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a combination of both. In the combination, we use the restart time of the distri-
bution with the higher p-value in the KS-test. This is decided for each instance
individually. Table 2 shows that either distribution does not reach the potential
of the baseline.

Table 2. The calculated speedups for different sets of probability distribution types.
In the {LD, WD} column, the distribution was picked to calculate the speedup that
performed better in the KS-test.

RTD Speedup

∅(baseline) 1.393

{LD} 1.154

{WD} 1.174

{LD, WD} 1.253

A reason for the observed discrepancy between the baseline and all other
speedups could be that the fitted distributions are too smooth. Describing the
runtime behavior with few parameters does not suffice to capture all necessary
details. Furthermore, the used sampling method does not provide any specifics
on very short runs and the probabilities associated with them.

3 From Theory to Practice

The previous sections argued about the speedup while estimating it from data
obtained by running probSAT without any restarts. This section explains how
this potential can be exploited. We use an MP to estimate the RTDs of
unseen instances. The estimates can be used to find the optimal restart time.
Eggensperger et al. [8] propose an MP for this task which we adapt to fit our
setting.

The Setup: This part describes the details of the machine learning components.
Our implementation uses scikit-learn [15] and Keras [7] with tensorflow backend
[1]. The quality of the components is measured as the average potential speedup
on a test set with ten iterations of a 10-fold cross-validation. The test set consists
of a sample of 162 instances where instances with exceptionally high or low
shape parameters are oversampled on purpose. These were sampled from the
1632 instances mentioned in Sect. 2. During training, only the remaining 1470
instances were used. The MP uses 34 features which are obtained by the SATzilla
feature extractor [17] with additional feature selection.

There are two steps in the estimation of the parameters: First, a random
forest estimates the distribution type. Second, a neural network (NN) trained
specifically for that distribution type predicts the distribution’s parameters.
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The random forest uses the distribution which performed better under the KS-
test (higher p-value) as the label. For each distribution type there is a separate
NN which predicts the shape and scale parameters of the respective distribu-
tion. For the WD, we also use an additional NN which predicts the location
parameter. The experiments indicate that the inclusion of the location parame-
ter into the network with the other parameters significantly worsens the overall
performance.

For technical reasons, the potential speedup is not a suitable loss function.
Therefore, another loss function has to be used. A standard loss function is the
root-mean-square error (RMSE) of a prediction w.r.t. the ground truth. It was
applied in the location network. However, for the shape and the scale parameter,
it is advisable to use a loss function which captures the relationship between both
parameters. Eggensperger et al. [8] use the negative log-likelihood function for
measuring the quality of a fit. We also experimented with this function but
achieved better results by using a different loss function based on the KS-Test.

Our loss function L is given in Eq. 2. Here, σ is the shape and μ the scale
parameter. The labels are the value of the maximum-likelihood fit for σ, one
observed runtime x and the value of the empirical distribution emp(x). The
predictions of the NN, σ̂ and μ̂, define a cumulative distribution function F :

L(σ̂, μ̂) =
∣∣∣F (x | σ̂, μ̂) − emp(x)

∣∣∣ +
∣∣∣σ − σ̂

∣∣∣. (2)

When each component is evaluated separately, we observed an average poten-
tial speedup of 1.218 for the random forest, 1.137 for the WD network and 1.127
for the LD network. The average RMSE of the location network is 0.714. Com-
bining all components and evaluating the whole MP on the test set yields a
potential speedup of 1.157.

Experimental Results: We compare three different models: A fixed-cutoff
strategy where the restart times are calculated by using the parameters from
the MP. Note, that this method might lead to no restarts. In the following
evaluation, this approach is denoted by “static restarts.” Secondly, Luby restarts
[14] are considered. This is a theoretically, approximately optimal strategy and
thus a good baseline. Luby’s strategy is usually initialized with a term a which
is multiplied to the calculated restart times. We use a = 20n, where n is the
number of variables, this restart time is suggested in [5]. Finally, not restarting
the algorithm is considered.

Each of the approaches described above is tested on 100 new satisfiable
instances generated with the same settings as defined in Sect. 2. The runtimes for
each instance are sampled 100 times, and the average runtimes of each strategy
are compared. For this experiment, a timeout of 1011 flips was used. Only one
instance was affected by the cutoff. For this instance, the static restart strategy
found a solution in 72 out of 100 runs, the Luby strategy found a solution in 47
cases and the not restarting approach in 28 cases. The following analysis only
considers the remaining 99 instances. Again, we measure the runtime by the
number of variable flips until a satisfying assignment is found.
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The comparison of the logarithmically scaled runtimes between not restart-
ing, static restarts and Luby restarts is illustrated in Fig. 1. The static restart
strategy clearly outperforms the Luby strategy on all but two instances. The
comparison with not restarting is harder to interpret. It can be seen that for
easy instances there is barely any difference in the performance of the strategies.
However, for intermediate and hard instances the static restart strategy out-
performs not restarting in most cases. The parameters of probSAT were tuned
without restarting with a short timeout. Therefore, it is not surprising that easy
instances do not profit from restarting. Hard instances, on the other hand, can
show a heavy-tailed behavior, i.e., probSAT’s parameters are not chosen opti-
mally for the case without restarts.

The comparison between the static and the Luby strategy yields an average
speedup of 2.725. The comparison between the static restart strategy and not
restarting yields an overall average speedup of 1.063. This speedup includes
instances where the static strategy predicted not restarting. If only instances
are considered where the static strategy restarted, then an average speedup of
1.108 is achieved on the remaining 69 instances.
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Fig. 1. On the left, the static restart strategy is compared with the Luby strategy.
On the right, the static restart strategy is compared with not restarting. The axes are
log-scaled average runtimes measured in variable flips.

It is remarkable that the speedup scales well with the hardness of the instance:
When considering the 33 instances with the longest runtimes, a speedup of 1.216
is obtained. Finally, the speedups are tested with the t-test and a modified
Wilcoxon signed-rank test ([11, Chap. 7.12]) at a significance level of 0.05. In
every scenario described above, our approach is statistically, significantly better
than both Luby’s strategy and the strategy without restarting. We conclude that
our system combines the advantages of not restarting on easy instances while
also significantly improving the performance on hard problems.
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4 Conclusion and Outlook

This work analyzes the potential speedup of restarts for the probSAT algorithm
on random 3-SAT instances close to the phase transition. A major result is that
if one knew the optimal restart times, the performance of probSAT could be
improved by more than 39%. We proceed to approximate the runtime behavior
with continuous probability distributions. Two distribution types, the Weibull
and the lognormal distribution, are identified which describe the runtime behav-
ior well. The (shifted) Weibull distribution performs best as it describes the
runtime distributions of 93.7% instances well. The representations are used to
calculate the (theoretically) best restart times; these predictions are used to
measure the potential speedup. An average speedup factor of up to 1.253 can be
achieved. The original version of probSAT is optimized towards not using restarts
[5]. Hence, we find it surprising how much potential it has w.r.t. restarts.

The observations and the approximated runtime distributions are employed
to train a random forest and neural networks. The random forest distinguishes
between the distributions while the neural networks predict the parameters of
the distributions. The predictions are used to decide whether restarts are useful.
If they are, then the optimal restart time is calculated, and the fixed-cutoff
strategy is used. Otherwise, probSAT is not restarted. The presented approach
is statistically significantly better than both Luby’s strategy and not restarting.
An average speedup of 1.063 is obtained on all instances and an average speedup
of 1.216 on the 33 of 99 test instances with the longest runtime where restarts are
applied. The observations show that our approach combines the good behavior
of probSAT on easy and intermediate instances while considerably improving
the performance on hard instances.

Naturally, our approach is not limited to probSAT. Any Las Vegas algorithm
can be analyzed and optimized with the same technique. The results imply
that well-performing algorithms can be further improved with our approach,
especially on hard instances.
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Abstract. We introduce in this paper a runtime-efficient tree hashing
algorithm for the identification of isomorphic subtrees, with two impor-
tant applications in genetic programming for symbolic regression: fast,
online calculation of population diversity and algebraic simplification of
symbolic expression trees. Based on this hashing approach, we propose
a simple diversity-preservation mechanism with promising results on a
collection of symbolic regression benchmark problems.

1 Introduction

Tree isomorphism algorithms play a fundamental role in pattern matching for
tree-structured data. We introduce a fast inexact1 tree matching algorithm that
processes rooted, unordered, labeled trees into sequences of integer hash values,
such that the same hash value indicates isomorphism. We define a distance
measure between two trees based on the intersection of their corresponding hash
value sequences. We are then able to efficiently compute a distance matrix for all
trees by hashing each tree exactly once, then cheaply computing pairwise hash
sequence intersections in linear time.

Genetic Programming (GP) for Symbolic Regression (SR) discovers math-
ematical formulae that best fit a given target function by means of evolving a
population of tree-encoded solution candidates. The algorithm performs a guided
search of the space of mathematical expressions by iteratively manipulating and
evaluating a large number of tree genotypes under the principles of natural
selection.
1 Inexact due to the possibility of hash collisions causing the algorithm to return the

wrong answer. With a reasonable hash function, collision probability is negligible.
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Dynamic properties such as exploratory or exploitative behaviour and con-
vergence speed have a big influence on GP performance [2]. Exploration refers
to the ability to probe different areas of the search space, and exploitation refers
to the ability to produce improvements in the local neighbourhood of existing
solutions. The algorithm’s success depends on achieving a good balance between
exploration and exploitation over the course of the evolutionary run [11].

Population diversity (measured either at the structural-genotypic or
semantic-phenotypic level) is typically used as an indirect measure of the algo-
rithm’s state-of-convergence, following the reasoning that the exploratory phase
of the search is characterized by high diversity and the exploitative phase is char-
acterized by low diversity. Premature convergence can occur at both genotype
or phenotype levels, leading to a large amount of shared genetic material in the
final population and a very concentrated set of behaviours [3].

Based on tree node hash values, we propose a new diversity measure defined
as an individual’s average distance to the rest of the population. We show how
the resulting diversity score associated with each individual can be used to shift
the focus of selection towards fit-and-diverse individuals.

Section 2 describes the methodology in detail. Section 3 summarizes the
empirical results of our diversity-focused algorithmic improvements, and in
Sect. 4 we offer our final remarks and conclusions.

2 Methodology

In this section we describe the tree hashing algorithm in detail and introduce
a tree distance measure based on the number of common hash values between
two tree individuals. The method lends itself well to the efficient computation
of distance matrices (for the entire population) since each individual needs only
be hashed once and pairwise distances can be subsequently computed using only
the corresponding hash value sequences.

An important aspect of our methodology is the ability of the proposed diver-
sity measure to implicitly capture an individual’s semantics by hashing the
numerical coefficients associated to the tree’s leaf nodes. This allows us to dif-
ferentiate (in terms of tree distance) between individuals with similar structure
but different semantics.

Tree Hashing. The hashing procedure shares some common aspects with the
earlier algorithm by Merkle [7] where data blocks represented as leaves in the
tree are hashed together in a bottom-up manner.

In our approach an associated data block for each tree node is aggregated
together with child node data as input to the hash function to a general-purpose
non-cryptographic hash function ⊕. This concept is illustrated in Fig. 1, where
leaf nodes L1, ..., L4 represent terminal symbols and internal nodes represent
mathematical operations. Hash values are computed by the ⊕ operator taking
as arguments the node’s own data hash and its child hash values.
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Root
H = ⊕(Root, H0, H1)

N1

H1 = ⊕(N1,H1,0, H1,1)

N1,1

H1,1 = ⊕(N1,1, L4)

L4

N1,0

H1,0 = ⊕(N1,0, L3)

L3

N0

H0 = ⊕(N0, H0,0, H0,1)

N0,1

H0,1 = ⊕(N0,1, L2)

L2

N0,0

H0,0 = ⊕(N0,0, L1)

L1

Fig. 1. Example hash tree where each parent hash value is aggregated from its initial
hash value and the child node hash values. Leaf nodes L1, ..., L4 represent data blocks.

The procedure given as pseudocode in Algorithm 1 relies on the linearization
of input tree T , such that the resulting array of nodes corresponds to a postorder
traversal of T . The benefit of linearization is that subtrees are represented by
continuous array regions, thus facilitating indexing and sorting operations. For
example, tree node n with postorder index i will find its first child at index
j = i − 1, its second child at index k = j − Size(j) and so on, where Size(j)
returns the size of the subtree whose root node has index j.

Sorting the child nodes of commutative symbols is a key part of this proce-
dure. In the general case, this requires a reordering of the corresponding sub-
arrays using an auxiliary buffer. Sorting without an auxiliary buffer is possible
when all child nodes are leafs, that is when Size(n) = Arity(n) for a parent
node n. Child order is established according to the calculated hash values.

We illustrate the sorting procedure in Fig. 2, where a postfix expression with
root symbol S at index 9 contains three child symbols with indices 2, 5, 8 and
hash values H2,H5,H8, respectively. In order to calculate ⊕(S) the child order
is first established according to symbol hash values. Leaf nodes are assigned
initial hash values that do not change during the procedure. Assuming that
sorting produces the order {S5, S2, S3}, the child symbols and their respective
subarrays need to be reordered in the expression using a temporary buffer. After
sorting, the original expression becomes:

{[S0, S1, S2], [S3, S4, S5], [S6, S7, S8], S9} → {[S4, S5, S6], [S1, S2, S3], [S7, S7, S8], S9}

The sorted child hash values are then aggregated with the parent label in
order to produce the parent hash value H9 = ⊕({H5,H2,H8, S9}). The hashing
algorithm alternates hashing and sorting steps as it moves from the bottom level
of the tree towards the root node. Finally, each tree node is assigned a hash value
and the hash value of the root node is returned as the expression’s hash value.
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0 1 2 3 4 5 6 7 8 9

S8, H8S5, H5S2, H2S0 S1 S3 S4 S6 S7

Child 1 Child 2 Child 3

Size of the whole subtree rooted at n

Indices

Parent symbol s
(at index i)

Fig. 2. Example internal node with three child subtrees in postfix representation. Child
subarrays are reordered according to priority rules and their respective root hash values
H2, H5, H8.

Algorithm 1: Expression hashing
input : A symbolic expression tree T
output: The corresponding sequence of hash values

1 hashes ← empty list of hash values;
2 nodes ← post-order list of T ’s nodes;
3 foreach node n in nodes do
4 H(n) ← an initial hash value;
5 if n is a function node then
6 if n is commutative then
7 Sort the child nodes of n;

8 child hashes ← hash values of n’s children;
9 H(n) ← ⊕(child hashes, H(n));

10 hashes.append(H(n));

11 return hashes;

Hash-Based Tree Simplification. Our hash-based approach to simplifica-
tion enables structural transformations based on tree isomorphism and symbolic
equivalence relations. Figure 3 illustrates the simplification of an addition func-
tion node with two identical child nodes.

In the expression E = c1x + c2yz + c3x represented in postfix notation, the
terms c1x and c3x are isomorphic and hash to the same value. The simplification
algorithm identifies the possibility of folding the constants c1 and c3 so that the
two terms are simplified to a single term c4x where c4 = c1 + c3. The simplified
expression then becomes E′ = c4x + c2yz ≡ E.

c3 x × c2 y z × c1 x × +
29375 27012 29320 29375 65245 52308 29320 29375 27012 29320 29319

⇓ Sort and hash

c1 x × c3 x × c2 y z × +
29375 27012 75236 29320 29375 75236 29320 65245 52308 47983 31738

⇓ Simplify

c4 x × c2 y z × +
29375 27012 75236 29320 65245 52308 47983 31040

Fig. 3. Expression simplification. The original expression (top) is sorted and hashed
according to Algorithm 1. Isomorphic subtrees with the same hash value are simplified.
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Hash-Based Population Diversity. Using the algorithm described in Sect. 2,
we convert each tree individual into a sequence of hash values corresponding to a
post-order traversal of its structure. After this conversion, the distance between
two trees can be defined using the intersection between the two sequences2:

D(T1, T2) =
2 · |H1 ∩ H2|
|H1| + |H2| (1)

where H1,H2 represent the hash value sequences of T1 and T2, respectively.
Computing the distance matrix for the entire population can be further opti-

mized by hashing all trees in an initial pass, then using the resulting hash value
sequences for the calculation of pairwise distances. This leads to the following
algorithmic steps:

1. Convert every tree Ti in the population to hash value sequence Hi.
2. Sort each hash value sequence Hi in ascending order.
3. For every pair (Hi,Hj) compute distance using Eq. 1.

Sorting in Step 2 allows us to efficiently compute |Hi ∩ Hj | in linear time.
As shown in Table 1, in this particular scenario, these optimizations lead to
a two order of magnitude improvement in runtime performance over similar
methods [10].

Table 1. Elapsed time computing average distance for 5000 trees

Tree distance method Elapsed time (s) Speed-up

Bottom-up 1225.751 1.0x

Hash-based 3.677 333.3x

Diversity as an Explicit Search Objective. Diversity maintenance strate-
gies have been shown to improve GP performance [3,11]. A plethora of diversity
measures have already been studied: history-based, distance-based, difference-
based, entropy-based, etc. [11]. However, due to high computational require-
ments, tree distances like the tree edit distance have seldomly been used. Our
hash-based approach overcomes this limitation making it feasible to compute
the population distance matrix every generation.

We define an individual’s diversity score as its average distance to the rest
of the population. The score is easily computed by averaging the corresponding
distance matrix row for a given individual. In effect, this causes selection to favor
individuals “farther away” from the crowd, reducing the effects of local optima
as attractors in the search space.

We integrate this new objective into a single-objective approach using stan-
dard GP and a multi-objective approach using the NSGA-2 algorithm [4].

2 The Sørensen-Dice coefficient (Eq. 1) returns a value in the interval [0, 1].
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In the single-objective case, we extent the standard fitness function with
an additional diversity term d, such that the new fitness used during selection
becomes: f ′ = f + d. Since fitness is normalized between [0, 1] both terms have
the same scale and no additional weighting is used.

In the multi-objective case the diversity score is used as a secondary objective
along with fitness. The NSGA-2 algorithm performs selection using crowding
distance within Pareto fronts of solutions.

3 Empirical Results

We test the proposed approach on a collection of synthetic symbolic regres-
sion benchmarks: Vladislavleva [12], Poly-10 [9], Spatial Coevolution [8],
Friedman [5] and Breiman [1]. We configure all algorithms to evolve a pop-
ulation of 1000 individuals over 500 generations with a function set consist-
ing of (+,−,×,÷, exp, log, sin, cos, square). Different types of mutation (remove
branch, replace branch, change node type, one-point mutation) are applied with
a probability of 25%. Tree individuals are initialized using the Probabilistic Tree
Creator (PTC2) [6].

The results summarized in Table 2 show the benefits of diversity maintenance.
Selecting for diversity enables both the GA and NSGA-2 algorithms to better
exploit population diversity and achieve better results in comparison with the
standard GA approach. The NSGA-2 algorithm in particular is able to avoid
overfitting and produce more generalizable models on the Vladislavleva-6 and
Vladislavleva-8 problems. In all tested problem instances, both GA Diversity
and NSGA-2 outperform standard GA on both training and test data. Figure 4
shows that GA Diversity and NSGA-2 are able to maintain higher diversity and
promote smaller, less bloated individuals.

The overhead incurred by tree distance calculation depends on the size of the
training data. For large data, this overhead becomes negligible as the algorithm
will spend most of its runtime evaluating fitness. In our tests GA Diversity is
approximately 20–25% slower than Standard GA. A direct runtime comparison
with NSGA-2 is not possible due to different algorithmic dynamics.

Fig. 4. Evolution of average diversity and average tree length
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Table 2. Empirical results expressed as median R2± interquartile range over 50 algo-
rithm repetitions

Problem data Algorithm R2 (Training) R2 (Test) Time (s)

Breiman - I GA 0.870 ± 0.040 0.865 ± 0.037 1084.5

Breiman - I GA Diversity 0.875 ± 0.034 0.870 ± 0.029 1207.5

Breiman - I NSGA-2 0.885± 0.013 0.879± 0.012 1584.0

Friedman - I GA 0.859 ± 0.007 0.860 ± 0.006 1090.5

Friedman - I GA Diversity 0.860 ± 0.007 0.860 ± 0.005 1207.0

Friedman - I NSGA-2 0.863± 0.002 0.863± 0.003 1554.0

Friedman - II GA 0.944 ± 0.038 0.942 ± 0.041 1092.0

Friedman - II GA Diversity 0.957 ± 0.023 0.957 ± 0.025 1248.0

Friedman - II NSGA-2 0.958± 0.008 0.957± 0.010 1474.0

Pagie-1 GA 0.990 ± 0.012 0.889 ± 0.107 442.5

Pagie-1 GA Diversity 0.994 ± 0.005 0.912 ± 0.070 540.5

Pagie-1 NSGA-2 0.998± 0.002 0.932± 0.075 880.0

Poly-10 GA 0.820 ± 0.293 0.764 ± 0.478 405.0

Poly-10 GA Diversity 0.840 ± 0.089 0.838 ± 0.120 518.0

Poly-10 NSGA-2 0.879± 0.072 0.850± 0.099 902.5

Vladislavleva-1 GA 0.999 ± 0.001 0.946 ± 0.120 371.5

Vladislavleva-1 GA Diversity 0.999 ± 0.001 0.980 ± 0.106 450.0

Vladislavleva-1 NSGA-2 1.000± 0.000 0.987± 0.026 784.5

Vladislavleva-2 GA 0.995 ± 0.012 0.987 ± 0.028 355.0

Vladislavleva-2 GA Diversity 0.995 ± 0.012 0.992 ± 0.016 462.0

Vladislavleva-2 NSGA-2 0.999± 0.001 0.998± 0.002 802.0

Vladislavleva-3 GA 0.968 ± 0.062 0.932 ± 0.508 445.0

Vladislavleva-3 GA Diversity 0.979 ± 0.048 0.975 ± 0.053 570.0

Vladislavleva-3 NSGA-2 0.995± 0.014 0.989± 0.042 920.5

Vladislavleva-4 GA 0.951 ± 0.036 0.918 ± 0.053 527.0

Vladislavleva-4 GA Diversity 0.968 ± 0.023 0.936 ± 0.049 651.0

Vladislavleva-4 NSGA-2 0.982± 0.017 0.966± 0.027 973.5

Vladislavleva-5 GA 0.997 ± 0.012 0.933 ± 0.144 407.0

Vladislavleva-5 GA Diversity 0.999 ± 0.002 0.995 ± 0.015 502.5

Vladislavleva-5 NSGA-2 1.000± 0.000 0.997± 0.023 871.0

Vladislavleva-6 GA 0.869 ± 0.155 0.072 ± 0.329 369.0

Vladislavleva-6 GA Diversity 0.939 ± 0.143 0.255 ± 0.978 491.0

Vladislavleva-6 NSGA-2 1.000± 0.023 1.000± 0.347 930.0

Vladislavleva-7 GA 0.895 ± 0.048 0.878 ± 0.100 395.0

Vladislavleva-7 GA Diversity 0.904 ± 0.029 0.892 ± 0.058 501.5

Vladislavleva-7 NSGA-2 0.917± 0.017 0.899± 0.033 843.5

Vladislavleva-8 GA 0.962 ± 0.080 0.541 ± 0.569 362.5

Vladislavleva-8 GA Diversity 0.986 ± 0.033 0.787 ± 0.436 489.5

Vladislavleva-8 NSGA-2 0.992± 0.012 0.817± 0.412 799.0
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4 Summary

We described a hashing algorithm for GP trees with applications to distance cal-
culation and expression simplification. The approach is highly efficient, making
it feasible to measure diversity on a generational basis, as after an initial pre-
processing step tree distance is reduced to a simple co-occurrence count between
sorted hash value sequences. With this information new diversity preservation
strategies become possible at low computational cost.

A simple strategy illustrated in this work is to bias selection towards indi-
viduals that are more distant from the rest of the population. Experimental
results using the standard GA and NSGA-2 algorithms showed increased model
accuracy on all tested problem instances, correlated with increased diversity and
lower average tree size. Although easily integrated with all GA flavours, we con-
clude empirically that the strategy is more effective in the multi-objective case
when diversity is separately considered.

Future work in this area will focus on mining common subtrees in the pop-
ulation based on hash value frequencies and designing more complex diversity
preservation strategies.
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within the Josef Ressel Centre for Symbolic Regression.
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Abstract. We describe a method for the identification of models for
dynamical systems from observational data. The method is based on the
concept of symbolic regression and uses genetic programming to evolve
a system of ordinary differential equations (ODE).

The novelty is that we add a step of gradient-based optimization of
the ODE parameters. For this we calculate the sensitivities of the solu-
tion to the initial value problem (IVP) using automatic differentiation.

The proposed approach is tested on a set of 19 problem instances
taken from the literature which includes datasets from simulated sys-
tems as well as datasets captured from mechanical systems. We find that
gradient-based optimization of parameters improves predictive accuracy
of the models. The best results are obtained when we first fit the individ-
ual equations to the numeric differences and then subsequently fine-tune
the identified parameter values by fitting the IVP solution to the observed
variable values.

Keywords: System dynamics · Genetic programming · Symbolic
regression

1 Background and Motivation

Modelling, analysis and control of dynamical systems are core topics within the
field of system theory focusing on the behavior of systems over time. System
dynamics can be modelled using ordinary differential equations (cf. [5]) which
define how the state of a system changes based on the current state for infinites-
imal time steps.

Genetic programming (GP) is a specific type of evolutionary computation
in which computer programs are evolved to solve a given problem. Symbolic
regression (SR) is a specific task for which GP has proofed to work well. The
goal in SR is to find an expression that describes the functional dependency
between a dependent variable and multiple independent variables given a dataset
of observed values for all variables. In contrast to other forms of regression
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analysis it is not necessary to specify the model structure beforehand because
the appropriate model structure is identified simultaneously with the numeric
parameters of the model. SR is therefore especially suited for regression tasks
when a parametric model for the system or process is not known. Correspond-
ingly, SR could potentially be used for the identification models for dynamical
systems when an accurate mathematical model of the system doesn’t exist.

We aim to use SR to find the right-hand sides f(·) of a system of ordinary
differential equations such as:

u̇1 = fu̇1(u1, u2,θ), u̇2 = fu̇2(u1, u2,θ)

We only consider systems without input variables (non-forced systems) and
leave an analysis for forced systems for future work.

1.1 Related Work

The vast literature on symbolic regression is mainly focused on static models in
which predicted values are independent given the input variable values. How-
ever, there are a several articles which explicitly describe GP-based methods
for modelling dynamical systems. A straight-forward approach which can be
implemented efficiently is to approximate the derivatives numerically [3,4,7,11].
Solving the IVP for each of the considered model candidates is more accurate
but also computationally more expensive; this is for instance used in [1].

In almost all methods discussed in prior work the individual equations of the
system are encoded as separate trees and the SR solutions hold multiple trees
[1,4,7]. A notable exception is the approach suggested in [3] in which GP is run
multiple times to produce multiple expressions for the numerically approximated
derivatives of each state variable. Well-fitting expressions are added to a pool of
equations. In the end, the elements from the pool are combined and the best-
fitting ODE system is returned. In this work the IVP is solved only in the model
combination phase.

Identification of correct parameter values is critical especially for ODE sys-
tems. Therefore, several authors have included gradient-based numeric optimiza-
tion of parameter values. In [4], parameters are allowed only for scaling top-level
terms, to allow efficient least-squares optimization of parameter values. In [11]
non-linear parameters are allowed and parameter values are iteratively opti-
mized using the Levenberg-Marquardt algorithm based on gradients determined
through automatic differentiation.

Partitioning is introduced in [1]. The idea is to optimize the individual parts
of the ODE system for each state variable separately, whereby it is assumed that
the values of all other state variables are known. Partitioning reduces compu-
tational effort but does not guarantee that the combined system of equations
models system dynamics correctly.
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Recently, neural networks have been used for modelling ODEs [2] whereby
the neural network parameters are optimized using gradients determined via the
adjoint sensitivity method and automatic differentiation. The same idea can be
used to fit numeric parameters of SR models.

2 Methods

We extend the approach described in [4], whereby we allow numeric parameters
at any point in the symbolic expressions. We use an iterative gradient-based
method (i.e. Levenberg-Marquardt (LM)) for the optimization of parameters
and automatic differentiation for efficient calculation of gradients similarly to
[11]. We analyse several different algorithm variations, some of which solve the
IVP problem in each evaluation step as in [1,2]. For this we use the state-of-the-
art CVODES1 library for solving ODEs and calculating parameter sensitivities.

We compare algorithms based on the deviation of the IVP solution from the
observed data points for the final models. The deviation measure is the sum of
normalized mean squared errors:

SNMSE(Y, Ŷ ) =
D∑

i=1

1
var(yi,·)

1
N

N∑

j=1

(yi,j − ŷi,j)2 (1)

Where Y = {yi,j}i=1..D,j=1..N is the matrix of N subsequent and equidistant
observations of the D the state variables. Each state variable is measured at
the same time points (ti)i=1..N . The matrix of predicted values variables Ŷ =
{ŷi,j}i=1..D,j=1..N is calculated by integrating the ODE system using the initial
values ŷ·,1 = y·,1.

2.1 Algorithm Description

The system of differential equations is represented as an array of expression
trees each one representing the differential equation for one state variable. The
evolutionary algorithm initializes each tree randomly whereby all of the state
variables are allowed to occur in the expression. In the crossover step, exchange of
sub-trees is only allowed between corresponding trees. This implicitly segregates
the gene pools for the state variables. For each of the trees within an individual
we perform sub-tree crossover with the probability given by the crossover rate
parameter. A low crossover rate is helpful to reduce the destructive effect of
crossover.

Memetic optimization of numeric parameters has been shown to improve
GP performance for SR [6,10]. We found that GP performance is improved
significantly even when we execute only a few iterations (3–10) of LM and update
the parameter values whenever an individual is evaluated. This ensures that
the improved parameter values are inherited and can subsequently be improved

1 https://computation.llnl.gov/projects/sundials/cvodes.

https://computation.llnl.gov/projects/sundials/cvodes
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even further when we start LM with these values [6]. We propose to use the same
approach for parameters of the ODEs with a small modification based on the idea
of partitioning. In the first step we use the approximated derivative values as the
target. In this step we use partitioning and assume all variable values are known.
The parameter values are updated using the optimized values. In the second
step we use CVODES to solve the IVP for all state variables simultaneously
and to calculate parameter sensitivities. The LM algorithm is used to optimize
the SNMSE (Eq. 1) directly. Both steps can be turned on individually and the
number of LM iterations can be set independently.

2.2 Computational Experiments

Algorithm Configuration. Table 1 shows the GP parameter values that have
been used for the experiments.

Table 1. Parameter values for the GP algorithm that have been used for all experi-
ments. The number of generations and the maximum number of evaluated solutions is
varied for the experiments.

Parameter Value

Population size 300

Initialization PTC2

Parent selection Proportional (first parent)

Random (second parent)

Crossover Subtree crossover

Mutation Replace subtree with random branch

Add x ∼ N(0, 1) to all numeric parameters

Add x ∼ N(0, 1) to a single numeric parameter

Change a single function symbol

Crossover rate 30% (for each expression)

Mutation rate 5% (for the whole individual)

Offspring selection Offspring must be better than both parents

Maximum selection pressure 100 < # evaluated offspring/population size

Replacement Generational with a single elite

Terminal set State variables and real-valued parameters

Function set +, ∗, sin, cos

We compare two groups of different configurations: in the first group we rely
solely on the evolutionary algorithm for the identification of parameter values.
In the second group we use parameter optimization optimization. Both groups
contain three configurations with different fitness functions. In the following we
use the identifiers D, I, D + I, Dopt, Iopt, and Dopt + Iopt for the six algorithm
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instances. Configuration D uses the SNMSE for the approximated derivatives for
fitness assignment as in [3,4,11]; configuration I uses the SNMSE for the solution
to the IVP as in [1]; configuration D + I uses the sum of both error measures
for fitness evaluation. For the first group we allow maximally 500.000 evaluated
solutions and 250 generations; for the second group we only allow 100.000 eval-
uated solutions and 25 generations. The total number of function evaluations
including evaluations required for parameter optimization is similar for all con-
figurations and approximately between 500.000 and 2 million (depending on the
dimensionality of the problem).

Problem Instances. We use 19 problem instances for testing our proposed
approach as shown in Tables 2 and 3. These have been taken from [4,7,8] and
include a variety of different systems. The set of problem instances includes
simulated systems (Table 2) as well as datasets gathered with motion-tracking
from real mechanical systems (Table 3). The simulated datasets have been gen-
erated using fourth-order Runge-Kutta integration (RK45).The motion-tracked
datasets have been adapted from the original source to have equidistant obser-
vations using cubic spline interpolation.

3 Results

Table 4 shows the number of successful runs (from 10 independent runs) for each
problem instance and algorithm configuration. A run is considered successful if
the IVP solution for the identified ODE system has an SNMSE <0.01. Some of
the instances can be solved easily with all configurations. Overall the configu-
ration Iopt + Dopt is the most successful. With this configuration we are able to
produce solutions for all of the 19 instances with a high probability. The benefi-
cial effect of gradient-based optimization of parameters is evident from the much
larger number of successful runs.

Notably, when we fit the expressions to the approximated derivatives using
partitioning (configurations D and Dopt) the success rate is low. The reason is
that IVP solutions might deviate strongly when we use partitioning to fit of the
individual equations to the approximated derivatives. To achieve a good fit the
causal dependencies must be represented correctly in the ODE system. This is
not enforced when we use partitioning.

4 Discussion

The results of our experiments are encouraging and indicate that it is indeed
possible to identify ODE models for dynamical systems solely from data using
GP and SR. However, there are several aspects that have not yet been fully
answered in our experiments and encourage further research.

A fair comparison of algorithm configurations would allow the same runtime
for all cases. We have use a similar amount of function evaluations but have so
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Table 2. The problem instances for which we have generated data using numeric
integration.

Instance Expression Initial value N tmax

Chemical
reaction [4]

ẏ1 = −1.4y1

ẏ2 = 1.4y1 − 4.2y2

ẏ3 = 4.2y2

(0.1, 0, 0) 100 1

E-Cell [4]

ẏ1 = −10y1y3

ẏ2 = 10y1y3 − 17y2

ẏ3 = −10y1y3 + 17y2

(1.2, 0.0, 1.2) 40 0.4

S-system [4]

ẏ1 = 15y3y−0.1
5 − 10y2

1

ẏ2 = 10y2
1 − 10y2

2

ẏ3 = 10y−0.1
2 − 10y−0.1

2 y2
3

ẏ4 = 8y2
1y−0.1

5 − 10y2
4

ẏ5 = 10y2
4 − 10y2

5

(0.1, 0.1, 0.1, 0.1, 0.1)

(0.5, 0.5, 0.5, 0.5, 0.5)

(1.5, 1.5, 1.5, 1.5, 1.5)

3 ∗ 30 0.3

Lotka-Volterra
(3 species) [4]

ẏ1 = y1(1 − y1 − y2 − 10y3)

ẏ2 = y2(0.992 − 1.5y1 − y2 − y3)

ẏ3 = y3(−1.2 + 5y1 + 0.5y2)

(0.2895, 0.2827, 0.126) 100 100

Lotka-Volterra
(2 species) [3]

ẏ1 = y1(0.04 − 0.0005y2)

ẏ2 = −y2(0.2 − 0.004y1)
(20, 20) 300 300

Glider [7]
v̇ = −0.05v2 − sin(θ)

θ̇ = v − cos(θ)/v;
(1.5, 1) 100 10

Bacterial
respiration [7]

ẋ = (20 − x − xy)/(1 + 0.5x2)

ẏ = (10 − xy)/(1 + 0.5x2)
(1, 1) 100 10

Predator-prey
[7]

ẋ = x(4 − x − y/(1 + x))

ẏ = y(x/(1 + x) − 0.075y)
(1.1, 7.36) 100 10

Bar magnets [7]
θ̇1 = 0.5 sin(θ1 − θ2) − sin(θ1)

θ̇2 = 0.5 sin(θ2 − θ1) − sin(θ2)
(0.7, −0.3) 100 10

Shear flow [7]
θ̇ = cot(θ) cos(φ)

φ̇ = (cos(φ)2 + 0.1 sin(φ)2) sin(φ)
(0.7, 0.4) 100 10

Van der Pol
oscillator [7]

ẋ = 10(y − (
1

3
x3 − x))

ẏ = −0.1x
(2, 0.1) 100 10

far neglected the computational effort that is required for numerically solving
the ODE in each evaluation step. Noise can have a large effect in the numeric
approximation of derivatives. We have not yet studied the effect of noisy mea-
surements. Another task for future research is the analysis of forecasting accuracy
of the models. So far we have only measured the performance on the training
set. Finally, for practical applications, it would be helpful to extend the method
to allow input variables (forced systems) as well as latent variables.
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Table 3. The problem instances for which we used the datasets from [9]. For each
system type we use two different datasets, one generated via simulation, the other by
motion-tracking the real system.

Type Name File name Variables N

Simulated Linear oscillator linear h 1.txt x, v 512

Motion-tracked Linear oscillator real linear h 1.txt x, v 879

Simulated Pendulum pendulum h 1.txt θ, ω 502

Motion-tracked Pendulum real pend h 1.txt θ, ω 568

Simulated Coupled oscillator double linear h 1.txt x1, x2, v1, v2 200

Motion-tracked Coupled oscillator real double linear h 1.txt x1, x2, v1, v2 150

Simulated Double pendulum double pend h 1.txta θ1, θ2, ω1, ω2 1355

Motion-tracked Double pendulum real double pend h 1.txta θ1, θ2, ω1, ω2 200
aFirst (non-chaotic) configuration only

Table 4. Number of successful runs. A run is successful if the SNMSE for the inte-
grated system is <0.01. Algorithm configurations: numeric differences (D), numeric
IVP solution (I), combination of numeric differences and IVP solution (I+ D). The
configurations using the subscript opt include parameter optimization.

Instance D I I + D Dopt Iopt Iopt + Dopt

Chemical reaction 7 4 2 9 10 10

E-Cell 5 0 4 9 10 10

S-system 0 0 0 10 10 10

Lotka-Volterra (three species) 0 0 0 0 0 8

Bacterial respiration 5 3 3 10 10 10

Bar magnets 3 4 5 10 10 10

Glider 0 0 0 9 10 10

Lotka-Volterra 0 0 0 1 3 10

Predator prey 0 0 0 3 10 10

Shear flow 0 0 0 7 10 10

Van der Pol oscillator 1 0 1 6 10 10

Linear oscillator (motion-tracked) 0 5 9 1 9 10

Linear oscillator (simulation) 0 0 5 0 10 10

Pendulum (motion-tracked) 0 0 0 0 10 10

Pendulum (simulated) 4 9 9 0 10 10

Double oscillator (motion-tracked) 0 0 0 0 0 6

Double oscillator (simulated) 0 0 0 0 0 10

Double pendulum (motion-tracked) 0 0 0 0 0 7

Double pendulum (simulated) 0 0 0 10 0 10

Total 21 16 29 85 122 171
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Abstract. The growing volume of data makes the use of computation-
ally intense machine learning techniques such as symbolic regression with
genetic programming more and more impractical. This work discusses
methods to reduce the training data and thereby also the runtime of
genetic programming. The data is aggregated in a preprocessing step
before running the actual machine learning algorithm. K-means cluster-
ing and data binning is used for data aggregation and compared with
random sampling as the simplest data reduction method. We analyze
the achieved speed-up in training and the effects on the trained models’
test accuracy for every method on four real-world data sets. The per-
formance of genetic programming is compared with random forests and
linear regression. It is shown, that k-means and random sampling lead to
very small loss in test accuracy when the data is reduced down to only
30% of the original data, while the speed-up is proportional to the size
of the data set. Binning on the contrary, leads to models with very high
test error.

Keywords: Symbolic regression · Machine learning · Sampling

1 Introduction

One of the first tasks in data-based modeling of systems is collection and selection
of data with which a meaningful model can be learned. One challenge is to pro-
vide the right amount of data – w.r.t. both instances and features. There should
be enough data to compensate noise and train a sufficiently complex model, but
not too much to unnecessarily slow down the training. With the growing volume
of data, especially the latter becomes more and more an issue when working
with computationally intensive algorithms like genetic programming (GP).

An intuitive idea to keep the training data small is outlined in Fig. 1. Instead
of using all training data, only a few representative instances are extracted first
and then used for the training. Ideally, these few instances retain all information
that are necessary to train a well-generalizing model. This idea has been already
applied for support vector machines for classification [9] and regression tasks
c© Springer Nature Switzerland AG 2020
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Fig. 1. Schematic outline of extracting a data set of representative instances (right)
out of original noisy data (left).

[3]. In this previous work, the authors heuristically selected those instances,
which are likely to determine the support vectors and therefore the SVM model.
Another proposed approach for speeding up GP’s evaluation is to use only a small
random sample in every evaluation [5]. Kugler et al. [6] suggested to aggregate
similar instances together before training a neural network. Grouping together
instances should cancel out noise and shrink the data set, which is similar to the
initially mentioned idea.

This paper builds on the idea of Kugler et al. [6] and uses clustering algo-
rithms for aggregating and reducing training instances. The applied methods are
random sampling, data binning and k-means clustering. The new, aggregated
data are then used for training with different machine learning algorithms, with
a focus on symbolic regression with GP. The trade-off between speed-up and
loss in prediction accuracy due to potential removal of information is analyzed.
We test how much we can reduce data so that we still can train accurate and
complex models.

2 Aggregation Methods

All three aggregation methods require a predefined number of instances, which
should be generated out of the original data. The first one, random sampling
without replacement, serves as lower baseline. It will show, how much data can
be removed without losing relevant information for modeling.

In data binning, the training data are aggregated based on the target variable.
Similar to a histogram, instances with target values in fixed ranges are grouped
together into bins. The range is determined by the minimum/maximum of the
original target values and the predefined number of bins. To reduce the instances
in a bin to one single instance, we use the median for all of the features. Binning
should provide an equal target value distribution and reduce noise and variance
[6]. However, binning also implies a “many-to-one mapping” between features
and target variable, which incurs a loss of information in cases where interactions
of features are relevant.
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K-means clustering searches k cluster centroids that minimize the sum of the
Euclidean distance between each point and its closest centroid. In this work, the
calculated centroids are used as new training data, while in usual applications,
k-means is used as unsupervised learning algorithm to separate the data into k
groups. We deliberately consider both features and target values when aggregat-
ing the data because it is assumed that information about variable interactions
is retained in contrast to data binning. The most common algorithm for deter-
mining the centroids is the heuristic Lloyd’s algorithm [7], is infeasible for larger
data sets with high k, since its runtime complexity is linear to the number of
instances and k – especially when the goal is actually to speed up the overall
modeling process. For our experiments, we use the mini-batch k-means algorithm
[10], which reduces the runtime of the preprocessing from days to a few minutes
with comparable results.

3 Experimental Setup

This work focuses on the effect of the described aggregation methods on sym-
bolic regression with GP. We use the algorithm framework described by Winkler
[13], in which the prediction error of mathematical formulas in syntax tree rep-
resentation as individuals is minimized. The algorithm implementation applies
strict offspring selection with gender-specific selection [1], a separate numerical
optimization of constants in the formula [5] and explicit linear scaling [4]. Since
we focus on the effect of preprocessing on symbolic regression, we use a standard
parameter setting which has shown in our experience to provide good results.
GP’s maximum selection pressure was set to 100, the mutation rate to 20% and
the population size to 300. The trees are build with a grammar of arithmetic and
trigonometric symbols, as well as exponential and logarithm functions. The tree
size is limited at most 50 symbols and a maximum depth of 30. The crossover
operator is subtree swapping and mutation operators are point mutation, tree
shaking, changing single symbols and replacing/removing branches [1]. We use
for all experiments the HeuristicLab framework1 [11].

Random forests (RF) [2] and linear regression (LR) are run on the same data
sets in order to provide comparability of the achieved results. Linear regression
serves as a lower bound, as the resulting linear models have low complexity and
all relations in the data sets are nonlinear. Random forests are used as a rough
indicator, which accuracy values are achievable on different data sets, as this
algorithm has shown to be both fast and often very accurate. The settings for
RF were set train 50 trees and sample from 30% of instances and 50% of features
for each tree.

This work uses four real-world data sets: The Chemical-I data set (711 train-
ing instances, 57 features) [12], the Tower data set [12] (3136 training instances,
25 features), the SARCOS data set [8] (44 500 training instances, 21 features)
and the puma8NH data set (6144 training instances, 8 features) from the Delve

1 https://dev.heuristiclab.com.

https://dev.heuristiclab.com
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repository2. The data sets are split into training and test data set according to
the cited papers. The data sets are normalized to a mean of zero and a standard
deviation of 1 in the training data, which is especially important for the k-means
algorithm, which uses the Euclidean distance.

To analyze the tradeoff between accuracy and speed-up, the training data
are reduced stepwise, starting from a reduction to one percent up to 50% of the
original training data size. For each of these steps, ten reduced training data
sets are generated. The three machine learning algorithms are then run on each
of these reduced data sets. Figure 2 outline the estimation of the generalization
error, where we evaluate the trained models on the not-aggregated test data. The
generalization error is measured with Pearson’s R2 coefficient, which describes
the correlation between actual target values predictions in the interval [0, 1].

Training
Data

New Training
Data Model

R2 (Test)Test Data

Aggregation LR, GP, RF

Repeat ten times per reduction rate

Fig. 2. Experiment workflow of reducing data for each data set and reduction rate.

4 Results

Figure 3 shows, that the speed-up of k-means clustering and sampling is pro-
portional to the reduction rate – how much the data has been reduced relative
to the original size. This is expected, as GP spends most of its time evaluat-
ing individuals. The computational effort of evaluations increases proportionally
with larger numbers of training instances, because every instance’s prediction
has to be calculated in every evaluation. However, the proportional speed-up
also indicates, that algorithm dynamics such as the earlier convergence due to
preprocessing can be ruled out. The runtime for the preprocessing step itself
is neglected, because it made up at most three minutes (for the large Sarcos
data set) per run, which is only a very small fraction of the runtime of GP.
Figure 3 also excludes the runtime for RF and LR because both methods took
only seconds to finish in all experiments.

2 https://www.dcc.fc.up.pt/ltorgo/Regression/puma.html.

https://www.dcc.fc.up.pt/ltorgo/Regression/puma.html
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Fig. 3. Median execution of GP for different rates of reduction of the original data set.

While data binning and k-means led to similar execution times, GP runs
with preceding data binning were slightly faster. This is most likely due to a loss
of information about the relations in the data. Fewer relations in the training
data make the search for a model, which fits the training data well, easier and
therefore faster although it degrades its test errors. Table 1 shows that data
binning yielded throughout worse models regarding test accuracy.

K-means clustering and random sampling produced very similar results, as
listed in Table 1. In both cases, the loss in prediction accuracy is small when
the data is reduced to 30%, 40% or 50% of the original data in comparison to
runs with the original data. The only difference is the more stable behavior of
k-means preprocessing when the training data is reduced to a size of 20% or less
of the original data set size. The small difference between preprocessing with
k-means and data binning can be explained with the small number of instances,
with which each centroid is computed – e.g. if the training data is reduced to
50%, each centroid is the center of only two similar instances on average. This
leaves little space for improvements over random sampling. However, all methods
failed to yield meaningful models when the training data are reduced to only 1%
of their original size.
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Table 1. Test R2 median and interquartile range for symbolic regression with GP.

Chemical-I Sarcos Tower puma8NH

Original sampling .863 (.02) .949 (.00) .937 (.01) .684 (.00)

1 .002 (.00) .928 (.01) .390 (.31) .369 (.06)

5 .431 (.36) .946 (.00) .907 (.02) .572 (.04)

10 .396 (.36) .947 (.00) .919 (.02) .632 (.02)

20 .728 (.21) .948 (.00) .925 (.01) .657 (.00)

30 .787 (.08) .948 (.00) .933 (.00) .668 (.01)

40 .836 (.01) .947 (.00) .934 (.01) .675 (.01)

50 .834 (.02) .949 (.00) .936 (.00) .677 (.01)

K-means 1 .018 (.04) .943 (.01) .729 (.14) .480 (.11)

5 .523 (.15) .948 (.00) .918 (.01) .596 (.07)

10 .704 (.13) .948 (.00) .926 (.00) .596 (.09)

20 .806 (.06) .948 (.00) .933 (.01) .656 (.05)

30 .828 (.03) .948 (.00) .932 (.00) .665 (.01)

40 .853 (.04) .948 (.00) .932 (.00) .672 (.01)

50 .848 (.02) .947 (.00) .931 (.00) .680 (.00)

Binning 1 .009 (.01) .504 (.45) .378 (.37) .021 (.03)

5 .253 (.30) .866 (.01) .313 (.35) .189 (.31)

10 .345 (.21) .893 (.01) .700 (.27) .532 (.05)

20 .578 (.13) .892 (.01) .806 (.05) .530 (.07)

30 .673 (.05) .899 (.01) .853 (.03) .576 (.05)

40 .699 (.05) .898 (.01) .872 (.05) .630 (.03)

50 .718 (.08) .897 (.01) .883 (.02) .648 (.01)

When compared to RF and LR, GP achieves in most experiments similar
accuracy as random forests. However, when the data is strongly reduced to only
30% or less of the original data, GP tends to have less loss in test accuracy
than RF. Figure 4 describes the median R2 results of all three algorithms with
differently reduced data for each data set. Modeling results on the original data
set are shown on the left. The results for data, that was reduced to 1%, as well
as the binning results are not shown in Fig. 4 since they would degrade the axis
scale.
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5 Conclusion

The experimental results show, that the original training data can be reduced to
only 30% of the original size while still achieving only slightly worse test accuracy.
While data binning led to unusable models regarding test accuracy, there is no
noticeable difference in the resulting modeling accuracy between k-means and
random sampling. Depending on the actual application, whether a higher loss
in accuracy is acceptable, k-means might only be useful if the data is reduced
to 5–20%, as less variance among test errors compared to random sampling
was observed in this range. Otherwise, it is more convenient to use random
sampling instead of the additional effort of implementing k-means clustering in
the modeling process. The impact of data reduction was smaller for GP than for
RF, which underlines the stability and the generalization capabilities of symbolic
regression.

The speed-up for GP is proportional to the data reduction ratio, how much
the original data was reduced to. While the proposed reduction methods might
not be suitable for a final model in most applications due to the (even slight)
loss in accuracy, random sampling as preprocessing step might be a suitable tool
for speeding up early experimental phases and meta parameter tuning.
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Abstract. The main idea of this paper is to use Simple Symbolic Formulas gen-
erated offline with the help of the deterministic function extraction algorithm as
building blocks for Genetic Programming. This idea comparison to Automatically
Defined Functions approach was considered. A possibility to take into consider-
ation an expert’s knowledge about the problem in hand has been reviewed. In
this work a map of building block’s set is generated by means of clustering. All
distances between blocks are calculated offline by using a special metric for sym-
bolic expressions. A mutation operator in Genetic Programming was modified for
work with this kind of nodes. The effectiveness of this approach was evaluated on
benchmark as well as on real world problems.

Keywords: Genetic Programming · Symbolic Regression · Models of Models

1 Introduction

Symbolic regression (SR) is one of the tasks that can be solved with Genetic Program-
ming (GP) [1].Genetic Programming can generate solutions of arbitrary formusing com-
ponents from functional ant terminal sets. Genetic Programming for symbolic regression
has always been one of the topics discussed at workshops. However, GP also has some
limitations for using it for symbolic regression in practice. Genetic Programming (GP)
typically performs a long search for relatively simple bundles of variables.

The idea to use some “good parts of tree” as parts of new generated trees during
the GP run for GP boosting was first time considered in [1]. One of the most common
variants is to use so called Automatically Defined Functions (ADF) [2]. Most researches
in this direction focuses on using some kind of coevolution of GP trees and ADFs or
independently train ADFs and then use them inside of GP trees [3]. In both variants ADF
inherits disadvantages and problems of GP (such as bloat, one phenotype for different
genotypes, and small changes in tree that lead to big changes in formula and sufficiently
influent on the kind of the model behavior) and introduce additional complexity (in par-
ticular, when performing evaluation of treeswithADFs). Fast Function Extraction (FFX)
algorithms [4, 5] do not suffer from these disadvantages, because they are deterministic
and provide simpler models with more generalization ability.

© Springer Nature Switzerland AG 2020
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A main idea of the concrete contribution is to use Simple Symbolic Formulas gen-
erated offline with help of Fast Function Extraction Algorithm like in [5] as a building
blocks for GP.

The structure of this article contains a description of the approach and analysis of the
experiments results to evaluate the method effectiveness. In Sect. 2, we explain howmap
of models can be created and used during the GP run. Section 3 shows general parameter
settings, datasets that will be used along the experiments and results of investigation.
In Sect. 3, the approach effectiveness comparison with traditional GP and GP using
buildings blokes without map. Lastly, our findings and draw conclusions are discussed
in Sect. 4.

2 Genetic Programming Based Evolvement of Models of Models

Genetic Programming based Evolvement of Models of Models (EMM-GP) is the app-
roach that is discussed in this paper. As the first step of each problem solving a set of
models in form of symbolic expression with help of algorithm like in [5] should be
created and then they will be used as a leafs in GP trees. Certain difficulties arise on
the step of mutation, because the most obvious way of models replacement (replace on
a random one from the set) can provide very big changes in phenotype that contradicts
to idea of mutation. In this work, we decided to build a map of building block’s set by
means of clustering [6] and all distances between blocks were calculated by using metric
based on [7]. In this case, on the stage of mutation operator works every model can be
randomly replaced only on model from the same cluster that should be close enough.

The main scheme of algorithm is presented below and the most interesting steps
description are considered in Sects. 2.1–2.3.

EMM-GP Algorithm scheme
Initialize model set (offline)
Create map of models (offline)
Genetic programming algorithm run: 

Initialization (using additional terminal nodes from model set) 
Fitness function calculation 
Selection
Crossover 
Mutation (with special operations for nodes from models set) 
Survivor selection

This decision will not affect the running time of a GP because all preparation works
(sub-models extraction, distances calculation, clustering and map creation) can be done
offline (before GP should be started) and only one time for each problem (algorithm for
simple models creation [5] is deterministic). In addition, for this approach, it is possible
to take into consideration an expert’s knowledge about a problem in hand for reducing
building block’s set and search space, or for inclusion of expert views on the type of
model (for example, some previously existed models or hypotheses about behavior of
object in hand).
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2.1 Model Sets Description

As it was written above, all sub-models in this paper were created with help of algorithm
from [5]. The main problem with using this deterministic models extraction algorithm
for our goal is the multiple possible choice of answer on the question: How complicated
should be sub-models that will be used as building blocks?

In this paper we consider several possible variants: Complete System and Simple
System. The Complete System is understood as a set of models that was created with
using all available elements of a functional set as components (sin, cos, exp and so on).
This kind of models set provides for GP more features and greater flexibility on the one
hand, but on the other hand, this significantly increases the amount of search space (in
case of two dimension more than 1200 possible sub-models) and may lead to additional
problems. The Simple System is understood as a set of models that was created with
using only basic elements of a functional set as components (+,−, *, /) and contains only
of 120 models. It is obviously that the Complete System contains the Simple System.
The examples from both models sets are presented in Table 1.

Table 1. Examples of models from examples from complete system and simple system models
sets.

Complete system 1. (0 + (1/(0 + ((SIN((0 + ('X' * 1))) * SIN((0 + ('Y' * 1)))) * 1)) * 1)) 
2. (0 + (1/(0 + ((LOG((0 + ('X' * 1))) * SIN((0 + ('Y' * 1)))) * 1)) * 1))
3. (0 + (1/(0 + ((LOG((0 + ('X' * 1))) * EXP(('Y' * 1))) * 1)) * 1))
4. (0 + ((1/(0 + (LOG((0 + ('Y' * 1))) * 1)) * EXP((('X' * 'X') * 1))) * 
1))
5. (0 + (1/(0 + (((EXP(('X' * 1)) * EXP(('Y' * 1))) * SIN((0 + ('Y' * 
1)))) * 1)) * 1))
and so on. 

Simple system 1. ((0 + ((1/(0 + ('X' * 1)) * 'X') * 1)) + ('X' * 1))
2. ((0 + ('X' * 1)) + ('Y' * 1))
3. (0 + (1/((0 + (('X' * 'Y') * 1)) + ('X' * 1)) * 1))
4. ((0 + (('Y' * 'Y') * 1)) + ('Y' * 1))
and so on

Second important parameter is a way of constants and coefficients using in sub-
models. In this paperwe consider 3 possible variants: all coefficients is equal 1 (Simple-1,
Complete-1), models without free constants (with 0 on it places) (Simple-2, Complete-2)
and models with randomly generated coefficients (Simple, Complete).

From the view point of Genetic Programming models in such model sets are con-
sidered like third possible type of terminal node. During initialization Model Terminal
Node can be generated randomly with probability equal 1/3. The exact value (exact
model) for this node is randomly selected from the entire set of models. On the step of
mutation we face a new problem: How should algorithm choose a new model?
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2.2 Mutation Operators

In this paper we consider 3 variants of mutation operator: Change Node Type Manip-
ulation, Multipoint mutation and Multipoint mutation that saves terminal node type.
Change Node Type Manipulation randomly generates a new node from suitable type
for the parent node. Multipoint mutation randomly generates a new node from the same
type like previous node value (terminal node, binary function, unary function and so
on). Second variant of Multipoint mutation saves not only common information about
node type like terminal or functional, but also in addition it saves type of terminal node
(variable, constant or model).

All 3 mutation variants have common problem with new model node generation and
the same possible way for solving it:

1. Absolutely randomly select a one new model from model set (ZeroMap);
2. Randomly select a one new model from preliminary chosen subset (IslandMap).

Efficiency for GP with both variants of models map were evaluated. The results are
considered in Sect. 3.

2.3 Island Map

A concept of IslandMap is based on the idea that mutation should provide small changes
on genotype and phenotype level. Obviously, that random selection of a new model for
Model TerminalNode can dramatically change thewhole structure of the tree. According
Island Map model’s set is dividing on isolated islands (by clustering) according distance
matrix. During mutation or local search each sub-model can be exchange only for model
from the same island. Island Map is based on clustering K-means algorithm. Let’s take
a closer look.

In this investigation we used K-means clustering algorithm for discrete structures,
that means that initial centroids can not be created absolutely random, but they should
be randomly selected from existed model’s set. On the second step we should calculate
distance matrix according distance measure between two trees based on the intersection
of their corresponding hash value sequences. Each tree is converted into a sequence of
hash values corresponding to a post-order traversal of its structure. The distance between
two trees can be denned using the intersection between the two sequences:

D(T1, T2) = 2 · |H1 ∩ H2|
|H1| + |H2| ,

where H1, H2 represent the hash value sequences of T1 and T2, respectively. On the third
step the closest one centroid should be found for each tree, so first version of clusters will
be created. On the next step, new centroids should be found in the way that total distance
of all trees in cluster to the centroid became minimal. Then we should repeat last two
steps until during the next repetition the clusters will remain unchanged. A K-means
algorithm result example is presented on Fig. 1.
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Fig. 1. An example of models set before and after clustering.

3 Empirical Results

Investigation of Genetic Programming based Evolvement of Models of Models effec-
tiveness was performed on a several test problem and one real world problem (Prognoses
of turbine vibration characteristics). All characteristics for problems that are considered
bellow in details are presented in Table 2.

Table 2. Problems description.

Problem name Test function view Dimension

Spatial co-evolution F(x, y) = 1/(1 + xˆ(−4)) + 1/(1 + yˆ(−4)) 2

Keijzer-10 F(x, y) = xˆy 2

Keijzer-11 F(x, y) = xy + sin((x − 1)(y − 1)) 2

Keijzer-12 F(x, y) = xˆ4 − x3 + y2 / 2 − y 2

Prognoses of turbine vibration
characteristics

1000 elements in data set 11 inputs

In this paper we consider influence of model set type, map type, mutation type on
efficiency of Genetic Programming based Evolvement of Models of Models, all other
parameters of GP was fixed. We use Standard GP and Standard GP with coefficient opti-
mization like base line for our comparison of effectiveness. During all test each algorithm
made 10000 fitness function calculations. In tables bellow all results are presented for
test part of data set in term of Pearson R2 correctness measure. All results are presented
for 100 algorithm runs.

The example of impact, that clusters number have on efficiency, is presented in
Table 3. It was proved by statistical tests that any reasonable for model set size number
of clusters can be used without any influence on algorithm performance. The example
of mutation operator comparison is presented in Table 4. Easy to see that Median values
for all three variants are almost equal. So, Multipoint mutation and two values of cluster
number (k = 10 for Simple System and k = 50 for Complete System) were used in all
other tests below.
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Efficiency evaluation results for four test problems that are considered in details and
all possible model set’s and map’s variation are presented in Tables 5, 6, 7 and 8.

Table 3. Efficiency comparison for different number of clusters for spatial co-evolution problem.

k Min Max Median Average SD

5 0,0632 0,9948 0,8142 0,7987 0,1191

10 0,0357 0,9963 0,8151 0,7981 0,1259

15 0,0981 0,9946 0,8155 0,8017 0,1160

20 0,1099 0,9955 0,8154 0,8051 0,1187

From the results anybody can see that the type of the models set is more impor-
tant than the Map type. In majority cases Genetic Programming based Evolvement of
Models of Models that did not use coefficient optimization outperform Standard GP
and can compete with Standard GP with coefficient optimization. Advantage of Genetic
Programming based Evolvement of Models of Models is the more noticeable for tasks
that are more difficult. As it turned out, the biggest problem for the Island Map is the
randomness of the choice of initial centroids. Usual behavior of this variant of algorithm
is to decrease a variability of the using in trees models, as a rule at the end popula-
tion contain only models from one cluster (see Fig. 2). Generally in case using Island
Map, that was created before successful GP run, for next GP run increase essentially
probability of it’s success.

Fig. 2. Model clusters using during the run.
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Table 4. Efficiency comparison for different mutation operator types for spatial co-evolution
problem.

Mutation Min Max Median Average SD

Change node type manipulation 0,0594 0,9967 0,8151 0,8167 0,1356

Multipoint mutation 0,0756 0,9946 0,8158 0,7984 0,1027

Multipoint mutation + Node type saving 0,0357 0,9854 0,8146 0,7875 0,1174

Table 5. Efficiency comparison for different model subsets for spatial co-evolution problem.

Model set Map Min Max Median Average SD

Simple-1 Island 0,0163 0,9746 0,8382 0,7945 0,1464

Zero 0,0081 0,9786 0,8403 0,8178 0,1193

Simple-2 Island 0,0067 0,9696 0,8146 0,7926 0,1482

Zero 0,0088 0,9522 0,8146 0,8129 0,0985

Simple Island 0,4171 0,9516 0,8290 0,7868 0,1192

Zero 0,0015 0,9509 0,8097 0,7803 0,1377

Complete Island 0,2272 0,9546 0,7450 0,7057 0,1674

Zero 0,2857 0,9546 0,7166 0,6856 0,1648

Standard GP 0,2320 0,8218 0,5981 0,5965 0,1164

Standard GP +
Opt.

0,7778 0,9876 0,8500 0,8446 0,0299

Table 6. Efficiency comparison for different model subsets for Keijzer-10 Problem.

Model set Map Min Max Median Average SD

Simple-1 Island 0,2010 0,9998 0,9638 0,9016 0,2012

Zero 0,0301 0,9972 0,9636 0,8927 0,2170

Simple-2 Island 0,0227 0,9773 0,9490 0,9134 0,1652

Zero 0,1184 0,9996 0,9488 0,9132 0,1648

Simple Island 0,1345 0,9862 0,9527 0,9119 0,1734

Zero 0,1386 0,9939 0,9507 0,9322 0,1158

Complete Island 0,2330 0,9994 0,9471 0,9176 0,1400

Zero 0,2372 0,9986 0,9464 0,9386 0,0731

Standard GP +
Opt.

0,9117 0,9990 0,9584 0,9594 0,0140
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Table 7. Efficiency comparison for different model subsets for Keijzer-11 Problem.

Model set Map Min Max Median Average SD

Simple-1 Island 0,0310 0,9565 0,9313 0,7773 0,3082

Zero 0,0245 0,9565 0,9287 0,7151 0,3472

Simple-2 Island 0,0426 0,9583 0,9544 0,8492 0,2710

Zero 0,0533 0,9583 0,9538 0,8957 0,1998

Simple Island 0,0159 0,9603 0,9374 0,8048 0,3152

Zero 0,0185 0,9588 0,9366 0,8708 0,2187

Complete Island 0,0048 0,9580 0,9526 0,8665 0,2503

Zero 0,0326 0,9584 0,9529 0,8325 0,2986

Standard GP 0,0251 0,9614 0,9427 0,7706 0,3543

Generalized for all test problems results are presented in Table 9. In first two rows
results are presented in terms of reliability (proportion of successful runs to total run’s
number). In the last row results for real world problem are presented like percent of
correct prognoses.Minimal andmaximal values for all runs for all problems are presented
in brackets, and below average value is presented.

It is predictable that for more complex test problems a Complete System of models
was more efficient.

Table 8. Efficiency comparison for different model subsets for Keijzer-12 Problem.

Model set Map Min Max Median Average SD

Simple-1 Island 0,0028 0,9992 0,0465 0,2953 0,4104

Zero 0,0007 0,9971 0,05290 0,3131 0,4121

Simple-2 Island 0,0015 0,9985 0,9646 0,8291 0,2676

Zero 0,0228 0,9998 0,9618 0,8430 0,2494

Simple Island 0,0151 0,9927 0,9697 0,8901 0,2009

Zero 0,0036 0,9914 0,9638 0,9111 0,1747

Complete Island 0,1291 0,9946 0,9618 0,9153 0,1408

Zero 0,0030 0,9948 0,9665 0,9174 0,1479

Standard GP 0,0447 0,9923 0,9866 0,8997 0,2602
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Table 9. The common efficiency comparison.

Problem Standard GP Complete system Simple system

Simple benchmark problems [0.324, 0.653]
0.576

[0.213, 0.624]
0.498

[0.345, 0.701]
0.603

More complex benchmark problems [0.276, 0.543]
0.368

[0.301, 0.674]
0.412

[0.287, 0.576]
0.398

Real world problem [64,52; 77,42]
70,97

[53,85; 69,23]
61,54

[61,54; 92,31]
76,92

4 Conclusion

Genetic Programming based evolvement models of models work quicker than conven-
tional GP. Inmajority cases Genetic Programming based Evolvement ofModels ofMod-
els that did not use coefficient optimization outperform Standard GP and can compete
with Standard GP with coefficient optimization. Advantage of Genetic Programming
based Evolvement of Models of Models is the more noticeable for tasks that are more
difficult. Unfortunately, it adds new parameters for algorithm, so the best type of model’s
set is not obvious for a problem in hand. Effective IslandMap creation requires additional
algorithm run for map evaluation. Probably, other variants of using distance information
in map can be useful.
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Abstract. Incremental evaluation is a big advantage for trajectory-
based optimization algorithms. Previously, the application of similar
ideas to crossover-based algorithms, such as genetic algorithms did not
seem appealing as the expected benefit would be marginal. We propose
the use of an immutable data structure that stores partial evaluation
results inside of the solution representation, and composing new solution
from parts of previously evaluated candidates, which can speed up re-
evaluation. The application of this idea to the knapsack problem shows
promising results hinting at logarithmic complexity in case all genetic
operators can be adapted accordingly.

1 Introduction

Recombination of genetic information in the form of nature-inspired crossover
operators has proven a worthwhile addition to the arsenal of metaheuristic opti-
mization methods and is successful in a wide range of applications [8] including
genetic algorithms [9]. On the other hand, trajectory-based methods such as
Tabu Search [7], have also shown impressive results. A big advantage of these
methods is the applicability of incremental evaluation. When a solution can-
didate changes only slightly, it is possible to evaluate the change’s influence
on fitness rather than re-evaluation the whole solution candidate. Especially
for high-dimensional optimization tasks this can be a significant advantage.
Unfortunately, it is not straightforward to combine incremental evaluation with
crossover, as the changes made to the parent individuals from one generation
to the next can be substantial in size and are often difficult to track, especially,
when the recombination results need to be repaired [2].

Recent developments in immutable data structures that allow structure shar-
ing of solution candidates have enabled complex operations to be made with few
actual changes to the data representation, even during repeated crossover oper-
ations [13]. The same idea can be taken even further to incorporate evaluation
hints that can be re-used to achieve fast re-evaluation even in the presence of
large changes, as long as changes have been evaluated elsewhere and the evalua-
tion hints have been preserved and are still applicable. In this paper, we present
c© Springer Nature Switzerland AG 2020
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a simple extension to the ideas described previously [13], that allows re-use of
previous evaluation results to achieve evaluation speed-ups for crossover-based
algorithms, similar to incremental evaluation in trajectory-based algorithms.

Fig. 1. Crossover of two RRB-Trees [13]

2 State of the Art

Persistent data structures are as old as the Information Processing Language,
presented in 1957 [11], where a persistent linked list was used. The idea is sim-
ple: While every suffix of a linked list cannot be changed, it can be re-used as
a suffix of any other list, because it cannot be changed. Therefore, prepending
an element to a linked list does not invalidate the old list. Recent stagnation of
processor speeds have spurred multi-core processing [15] which in turn promoted
functional languages [6]. Classic data structures have been adapted to functional
– i.e. immutable – variants [12]. In particular, arrays have received interesting
pendants in the form of Array Mapped Tries (AMTs) [3] and Relaxed Radix
Balanced Trees (RRB-Trees) [4]. These data structures allow single-point modi-
fications and even slicing and concatenation of conceptual arrays in logarithmic
time. Only a narrow seam of nodes from the root to the changed index needs to
be created [13]. In Fig. 1, an example of a single-point crossover using persistent
data structures is shown, where the conceptual arrays A and B are cut in half
and recombined re-using many nodes [13].

Incremental evaluation has been incorporated into many metaheuristics [16],
and has been a contributing factor to the success of trajectory-based algorithms.
Equation 1 shows a simple fitness function that is just the sum of all alleles.
When only a single element of x changes, it would be wasteful to calculate the
whole sum again. Instead, it is much more efficient to subtract the old value xi

at the changed position i and add the new value x′
i to arrive at the new fitness

in constant time (Eq. 2).

f(x) :=
n∑

i=1

xi (1)
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f(x′) = f(x) − xi + x′
i with change at index i (2)

When we try to apply this scheme to solution candidates produced by recom-
bination, which typically consist of more or less equal contribution from all par-
ents, we would get a calculation similar to Eq. 3, which contains of two steps
with linear time complexity. This scheme is hardly advantageous compared to
directly summing over the whole solution candidate z in the first place.

f(z) = f(x) − ∑n
i=j xi +

∑n
i=j yi (3)

3 Materials and Methods

When we generalize the simple fitness function of Eq. 1 to the sum of alleles each
of which is located at a position i ∈ I, we can formulate a partial fitness function
over only some of these positions. The full fitness is then simply any sum over a
partition I of positions (Eq. 4).

fI(x) :=
∑

i∈I xi f(x) :=
∑

I∈I fI(x) (4)

While this generalization is initially more cumbersome to handle, it gener-
ates a set of new leverage points to facilitate incremental evaluation. We can
generalize these partial evaluation results fI(x) even further, using increasing
partition sizes, re-using smaller sub-partitions. This idea has been nicely cap-
tured in the Map Reduce calculation scheme [5]. First the initial position-based
fitness is mapped into an intermediate representation that we will call residual
fitness, which can be a single value or tuple of values to facilitate further aggre-
gation. These residuals, will then be combined or reduced into more aggregated
fitness residuals of the same form. Finally, once all positions’ residuals have been
aggregated into a single residual, a step called finalization will convert it into the
actual fitness value, e.g. a real number as shown in Eq. 5: The mapping step is
conducted with the help of a function μ or “map” that applies another function
m individually to each allele and produces a corresponding set of residual fitness
values. A second function ρ or “reduce” applies another function r repeatedly to
combine two residuals. The mapper function m : χi → Fr maps a single allele or
a subsequence of alleles to a residual fitness type Fr which can vary between dif-
ferent problems. The reducer r : Fr × Fr → Fr combines two (or more) residual
fitness values. The finalizer g : Fr → R takes the final, most aggregated residual
and transforms it into a fitness value, e.g. a real number. Using this calculation
scheme, the initial example using the simple sum of alleles of Eq. 1 can be broken
down into the map-reduce scheme shown in Eq. 6.

μ(m,x) := [m(x1),m(x2), . . . , m(xn)]
ρ(r, x) := f(f(f(. . . f(f(x1, x2), x3), . . . , xn−2), xn−1), xn)

f(x) := g(ρ(r, μ(m,x)))
(5)

m(xi) := xi r(ra, rb) := ra + rb g(rx) := rx (6)
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We can apply the same idea to the Knapsack problem [10], where the fitness
function is the sum of all items, with the constraint that the sum of all weights
of the same items must stay below a certain capacity. In a relaxed formulation,
a violation of this constraint simply reduces the fitness instead of invalidating it,
which can be used to guide a metaheuristic towards valid solutions in the initial
phase of the optimization process, as shown in Eq. 7, where V (x), and W (x) give
the sum of values and weights of all selected items in x, and p gives a penalty
for exceeding the capacity C.

f(x) := V(x) −
{

0 if W(x) < C
p(W(x) − C) otherwise (7)

The knapsack’s fitness function can be decomposed into mapper, reducer
and finalizer functions as shown in Eq. 8. In this case the residual fitness is a
tuple in R

2 consisting of the partial sums of all values and weights. The mapper
simply returns the value v(i) and weight w(i) of an individual item if it has
been selected, while the reducer simply calculates their sums independently.
Eventually, the finalizer function g discerns the two cases using the overall sums
of weights and values.

m(xi) := (xi · v(i), xi · w(i))
r((va, wa), (vb, wb)) := (va + vb, wa + wb)

g((vx, wx)) := vx −
{

0 if wx < C
p(wx − C) otherwise

(8)

For the traveling salesman problem [14] (Eq. 9), where usually a permuta-
tion is used to describe the solution candidates, the formulation becomes more
complex. Here, a distance function d : N × N → R can be used to return the
distance between two locations. The fitness is simply the sum over the distances
of the locations in the order specified by the permutation x.

f(x) := d(xn, x1) +
∑n−1

i=1 d(xi, xi+1) (9)

This problem requires the calculation of distances between consecutive ele-
ments of the solution candidates. Therefore, in addition to the sum of the con-
secutive distances between the locations of a partial solution, the first and last
location need to be propagated as well, as they need to be joined when combin-
ing subsequent partial evaluation results. The residual fitness becomes a tuple
containing the first location index, the last location index and the sum of con-
secutive distances between the contained indexes. The mapper m initializes the
distance to zero and propagates the single element as its first and last location.
The reducer r returns the first location of the first residual xfb and the last loca-
tion of the second residual xlb and calculates the sum of the smaller residuals
ra and rb plus the distance between the newly joint locations in between. While
this yields a relatively elegant solution for incremental evaluation, in this case,
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the problem comes with genetic operators that need to maintain permutations
as described below.

m(xi) := (xi, xi, 0)
r((xfa , xla , ra), (xfb , xlb , rb) := (xfa , xlb , ra + rb + d(xla , xfb))

g((xf, xl, r)) := r + d(xf, xl)
(10)

To enable incremental evaluation, the existing implementation of RRB-Trees
can be extended to include additional meta-information (MI) in each internal
node in the tree. This MI then consists of the residual fitness values as shown
in Fig. 2 and is immutable once it has been added. New nodes start out with
empty MI and the evaluation process successively adds MI from the leaves to
the root. As the nodes below each node are immutable, the MI is still valid for
fragments that have been incorporated into another tree, assuming it has been
devised accordingly.

Fig. 2. Example of crossover retaining many residual fitness values

The additional code required to add recursive annotation is only a few lines,
as shown in Listing 1. The function visit all nodes traverses the tree using a
visitor function before descending and another one after re-ascending to the child
nodes. This enables canceling the traversal once a node is found that already
contains MI, possibly saving quite some computation time.
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To be able to exploit existing MI, all solution candidate manipulations must
be able to preserve or re-use parts of the tree structure. For localized muta-
tion operations this usually means replacing a narrow branch from the root to
the changed leaf, re-using most of the partial evaluation results. For crossover,
however, this becomes more difficult. Slicing operations, such as single-point or
multi-point crossovers or even reversals can re-use long stretches of the predeces-
sors’ tree structures. These operations have logarithmic runtime with respect to
the size of the solution candidates. Using RRB-Trees with a radix of 32 and 64-bit
unsigned integer index, only seven levels have to be recursively modified at most,
for any of these operations, making many practical examples quasi-constant
(with a relatively large constant, however) [4]. For position-based encodings,
such as for the knapsack problem, where each item’s selection can be represented
by a Boolean value, this is rather easy. Both, modification and evaluation can
be evaluated in logarithmic, or quasi-constant time, as all operations will auto-
matically create valid solution candidates. For the traveling salesman problem,
however, while these operations are theoretically logarithmic, they could destroy
the permutation by having duplicate or missing indexes and have to be repaired
by checking which locations have been used more or less than once, which is
the case for many successful crossover operations such as the edge recombina-
tion operator [17]. This requires linear checking of the constituents, and hence,
increases the computation effort for crossover. So, while the evaluation could
be performed logarithmically, the crossover would be more costly. For problems,
where the evaluation is expensive, this could still pay off, as large parts could be
re-used, however, due to the more complex data structure, part of the benefit
would be lost.

4 Experimental Setup and Results

We have implemented a simple offspring-selection genetic algorithm (OSGA) [1]
to solve random knapsack problems for different problem sizes. The algorithm
settings have been kept constant for all experiments: The population size was
set to 100, and the maximum number of evaluations was limited to one million.
In these experiments, the resulting quality was not important, but we made sure
the results are meaningful. To be able to directly compare computation speed
the random seed has been fixed and all results have been checked for exact
numerical equality with an array-based implementation. In the analysis we have
instrumented the code to measure the different phases, like selection, mutation,
crossover or evaluation, of the algorithm. Table 1 shows the breakdown into the
most time-consuming phases for problems of different size. It can be seen, that
for small problems the array-based implementation is much faster. For larger
problems, the runtime is completely dominated by evaluation and crossover, but
more interestingly, the tree-based implementation is much faster, even though
it produces exactly the same results. The different time complexities are clearly
visible in Fig. 3 where it is shown per data structure for different problem sizes.
While the array implementation follows, as expected, a linear pattern, the tree-
based method appears to be even sub-logarithmic.
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Table 1. Runtimes in minutes of different phases of an OSGA on Knapsack problems
of exponentially increasing size

Size [log10] Array RRB

Crossover Evaluation Mutation Crossover Evaluation Mutation

2 0.005 0.004 0.004 0.069 0.009 0.005

3 0.104 0.111 0.024 0.629 0.074 0.024

4 4.200 4.523 0.097 3.134 0.392 0.103

5 40.768 44.957 0.136 3.928 0.489 0.095

6 408.428 455.226 0.516 4.378 0.566 0.102
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Fig. 3. Runtime development for different problem sizes

Finally, we can calculate the speedup in comparison to the array-based imple-
mentation for the individual phases of the algorithm an a knapsack problem with
one million dimensions. For different radixes, crossover is between 50 and 90
times faster, mutation is about two to five times faster and evaluation achieves
a speedup between 500 and 800. At this point it should also be noted that the
radix 2 variant did not complete as it ran out of memory due to doubling the
memory requirement for the trees in comparison to the array-based implemen-
tation.

5 Conclusion

Using immutable data structures with partial evaluation shows a large poten-
tial in speeding up recombination-based optimization algorithms. On the other
hand, transformation into a map-reduce pattern alone is not straightforward,
and especially the manipulation operators can be quite difficult to adapt. The
results are rather directly applicable to knapsack problems which covers a wide
range of applications. This method can be a powerful weapon when dealing with
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high-dimensional problems. It remains to be seen, however, how easy other prob-
lem domains can be adapted to make them susceptible to this approach. Future
research will have to show to the applicability to real-world high-dimensional
problems, for example of the knapsack problem. In addition, other optimization
problems will have to be reformulated and suitable manipulation and recombi-
nation operators have to be devised that preserve partial evaluation results and
do not need to examine solution candidates as a whole.
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1 Introduction

In recent years, renewable energy resources have become increasingly important.
Due to the fluctuating and changing environment, these energy sources are not
permanently available. At certain times, e.g. a photovoltaic (PV ) power plant
can only generate little or no electricity at all. This is why energy management
systems (EMS ), which store, use and distribute the available energy as opti-
mally as possible, have been strongly promoted and further developed recently.
However, current EMS are often easy and non-optimal or computationally very
intensive but then optimal controllers. Conventional approaches developed by
experts like model predictive controls (MPC s) [1,2] require a great amount of
computing time and resources. That is why they can currently just be executed
at fixed intervals like once per hour. This prevents them from being able to
instantly react to changes in the environment. Additionally, such controllers are
usually tailored to one specific system. For each new system, the respective logic
must be written anew. Recent works in this research area also use linear pro-
gramming algorithms [3,4] or meta heuristic algorithms [5,6]. However, they
were used to optimize only small systems with a limited number of household
appliances and few energy sources so far. Therefore it would be favourable to
automatically learn controllers that are able to adapt themselves to possible
changes in the system e.g. new controllable appliances, from time to time. As
a first step towards this goal, a new model-based optimization approach using
heuristic optimization techniques was developed in the course of this work.

c© Springer Nature Switzerland AG 2020
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2 Model-Based Optimization Approach

In this new model-based optimization approach, the software HeuristicLab [11]
is extended to work together closely with MATLAB and MATLAB Simulink. It
already contains all necessary algorithms for performing symbolic regression [10]
using genetic programming (GP). But there is no optimization problem available
that is able to optimize a MATLAB Simulink model. Therefore, two new Heuris-
ticLab optimization problems were implemented - one single objective and one
multi objective problem. They communicate with MATLAB via the MATLAB
API for .NET, which provides all necessary functions for executing MATLAB
scripts and reading and writing variables to and from the MATLAB workspace.

(a) The first step of the training process is to load the
needed training data into the MATLAB workspace.

(b) The second step is the training of the controllers. HeuristicLab creates the
syntax trees which are converted to the controller formula that is inserted into the
MATLAB Simulink model. The simulation is run to evaluate the current solution
candidate. The result is returned to HeuristicLab via the MATLAB workspace.

Fig. 1. The newly developed model-based two-step optimization approach.

The optimization approach consists of two main steps (Fig. 1). First, Heuris-
ticLab initiates the loading of the training data into the MATLAB workspace
by starting a data loading script in MATLAB. Then, the actual optimization
begins by starting the GP algorithm. This algorithm runs in the HeuristicLab
and creates new syntax trees that represent the solution candidates. Each syntax
tree is converted into a mathematical formula, which is put as a variable into the
MATLAB workspace. The MATLAB evaluation script replaces the old formula
in the simulation model with the new one and starts the simulation. The result
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of the simulation is the balance of the system at the end. This quality value
is then read by HeuristicLab from the MATLAB workspace and is assigned as
fitness value to the respective solution candidate. Based on this fitness value, the
algorithm evaluates the solution candidates and generates the new generation.

3 Simulation Model

The simulation model used for training and evaluating the heuristic controllers
was developed by Kirchsteiger et al. [9]. It is implemented in MATLAB Simulink
and consists of the trained controller, the power inverter, the battery storage and
the evaluator which calculates the balance of the system. The only adaption on
the model done for this work, was to replace the linear optimizer by a MATLAB
Simulink Fcn block to be able to run and evaluate the trained controllers.

4 Data Basis

As data basis real world data from a single family house in Upper Austria with
a PV system and a battery storage is used. The data is collected from 10th

February 2017 until 31st December 2017 and consists of the electrical power
and voltage from the PV system and the electrical power consumed by the
household. The values are measured in five minute intervals and the household
load is linearly interpolated to one second as the simulation interval is set to
this. Also missing PV power values are interpolated linearly. The dynamic feed-
in tariff and the grid salary which are also needed as input for the simulation,
are provided by aWATTar1 in form of their monthly tariff.

The whole data set is split up into multiple different parts for training and
evaluation. First, it is separated into two main parts, being a combined training
and testing data set running from 10th February 2017 until 31st August 2017.
This data set is then used in a first version to train controllers with one day
training data, being the 10th of February 2017, and to test them with the directly
following period starting at the 11th of February 2017. The second version of the
data set is used to train controllers with 30 days training data, which is the
time period from 10th February 2017 until 11th March 2017. Here again, the
directly following period starting at the 12th of March 2017 is used as test data.
The second main data set, running from 1st September 2017 until 31st December
2017 is only used as test data for comparing all these controllers with each other.

5 Evaluation

To test and evaluate the developed optimization approach, two different genetic
algorithms (GAs) are used to perform symbolic regression to calculate the con-
trollers for the model. The first one is the Offspring Selection Genetic Algorithm

1 https://www.awattar.com/tariffs/monthly.

https://www.awattar.com/tariffs/monthly
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(OSGA) developed by Affenzeller and Wagner [7]. It is a single-objective GA
that aims at maximizing the balance. It works with a selection pressure, which
lets the algorithm end if no sufficient number of offsprings (solution candidates)
that outperform their own parents [7] can be found. This should lead to better
results and shorter training times. The second GA is the Non-dominated Sorting
Genetic Algorithm-II (NSGA-II ), which is a multi-objective algorithm with a
two dimensional Pareto Front [8]. The aim of the first dimension is to maximize
the balance just like the OSGA does. Additionally, the second dimension aims
at minimizing the complexity of the syntax trees, which can help to prevent
overfitting. This is achieved by favouring mathematical functions with a lower
complexity like addition or subtraction.

With each of these algorithms, five controllers were trained with one day
training data and 30 days training data using the data sets described in Sect. 4
and a simulation interval of one second. For both algorithms, the maximum
number of generations was set to 100, the population size to 500 and the mutation
probability to 15%. As selectors, a Tournament Selector with a group size of six
was used for the controllers trained with the OSGA and one day of training
data, whereas a Gender Specific Selector was used for the ones trained with the
OSGA and 30 days training data. For all controllers trained with the NSGA-II, a
Crowded Tournament Selector also with a group size of six was used as selector.

All trained controllers are compared to the linear optimizer (LO) developed
by Kirchsteiger et al. [9] and the ownconsumption optimizer (OCO) implemented
by Fronius International GmbH. The ownconsumption optimizer follows a zero
feed-in strategy. First of all, the household loads are supplied with the power from
the PV system. When there is more power available than needed for supplying
the loads, this surplus energy is fed into the battery until it is full. Finally,
only when all loads are supplied and the battery is fully charged, the remaining
surplus power is fed into the grid. First, the controllers are evaluated with the
directly following timespan, being from the 11th of February 2017 onwards for the
controllers trained with one day of training data and from the 12th of March 2017
onwards for the ones trained with 30 days training data. This is done by inserting
the respective controller formula into the MATLAB Simulink model and running
the simulation for 120 days with a simulation interval of one second. Additionally,
all controllers independently of their training data length are also evaluated with
the second main evaluation data set starting at the 1st of September 2017.

6 Results

After 120 simulation days, the own consumption optimizer achieves a balance
of −83.33€. The linear optimizer reached a balance of −90.24€, which is 8.28%
worse than the own consumption optimizer. For this test data, none of the trained
controllers achieved better results than the own consumption optimizer and also
no controller trained with the OSGA algorithm was better than the linear opti-
mizer. However, four of the five controllers trained with the NSGA-II algorithm
achieved better results than the linear optimizer. The best of them is only 0.96%
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worse than the own consumption optimizer. Compared to the linear optimizer,
this best controller was able to save 6.09€ or 7.24%, while the worst of the good
controllers still saves 2.50€ or 2.85%. The worst of all the trained controllers
(one of the OSGA controllers) achieves a balance of −106.07€, which is 17.55%
worse than the linear optimizer and 27.29% worse than the own consumption
optimizer. Figure 2(a) shows these results.

OCO LO NSGA-II OSGA

-105

-100

-95

-90

-85

1 Day Training Data

(a)

OCO LO NSGA-II OSGA

-67

-66

-65

-64

-63

-62

-61

-60

-59

-58
30 Days Training Data

(b)

Fig. 2. A comparison of the controllers trained with (a) one day and (b) 30 days training
data to the own consumption optimizer (OCO) and the linear optimizer (LO) [9]
for 120 days of evaluation data from the continuing data sets starting at the 11th of
February 2017 and the 12th of March 2017.

The controllers trained with 30 days training data (Fig. 2(b)) achieved similar
results as the ones trained with one day training data when being evaluated
on the continuing data set starting at the 12th of March 2017. None of them
was better than the own consumption optimization, which achieved a balance of
−59.56€. But three of the controllers trained with the OSGA algorithm resulted
in balances between −60.11€ and −60.30€, which is only between 0.55%–0.74%
worse than the own consumption optimizer but between 10.40%–10.68% better
than the linear optimizer. The worst controller was trained with the OSGA
algorithm and achieved a balance of −65.53€, which is 10.02% worse than the
own consumption optimizer. However, all these controllers achieved better results
than the linear optimizer. The three best NSGA-II algorithm trained controllers
achieved balances between −60.94€ and −60.60€, which means an improvement
between 9.44%–9.94% compared to the linear optimizer. All others achieved
balances that improved the linear optimizer by 2.63%–7.75%.

Finally, both optimizers and all trained controllers are evaluated on the inde-
pendent second main test data set reaching from 1st September 2017 until 31st

December 2017 (Fig. 3). The own consumption optimizer achieves a balance
of −142.03€. The linear optimizer [9] performs 4.23% worse with a balance
of −148.31€ compared to that. Three of the controllers trained with one day
training data (two of the NSGA-II controllers and one of the OSGA controllers)
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Fig. 3. A comparison of all controllers to the own consumption optimizer (OCO) and
the linear optimizer (LO) [9] with the second main test data set reaching from 1st

September 2017 to 31st December 2017.
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Fig. 4. The visualization of the execution times from the evaluation of all controllers
on the second main test data set compared to the own consumption optimizer (OCO)
and the linear optimizer (LO) [9].

achieve between 0.69%–2.43% better results than the own consumption opti-
mizer. From the controllers trained with 30 days training data, all except one
(a controller trained with the OSGA) have a better balance than the own con-
sumption optimizer. The one controller performing worse than the own con-
sumption optimizer achieves a balance of −143.58€, which is 1.08% more. All
other controllers achieve improvements between 0.26%–2.96% by resulting in
balances between −141.66€ and −137.94€. Additionally, all twenty trained con-
trollers perform better than the linear optimizer by achieving balances between
−148.10€ and −137.94€, which means an improvement between 0.14%–7.51%.
Eight of the controllers that were trained with 30 days training data (four of the
NSGA-II controllers and four of the OSGA controllers) achieve improvements of
at least 6.15% compared to the linear optimizer. From the controllers that were
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trained with one day training data, two of the NSGA-II controllers and one of
the OSGA controllers yield improvements of at least 5.14% and up to 6.95%.

All controllers trained with this new approach achieve big execution time
savings compared to the linear optimizer [9] (Fig. 4). Due to running the simula-
tion in each optimization step, the execution of this optimizer takes on average
7.66 s for one day of simulation, whereas the own consumption optimizer and all
the trained controllers achieve an average execution time of 1–3 s.

7 Conclusions and Future Work

Summing up, the newly developed model-based optimization approach is a
promising step towards the future of energy management systems. The con-
trollers trained with this approach have a similarly low execution time as the
ownconsumption optimizer has. But this is at least twice as fast as the linear
optimizer. Taking a closer look on the results, one can find a big difference
between the controllers trained with one day training data and the ones trained
with 30 days. This is not surprising due to the most probably better general-
ization when training the controllers with a bigger training data set. However,
training the controllers with more than 30 days of training data is currently not
useful due to the long training times of just one controller. This is why it is
planned to speed up the training process by exporting the model to C/C++
code and then not simulating the model but instead running the code of the
model. Additionally, the influence of the simulation interval on the training time
and the results should be examined. It is expected that the training runs faster
with a bigger simulation interval. However, the effects on the results need to be
taken into account, so that the model does not lose to much of its precision.
Once the training of the controllers is faster, it is also planned to perform more
trainings with longer training data sets containing at least half a year or even a
year of data, which should further improve the results of the trained controllers.
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Abstract. Industrial applications of machine learning face unique chal-
lenges due to the nature of raw industry data. Preprocessing and prepar-
ing raw industrial data for machine learning applications is a demanding
task that often takes more time and work than the actual modeling
process itself and poses additional challenges. This paper addresses one
of those challenges, specifically, the challenge of missing values due to
sensor unavailability at different production units of nonlinear produc-
tion lines. In cases where only a small proportion of the data is missing,
those missing values can often be imputed. In cases of large proportions
of missing data, imputing is often not feasible, and removing observations
containing missing values is often the only option. This paper presents a
technique, that allows to utilize all of the available data without the need
of removing large amounts of observations where data is only partially
available. We do not only discuss the principal idea of the presented
method, but also show different possible implementations that can be
applied depending on the data at hand. Finally, we demonstrate the
application of the presented method with data from a steel production
plant.

Keywords: Machine learning · Data preprocessing · Missing values

1 Introduction

In industrial production processes, items are often processed in nonlinear produc-
tion layouts with different sensor types equipped at different production stages,
leading to sparse sensor data caused by the different routes items take through
the production facility. Considering the sample production layout in Fig. 1, all
processed items will pass station A and E; therefore, data from those station
will always be available. Station B1 and B2 are of the same type with the same
sensors, thus, data from B is always available, regardless if an item was processed
c© Springer Nature Switzerland AG 2020
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B1
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Fig. 1. A nonlinear production layout where an item passes through different processing
units. As a result, sensor data for a specific item is only available if it passes a certain
processing unit.

at B1 or B2. However, depending on the route, only sensor data from station C
or D is available, never both.

Most machine learning algorithms struggle with sparse data due to their
inability to handle missing values themselves. For such cases, missing values are
often imputed [4] with the help of existing data. Imputing missing values is often
feasible in scenarios, where missing data occurs infrequently and at random.
However, imputing missing values can be challenging if large proportions of the
data is missing, especially if related signals that could be used to reconstruct the
missing values are also missing at the same time. This is often the case, because
related signals from the same production unit are also completely missing if
the product did not pass this production unit. Instead, observations or even
entire signals that contain missing values are often removed due to the lack of
alternatives [3]. However, considering a production line with two exclusive paths,
removing observations that contain any missing values would lead to the removal
of the entire data. Alternatively, removing all signals for the exclusive paths,
leads to a considerable loss of information. As a conclusion, neither imputing
nor removing missing values are desirable options.

Figure 2 shows an overview of available and missing data for the sample pro-
duction layout from Fig. 1. The full block A symbolizes that this data is always
available for all observations, which is also true for E. B is always available, either
in the form of B1 or B2. C is only available for the top half of the observations
and D only for the lower half. Note that the grouping of C and D in the top and
bottom half was done for illustration, this is not necessarily true in real world
cases. If we remove either column C or D, potentially valuable signals are lost.
Alternatively, if we remove all observations where D is not available, then half
the available data from A, B, and E is lost.

Some machine learning algorithms are capable of dealing with missing values
on their own [5]. For example, random forests can be extended, so that for each
decision within the a tree, there is a default choice in case a missing value is at
hand. In this paper, however, we present a method on a higher level, that can
be used in conjunction with different modeling techniques that are not required
to handle missing values themselves.
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Fig. 2. This chart shows available data, grouped by the processing units based on the
production layout in Fig. 1.

As an exemplary use case for this paper, we use the data of a production
plant producing steel coils, where missing values in the data are caused by the
different routes that the coil takes through the production plant. For this use
case, we will demonstrate and discuss in detail how we applied the proposed
methods.

2 Methods

We propose a method for dealing with missing values due to nonlinear production
lines, that can utilize all available data for training a model, without the need of
imputation or removal of missing values. This method consists of the following
three steps:

(1) Create multiple subsets of the data that do not contain any missing values.
(2) Create an ensemble model [6], based on the different data subsets.
(3) Predict, using only models of the ensemble, where the corresponding input

variables are available.

The basic idea of the proposed method is to create multiple, missing-value-
free datasets based on the actual dataset. Then, multiple models are trained
on these new datasets. When a prediction is made, only models are selected
where all corresponding input variables are available, and the model results are
combined. Typically, we create a base model based on features that are always
available, and multiple residual models that are used as additional correction
factors. In other words, the residual models are building upon the predictions of
the base model, and do only predict the error of the base model. This way, the
residual models can reuse knowledge the base model has already discovered.

An overview and example of this method is shown in Fig. 3. Typically, we
create a base model based on signals that are always available, for instance,
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signals A, E and, B (which is the combination of B1 and B2). The data for
residual model 1 only contains observations where C is available, as well as A,
B1 and E for those observations. Likewise, the data for residual model 2 contains
only observations where D is available. To obtain a prediction value of a new
observation, the base model is always evaluated while the application of the
residual models 1 and 2 is depending on the availability of C and D.
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Fig. 3. An overview and example of our proposed method that splits the data into mul-
tiple subparts, trains an ensemble model on those subparts, and uses selected models
of the ensemble for a final prediction.

The challenge of this method is to anticipate, which signals will commonly be
available together, so a data subset can be created accordingly. Additionally, all
three steps are interdependent and also dependent on the data, therefore select-
ing appropriate strategies is important. In the following sections, we describe
each section in detail and also discuss advantages and disadvantages of the pre-
sented strategies for each step.

2.1 Data Subset Strategies

The first step is to create subsets of the dataset that do not contain any missing
values. Those subsets define which models of the ensemble are available, there-
fore, should be selected based on signals that are commonly available together.
As a base, there are two common strategies that we encountered:

Subset by Grouped Signals: In this strategy, the data is split based on
signals from the same processing unit. This is done, for example, in Fig. 3,
where we split whether C or D is available, thus we obtain datasets for
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a base model and for two residual models. For this strategy there are two
options concerning which signals are included in the data subset: If relations
between the signals for a single processing unit (C or D) and the other data
(A, B, or C) are suspected, both should be included. If no relationship is to
be expected, only the signals from the processing unit (C or D) should be
used in the data subset.

Subset by Common Routes: If the production layout graph is complex and
contains many branches, creating all potential combinations of data subsets
would result in a large number of subsets and residual models. Instead, it
is advised to split the data by common production routes. For example,
even if the production layout would allow for a high number of potential
routes in theory, there is often only a small number of routes that are used
predominantly. In such case, the data can be split along those routes with
the signals used that are available for the specific routes. Uncommon routes
can either be grouped together with only their common signals remaining,
or completely dropped. We will demonstrate such a splitting strategy later
in Sect. 3.

2.2 Ensemble Modeling

For modeling, there are two considerations: the actual modeling method and the
aggregation of the individual models’ results. As for modeling methods, there
are no restrictions; thus, different methods can be used, also for the separate
models. For aggregating the models’ results, there are two common strategies
for ensembles:

Bagging (bootstrap aggregating) [1] is combining all models equally, e.g. aver-
aging all predictions for a regression ensemble. In this case, each model
predicts the target itself, and all applicable models’ outputs are simply aver-
aged. A downside of this approach is that models cannot built upon results
that are already achieved by other models.

Boosting involves an incremental modeling method that builds upon the
results of previous models [2]. Instead of each model trying to predict the
target itself, a model only tries to predict the residuals from a previous
model, allowing the residual models to build upon knowledge that the base
model (or previous residual models) has already discovered. This is a core
element of our proposed method, because it allows the residual models to
build upon knowledge that was created from different data than the residual
model has available. This additional data corresponds to the observations
that were removed from the original data when building the residuals data
subset due to missing values and, therefore, would not be available if the
model was trained in a conventional manner.

2.3 Ensemble Prediction

When a prediction is made based on the ensemble model, only models of the
ensemble are used where all the input variables are available. In other words,
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based on the available data, all applicable models are selected, and their predic-
tion combined. In case of a bagging model, the models’ average is determined; in
case of a boosting model, the base model is evaluated and the residual models’
predictions (i.e. the correction factors) are added.

3 Application

In this section, we demonstrate how we applied the proposed method, especially
how we partitioned the data into missing-value-free subsets, and which ensemble
modeling strategy we applied. As an exemplary use case for this paper, we use
the data of a production plant producing steel coils, where missing values are
caused by different routes through the production plant, shown in Fig. 4.
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(4 500 000)

Features:
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Wide Data
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Fig. 4. Layout with route-segments for splitting the data. The numbers in the graph
show the number of coils that passed this route. On the bottom, the subsets of the
data are shown with their number of values and included signal groups. (Color figure
online)

For building data subsets, one option would be to split the data by processing
unit, e.g. one partition for all processing units of the same type (one for BOF,
one for CCM, etc.). However, since there is a single predominated route that
most of the coils followed, we opted for splitting the data by common routes.
More specifically, we split by route-segments that a steel coil must pass in order
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to be considered for a data subset. For example, we define a short route-segment
(orange in Fig. 4) only spanning PLTCM and CAL, and all coils that passed
this route-segment are selected for our first data subset, which we call narrow
data. As for the signals, only PLTCM and CAL signals are used. Next, the green
route, forming the route-segment HSM1-PLTCM-CAL is used for the balanced
data, which contains less coils than the previous route (i.e. coils from HSM2-4
are removed), but additionally also contain HSM signals. Only HSM1 is used for
this route-segment, because there is no sensor data available for the other HSMs.
Finally, the blue route, spanning the entire production layout, is used for the
wide data and contains even less coils than the other routes, but in exchange,
all signals are available. Although there is a branch within the blue route that
would usually lead to missing values, we consider RH and LF to be identical
since they both have the same signals.

For the ensemble modeling, we opted for a boosting strategy with incremental
residual models. As a start, we use the narrow data that contains the most
observation as a base model. Next, the first residual model uses the balanced data
and predicts the residuals from the base model. And finally, a second residual
model uses the wide data and predicts the residuals of the first residual model.
This sequential application of the residual model is possible, because all the
signal of a model’s dataset are also available in the subsequent model’s dataset,
i.e. all signals of the narrow data are also available at the balanced data.

As a result, if a coil only passed PLTCM and CAL, the base model is used
for prediction. In case a coil also passed HSM1, a correcting term based on the
first residual model is applied. In case the coil passed the long, blue route from
DES1 to CAL, also the second residual model is applied.

Table 1 shows the accuracy of the ensemble model of our proposed method,
and a conventional model as comparison where observations containing miss-
ing values were removed. We can clearly observe that our method yields higher
accuracy (in terms of lower mean absolute error and higher R2) than the con-
ventional model. Since the individual modeling methods had the same inputs
and observations available, the results indicate, that the proposed method was
successful in creating better models due to its ability to incorporate data that
would otherwise has been removed.

Table 1. Model accuracies on the test partition for our proposed method and a con-
ventional model were observations with missing values were removed.

Narrow Balanced Wide

MAE R2 MAE R2 MAE R2

Proposed method 0.285 0.549 0.233 0.717 0.183 0.811

Conventional model 0.285 0.549 0.284 0.585 0.315 0.450

For this paper, the main focus was the application of the proposed method.
Thus, only minimal parameter optimization and method tuning was performed.
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However, both the proposed method and the conventional method used the same
training data as well as same algorithm parameters for a fair comparison.

4 Conclusion

The presented method enables working with data that contains many missing
values if they do occur systematically. One typical case is industry data, where
the production layout is nonlinear and therefore, a single item often does not
pass all sensors.

The idea of our method is to build subsets of the data without missing values,
based on signals that are available together. Then, we train a model for each data
subset, similar to ensemble modeling. For a prediction with the ensemble model,
the applicable models are selected based on the available data and the models’
required input features, and then the predictions of the models are combined.
We showed an application using a boosting approach, where we build residual
models based on common routes within the production layout.

Although the methodology was designed for industrial applications of
machine learning, the presented method is also applicable in general if miss-
ing values occur. However, the method strongly relies on an underlying reason
why groups of signals are missing together, for example due to sensors only avail-
able at certain processing units. In cases where missing values occur infrequently
and at random, the proposed method is not recommended.

In this paper, we have proposed a new method for dealing with missing values
that appear systematically due to the production layout. It would be interesting
to see how the different approaches (e.g. boosting, bagging) compare to each
other across multiple datasets in a comprehensive comparison. For instance, the
proposed subsetting strategies (by grouped signals or common routes) are only
basic ideas that could be analyzed in more detail and developed further. In that
sense, the propose method is still very elementary, and many variants could be
further developed and explored.
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Abstract. In island territories, as is the case of the Canary Islands,
renewable energies mean greater energy independence, in these cases
wave and wind energy favour this independence, all the more so when
the generation of these types of energy is optimised. The increase in
wave energy extracted from the waves requires knowledge of the future
wave incident on the energy converters. A prediction system is presented
using Genetic Algorithm to optimize the parameters that govern an auto-
regressive model, model necessary for the prediction of the incident wave.
The comparison of the Yule-Walker equations with that of the Genetic
Algorithm will provide us with a knowledge of the prediction technique
that offers the best results, for the sake of its application. All this under
the restriction of limited execution times, less than the periods of the
waves to be predicted, and a demanding precision through distant pre-
diction horizons, with reduced training datasets.

Keywords: Genetic algorithms · Yule-Walker method · Forecasting
methods · Wave energy

1 Introduction

The oceans contain a large amount of energy. This energy potential has hardly
been exploited, although in recent years the trend has changed, and there is
increasing interest in the installation of devices for collecting renewable energy
at sea. Proof of this is the remarkable growth of offshore wind energy in recent
years, especially in Europe [14]. Also in the Canary Islands, the region where
this article focuses, which already 5 MW has installed and more are foreseen in
the coming years.

Wave energy, which uses the energy resource contained in the waves, is ano-
ther way to extract the potential of the oceans, however, it is not as developed
as wind energy. However, it is estimated that wave energy will achieve remarka-
ble growth in the coming decades as technology advances and has the necessary
years of development [1,4,7].
c© Springer Nature Switzerland AG 2020
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Fig. 1. Artistic representation of the W2Power wind-wave hybrid offshore platform
(Courtesy of Pelagic Power AS [12]).

The growth associated with wave devices will be linked to the reduction of
capital and maintenance costs, as well as to the capture of the greatest amount
of available resources. The reduction of capital and maintenance costs go, among
many other possibilities, by the integration of the devices themselves in platforms
installed for wind power use, see Fig. 1. Costs are reduced by sharing a single
evacuation line, the same infrastructure and the same anchoring system, as well
as the annual hours of joint generation are increased [11].

With the intention of optimizing the generation of wave energy in this article,
a real-time wave prediction system with autoregressive model is proposed, a
model that has proven to be one of the best results in terms of accuracy of future
sea state values [5], and on which the obtaining of the parameters that describe
it is obtained through a Genetic Algorithm. This in turn will be compared with
the Yule-Walker equations, in performance, precision and execution time.

The system will only require the past states of the sea to make predictions,
which simplifies the system and makes unnecessary the use and spatial distribu-
tion of measurement buoys around the structure for prediction. All this with the
limitation of some execution times of the algorithms limited by the wave periods
that are intended to be predicted.

With this, it is sought, as has been mentioned, the increase in the technical
and economic viability of wave energy, which, together with wind power, can
provide energy independence to insular territories, as is the case of the Canary
Islands, and a reduction in energy prices in those territories highly dependent
on fossil fuels.

In the Canary Islands, the installed electric power dependent on petroleum
products stood at 2,697.8 MW in 2015, while only 11.8% of the total installed
power, about 361.1 MW corresponded to renewable generation sources [2]. With
this situation of dependence on hydrocarbons and their derivatives, the average
cost of energy was placed in 2015 in the Canary Islands at 160e/MWh [2].
Meanwhile, the cost of wind energy in floating platforms, necessary to overcome
the difficult insular bathymetries, is between 82–236e/MWh [10], depending on
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Fig. 2. Wave spectrum of the sample dataset: (A) 1 January 2015 (11:00 h–23:00 h);
(B) 15 January 2015 (00:00 h–11:00 h).

many parameters such as depth and distance at coast, and the cost of wave
energy between 330–630e/MWh [9], also dependent on many parameters.

However, the cost of wave energy is expected to be between 113–226e/MWh
by the year 2030 [9], which, with a presumable decrease in offshore wind energy
costs, the combination of these technologies, sharing costs and increasing their
productivity, will generate an average cost of energy lower than those given
by energy sources that use hydrocarbons. To achieve this reduction and reach
competitive costs, optimization measures such as the one presented here are
needed, especially designed for the use of wave energy in insular territories and
incorporated in multipurpose floating platforms.

2 Available Data

The island of Gran Canaria offers a wave energy that is between 25 and
30 kW/m [8], lower than sites of the Atlantic European coast but equally signif-
icant for its exploitation, with the highest concentration of energy in the waves
of heights between 1.5 m and 3.5 m and periods between 7 s and 13 s [6].

The data used comes from real observations provided by the Triaxys Las
Palmas East measurement buoy operated by the state agency Puertos del Estado,
whose identification is 1414, and is located at approximately 28.05◦ N and 15.39◦

W, over a depth of 30 m, on the eastern slope of the island. The buoy has a
sampling frequency of 8.04 rad/s (1.28 Hz), it takes data every 0.78 s, in intervals
of 20 min each hour of measurement.

The two sets of samples that are counted belong to the data collected by the
measurement buoy on January 1, between 11:00 and 23:00 h (A), and January
15, 2015, between 00:00 h and 11:00 h (B), to have different days and alternate
schedules, or what is the same, to have different wave spectra, spectra that are
presented in Fig. 2.

The main characteristic that is derived from the analysis of the data, and that
can be seen in its spectral representation (Fig. 2), is that the vast majority of the
energy contained in the waves is concentrated at low frequencies, low frequency
waves that they are more regular and less affected by non-linearity [5]. It is in
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this way, with the waves of low frequency, with which it is possible to assume
a linearity between the past and future wave values, since the past values are
closely correlated with the coming ones and have a smaller amount of white noise
contained in the waves.

3 Prediction Model

The prediction model to be used is an autoregressive AR that is one that imposes
a linear dependence between the past and future values, therefore, the rise of
the wave η(k) will depend on its n past values, n being the order of the model.

η(k) =
n∑

i=1

aiη(k − i) + ξ(k) (1)

where the innovation term ξ(k) has been included, and the parameters ai are
estimated, through the Genetic Algorithm (GA) and the Yule-Walker (YW)
equations, and the noise is considered Gaussian and white, so that the best
prediction with l advance steps from instant k, is estimated as shown in (2).

η̂(k + l|k) =
n∑

i=1

âiη̂(k + l − i|k) (2)

The parameters estimated with the GA and YW will give us different results
depending on whether they are able to adjust to the real parameters that govern
the phenomenon. The parameters are estimated from a number N of values that
make up the training sample, from minimizing the error, in the case of GA and
solving the equations given by YW.

3.1 Genetic Algorithm

The Genetic Algorithm (GA) has been tested as a good method for estimat-
ing and predicting time series [13]. The GA aims to optimize the fundamental
parameters described by the AR autoregressive model. It is therefore, that the
different variables can be improved than previously described in (2) and that
they are described by the term âi(k) for each time interval. Say, that is the
order of the autoregressive model is 32, that is, the 32 states of the sea will be
used to establish the next and the continuous ones.

The GA will have an initial population of 100 individuals counting the elitists,
who will make up a total of 5, as well as the probability of selection will be 70%
and the cross of 80%. The probability of mutation will be 0.2%. Finally, it should
be noted that the number of generations will be 100, seeking not to have a robust
and inefficient algorithm, with restrictive execution times given the resource to
be predicted, the waves and their elevation. The algorithm has been optimized
to these values, after testing different configurations.
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Finally, establish the objective function that is pursued and seeks to optimize,
which is nothing more than the reduction of the error in the prediction, therefore
the objective function is defined by the error and is expressed as shown in (3).

fobjective =

√√√√
n∑

i=1

η(k) − η̂(k) (3)

The GA and its objective function, as well as its results have been obtained
through the Matlab software tool.

3.2 Yule-Walker Equations (YW)

The Yule-Walker equations [3], in this case, is used to obtain the different param-
eters that govern the autoregressive model described previously in (1).

The parameters of the Yule-Walker equations can be obtained through the
covariance function, or through the correlation function (and autocorrelation),
which is shown in (4).

Corr[yt, yt−k] =
E[yt − μ][yt−k − μ]

E[yt − μ]2
=

yk
y0

= ρk (4)

From the autocorrelation function we can estimate and calculate the param-
eters that define the autoregressive model AR through the Yule-Walker equation
defined in matrix form in (5)

⎡

⎢⎢⎢⎢⎢⎣

ρ1
ρ2
...

ρp−1

ρp

⎤

⎥⎥⎥⎥⎥⎦
=

⎡

⎢⎢⎢⎢⎢⎣

1 ρ1 · · · ρp−2 ρp−1

ρ1 1 · · · ρp−3 ρp−2

...
ρp−2 ρp−3 · · · 1 ρ1
ρp−1 ρp−2 · · · ρ1 1

⎤

⎥⎥⎥⎥⎥⎦

⎡

⎢⎢⎢⎢⎢⎣

a1

a2

...
ap−1

ap

⎤

⎥⎥⎥⎥⎥⎦
(5)

Solving the system of equations, we can estimate the values of the parameters
ai that define the model that we will impose on our wave data, so that we can
estimate the values of the incident wave. The parameters are 32, given the order
of the model equated to that used in the GA.

The Yule Walker equations, as well as their results have been obtained
through the software tool Matlab.

4 Results

The autoregressive model and the optimization methodologies of the parameters
that are used have been tested and trained with real data. These real data have
been previously filtered with a low pass filter of 0.4 Hz cut-off frequency. This
frequency has been taken, according to the spectrum given by the available data
samples, under a rough estimate, given that the optimization of this and the
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Fig. 3. Evolution of the error by generation, better, worse and average after 30 exe-
cutions, dataset A, left and dataset B, center, and deviations of the two datasets by
generation, right.

adaptation of the cut-off frequency to the needs are beyond the scope of this
study. The filter has been developed in Python.

The effect of the filter can be greater or lesser depending on the state of
the sea, that is, according to the spectrum of the waves given in each situation.
Therefore they require a detailed study with the idea of generating an adaptive
low pass filter to the sea conditions.

With the filter the focus is on the low frequency waves, however, they are
distributed in different ways.

The first results refer to the average error given by the difference between the
real and predicted values. This difference is estimated in the function of the two
methodologies used. In the case of the GA, the error corresponds to the average
error after 30 executions, that is, the average of the average error of each one of
the executions.

With these methodologies, GA and YW, the result is shown in Table 1.

Table 1. Error values with GA and YW

Algorithm Data set Mean error Std

GA A 0.92 0.161

GA B 1.16 0.175

YW A 3.25 –

YW B 4.71 –

Looking at the results presented in Table 1, we can see that the error origi-
nated using GA is less than the error originated using YW. Also, in Fig. 3 we
show the evolution by generation of the best, worst and average error in 30 runs
achieved by the GA. It is observed how the error in dataset B has a lower slope
throughout the generations, and how it is situated with a higher average error,
partly due to the characteristics of the waves and therefore of the data. The
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Fig. 4. Real vs predicted series given by GA (data set A: top left image) (data set B:
top right image) and YW (data set A: lower left image) (data set B: lower right image).

deviation also decreases throughout the generations with greater promptitude
in dataset A, which shows the ability to reach the optimum more accurately,
with less uncertainty. Finally, in Fig. 4 we present the graphical results of the
real vs predicted series (data sets A and B) obtained with the GA and YW
techniques.

5 Conclusions

The results show first how the behaviour of the two methodologies used differs
depending on the data set used, which indicates that a specific result will be
obtained depending on the spectrum and the characteristics of the waves. In
this sense, the low pass filter applied has a remarkable influence, so it must be
adjusted to the sea conditions so that the models can make predictions with
precision.

Regarding the results shown by the different methodologies, we find that
the GA presents better results than the YW equations. All this, in terms of
predictions with a prediction horizon of a time step in advance, and with a
training dataset of 32 measurements, for a model order of the same number,
equated in both models.

Demonstrated that the GA presents better results we must say that there
are many lines of research that must be addressed. First, an analysis of the
behaviour of the filter with different sea states, and the possibility of performing
an adaptive one.

Secondly, analyse the prediction capabilities of the GA, the best model, with
prediction horizons higher than a step of time, that is, prediction horizons higher
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than 0.78 s, so that it can be predicted with 5–6 s of In advance, which is the
average period of waves in the area.

In third and last place, it is possible to analyse the execution times when
implementing the prediction algorithm in a real wind-wave hybrid platform.
The analysis of the execution times should respond to whether it is better to
install the predictor system in situ on the platform or if it is convenient to use
external servers that send the predictions in real time to the platform to fit the
incident wave.
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Abstract. The longest common square subsequence (LCSqS) problem,
a variant of the longest common subsequence (LCS) problem, aims at
finding a subsequence common to all input strings that is, at the same
time, a square subsequence. So far the LCSqS was solved only for two
input strings. We present a heuristic approach, based on randomized local
search and a hybrid of variable neighborhood search and beam search, to
solve the LCSqS for an arbitrary set of input strings. The beam search
makes use of a novel heuristic estimation of the approximated expected
length of a LCS to guide the search.

Keywords: Longest common subsequence problem · Reduced Variable
Neighborhood Search · Beam Search · Hybrid metaheuristic · Expected
value

1 Introduction

A string s is a finite sequence of symbols from a finite alphabet Σ. The length of a
string s, denoted by |s|, is defined as the number of symbols in s. Strings are data
structures for storing words or even complete texts. In the field of bioinformat-
ics, strings are used to represent DNA and protein sequences. As a consequence,
many computational problems in bioinformatics are phrased in terms of so-called
string problems. These problems usually present measures of similarities for dif-
ferent molecular structures. Each string obtained from a string s by removing
zero or more characters is a subseqence of s. A fundamental measure of similarity
among molecules is the length of the longest common subsequence (LCS): given
an arbitrary set of m input strings, S = {s1, . . . , sm}, we aim at finding the
longest subsequence that is common to all input strings [7]. The classical variant
of the LCS for m = 2 has been studied for almost 50 years. The general LCS for
m ≥ 2 has been tackled for the first time by Huang et al. [4], and later by Blum
et al. [1], Mousavi and Tabataba [9], and others.
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Recently, the longest common square subsequence (LCSqS) problem, a variant
of the LCS, was proposed by Inoue et al. [5]. It requires that the resulting LCS is
at the same time a square subsequence. A string s is a square iff s = s′ · s′ = s′2,
for some string s′, where “·” denotes the string concatenation. The length of
the LCSqS can be seen as a measure of similarity between disjunctive parts of
each of the compared molecules. Therefore, it can give more insight into the
internal similarity of the compared molecules than when just considering a LCS.
Moreover, the information about those parts of the molecules that are simi-
lar to each other is obtained by identifying a LCSqS. Inoue et al. [5] proved
that the LCSqS problem is NP-hard for an arbitrary set of input strings and
proposed two approaches for the case of two input strings: (1) a Dynamic Pro-
gramming (DP) approach running in O(n6) time (n denotes the length of the
largest input string), and (2) a sparse DP-based approach, which makes use of a
special geometric data structure. It can be proven that, if m is fixed, the LCSqS
is polynomially solvable by DP in O(n3m) time which is not practical already
for small input sizes. To the best of our knowledge, no algorithm has yet been
proposed for solving the LCSqS problem for an arbitrary number m ≥ 2 of input
strings. The main contributions of this paper are as follow:

– A transformation of the LCSqS problem to a series of the standard LCS
problems is described.

– An approach based on a randomized local search and a hybrid of a Reduced
Variable Neighborhood Search (RVNS) [8] and a Beam Search (BS) are pro-
posed for solving the general LCSqS problem.

– An approximation for the expected length of a LCS is derived and incorpo-
rated into the BS framework to guide its search.

Organization of the Paper. The paper is organized as follows. Section 2
describes basic solution approaches for the LCS known from the literature.
Section 3 gives a basic reduction from the LCSqS to the LCS problem and two
approaches to solve the LCSqS. Section 4 presents computational results, and
Sect. 5 outlines some research questions and directions for future work.

2 Solution Approaches for the LCS Problem

For i ≤ j, let s[i, j] = s[i] · · · s[j] be a continuous (sub)string of a string s which
starts from index i and ends at index j. If i > j, s[i, j] is the empty string ε. For
pL ∈ N

m, which is called the left position vector, S[pL] := {si[pLi , |si|] | i =
1, . . . ,m} denotes the set of the remaining parts of the input strings of S
w.r.t. pL.

The Best-Next Heuristic (BNH) for the LCS was proposed by Huang et al. [4].
This heuristic starts with an empty partial LCS solution sp = ε which is then
iteratively extended by a feasible letter. If there exists more than one candidate
to extend sp, the decision which one to choose is made by a greedy heuristic,
calculating for each of the candidate letters a greedy value. The BNH works in
detail as follows. We initialize sp to the empty string ε, and the left pointers pL to
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(1, . . . , 1), indicating that the complete input strings are still relevant for finding
extensions of sp. Each letter a ∈ Σ which appears at least once in all strings from
S[pL] is considered as a feasible candidate to extend sp. Let us denote by pLa,i

the position of the first occurrence of letter a in si[pLi , |si|]. Among the feasible
letters, dominated ones may occur. We say that letter a dominates letter b iff
pLa,i ≤ pLb,i, ∀i = 1, . . . ,m. Non-dominated letters are preferred, since the choice
of a dominated letter will lead to a suboptimal solution. Denote a set of feasible,
non-dominated letters by Σnd

pL ⊆ Σ. The letter given by

a∗ = arg min
a∈Σnd

pL

(
g(pL, a) =

m∑
i=1

pLa,i − pLi
|si| − pLi + 1

)

is chosen to extend sp, and we update sp := sp · a∗, and pLi := pLa∗,i + 1, i =
1, . . . ,m, accordingly. We repeat the steps with the new sp and pL until Σnd

pL = ∅
is met, constructing a complete greedy solution sp. Let us label this procedure
by BNH(S), taking an instance S as input and returning the derived greedy
solution.

Beam Search is known as an incomplete tree search algorithm which expands
nodes in a breadth-first search manner. It maintains a collection of nodes called
beam. The β > 0 most promising nodes of these expansions are further used to
create the beam of the next level. This step is repeated level by level until the
beam is empty. We will consider several ways to determine the most promising
nodes to be kept at each step in Sect. 2.1. A BS for the LCS has been proposed
by Blum et al. [1]. Each node v of the LCS is defined by a left position vector
pL,v which corresponds to the set S[pL,v] relevant for further extension of v,
and an lv-value, denoting the length of the partial solution represented by the
node. Initially, the beam contains the (root) node r := ((1, . . . , 1), 0). In order
to expand a node v, the corresponding set S[pL,v] is used to find all feasible,
non-dominated letters Σnd

pL,v , and for each a ∈ Σnd
pL,v , the positions pL,v

a,i are
determined, and further used to create all successor nodes v′ = (pL,v

a + 1, lv + 1)
of v, where pL,v

a + 1 = {pL,v
a,i + 1 | i = 1, . . . ,m}. If Σnd

pL,v = ∅, a complete node
has been reached. If the lv-value of a complete node is greater than the length
of the current incumbent solution, we derive the respective solution and store
it as the new incumbent. We emphasize that directly storing partial solutions
within the nodes is not necessary. For any node of the search tree, the respective
partial solution can be derived in a backward manner by iteratively identifying
predecessors in which the lv-values always decrease by one. Let us denote this
procedure by BS(S, β), taking a set S and a beam size β as input and returning
the best solution found by the BS execution.

2.1 Estimating the Length of the LCS Problem

For each node of the search tree, an upper bound on the number of letters
that might further be added—i.e., the length of a LCS of S[pL,v]—is given by
UB(v) = UB(S[pL,v]) =

∑m
i=1 ca, where ca = min{|si[p

L,v
i , |si|]|a | i = 1, . . . ,m},
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and |s|a is the number of occurrences of letter a in s; see [10]. Unfortunately,
this upper bound is not tight in practice.

We develop here a novel estimation based on the approximated expected
length for uniform random strings. Mousavi and Tabataba [9] came up with a
recursion which calculates the probability that a specific string s of length k is
a subsequence of a uniform random string t of length q in the form of a table
P(|s|, |t|) = P(k, q). Let us assume that the following holds: (1) all strings from S
are mutually independent and (2) for any sequence of length k over Σ, the event
that the sequence is a subsequence common to all strings in S is independent
of the corresponding events for other sequences. By making use of the table P
and some basic laws from probability theory, we can derive the estimation for
the expected length as

EX(v) = EX(S[pL,v]) = lmax −
lmax∑
k=1

(
1 −

m∏
i=1

P(k, |si| − pL,v
i + 1)

)|Σ|k

, (1)

where lmax = mini=1,...,m{|si| − pL,v
i + 1}. EX provides, in practice, a much bet-

ter approximation than the afore-mentioned upper bound UB or the heuristic
from [9] which is also of limited use since it cannot be used to compare nodes
from different levels of the search tree. Formula (1) is numerically calculated by
decomposing the power |Σ|k = |Σ|p · · · |Σ|p︸ ︷︷ ︸

�k/p�

·|Σ|(k mod p), since intermediate val-

ues would otherwise be too large for a commonly used floating point arithmetic.
Moreover, the calculation of (1) can be run in O(m log(n)) on average by deter-

mining vk =
(
1 − ∏m

i=1 P(k, |si| − pR,v
i + 1)

)|Σ|k
∈ (ε, 1 − ε) using the divide-

and-conquer principle exploiting the fact that {vk}lmax
k=1 is a monotonic sequence.

We set ε = 10−10 in our implementation. If the product which appears in (1) is
close to zero, it can cause stability issues resolved by replacing vk by an approx-
imation derived from the Taylor expansion (1 − x)α ≈ 1 − αx +

(
α
2

)
x2 + o(x2)

which approximates vk well. This estimation was developed by following the
same idea for the palindromic case of the LCS problem; see [3] for more details.

3 Algorithms for Solving the LCSqS Problem

Let us denote by P := {(q1, . . . , qm) : 1 ≤ qi ≤ |si|} ⊂ N
m all possibil-

ities for partitioning the strings from S each one into two consecutive sub-
strings. For each q ∈ P, we define the left and right partitions of S by SL,q=
{s1[1, q1], . . . , sm[1, qm]} and SR,q = {s1[q1+1, |s1|], . . . , sm[qm+1, |sm|]}, respec-
tively. Let Sq := SL,q ∪ SR,q be the joint set of these partitions. Finding
an optimal solution s∗

lcsqs to the LCSqS problem can then be done as fol-
lows. First, an optimal LCS s∗

lcs,q must be derived for all Sq, q ∈ P. Let
s∗
lcs = arg max{|s∗

lcs,q| : q ∈ P} Then, s∗
lcsqs = s∗

lcs · s∗
lcs. Unfortunately, the

LCS problem is already NP–hard [7], and the size of P grows exponentially
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with the instance size. This approach is, therefore, not practical. However, we
will make use of this decomposition approach in a heuristic way as shown in the
following.

3.1 Randomized Local Search Approach

In this section we adapt and iterate BNH in order to derive approximate LCSqS
solutions in the sense of a randomized local search (RLS).

We start with the q =
(
� |s1|

2 �, . . . , � |sm|
2 �

)
and execute BNH on the cor-

responding set Sq to produce an initial approximate LCSqS solution slcsqs =
(BNH(Sq))2. At each iteration, q is perturbed by adding to each qi, i = 1, . . . , m,
a random offset sampled from the discretized normal distribution N (0, σ2)�
with a probability destr ∈ (0, 1), where the standard deviation is a parameter of
the algorithm. BNH is applied to the resulting string set Sq for producing a new
solution. A better solution is always accepted as new incumbent solution slcsqs.
The whole process is iterated until a time limit tmax is exceeded. Note that if slcsqs
is the current incumbent, only values in {|slcsqs|/2 + 1, . . . , |si| − |slcsqs|/2 − 1}
for qi can lead to better solutions. We therefore iterate the random sampling of
each qi until a value in this range is obtained.

3.2 RVNS and BS Approach

As an alternative to the RLS described above we consider a variable neighbor-
hood search approach [8]. More precisely, we use a version of the VNS with no
local search method included, known as Reduced VNS (RVNS).

For a current vector q ∈ P, we define a move in the k-th neighborhood,
k = 1, . . . ,m, by perturbing exactly k randomly chosen positions as above by
adding a discretized normally distributed sampled random offset. Again, we take
care not to choose meaningless small or large values. We then evaluate q by the
following 3-step process. We first calculate ubq = 2 ·UB(Sq), and if ubq ≤ |slcsqs|,
q cannot yield an improved incumbent solution and q is discarded. Otherwise,
we perform a fast evaluation of q by applying BNH which yields a solution
s = (BNH(Sq′

))2. If |s| > α · |slcsqs|, where α ∈ (0, 1) is a threshold param-
eter of the algorithm, we consider q promising and further execute BS on Sq,
yielding solution sbs = (BS(Sq′

, β))2. Again, the incumbent solution slcsqs is
updated by any obtained better solution. If an improvement has been achieved,
the RVNS&BS always continues with the first neighborhood, i.e. k := 1, other-
wise with the next neighborhood, i.e. k := k + 1 until k = m + 1 in which case
k is reset to 1. To improve the performance, we store all partitionings evaluated
by BS, together with their evaluations, in a hash map and retrieve these values
in case the corresponding partitionings are re-encountered.



434 M. Djukanovic et al.

4 Computational Experiments

The algorithms are implemented in C++ and all experiments are performed on
a single core of an Intel Xeon E5-2640 with 2.40 GHz and 8 GB of memory.

We used the set of benchmark instances provided in [2] for the LCS problem.
This instance set consists of ten randomly generated instances for each combi-
nation of the number of input strings m ∈ {10, 50, 100, 150, 200}, the length of
the input strings n ∈ {100, 500, 1000}, and the alphabet size |Σ| ∈ {4, 12, 20}.
This makes a total of 450 problem instances. We apply each algorithm ten times
to each instance, with a time limit of 600 CPU seconds.

Table 1. Selected results for the LCSqS problem.

n m |Σ| RVNS&BS RLS& BS RVNS& Dive RLS

|s| tbest[s] |s| tbest[s] |s| tbest[s] |s| tbest[s]

100 10 4 27.08 67.71 26.54 44.94 26.96 51.20 26.42 34.40

10 20 3.84 0.02 4.00 1.66 3.96 0.05 4.00 4.44

50 4 18.54 10.53 18.16 24.12 18.54 45.81 18.04 19.43

50 20 0.20 0.01 0.46 4.77 0.20 0.00 0.40 0.01

200 4 14.00 4.88 14.00 8.68 14.00 1.36 13.94 24.12

200 20 0.00 0.05 0.00 0.00 0.00 0.00 0.00 0.00

500 10 4 156.58 143.70 156.14 146.08 149.78 160.69 149.24 110.09

10 20 35.78 53.31 35.12 48.07 34.54 50.42 34.56 71.16

50 4 124.30 52.66 124.12 160.39 120.32 86.33 120.12 109.37

50 20 21.14 78.62 20.52 34.12 20.64 66.00 20.68 61.19

200 4 109.86 152.55 108.78 102.03 106.22 66.72 104.94 90.66

200 20 14.48 62.08 14.26 35.50 14.04 3.51 14.10 12.82

1000 10 4 321.14 206.16 320.94 193.50 304.48 186.65 304.34 161.08

10 20 76.84 126.40 76.66 141.40 73.80 118.86 73.72 76.98

50 4 261.52 127.81 260.82 135.14 252.94 131.88 249.84 153.18

50 20 49.78 116.89 49.76 188.74 48.12 54.48 48.70 74.04

200 4 235.50 213.72 234.44 202.34 230.10 135.37 222.66 145.99

200 20 38.04 132.86 38.12 165.15 38.00 59.74 38.02 24.07

From preliminary experiments we noticed that the behavior of our algorithms
mostly depends on the length n of the input strings. Therefore, we tuned the
algorithms separately for instances with string length 100, 500, and 1000. The
irace tool [6] was used for this purpose. For RLS, we obtained destr = 0.2 and
σ = 5 (for n = 100), destr = 0.3 and σ = 10 (for n = 500), and destr = 0.3
and σ = 20 (for n = 1000). For RVNS&BS, we obtained α = 0.9 and β = 100
(for n = 100), α = 0.9 and β = 200 (for n = 500), and α = 0.9 and β = 200
(for n = 1000). For σ of the RVNS&BS, irace yielded the same values as for the
RLS. Moreover, EX was preferred over UB as a guidance for BS.
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We additionally include here results for RVNS&Dive, which is RVNS&BS
with β = 1. In this case BS reduces to a simple greedy heuristic (or dive). This
was done for checking the impact of a higher beam size. Moreover, RLS&BS
refers to a version of RLS in which BNH is replaced by BS with the same beam
size as in RVNS&BS. Selected results are shown in Table 1. For each of the
algorithms we present the avg. solution quality and the avg. median time when
the best solution was found. From the results we conclude the following:

– RVNS&BS produces solutions of significantly better quality then the other
algorithms on harder instances.

– The rather high beam size is apparently useful for finding approximate solu-
tions of higher quality.

– Concerning the computation time for harder instances, the times of the
RVNS&BS are usually higher than those of the RLS. It seems harder for
BNH to help to improve solution quality in later stages of the RLS than for
the BS in RVNS&BS.

– From Fig. 1 we can see that, for smaller instances with larger alphabet sizes,
stronger jumps in the search space are in essence preferred. This is because
a small number of feasible solutions is distributed over the search space, and
to find them it is convenient to allow large, random jumps in the search.
When n is larger, choosing to do larger jumps in the space is not a good
option (see the bar plot on the right). This can be explained by the fact
that already the vector q that is defined by the middle of all input strings
(which are generated uniformly at random) yields a promising solution, and
many promising partitions are clustered around this vector. By allowing larger
jumps, we move further away from this middle vector quickly, which yields
usually in weaker solutions.

Instance: m = 10, n = 100, |Σ| = 12. Instance: m = 50, n = 500, |Σ| = 4.

Fig. 1. The impact of parameter σ on the solution quality of RVNS&BS.

Fig. 2 provides box plots showing the relative differences between the quality
of the solutions obtained by RVNS&BS using EX and RVNS&BS using UB
(β = 200). The figure shows a clear advantage of several percent when using EX
over the classical upper bound UB as search guidance.
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n = 500. n = 1000.

Fig. 2. Improvements of solution quality when using EX instead of UB for guiding BS
in RVNS&BS.

5 Conclusions and Future Work

This article provides the first heuristic approaches to solve the LCSqS problem
for an arbitrary set of input strings. We applied a reduction of the LCSqS prob-
lem to a series of standard LCS problems by introducing a partitioning of the
input strings as a first-level decision. Our RVNS framework explores the space of
partitionings, which are then tackled by BNH and, if promising, by BS. Hereby,
BS is guided by a heuristic which approximates the expected length of a LCS.
Overall, RVNS&BS yields significantly better solutions that the also proposed,
simpler RLS.

In future work we want to solve smaller instances of the LCSqS problem to
optimality. To achieve this, we aim for an A∗ search that is also based on the
described reduction to the classical LCS problem.
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Abstract. The dynamic block relocation problem is a variant of the
BRP where the initial configuration and retrieval priorities are known
but are subject to change during the implementation of an optimized
solution. This paper investigates two kinds of potential changes. The
exchange of assigned priorities between two blocks and the arrival of new
blocks. For both kind of events we present algorithms that can adjust
an existing solution to the changed situation. These algorithms are com-
bined with a branch and bound based solver to enable online optimiza-
tion with look-ahead. Our experiments show that the algorithms enable
finding better solutions in a shorter time after a event occurs.

Keywords: Dynamic block relocation problem · Changing priorities

1 Introduction

The block relocation problem is an important problem in both container logistics
and the steel industry. Steel slabs as well as containers are stored in stacks and
have to be retrieved from the storage yard in a given order using the minimal
number of crane movements possible. Solvers are based on heuristics [3,6] mixed-
integer programming [7] or branch and bound [4,5].

Using a BRP solver to control a real-life crane is a three step process. First
we observe the current state of the environment and generate a BRP instance.
Then we use a BRP solver to find a optimized crane schedule. Finally the crane
executes one move after another until all blocks are delivered. Of course this
only works if the delivery priorities never change and no new blocks are added
while the plan is executed. There are several approaches for dealing with such
uncertainties discussed in the literature. The online BRP avoids the problem
by not planning ahead at all and just deciding one move at a time. There is a
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leveling heuristic with a good and known competitive ratio but using planning
data when available enables finding better solutions [8]. There is work on a
stochastic BRP where items are grouped and the delivery order of groups is
assumed to be known but the order within a group is determined at random
in an online fashion. It is shown that such partial information can be used to
improve solution quality [2]. Both of these works assume that some information
is just not known, in contrast the work in this paper assumes that the initial
state and priorities are known but can change over time. When such a change
is observed the plan must change to accommodate it and the simplest way to
achieve this is to rerun the optimizer. However this is wasteful as the problems
are clearly related but the solver is unable to take advantage of this fact. We
show that in the case of two kinds of unplanned events we can efficiently update
an existing solution. If the original solution was optimal the update algorithms
can under certain conditions even guarantee that the resulting updated solution
remains optimal.

The rest of this paper is structured as follows. We start in Sect. 2 by defin-
ing the dynamic BRP we are dealing with and describing our general app-
roach. In Sect. 2.1 we describe the problem of new items arriving over time and
describe an algorithm for updating solutions to incorporate the newly arrived
items. Section 2.2 is similar but for events where the priorities of two blocks are
swapped. We evaluate the performance of our algorithms in comparison to a
reoptimization scheme on problem instances from the literature in Sect. 3 and
finally present conclusions and an outlook on further research in Sect. 4.

2 Dynamic Block Relocation Problem

The state of a BRP denoted as θ consists of a set of blocks with distinct delivery
priorities n ∈ N . The blocks are stacked onto a number of stacks s ∈ S. There is
a crane that can perform two different kinds of moves. If the block that has to
be delivered next is on top of a stack the crane performs a removal move and
delivers the block. Otherwise the crane has to perform a relocation move by
taking the top block of one stack and placing it on top of a different stack. The
goal is to deliver all blocks in order of the delivery priorities using the minimal
number of crane movements. Such an optimized crane schedule Ω is therefore a
list of moves the crane has to executed.

The BRP variant that this paper is concerned with is dynamic meaning that
the problem changes over time. We observe the current state θ and use a branch
and bound based solver to obtain a near optimal solution (solve(θ) → Ω).
Then the crane movements are executed according to plan until an event hap-
pens that invalidates the current plan. We then apply the adjustment algorithms
described below in order to regain a valid plan and there are two possible out-
comes. Either the current solution could be adjusted by inserting the minimal
number of relocation and removal moves or it needs to be changed more
extensively. In the latter case the same optimizer used to find the initial solution
is applied to a partial solution to search for the best changed solution. After we
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have a new adjusted or changed solution we can if there is more time call the
optimizer again to continue searching for even better solutions. This search can
use the new solution as an upper bound which enables it to be more efficient.

2.1 Arrival of a New Item

In addition to the normal stacks we introduce so called arrival locations. When
new items arrive they are added to the last position of one of the arrival locations.
The crane can only take the first item of a arrival location and it can never put
items back to a arrival location.

arrival location stacks

crane

? 7 3
...

5

2

8 13

12

11

15

14

Fig. 1. New item arriving at arrival location.

Items that are added can have any removal priority, this is indicated by the
question mark in the example shown in Fig. 1. So depending on the priorities
of the items at the arrival location the introduction of an additional item can
necessitate additional relocation moves. There are three different possibilities of
when the new item must be delivered:

1. Deliver after all items at the arrival location. (e.g. ? = 9)
2. Deliver before all items at the arrival location. (e.g. ? = 1)
3. Deliver before some of the items at the arrival location. (e.g. ? = 4)

We define R as the list of items for which we have to introduce additional
relocations. In the first case R is empty because we can simply wait until the
items are delivered and than remove the new item. In the second case R = [7, 3]
contains all items at the arrival location, because in order to remove the new
item the others must be put aside. In case the new item has priority 4 in the
example of Fig. 1 R would contain the item with priority 7 but not the one with
priority 3. If we imagine that the priorities 3 and 7 were exchanged R would
be empty because even though 7 must be delivered after 4 every valid solution
already contains the relocation of item 7 in order to remove item 3. Therefore
by the time item 4 must be removed both 7 and 3 are no longer at the arrival
location. For every item in R we need at least one additional relocation. Where
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Data: Ω, nnew, sarr
Result: adjusted solution
(R, imin) ← needs relocation(Ω0, nnew, sarr);
imax ← removal index(Ω, nnew);
insert removal(Ω, imax, nnew, sarr);
foreach n ∈ R do

delete all moves of(Ω, n);
sucess ← false;
irem ← removal index(Ω, n);
for irel ← imax to imin do

if ∃s ∈ S is well placed(n, s, Ω, irel, irem) then
insert relocation(Ω, irel, n, sarr, s);
insert removal(Ω, irem, n, s);
imax ← ireloc;
sucess ← true;
break;

end

end
if not sucess then

return solve(Ω0);
end

end
return Ω;

Algorithm 1. Adjusting solution when a new item arrives

this relocation can be inserted into the existing solution Ω is limited by the
blocks above and below.

Algorithm 1 describes how this can be done. It takes a solution to the orig-
inal problem Ω and the arrival location sarr and delivery priority of the new
block nnew. It first uses the function needs relocation to determine which
blocks need to be relocated R because of the new block and when the earliest
relocation can take place imax. For every item in R it first deletes all existing
moves using delete all moves of and then tries to insert only a single reloca-
tion and removal move per item such that the solution stays valid. The index
where the remove move must be inserted is calculated using the removal index
function. The algorithm tries to find an index in the solution where a block
can be relocated to a stack and remain there until it can be removed. To check
this the algorithm calls is well placed which takes a block n a stack s the
current solution Ω as well as the proposed relocation and removal indices. It
checks that the item does not block anything in the stack when it is placed, that
nothing blocks it when it needs to be removed and that no relocation in between
violates the height restriction of the stack. With the appropriate preprocess-
ing both is well placed and removal index can be made to run in constant
time which makes the entire algorithm very fast as we will show in Sect. 3. If
the algorithm can incorporate all blocks in R using only a single relocation the
resulting solution will be optimal given that the solution was optimal before the
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new item arrived. When any block in R would need more than one relocation
the algorithm simply runs the solver again.

2.2 Swapping Delivery Priorities

Another event that can happen is that the delivery priorities of the blocks
changes over time. If the order changes entirely the best course of action is
to simply restart the optimization. On the other hand if only a small change in
delivery order occurs it might be advantageous to adjust the current solution.
Such a possible small change can be that two blocks exchange their delivery
priorities. Algorithm 2 shows how to adjust a solution after such a priority swap
has occured. It works by comparing the planned moves with the possible moves
performing removal moves as soon as possible and skipping all moves of already
removed blocks. As long as the planned moves are in the set of possible moves the
solution remains valid. If this is no longer the case we apply the solver starting
from the current state.

Data: Ω
Result: adjusted solution
Ωnew ← ∅;
θ ← Ω0;
foreach planned ∈ Ω do

B ← possible moves(θ);
if ∃β ∈ B is remove move(β) then

θ ← apply(Ωnew, θ, β);
end
if not already removed(θ, β) then

if planned ∈ possible then
θ ← apply(Ωnew, θ, planned);

else
return solve(θ);

end

end

end
return Ωnew;

Algorithm 2. Adjusting solution when priorities are swapped

3 Experiments

The question we want to answer with our experiments is does the techniques
described above really enable us to find better solutions faster after a event
occured that made the current solution invalid? All benchmarks are implemented
using the Rust language and run on a Dell Latitude E6540 with an Intel i7
4810MQ CPU @2.80 GHz and 16 GB RAM running Windows 10. We used prob-
lem instances BRP instances from the literature [1] and simulated the events
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described in Sect. 2. We start by searching for near optimal solutions for each prob-
lem instance and then we apply the change produced by a single event. The opti-
mizer we use is an iterative variant of the rake search algorithm with a width limit
of 100 and a depth limit of 1000 [6]. When a event occurs we have two possibil-
ities, we can either treat the resulting problem instance as entirely separate and
just start the solver from scratch or we use the algorithms described above to try
to adapt the current solution to the change. We call the former the offline app-
roach and the latter the online approach. By recording the times and qualities of
the found solutions and comparing them we can get a idea of the relative perfor-
mance of these two approaches. The problem instances vary in both the number
of stacks and the number of items per stack from instances with three stacks of
height 3 to instances of 10 stacks each with 10 items. We choose to focus on the
40 largest 10 × 10 instances because the small instances can be solved so quickly
by the offline approach that improving that time is not particularly interesting.

In order to simulate arrival of new items one stack of each problem instance
was randomly choosen to serve as the arrival location and for every items on
the arrival location the arrival is simulated. This means we have 10 events for
each of our 40 instances totaling 400 simulated arrival events. Figure 2 shows a
empirical cumulative distribution function (ECDF), it compares the time it takes
for a certain percentage of algorithm runs to reach the best solution between the
online and offline approach. Out of all plans 68% could be adjusted when a new
block arrived at the arrival location and for 2% additional improvements could
be found after adjusting the previous solution. After 13% of events the plans
were changed and no further improvement could be reached while in 17% of
cases further improvements could be achieved starting from the changed solution.
Algorithm 1 enables the online approach to both find good solutions very quickly
while still allowing improvements over time.

For the test instances with 100 blocks there are
(
100
2

)
= 4950 possible swap

events per problem instance. We chose to investigate swap events where the

Fig. 2. Percentage of solutions reaching the best quality over time after a new block is
added.
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difference between the swapped priorities is less then 5. Out of all plans 18%
could be adjusted after a swap event and 82% needed to be changed. These
percentages vary depending on the priority of the items involved in the swap.
The further into the future the removal of the affected items is the more likely
it is that the solution can be adjusted. Similarly the the closer the priorities are
to each other the more likely it as that adjustment is possible. Figure 3 shows
that after swapping item priorities the online approach enables finding solutions
faster than the offline approach. The in graph on the right where the affected
blocks have to be delivered later the online curve starts out higher because of
the higher proportion of adjustable solutions.

Fig. 3. Percentage of solutions reaching the best quality over time after two blocks
exchange priorities. Swapped priorities <50 shown left and swapped priorities >50
shown right.

4 Conclusion and Outlook

Using the procedures described in this paper it is possible to adjust existing
optimized solutions when unplanned events occur. The adjustment procedures
are fast enough that even if the solution could not be adjusted and must be
changed the online approach outperforms starting from scratch. This is achieved
by starting the search only on the part of the solution that needs to change. If the
optimal solution has not been found jet the adjusted or changed solutions can
also be used as an initial upper bound for the continued search. The reason our
online optimizer performs better than simply calling the offline solver repeatedly
is that it is able to preserve some of the search state. This state is the current
best solution that gets adjusted, changed and improved over time. Of course
a branch and bound based optimizer has much more state information. One
direction for further research is to investigate if performance can be improved
by keeping and updating more of that information.

In this paper we looked at handling individual events but the long term
goal of this work is to enable a solver that can run indefinitely improving and
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adjusting the solution as time goes on. This is relevant because both adjustment
algorithm greedily choose the first adjustment they can find but it might be the
case that some adjustments enable or prohibit future adjustments and therefore
influence overall performance. Extending the algorithms to consider multiple
alternative is relatively simple but in order to evaluate the performance of such
extensions we are working on a simulator and appropriate benchmark scenarios
and metrics.
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Abstract. In this paper we schedule a set of jobs on a production system
with more than one stage and several machines in parallel per stage,
considering multiple objectives to be optimized. This problem is known
as the Flexible or Hybrid Flowshop Scheduling problem (HFSP), which
is NP-hard even for the case of a system with only two processing stages
where one stage contains two machines and the other stage contains a
single machine. In that sense, it is possible to find an optimal solution
for this problem with low computing resources, only for small instances
which, in general, do not reflect the industrial reality. For that reason,
the use of meta-heuristics as an alternative approach it is proposed with
the aim to determine, within a computational reasonable time, the best
assignation of the jobs in order to minimize the makespan, total tardiness
and the number of tardy jobs simultaneously. In this regard, a Multi-
Objective Ant Colony Optimization algorithm (MOACO) and the Non-
dominated Sorting Genetic Algorithm-II (NSGA-II) are used for solving
this combinatorial optimization problem. Results show the effectiveness
of the approaches proposed.

Keywords: Hybrid flow shop · Meta-heuristics · Multi-objective
optimization

1 Introduction

Scheduling is one of the hard optimization problems found in real industrial con-
texts. Generally speaking, scheduling is a form of decision-making that plays a
crucial role in manufacturing and service industries. According to [1] scheduling
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problems deal with the allocation of resources to tasks over given time periods
and its goal is to optimize one or more objectives. In this regard, flow-shop
scheduling (FS) problems are among the most studied combinatorial optimiza-
tion problems in the literature. These scheduling problems frequently can be
found in many real world applications such as manufacturing, transportation
systems and service companies [2]. In this paper, an extension of the classical
FS is studied, in which a set of jobs on a production system with more than
one stage and several machines in parallel per stage is scheduled, considering
one or multiple objectives to be optimized. This problem is known as the Flex-
ible or Hybrid Flowshop Scheduling problem (HFSP), which can be reduced to
the FS problem when each stage has only one machine. Furthermore, HFS adds
more flexibility per stage than the classical Flowshop by increasing the overall
capacity, avoiding bottle necks if some operations are too long [3]. Since most
extensions of the FS problems are NP-hard, thus, HFSP is also NP-hard even for
the case of a system with only two processing stages where one stage contains
two machines and the other stage contains a single machine [4].

According to above, this paper considers the multi-objective hybrid flowshop
scheduling problem with the aim of minimizing makespan, total tardiness and
number of tardy jobs at the same time. This problem has not been studied pre-
viously in the literature since most works consider mainly two of these objectives
simultaneously. Our solution approach is based on a Ant Colony System Opti-
mization (ACO) Algorithm and the Non-dominated Sorting Genetic Algorithm-
II (NSGA-II). The rest of this paper is organized as follows: Sect. 2 is devoted to
present a review of literature related to the HFSP. Section 3 explains in detail
the problem under study. In addition, Sect. 4 presents the proposed ACO and
NSGA-II algorithms, while Sect. 5 is devoted to computational experiments and
the analysis of results. Finally, this paper ends in Sect. 6 by presenting some
concluding remarks and suggestions for further research.

2 Literature Review

The scientific literature regarding the utilization of meta-heuristics for solving
scheduling problems is overwhelming. Although most of these works have focused
on single objective applications, we have some works that involve the optimiza-
tion of two or more objectives simultaneously, especially in shop scheduling prob-
lems [5]. In addition, with respect to the Hybrid Flow Shop scheduling problem,
there is a considerable amount of papers which address mono-objective versions
of the problem. Nevertheless, there are not so many works which deal with multi-
objective version of this problem in comparison to another scheduling problems.
For more details we recommend the works of [2] and [6], where comprehensive
surveys are provided.

On the other hand, there are several examples of meta-heuristic approaches
for addressing the HFSP with multiple objectives. In that sense, genetic algo-
rithms [7,8], ant colony system algorithms [9,10] and simulated annealing and
tabu search [11], are among the most common approaches. However, less used
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methods such as: migrating birds optimization algorithm [12] and energy con-
sumption algorithm [13], have also been used recently. Since the previous studies
included mostly two objectives, the multi-objective function with three objec-
tives studied in this paper has not been considered by any other research.

3 Problem Formulation

Formally, the problem under study can be described as follows. In accordance
with Grahams’ notation, given a set of n jobs to be processed on a set of s stages
organized in series, each one containing a set of ms machines in parallel, the
problem can be stated as: FHs(Pm

(t)
1 ,Pm(t)

2 , ...,Pm(t)
n )‖Cmax,

∑
T,

∑
U . In this

notation, Pm(t)
1 ,Pm(t)

2 , ...,Pm(t)
n correspond to m(t) homogeneous or identical

machines in parallel at stage t = 1, 2,... , s; i.e., at each stage t, the number of
machines m(t) varies, 1 ≤ m(t)≤M. In addition, the processing route of all jobs
is identical; i.e., jobs are consecutively moved from stage 1 to stage s. Moreover,
at each stage a job j has to be processed on only one machine, and once the
processing of a job is started, it cannot be interrupted (e.g., preemption is not
allowed). The processing time of job j on any machine of stage s is denoted as
pjs. All jobs are available at the beginning of the time horizon (e.g., all jobs have
the same release date). The due date is denoted as dj ; the makespan or Cmax

is equal to max{0, Cj}, where Cj is the completion time of job j ; the tardiness
of job j, Tj , is equal to max{0, Cj−dj}. Thus, the total tardiness is denoted as∑

T . Finally, the number of tardy jobs is equal to
∑

U , where Uj is 1 when a
job j is delayed, that is: (Cj> dj), and 0 otherwise.

4 Approaches Proposed

In this section, the structures of the approaches used for the problem under
consideration are described. Therefore, MOACO and NSGA-II procedures are
showed as well as the way that were implemented in the problem under study.

Multi-objective Ant Colony Optimization Algorithm. Ant colony opti-
mization (ACO) is a meta-heuristic which was initially proposed by [14] and
later on improved in further studies (e.g. see [15] and [17]). The common pat-
tern of all variants of ant-based algorithms, consists on the emulation of real ants
when they find the optimal path between their nest and a food source. Several
studies have applied ACO to solve different discrete and continuous optimization
problems [16]. One of these applications involves scheduling problems as stated
by [18] in a comprehensive survey. ACO has experimented an evolution through
eight variants or extensions which have been used to different problems.

In this work, the Ant Colony System (ACS) variant is used for the HFSP.
In this regard, a model to represent pheromones, a mechanism to update the
pheromone trail, and heuristic function are defined [19]. These elements are
employed to guide the selection of a job to be executed at a given time. This
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also impacts the system behavior. Moreover, and with the aim of obtaining
feasible solutions, job routing sequence has to be respected at each step when
building a solution. This is ensured by using a restricted candidate list of all jobs
that may be carried out at a given time of the schedule. The structure of ACS
proposed, is presented in Algorithm 1:

Algorithm 1. Pseudocode of MOACO proposed
1: Initialize parameters ()
2: while Termination condition not reached do
3: for Each ant k do
4: for Each stage s do
5: Select the next processing job applying transition state rule
6: Assign a position to selected processing job
7: Update pheromone trails locally
8: end for
9: end for

10: Evaluate solution()
11: Update pheromone trails globally
12: end while

Non-dominated Sorting Genetic Algorithm-II. The non-dominated sort-
ing genetic algorithm (NSGA) was initially proposed by [20], and has been
applied to diverse optimization problems. The main feature of a non-dominated
sorting procedure, is that a ranking selection method is performed in order to
characterize non-dominated points of the objective function as well as estab-
lishing a subset of fixed populations around those values [20]. Nevertheless, as
stated by [21], there have been a number of criticisms due to issues such as: High
complexity in the non-dominated sorting procedure, a lack of elitism and the
necessity of a high parameterization. Therefore, an improved version of NSGA,
named NSGA-II was proposed in order to alleviate all the above difficulties.

Concerning the application of NSGA-II for the problem under study, the pop-
ulation is randomly generated. At each iteration a sorting procedure is applied
to rank the solutions according its dominance over the total population. Then,
a solution is said to be better if it is not dominated by any other solution in the
population. In addition, the procedure for producing new solutions is performed
by the application of Partially Mapped Crossover (PMX). Mutation with a fixed
probability is also considered. The algorithm stops after a predefined number of
iterations. The structure of NSGA-II used, is presented in Algorithm2, which
was adapted from [21].

5 Computational Experiments

The computational experiments were carried out on a PC Intel Core i7, 2.9 GHz
with 8 GB of RAM. The proposed meta-heuristics were coded using Visual Basic
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6.0. Data sets used in our experiments were extracted from the OR-Library [22].
Instances with 20, 50 and 100 jobs and shops with 2, 5 and 8 stages were consid-
ered. For each meta-heuristic, non-dominated solutions (i.e., the set of Pareto-
optimal solutions) were registered. The results obtained included the set of non-
dominated solutions for each meta-heuristic for the selected instances, as well as
the evaluation of distance measures between two fronts, the coverage of the solu-
tions of both meta-heuristics, the deviation with respect to a single objective,
the deviation with respect to the best initial solution and the computational
time. Nevertheless, this last aspect was excluded from the results showed since
it presented no statistical or significant differences among both meta-heuristics.
An overview of these results is presented in Tables 1, 2 and 3.

Algorithm 2. Pseudocode of the NGSA-II used
1: for each p ∈ P do
2: Sp ← Ø
3: np ← Ø
4: for each q ∈ P do
5: if (p ≺ q) then
6: Sp ← Sp

⋃{q}
7: else if (q ≺ p) then
8: np ← np + 1
9: end if

10: if (np = 0) then
11: prank ← 1
12: F1 ← F1

⋃{q}
13: end if
14: end for
15: i ← 1
16: while Fi �= Ø do
17: Q ← Ø
18: for each p ∈ Fi do
19: for each q ∈ Sp do
20: np ← np − 1
21: if (np = 0) then
22: qrank ← i + 1
23: Q ← Q

⋃{q}
24: end if
25: end for
26: end for
27: i ← i + 1
28: Fi ← Q
29: end while
30: end for

For example, regarding the performance of both meta-heuristics, results show
that for small instances, the performance of MOACO is better than the corre-
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sponding one of NGSA-II in 2 of the 3 objective functions evaluated. Never-
theless, if the number of jobs is increased, NSGA-II outperforms MOACO in
each one of the objective functions considered. Therefore, while for MOACO,
the quality of solutions is affected when the number of jobs to be scheduled is
increased, this is not the case of NSGA-II. In fact, this algorithm is much more
stable in terms of the behavior of solutions. Therefore, for the problem under
consideration, NSGA-II presents more reliability and robustness.

Table 1. Average values of Cmax,
∑

T and
∑

U for 20 jobs instances

Approach 20 jobs

Cmax %dev
∑

Tj %dev
∑

Uj %dev

MOACO 649 – 4146 – 14 –

NGSA-II 663 −2% 3825 8% 15 1%

Table 2. Average values of Cmax,
∑

T and
∑

U for 50 jobs instances

Approach 50 jobs

Cmax %dev
∑

Tj %dev
∑

Uj %dev

MOACO 1709 – 21423 – 43 –

NGSA-II 1525 −2% 21235 12% 41 1%

Table 3. Average values of Cmax,
∑

T and
∑

U for 100 jobs instances

Approach 100 jobs

Cmax %dev
∑

Tj %dev
∑

Uj %dev

MOACO 3879 – 162245 – 85 –

NGSA-II 3565 9% 121335 34% 83 34%

6 Conclusions

This paper studied the Flexible or Hybrid Flowshop scheduling problem (HFSP)
considering multiple objectives. A multi-objective ant colony optimization algo-
rithm (MOACO) and the Non-dominated Sorting Genetic Algorithm-II (NSGA-
II) were proposed for solving this complex combinatorial optimization problem.
Computational experiments were carried out using data sets from the litera-
ture. Results showed that very good solutions can be found using NSGA-II algo-
rithm in comparison with the MOACO algorithm, especially for larger instances.
Therefore, NSGA-II seems to be the most suitable approach for this problem,
due to its reliability and capability of improving the quality of solutions once the
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number of jobs is increased, whereas the variability of solutions remains stable,
which constitutes a measure of robustness.

For further research, MOACO and NSGA-II algorithms can be combined each
other in order to improve much more their individual performances when solv-
ing larger instances of HFSP. Moreover, other opportunities for further research
would be based on adapting MOACO and NSGA-II algorithms for solving dif-
ferent versions of the multi-objective hybrid flowshop scheduling problem. Such
versions of the problem could include, for instance, cases considering specific
time windows for jobs arrivals and stochastic or deteriorating processing times,
among others.

References

1. Pinedo, M.L.: Scheduling: Theory, Algorithms, and Systems, 3rd edn. Springer,
Heidelberg (2008). https://doi.org/10.1007/978-0-387-78935-4
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Abstract. The paper presents models of heat exchangers assuming the ideal mix-
ing of medium. The models are used to describe exchangers while designing con-
trol strategies in heating, ventilation and air conditioning systems. This approach
was tested on the exchangers with a parallel-flow and counter-flow.
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1 Introduction

Effective work of complex heating, ventilation and air conditioning (HVAC) systems
requires a development of appropriate control strategies. Computer Aided Control Sys-
tem Design (CACSD) tools give a significant support during design and testing of con-
trol systems. For their proper operation, it is necessary to employ models allowing to
determine reactions of the plant to various control variables and disturbances [1].

A typical element of HVAC systems is a heat exchanger and plants may contain
many such exchangers. Typical models of the exchangers [2, 3] can be divided into three
categories:

– themost accurate models based on the partial differential equations (PDE) – dedicated
to design of exchanger structures, very accurate but also too complicated for studies
of complex systems;

– the simplest models, in a form of transfer functions (TF) – used in control system
research but only for constant flows of medium in an exchanger;

– the most popular models, in a form of balance equations with a logarithmic mean
temperature difference (L-model) – static models dedicated to design a system with
exchangers (for example to design of heating substations).

In this paper, an alternative type of model is proposed – a model assuming the ideal
mixing (M-model), which means that there are no temperature gradients in a given
volume of fluid (i.e. changes of temperature are spreading immediately in the entire
volume), therefore the entire volume may be described by one temperature [4]. This is
a very simple model and it is usually believed that so simple model is not appropriate to
describe heat exchangers. The following analysis shows that the model has appropriate

© Springer Nature Switzerland AG 2020
R. Moreno-Díaz et al. (Eds.): EUROCAST 2019, LNCS 12013, pp. 457–464, 2020.
https://doi.org/10.1007/978-3-030-45093-9_55

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-45093-9_55&domain=pdf
https://doi.org/10.1007/978-3-030-45093-9_55


458 A. Czemplik

Table 1. Categories of exchanger models and their properties

PDE TF L-model M-model

Distributed
Parameters

Lumped
Parameters

Lumped
Parameters

Lumped
Parameters

Nonlinear Linear Nonlinear Nonlinear

Static/dynamic Dynamic Static Static/dynamic

properties to design of control strategies – lumped parameters and an ability to describe
a dynamics of nonlinear plants (Table 1).

Two typical types of heat exchangers was taken into consideration:

– parallel-flow (PFE) – a hot and cold medium flow in the same direction,
– counter-flow (CFP) – a hot and cold medium flow in the opposite directions.

Temperature profile along PFE and CFP exchangers and typical nominal values of
inlet and outlet temperatures (T1in, T2in, T1out , T2out) are shown in Fig. 1.

Fig. 1. Two types of heat exchangers

The reference point for the performed studies of PFE and CFE exchangers are
accurate PDE models based on the following balance equations in micro-scale

PFE:

⎧
⎪⎪⎨

⎪⎪⎩

Cv1dx
dT1(t, x)

dt
= m1(t)(T1(t, x) − T1(t, x + dx)) − k(T1(t, x) − T2(t, x))dx

Cv2dx
dT2(t, x)

dt
= k(T1(t, x) − T2(t, x))dx − m2(t)(T2(t, x + dx) − T2(t, x))

(1)

CFE:

⎧
⎪⎪⎨

⎪⎪⎩

Cv1dx
dT1(t, x)

dt
= m1(t)(T1(t, x) − T1(t, x + dx)) − k(T1(t, x) − T2(t, x))dx

Cv2dx
dT2(t, x)

dt
= k(T1(t, x) − T2(t, x))dx − m2(t)(T2(t, x) − T2(t, x + dx))

(2)

where, T1 and T2 are temperatures of hot and cold medium along the exchanger, m1
and m2 are functions of media flows

(
m1 = cpρ f1,m2 = cpρ f2, W/K

)
, k is a thermal
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conductance (W/K), Cv1 and Cv2 are a heat capacity, dx is an elementary section of
an exchanger (a length of an exchanger is scaled to the range 0 ÷ 1). Typical initial
conditions for CACSD are steady state, i.e. a solution of the system (1) and (2) assuming
that the time derivatives are equal to zero. In this way, it is possible to determine the
media temperature profile along an exchanger in the form shown in Fig. 1, as well as a
temperature difference between hot and cold media defined as

�T (x) = T1(x) − T2(x) = �Tbege
−mkx (3)

wherem= 1/m1 + 1/m2 for PDE andm= 1/m1 − 1/m2 for CFE. Temperature profiles are
unnecessary in CACSD, since the theory and techniques of control design are developed
for lumped systems.

2 The Static M and L Models

The static models with lumped parameters (M and L models) are based on heat balance
equations in macro-scale and have the same form for both types of the heat exchangers
[4], as follows

{
0 = m1(T1in − T1out ) − k �T

0 = k �T − m2(T2out − T2in)
(4)

where, T1in and T2in are inlet temperatures, T1out and T2out are outlet temperatures and
�T is a mean temperature difference between both media. Definitions of �T for the M
and L models of both exchangers (PFE, CFE) are shown in Table 2.

Table 2. Definition of the mean �T in Eq. (3) for model M (�T (M)) and L (�T (L))

M-model, �T (M) L-model, �T (L)

T1out − T2out Logarithmic mean difference Form with a exponential function

�Tend−�Tbeg
ln

(
�Tend/�Tbeg

)
1−e−mk

mk �Tbeg = aL�Tbeg

The same for PFE and CFE PFE: �Tbeg = T1in − T2in, �Tend = T1out − T2out ,

m = 1/m1 + 1/m2
CFE: �Tbeg = T1in − T2out , �Tend = T1out − T2in ,

m = 1/m1 − 1/m2

As can be seen from the table above, the simple definition of the mean �T for
the proposed M-model results directly from the assumption about the ideal mixing.
Whereas �T for the L-model is calculated based on the initial condition (3) and has two
forms. The first form, with the logarithmic mean temperature difference, based on the
temperature difference at the beginning and end of the exchanger (�Tbeg, �Tend), is
the most commonly used but it is suitable mainly for design of exchangers. The second
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form, with an exponential function is more appropriate for control system design and it
has been used in further transformations.

Solutions of balance equations (4) with different definitions of �T (from Table 2)
are outlet temperatures (T1out , T2out) and themean�T as functions of inlet temperatures
(T1in, T2in) and media flows (m1, m2). These solutions (output variables) for the M and
L models have the same general form

T1out = a11T1in + a12T2in, T2out = a21T1in + a22T2in, �T = a�(T1in − T2in) (5)

but differ in coefficients (a11 ÷ a22, a�). The coefficients depend on media flows and
are presented in Table 3. The M and L models are linear due to the temperatures and
nonlinear due to the flows.

Table 3. Coefficients for temperatures T1out , T2out and �T in functions (5)

M-model for
PFE/CFE

L-model for PFE L-model for CFE

a11(m1, m2) m1(m2+k)
m1m2+k(m1+m2)

m1+m2e−km

m1+m2
(m2−m1)e−km

m2−m1e−km

a12(m1, m2) m2k
m1m2+k(m1+m2)

m2−m2e−km

m1+m2

m2−m2e−km

m2−m1e−km

a21(m1, m2) m1k
m1m2+k(m1+m2)

m1−m1e−km

m1+m2

m1−m1e−km

m2−m1e−km

a22(m1, m2) m2(m1+k)
m1m2+k(m1+m2)

m2+m1e−km

m1+m2

m2−m1
m2−m1e−km

a�(m1, m2) m1m2
m1m2+k(m1+m2)

m1m2
k

1−e−km

m1+m2
m1m2
k

1−e−km

m2−m1e−km

In order to compare the M and L models, nominal values of a thermal power qN as
well as temperatures at the inlet and outlet the PFD and CFD exchangers were assumed,
andvalues of flows andmodel coefficients (according to the type ofmodel and exchanger)
were calculated. The values are collected in Table 4.

As the goal of the analysis is not to compare PFE i CFE exchangers or their design
but to compare the M and L models, so the negative value of coefficient k in M-model
of CFE exchanger does not matter. Although, coefficients a11N, a12N, a21N, a22N in
Table 4 were determined for nominal valuesm1N,m2N on the basis of different formulas
(according to Table 3), the same values were obtained for M and L models. This means
that functions T1out and T2out (5) for m1N, m2N are identical for the both models. The
outlet temperatures characteristics (T1out , T2out) as a function of media flows m1, m2
are presented in Fig. 2, where dotted lines (˛˛) refer to the M-model and solid lines (—)
to the L-model. As can be seen, the M and L models are quite similar. The differences
are bigger for CFE, but not very significant for purpose of testing the control system
strategy.
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Table 4. Values of variables and coefficients for the M and L models

qN = 500 kW PFE exchanger CFE exchanger

T1inN; T1outN; T2inN; T2outN, °C 135; 95; 90; 70 135; 85; 90; 70

M-model L-model M-model L-model

�TN, °C 5.0 23.4 −5.0 27.3

k, W/°C 100 000 21 376 −100 000 18 310

m1N, W/°C 12 500 10 000

m2N, W/°C 25 000

a11N; a12N; a21N; a22N 0.3846; 0.6154;
0.3077; 0.6923

0.2308; 0.7692;
0.3077; 0.6923

a�N 0.0769 0.3599 −0.0769 0.4201

Fig. 2. The outlet temperatures characteristics as a functions of media flows for PFE and CFE

3 The MModel as an Approximation of the L Model

All expressions in the L-models (Table 3) contain a characteristic exponential function.
The function was approximated with ex = 1 + x in two variants (Table 5). The variant
Xf concerns approximation of the function m and the variant Xe is approximation of
elements m1 and m2.

The approximation of the L-model can be obtained doing calculations both, on the
output variables (Table 3) and also on the definition of �T (Table 2). Obtained results
are the same. The relationship between models and approximations is shown in Fig. 3,
where O1 and O2 are mathematical operations used when solving the balance Eqs. (3)
with the �T definition (Table 2), and X is the Xf or Xe variants approximation of the
L-model.
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Table 5. Two variants of approximation (Xf, Xe)

PFE CFE

e−mk = 1
exp((1/m1+1/m2)k)

e−mk = 1
exp((1/m1−1/m2)k)

Xf e−mk = 1
emk ≈ 1

1+mk = 1

1+
(

1
m1

+ 1
m2

)
k

e−mk = 1
emk ≈ 1

1+mk = 1

1+
(

1
m1

− 1
m2

)
k

Xe e−mk = 1
ek/m1ek/m2

≈ 1(
1+ k

m1

)(
1+ k

m2

) e−mk = ek/m2

ek/m1
≈ 1+k/m2

1+k/m1

Fig. 3. The relationships between the M, L and A models

It has been found that the M-model is the approximation of L-model since the M-
model and the approximated L-model (i.e. named A-model) have the same forms of
coefficient a11, a12, a21, a22, a� if only the Xf variant was used for PFE exchanger and
the Xe variant for CFE exchanger. However, the A and M models are not the same,
because the value of the thermal conductance k in the A-model is inherited from the
L-model and differs from the conductance in M-model (k(A) = k(L) �= k(M)). The value
of k can be transformed according to the dependency k(L)�T(L) = k(M)�T(M) = qN ,
which will ensure that A and M models will be identical.

4 The Dynamic Models M and L

Construction of lumped dynamics models of heat exchangers was based on the balance
Eqs. (4) and taking into account a heat accumulation. It leads to the following ordinary
differential equations (ODE),

{
Cv1Ṫ1out (t) = m1(t)(T1in(t) − T1out (t)) − k �T (t)

Cv1Ṫ2out (t) = k �T (t) − m2(t)(T2out (t) − T2in(t))
(6)
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The application of T1out , T2out temperatures to describe the heat accumulation in
the macro-scale results from the assumption of ideal mixing analogically as describing
the accumulation in the micro-scale in the PDE Eqs. (1, 2). On this basis, three variants
of blocks PFE and CFE (i.e. for the PFE and CFE exchanger) were constructed in the
Matlab/Simulink. The variants rely on the use of various forms for the difference �T (t)
in (6), as follows

1. the definition for M-model (Table 2): �T (t) = T1out (t)−T2out (t),
2. the definition for L-model (Table 2): �T (t) = aL�Tbeg(t),
3. the function of input variables for L-model (Table 3):�T (t) = a�(T1in(t)−T2in(t)).

The models were used to determine the step response for each of the inputs (T1in,
T2in, m1, m2). The reference point for these characteristics should be the step responses
of partial Eqs. (1, 2), but such simulations are difficult [5]. Therefore, reference models
of exchangers with distributed parameters are implemented as a PFE or CFE block chain,
using blocks with �T (t) = aL�Tbeg(t), as shown in Fig. 4.

Fig. 4. The reference models with distributed parameters for the PFE and CFE exchanger

The Figs. 5 and 6 show the comparison of models based on selected step responses
– i.e. responses of T1out to step change in flow (m1, m2), where dotted lines (˛˛) refer to
the M-model (variant 1), thin lines to the L-model (variant 2: solid —, variant 3: dashed
--) and thick solid lines (▬) to the reference model with distributed parameters.

Differences in steady state of responses result from static characteristics (Fig. 2).
Step responses are intended for comparing dynamic properties such as setting time.
Unfortunately, theM-model for the CFE exchanger is unstable, due to the negative value
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Fig. 5. The response T1out to step change in flow m1.

Fig. 6. The response T1out to step change in flow m2.

of coefficient k (Table 4). Both L-models (i.e. variant 2 and 3) of the PFE exchanger are
identical, whereas the variant 3 of the CFE exchanger is more accurate than variant 2.

5 Conclusions

The presented results confirm the suitability of analyzed models that assume perfect
mixing – their accuracy is sufficient to use with CACSD. The only problem is the
M-model instability for the CFE exchanger.
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Abstract. In this paper an algorithm is presented to expand any Lie
monomial in the Ph. Hall basis. The algorithm exploits an algorithm for
the optimal generation of Ph. Hall basis and it can be used to express
log(exp X · exp Y ) in this basis. An explicit formula for the logarithm
includes the Ph. Hall elements up to the 7th degree. The Ph. Hall expan-
sion is useful in the theory of Lie algebras and in robotics for nonholo-
nomic motion planning.

Keywords: Algorithm · Lie monomial expansion · Hall basis

1 Introduction

Lie monomials are quite general objects that span a Lie algebra without discov-
ering its nature. From a practical point of view it is better to work with minimal
sub-sets of Lie monomials, i.e. bases, without missing any desirable property
they offer. In the literature a few bases are known: Chibrikov [1], Lyndon [7],
Shirshov [13] and Ph. Hall [10,12]. The latter one will be used throughout this
paper. In some formulas (like (generalized) Campbell-Baker-Hausdorff-Dynkin
[11]), an infinite series of Lie monomials appear rather than items of their bases.
Only a low degree truncation of the series can be processed by hand, therefore an
automatic algorithm is needed to process the series when higher degree terms are
also required. The Campbell-Baker-Hausdorff-Dynkin (CBHD) formula allows
one to predict a net motion of concatenated elementary flows [11,14]

log(exp X · exp Y ) =
∞∑

m=1

(−1)m−1

m

∑

(p1,q1,...,pm,qm)
pk+qk≥1

adqmX adpm

Y . . . adq1X adp1
Y

(
∑m

i=1(pi + qi))
∏m

i=1 pi! qi!

(1)
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where indexing vectors (p1, q1, . . . , pm, qm) satisfy ∀k ∈ {1, . . . , m} pk, qk ≥ 0,
pk + qk ≥ 1, and either p1 = 1 or p1 = 0 and q1 = 1, and

adqmX adpm

Y . . . adq1X adp1
Y =

[X, [X, . . . [X,︸ ︷︷ ︸[Y, [Y, [. . . [Y,︸ ︷︷ ︸ . . . [X, [X, . . . [X,︸ ︷︷ ︸[Y, [Y, [. . . [Y, Y ]︸ ︷︷ ︸ . . .] . . .] . . .] . . .] . . .]

qm pm q1 p1

CBHD formula (1) can be treated purely algebraically in the scope of the free
Lie algebra generated by X and Y . But recently, it has attracted considerable
attention in robotics in the scope of nonholonomic motion planning, where X and
Y become vector fields spanning the controllability Lie algebra of a nonholonomic
system, [3,5]. In nonholonomic motion planning CBHD formula allows one to
plan locally (around a given point in the state space of a system) control actions
producing a motion in a direction defined by higher degree vector fields. In this
paper CBHD formula will be considered in the pure algebraic sense. Although
formula (1) is presented in a closed form but this form is not the simplest possible.
Clearly, the anti-symmetry of Lie brackets and the Jacobi identity may be applied
to simplify it. The simplest form of CBHD formula will be obtained when the
right hand side of Eq. (1) is expressed as a linear combination of basis elements
of the free Lie algebra spanned by X and Y .

In this paper, being extended version of [4], we will present an algorithm
computing Ph. Hall basis expansion of any Lie monomial. The algorithm will
be used to expand the CBHD formula up to any prescribed degree. It processes
Lie monomials in different order than suggested by Eq. (1) (first fixing m, and
sequentially increasing it by one). By fixing m, generated Lie monomials differ in
their degrees. Therefore, to obtain a fixed degree Ph. Hall basis expansion, more
than required Lie monomials should be produced. We will examine sequences
(p1, q1, . . . , pm, qm) satisfying

∑
k(pk + qk) = r = const with r increasing. In

such a case, all Lie monomials of degree equal to r are generated simultane-
ously. After generating all Lie monomials of degree r, a preliminary simplifica-
tion is performed aimed at: (1) neglecting those sequences which produce zero
Lie monomial; (2) coupling those monomials differing only by their coefficients.
In the last step of the algorithm each Lie monomial left is subject to the Ph. Hall
basis expansion. By summing up resulting coefficients appropriately a final form
is obtained of the Ph. Hall basis expansion of log(exp X · exp Y ) up to a pre-
scribed degree. The above considerations allow us to reformulate Eq. (1) and
render it the form

log(exp X · exp Y ) = X + Y +
∑∞

r=1
1
r

∑r−1
i=1

∑
(p1,q1,...,pm,qm)

pk+qk≥1∑
k pk=i,

∑
k qk=r−i

(−1)m−1

m
∏m

k=1 pk! qk!
adqmX adpm

Y . . . adq1X adp1
Y . (2)

The expansion of log(exp X · exp Y ) is known in mathematics for many years
[6,8,9] although it was derived with different approaches (algorithms).

This paper is organized as follows. In Sect. 2 a terminology is introduced
and simple lemmas are formulated being a base of the algorithm construction.
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In Sect. 3 the algorithm generating Ph. Hall expansion of log(exp X · exp Y ) is
given. Its steps are exemplified and discussed. Section 4 concludes the paper.

2 Terminology

– the Lie bracket is denoted as [·, ·],
– Lie monomials (Mon) is a collection of generators (X and Y in our case)

and all nested Lie brackets of generators, e.g. [X,Y ], [Y, [Y,X]] ∈ Mon,
−[X,Y ],X + Y �∈ Mon,

– the Lie bracket is bi-linear [k1 U +k2 W,Z] = k1 [U,Z]+k2 [W,Z], and homo-
geneous: [k1U, k2W ] = k1 k2[U,W ], k1, k2 ∈ R, U,W,Z ∈ Mon,

– for any Lie monomial its degree can be defined recursively as follows:

deg(Z) = 1 for generators
deg([A,B]) = deg(A) + deg(B) for compound Lie monomials,

– index of a Lie monomial is a vector whose components indicate how many
times every generator appears in this Lie monomial:
idx(Z ∈ Mon) = (#X(Z),#Y (Z)), denotes the number of occurrences of
generators X and Y in the Lie monomial Z. E.g. idx([Y, [Y,X]]) = (1, 2),

– a minimal set of Lie monomials that spans the free Lie algebra is called
a basis of the algebra. Later on Ph. Hall basis will be exploited, H. elements

of the basis H = (H1,H2,H3, . . .) are ordered (it is denoted as
H
<) thus

i < j ⇒ Hi
H
< Hj .

– Elements of the free Lie algebra spanned by generators X,Y are not inde-
pendent of each other due to the anti-symmetry property and the Jacobi
identity

[U,W ] = −[W,U ], [U, [W,Z]] + [W, [Z,U ]] + [Z, [U,W ]] = 0.

The properties are encoded in the form of operators acting on an ordered pair
(c, L) composed of a coefficient c ∈ R and a Lie monomial L

• anti-symmetry: O1((c, [U,W ])) = (−c, [W,U ]),
• the Jacobi identity: O2((c, [U, [W,Z]])) = {(c, [W, [U,Z]]), (−c, [Z,

[U,W ]])},
– layers of Lie monomials within the Ph. Hall basis are defined as follows

Hi = {X | X ∈ H, degree(X) = i}.

Easy-to-prove and useful lemmas state that:

Lemma 1: Resulting Lie monomials after (multi-) actions of O1, O2 inherit the
index of the operators’ argument.

Lemma 2: In the Ph. Hall expansion of a given Lie monomial Z only such
Ph. Hall basis elements may appear that have the same index as Z as only
O1, O2 can be applied to transform Z.



468 I. Duleba and I. Karcz-Duleba

3 Ph. Hall Expansion of log(exp X · exp Y )

In a preliminary step, the Ph. Hall basis H = ∪rmax
i=1 Hi = (H1,H2, . . .) elements

up to required degree rmax are generated with the optimal algorithm presented
in [2]. The basis for rmax = 7 spanned by generators X,Y is collected in Table 1.

Table 1. The Ph. Hall basis generated by X,Y up to the 7th degree

X, [X,[X,[X,[X,[X,Y]]]]], [Y,[Y,[Y,[Y,[Y,[X,Y]]]]]],

Y, [Y,[X,[X,[X,[X,Y]]]]], [[X,Y],[X,[X,[X,[X,Y]]]]],

[X,Y], [Y,[Y,[X,[X,[X,Y]]]]], [[X,Y],[Y,[X,[X,[X,Y]]]]],

[X,[X,Y]], [Y,[Y,[Y,[X,[X,Y]]]]], [[X,Y],[Y,[Y,[X,[X,Y]]]]],

[Y,[X,Y]], [Y,[Y,[Y,[Y,[X,Y]]]]], [[X,Y],[Y,[Y,[Y,[X,Y]]]]],

[X,[X,[X,Y]]], [[X,Y],[X,[X,[X,Y]]]], [[X,Y],[[X,Y],[X,[X,Y]]]],

[Y,[X,[X,Y]]], [[X,Y],[Y,[X,[X,Y]]]], [[X,Y],[[X,Y],[Y,[X,Y]]]],

[Y,[Y,[X,Y]]], [[X,Y],[Y,[Y,[X,Y]]]], [[X,[X,Y]],[X,[X,[X,Y]]]],

[X,[X,[X,[X,Y]]]], [[X,[X,Y]],[Y,[X,Y]]], [[X,[X,Y]],[Y,[X,[X,Y]]]],

[Y,[X,[X,[X,Y]]]], [X,[X,[X,[X,[X,[X,Y]]]]]], [[X,[X,Y]],[Y,[Y,[X,Y]]]],

[Y,[Y,[X,[X,Y]]]], [Y,[X,[X,[X,[X,[X,Y]]]]]], [[Y,[X,Y]],[X,[X,[X,Y]]]],

[Y,[Y,[Y,[X,Y]]]], [Y,[Y,[X,[X,[X,[X,Y]]]]]], [[Y,[X,Y]],[Y,[X,[X,Y]]]],

[[X,Y],[X,[X,Y]]], [Y,[Y,[Y,[X,[X,[X,Y]]]]]], [[Y,[X,Y]],[Y,[Y,[X,Y]]]]

[[X,Y],[Y,[X,Y]]], [Y,[Y,[Y,[Y,[X,[X,Y]]]]]],

Algorithm 1. (Ph. Hall basis expansion of a given Lie monomial processed
simultaneously with its real coefficient 1).

Step 1. Read in a Lie monomial L, put it into a list to process, List ← (1, L)
and clear out a result, R ← 0

Step 2. if List �= ∅, then process with Step 3, otherwise output the result R.
Step 3. Take the first item from the List: (c, I) ← First(List) and exclude it

from the list: List ← Drop(First((List))
Step 4. Applying O1 only (possibly many times) to I, transform it into a canon-

ical form, defined as follows:
(�) Generators are in a canonical form by definition. (��) For compound Lie
monomials, the canonical form is characterized by the condition (satisfied
for any of sub-Lie bracket [U,W ] of the Lie monomial Z):
struct(U) < struct(W ) ⇔
1. deg(U) < deg(W ) or
2. struct(left(U)) < struct(left(W )) or
3. struct(right(U)) < struct(right(W ))
with left(A = [Al, Ar]) = Al and right(A = [Al, Ar]) = Ar. When none of
the conditions is decidable then struct(U) = struct(W ) and a lexicographic
order is applied to establish precedence between U and W . The lexicographic
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order is defined as U
lex
< W ⇔ flat(U)

lex
< flat(W ), where flat(A) removes

all symbols of Lie brackets [, ] from A.

Note that in Step 4 coefficient c̃ of the resulting Lie monomial is the same
as input Lie monomial when even number of O1 operations is performed or
−c otherwise, consequently (c̃, I) ← (c, canon(I)).

Step 5. If I ∈ H then R ← R+ c̃I and go to Step 2. If I is a zero Lie monomial
then go to Step 2.

Step 6. Here I /∈ H, thus in I there exists such a sub-Lie bracket G that

G = [U, [W,Z]], and U,W,Z belong to the Ph. Hall basis, and U
H
< W

H
<

Z. To G sub-tree O2 is applied: two copies of I are created, in the first
G is replaced with [W, [U,Z]], in the second with [Z, [U,W ]]. The two Lie
monomials paired with coefficient inherited from I are added to List and
go to Step 2.
Comment: it is easy to check that the Lie monomials [W, [U,Z]] and either
[Z, [U,W ]] or [[U,W ], Z] when processed with O1 belong to the Ph. Hall
basis. Moreover, O2 moves a Lie monomial rightward along the ordered
sequence of Lie monomials. For the Lie monomial [X, [Y, [X,Y ]]] the push
is under-braced in the series (3). Because there exists an upper bound for
Lie monomials of a prescribed degree expressed in the canonical form (e.g.
[Y, [Y, Y ]] and [[Y, Y ], [Y, Y ]] for degrees 3 and 4 respectively), therefore the
procedure of transforming a Lie monomial into a canonical form and apply-
ing then O2 converges. Those Lie monomials in a canonical form which do
not admit O2 belong to the Ph. Hall basis.

Example 1: Structure comparisons: when 1/2/3 conditions presented are
decidable
(1) struct([·, [·, ·]]) < struct([·[·, [·, ·]]]), (2) struct([·[·, [·, ·]]]) < struct([[·, ·], [·, ·]]),
(3) struct([[·, ·], [·, [·, [·, ·]]]]) < struct([[·, ·], [[·, ·], [·, ·]]]).
Example 2: A lexicographic comparison:

flat([X, [X,Y ]]) = (XXY )
lex
< (Y XY ) = flat([Y, [X,Y ]]])

Example 3: Lie monomials generated by X,Y canonically ordered (using O1

only)

X,Y, [X,X], [X,Y ], [Y, Y ], [X, [X,X]], [X, [X,Y ]], . . . , [Y, [Y, Y ]],
[X, [X, [X,X]]], . . . , [X, [Y, [X,Y ]]]︸ ︷︷ ︸, . . . [Y, [X, [X,Y ]]]︸ ︷︷ ︸, . . . [Y, [Y, [Y, Y ]]],

[[X,X], [X,X]], . . . , [[X,Y ], [X,Y ]]︸ ︷︷ ︸, . . . [[Y, Y ], [Y, Y ]], . . . ,

(3)

Example 4: The Ph. Hall expansion of Lie monomial [X, [X, [X, [Y, [Y,X]]]]] =
−2[[X,Y ], [X, [X, [X,Y ]]]]− [Y, [X, [X, [X, [X,Y ]]]]]. Underbraces point out sub-
brackets to which O2 is applied.
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[X, [X, [X, [Y, [Y,X]]]]]
�−[X, [X, [X, [Y, [X,Y ]]]︸ ︷︷ ︸]]
�

[X, [X, [[X,Y ], [X,Y ]]]] = 0�

−[X, [X, [Y, [X, [X,Y ]]]]︸ ︷︷ ︸]
��� ���

− [X, [Y, [X, [X, [X,Y ]]]]]︸ ︷︷ ︸
� ���

[X, [[X, [X,Y ]], [X,Y ]]]
���− [X, [[X,Y ], [X, [X,Y ]]]]︸ ︷︷ ︸−[Y, [X, [X, [X, [X,Y ]]]]] [[X, [X, [X,Y ]]], [X,Y ]]

���
−[[X,Y ], [X, [X, [X,Y ]]]]

���	 �
−[[X,Y ], [X, [X, [X,Y ]]]][[X, [X,Y ]], [X, [X,Y ]]] = 0

Algorithm 1 is particularly well suited to be implemented in any symbolic lan-
guage (LISP, Wolfram’s Mathematica) because Lie monomials are naturally rep-
resented as binary trees, cf. Fig. 1 and the languages have got a lot of functions
to manipulate on binary trees and lists.

X

Y

Y X

X

Y

X Y

(b)(a)

Fig. 1. Lie monomial [[Y, [Y,X]], X] in a binary tree form (a), the monomial in the
canonical form (b)

Equation (2) and Lemmas 1 and 2 serve as a base for the algorithm of Ph. Hall
expansion of log(exp X ·exp Y ). Algorithm 2 proceeds as follows: (it is assumed
that the Ph. Hall basis has been generated already)

Step 1. For degree r = 1 with step 1 until r = rmax do Steps 2–9
Step 2. Split degree r into an index pair (i, j) such that i + j = r, i, j ≥ 1.
Step 3. for the pair (i, j) do Steps 4–9
Step 4. Select a set of admissible indexing vectors (p1, q1, . . . , pm, qm) satisfying∑

k pk = i,
∑

k qk = j. Any indexing vector determines a Lie monomial
uniquely. Observe that the same Lie monomial can be produced by many
indexing vectors. With each indexing vector (Lie monomial) associate its
coefficient equal to (−1)m−1/(m (

∑m
i=1(pi + qi))

∏m
i=1 pi! qi!)

Step 5. Exclude from the set vectors that correspond to zero Lie monomials
(in the form either [. . . [X,X] . . .]] or [. . . [Y, Y ] . . .]]). The vectors are char-
acterized by conditions either p1 = 0 (q1 = 1) and p2 = 0, or q1 = 0 (p1 = 1)
and p2 �= 0. For each indexing vector define uniquely a corresponding Lie
monomial.
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Step 6. Non-zero Lie monomials may be duplicated. Thus leave only one rep-
resentative monomial for each group of identical Lie monomials and assign
to it a coefficient being a sum of coefficients of Lie monomials forming the
group. Non-duplicated Lie monomials are collected in the set S(i,j). Finally,
form a linear combination of Lie monomials

comb(i,j) =
∑

l

βl Zl, βl ∈ R, Zl ∈ S(i,j). (4)

Most of Zl do not belong to the Ph. Hall basis.
Step 7. From the Ph. Hall basis select its subset H(i,j) including all elements

with index (i, j): H(i,j) = {Z ∈ Hi+j | index(Z) = (i, j)}.
Step 8. Using Algorithm 1, expand any element in S(i,j) over elements of H(i,j):

S(i,j) � Zl =
∑

k

αk Hk Hk ∈ H(i,j), αk ∈ R. (5)

Step 9. Collect results

comb(i,j) =
∑

l

βl(
∑

k

αk Hk) =
∑

k

γk Hk γk ∈ R (6)

and write them down into resulting Ph. Hall basis expansion.

Remarks on Algorithm 2:

– The behavior of Algorithm 2 will be exemplified on determining coefficients
of the Ph. Hall elements with index (i, j) = (2, 2).

– In Steps 4–6 purely combinatoric calculations are performed. All indexing
vectors p1, q1, . . . , pm, qm generating Lie monomial with index equal to (2, 2)
are given below:
( 1 0 0 2 1 0 ) ( 1 1 1 0 0 1 ) ( 0 1 1 1 1 0 ) ( 1 0 0 1 1 1 )
( 1 1 0 1 1 0 ) ( 0 1 1 0 1 1 ) ( 1 0 0 1 1 0 0 1 ) ( 1 2 1 0 )
( 0 1 1 0 1 0 0 1 ) ( 1 0 0 1 0 1 1 0 ) ( 0 1 2 1 ) ( 0 1 1 0 0 1 1 0 )
( 1 1 1 1 ) ( 0 1 2 0 0 1 )
These indexing vectors yield a combination (Step 8)

comb(2,2) = − 1
48

[X, [Y, [X,Y ]]] +
1
48

[Y, [X, [Y,X]]].

Note that indexing vectors (1 0 1 2), (1 0 1 1 0 1), (1 0 1 0 0 1 0 1), (1 0 1 0 0 2),
(0 1 0 1 2 0), (0 1 0 1 1 0 1 0) do not appear because they produce vanishing Lie
monomials.

– There is only one element of Ph. Hall basis [Y, [X, [X,Y ]]] with index (2, 2)
(Step 7), cf. Table 1.

– The most demanding step of Algorithm 2 is Step 8. For this particular
case, it is a simple exercise to show that [X, [Y, [X,Y ]]] = [Y, [X, [X,Y ]]]
and [Y, [X, [Y,X]]] = −[Y, [X, [X,Y ]]]. Generally, in this step Algorithm 1 is
invoked.



472 I. Duleba and I. Karcz-Duleba

Algorithm 2 run for rmax = 7 produces the Ph. Hall expansion of log(exp X ·
exp Y ):

log(exp X · exp Y ) = X + Y + 1
2
[X,Y ] + 1

12
[X, [X,Y ]] − 1

12
[Y, [X,Y ]]+

− 1
24

[Y, [X, [X,Y ]]] − 1
720

[X, [X, [X, [X,Y ]]]] − 1
120

[[X,Y ], [X, [X,Y ]]]+

− 1
180

[Y, [X, [X, [X,Y ]]]] + − 1
360

[[X,Y ], [Y, [X,Y ]]] + 1
180

[Y, [Y, [X, [X,Y ]]]]+

+ 1
720

[Y, [Y, [Y, [X,Y ]]]]+ 1
1440

[Y, [X, [X, [X, [X,Y ]]]]]− 1
240

[[X, [X,Y ]], [Y, [X,Y ]]]+

+ 1
240

[[X,Y ], [Y, [X, [X,Y ]]]] + 1
360

[Y, [Y, [X, [X, [X,Y ]]]]]+

+ 1
720

[[X,Y ], [Y, [Y, [X,Y ]]]] + 1
1440

[Y, [Y, [Y, [X, [X,Y ]]]]]+

+ 1
30240

[X, [X, [X, [X, [X, [X,Y ]]]]]] + 1
5040

[[X, [X,Y ]], [X, [X, [X,Y ]]]]+

+ 1
2016

[[X,Y ], [X, [X, [X, [X,Y ]]]]] + 1
5040

[Y, [X, [X, [X, [X, [X,Y ]]]]]]+

+ 13
15120

[[Y, [X,Y ]], [X, [X, [X,Y ]]]] − 1
10080

[[X, [X,Y ]], [Y, [X, [X,Y ]]]]+

+ 1
1260

[[X,Y ], [[X,Y ], [X, [X,Y ]]]] + 23
15120

[[X,Y ], [Y, [X, [X, [X,Y ]]]]]+

+ 1
3780

[Y, [Y, [X, [X, [X, [X,Y ]]]]]] − 1
1120

[[Y, [X,Y ]], [Y, [X, [X,Y ]]]]+

+ 1
1680

[[X, [X,Y ]], [Y, [Y, [X,Y ]]]] + 1
5040

[[X,Y ], [[X,Y ], [Y, [X,Y ]]]]+

+ 1
5040

[[X,Y ], [Y, [Y, [X, [X,Y ]]]]] − 1
3780

[Y, [Y, [Y, [X, [X, [X,Y ]]]]]]+

− 1
5040

[[Y, [X,Y ]], [Y, [Y, [X,Y ]]]] − 1
10080

[[X,Y ], [Y, [Y, [Y, [X,Y ]]]]]+

− 1
5040

[Y, [Y, [Y, [Y, [X, [X,Y ]]]]]] − 1
30240

[Y, [Y, [Y, [Y, [Y, [X,Y ]]]]]] . . .

(7)
The Ph. Hall expansion of CBHD given in Formula (7) reveals that

– not all Ph. Hall basis elements appear in the formula. In fact [X, [X, [X,Y ]]],
[Y, [Y, [X,Y ]]], [X, [X, [X, [X, [X,Y ]]]]], [Y, [Y, [X, [X, [X,Y ]]]]], [Y, [Y, [Y, [Y,
[X,Y ]]]]], [[X,Y ], [X, [X, [X,Y ]]]] are absent,

– the elements in the expansion are given not as they appear in the Ph. Hall
basis, cf. Table 1, but as they were generated by the algorithm.

4 Conclusions

In this paper an algorithm of the Ph. Hall expansion of any Lie monomial is
presented. It can be used to effectively construct the Ph. Hall basis expansion
of Campbell-Baker-Hausdorff-Dynkin formula, up to a prescribed degree. An
explicit expansion up to the 7th degree has been provided. The algorithm can be
extended without any additional effort to the case of more than two generators of
the CBHD formula. The formula is important both for the theory of Lie algebras
and for practical robotic applications in nonholonomic motion planning.
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Martin Hrubý1(B), Antonio Gonzáles2, Ricardo Ruiz Nolasco2, Ken Sharman3,
and Sergio Sáez3
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Abstract. This paper deals with a simulation infrastructure for compre-
hensive testing of safety, security and performance of a specific medical
device (TOF-Cuff Controller) being developed by RGB Medical Devices.
The controller is designed to monitor and regulate patient’s blood pres-
sure and muscle relaxation during operations. The controller is still at the
laboratory testing level of development and needs to be fully accredited
by national health-care agencies before practical deployment. By having
a simulation infrastructure, we can study the Controller’s behaviour in
various pre-defined test scenarios.

Keywords: Simulation in the loop · Control system · Medical device ·
Anesthesia

1 Introduction

Anesthesia is a complex of monitoring and regulation of various vital functions
of patients during surgeries and post-operation treatments in Intensive Critical
Care Units. Number of all medical devices installed in operation rooms rises
and controlling all of them becomes difficult. Our goal is to develop a safe and
reliable medical device called TOF-Cuff (Controller) which automatises two
common components of anesthesia: controlled hypotension, i.e. regulation of a
patient’s blood pressure (BP) in order to lower it and muscle relaxation (NMT
– Neuromuscular Transmission). Monitoring and regulation of both components
is essential. Decreased blood pressure causes the patient to bleed less. The state
of muscle relaxation softens patient’s muscles and so it simplifies the surgery.

Developing such a Controller requires plenty of laboratory experiments which
obviously cannot be done using a living patient. We simulate the entire medical
system of anesthesiologic regulation consisting of infusion pumps for BP/NMT,
BP/NMT transducers and the patient. In this paper, we describe details of the
simulator focused at blood pressure monitoring and regulation.
c© Springer Nature Switzerland AG 2020
R. Moreno-Dı́az et al. (Eds.): EUROCAST 2019, LNCS 12013, pp. 474–481, 2020.
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This work is a part of the EU research project AQUAS which is oriented
towards creating a general methodology for developing cuber-physical devices
which are critical from security, safety and performance points of view.

2 Principle of Controlled Hypotension

By definition, Mean Arterial Pressure (MAP) is an average blood pressure mea-
sured during a single cardiac cycle, and estimated as 1

3SP + 2
3DP where SP

denotes Systolic Pressure and DT denotes Diastolic Pressure. Mean arterial
pressure is widely referred in situations when expressing the blood pressure as a
single number is preferred. Sensors for measuring BP/MAP are commonly used
in operation rooms. They are implemented as autonomous electronic devices
inter-connectable via LAN or point-to-point to other medical systems.

Saying blood pressure regulation, we mostly mean lowering blood pressure
(controlled hypotension). The goal is to drive patient’s BP towards some desired
target level pt [mmHg] and hold it there as long as possible. The patients body
reacts in opposite way though. The controlled hypotension is based on infusion of
vasoactive drugs into the patient’s bloodstream [8]. For this purpose, we employ
medical devices called Infusion Pump. Infusion pumps are also autonomous elec-
tronic devices that are LAN/point-to-point remotely connectable. They get con-
figured with a certain dosage rate [ml/h] and then infuse continuously the drug
to the patients body.

So called vasoactive drugs can change physical parameters of patient’s blood
vessels in the sense that the blood flow rises, and consequently, the blood pressure
drops. Sodium Nitroprusside (SNP) is one of the commonly chosen vasodilators,
often mentioned in the literature [1,2,6] and also being a referential drug in this
paper.

Figure 1 depicts the hypotensive effect of SNP dosage. At the beginning,
patients’s arterial blood pressure is at some initial level p0. Then we infuse
a short impulse Di of SNP [ml/h]. After 1–2 min of initial transport delay,
SNP gets distributed through patient’s body and we can measure an almost
instant decrease of blood pressure. The effect is temporary though, since SNP
decomposes quickly into a variety of other (toxic) chemicals. After a short period
of time, patient’s blood pressure rises back to its initial p0 value.

Hypotensive effect of SNP is certain and, theoretically, with a continuous
infusion Di [ml/h] of SNP, the patient’s MAP should remain at pt as long as
we need during the surgery. However, there are some influencers and symp-
toms. At first, patients differ in their drug sensitivity, i.e. certain dosage rate
Di causes distinct MAP decreases ([mmHg]) across different patients. Patient’s
drug sensitivity is usually unknown, since there is no intact preoperative method
of estimating that. Practically, anesthesiologists investigate patient’s drug sen-
sitivity experimentally, starting with some safe initial dosage. After that, they
may adjust the dosage rate in order to bring the patient towards the target pt

MAP.
Measured patient’s blood pressure fluctuates during surgery thanks to many

physiological and technical reasons, so some kind of permanent regulation is
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Fig. 1. Body response to a unit infusion of Sodium Nitroprusside (SNP).

necessary. There are numerous papers describing automated regulation mecha-
nisms based on PID regulators [3,5], Fuzzy regulators [9,10] and even Genetic
algorithms [4]. TOF-Cuff Controller is constructed on Fuzzy regulation princi-
ples [9].

Equation (1) shows three elements considered to influence the measured
MAP (t):

– p0 is an initial patient’s preoperative MAP. It is the reference value of patient’s
blood pressure considered to remain constant in duration of the operation.

– pn(t) is an time variable complex of all random influencers to blood pressure,
such as natural fluctuations of blood pressure, errors in measurement, etc.

– PΔ(t) is the hypotensive effect of SNP that we model in this paper.

MAP (t) = p0 + pn(t) − PΔ(t) (1)

System of automatic blood pressure regulation works in discrete time cycles.
In every step, the controller estimates a new level of infusion dosage rate [ml/h]
and reconfigures the infusion pumps. The patient receives the infusion. Blood
pressure transducer measures the resulting patient’s BP/MAP and passes that
information to the controller.

Formally speaking, the objective of blood pressure regulation working n dis-
crete time steps ahead is to determine such future D0,D1, ...,Dn dosage rates
that the outcoming time sequence MAP (0),MAP (1), ... of blood pressure mea-
surements were close to pt. Number of cycles where |MAP (t)− pt| < Limit (for
some pre-defined Limit [mmHg]) gives us statistical overview about regulator’s
performance. Let us emphasise that hypotensive effects comes with some time
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delay and also includes some unpredictable pn(t) stochastic element. An eventual
over-dosing causing too deep hypotension might be extremely dangerous.

3 Simulation Infrastructure

The entire system of monitoring and regulation of BP/NMT represents a typ-
ical closed-loop regulation system that, in our case, consists of a measurement
sensor, infusion pumps, the patient and Controller. Figure 2 depicts its archi-
tecture in real and simulated schemes. The simulation scheme (Fig. 2b) com-
bines Hardware-in-the-loop and Simulation-in-the-loop techniques. All real and
simulated components are interconnected using A2K - a versatile platform for
simulation of cyber-physical systems.

Infusion
Pump

Patient

BP/NMT 
Transducer 

Controller

Model of
Infusion
pump

Patient 
Model 

Arm 
Simulator 

Controller

Computer models operated by A2K

(a) (b)

Fig. 2. (a) Scheme of the practical closed-loop BP/MNT regulation system, (b) Scheme
of the simulation infrastructure based on computer models and A2K.

4 Patient Model

So called Patient model is a software simulation model describing pharmaco-
dynamic and pharmacokinetic dynamic response of patient’s body to a given
infusion of a particular drug. It is a component of our simulation infrastructure
depicted in Fig. 2b.

Pharmacodynamic of a drug defines its influence into a patient’s body, whilst
pharmacokinetics describes how the body recirculates this substance through
the cardiovascular system. The hypotensive effect of a vasodilator is given by
pharmacodynamic and pharmacokinetic features of a particular drug which is
Sodium Nitroprusside in our case.

The elementary mathematical model of Sodium Nitroprusside comes from the
original work of Slate [7,8] and is cited in many scientific papers. We implement
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this model in discrete time domain with 15 s time step. The model itself is
described in Eq. (2).

PΔ(Z) =
Z−di(β0 + β1Z

−dc)
1 − αZ−1

(2)

PΔ(k) = α · PΔ(k − 1) + β0 · I(k − di) + β1 · I(k − di − dj) (3)

In the model, Z−1 represents a unit time delay (15 s) and Z−d accordingly.
Numerical coefficients model pharmacodynamic and pharmacokinetic behaviour
of Sodium Nitroprosside, where β0 specifies the strength of SNP’s effect, di deter-
mines initial time delay, dc denotes recirculation time delay and recirculation
fraction (β1). Equation (3) represents the model in the discrete time domain,
where k denotes the discrete time steps and I(k) is the input infusion dosage
rate [ml/h].

We have already mention that estimating patient’s sensitivity to SNP is
generally difficult. At least, we can classify patients into three classes (nor-
mal/nominal sensitivity, low sensitivity, high sensitivity) of SNP sensitivity. See
Table 1 for particular values of model’s coefficients. Figure 3 demonstrates a com-
plex regulation of BP starting with an initial dose and later increases of SNP
dosage rate.

Table 1. Coefficients for Sodium Nitroprusside model, Eq. (2)

Parameter Low sensitivity Normal sensitivity High sensitivity

Time coefficients di, dc 2 3 5

Response coefficient (α) 0.606 0.741 0.779

Drug sensitivity (β0) 0.053 0.187 3.546

Recirculation fraction (β1) 0.01 0.075 1.418

5 Deployment of the System

There are two regimes of intended deployment of TOF-Cuff Controller System.
In the first regime, TOF-Cuff is intended for use in operation rooms where
all its components (Infusion pump, Controller itself, BP/NMT Transducer) are
physically present and point-to-point directly interconnected (Fig. 2a). In the
second regime, TOF-Cuff is considered to work in Intensive Critical Care Units
(ICCU). In this scenario, infusion pumps and measurement devices are physically
present in the room, just Controller connects them remotely via LAN.

In both scenarios, TOF-Cuff is supposed to be LAN connected to hospital’s
Anesthesia/Patient Information Management System. Local network connection
to the hospital information system allows the user to access relevant anesthesio-
logic data as well as to record the entire anesthesiology for further evidence and
analysis.
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Fig. 3. Regulation of BP/MAP using Sodium Nitroprusside (SNP).

6 Test Scenarios and Experiments

Our mission at the AQUAS project is to prepare TOF-Cuff Controller for accred-
itation in USA/EU national health agencies. Practically, we need to provide a
sequence of tests regarding operational safety, security and robustness of this
medical device. Safety tests are intended to inspect hardware failures of the
entire infrastructure and also tests oriented at human factor failures. Security
tests aim at LAN connections of Controller in the context of its target deploy-
ments (operation room, ICCU). Since safety and security tests are out of the
scope of this paper, let us rather comment the robustness tests.

Tests of Controller Robustness

The simulation testbed consists of TOF-Cuff Controller, simulated infusion
pump, simulated patient (with various sensitivity coefficients) and simulated
blood pressure sensor – all connected via A2K platform as described in Fig. 2.
Since we insert the real TOF-Cuff Controller in the loop, all simulations has to
work in the real time, making our experiments very time consuming (1–2 h per
experiment).

From the robustness point of view, Controller must guarantee its correct
behaviour under all thinkable circumstances, i.e. Controller must not put any
patient in danger by over-dosing or ignoring unusual measurements. For this
reason, we decided to experiment on patients that are generated totally random.

Test experiments are supposed to run in a loop. In each experiment, we
randomly sample the space of eventual patient’s sensitivity coefficients with the
following scheme:
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– Patient’s sensitivity s is uniformly generated from {low, normal, high}.
– Let (α, β0, β1) are sensitivity coefficients from Table 1 appropriate to s.
– Patient’s sensitivity coefficients (α′, β′

0, β
′
1) are randomly generated using Nor-

mal distribution with mean = α (resp. β0, β1), and standard deviation 10%
of α (resp. β0, β1).

In every experiment, we record Controller’s behaviour with a special care on:

– The controller does not cause over-dosing of the patient, i.e. patient’s simu-
lated MAP does not drop under critical level (e.g. 40 mmHg MAP).

– The controller outcomes conservative decisions, i.e. estimated dosage rate
does not fluctuate.

– The controller alarms when dangerous conditions occur, e.g. MAP measure-
ments are out of expected boundaries or MAP fluctuations are too high.

7 Conclusions and Future Work

We presented our simulation infrastructure constructed as a simulation-in-the-
loop allowing us to intensively experiment with TOF-Cuff Controller under var-
ious simulated conditions. We also defined a part of test scenarios for rather
large testing upcoming in our future work.

Acknowledgements. The work was supported by the H2020 ECSEL project Aquas
(reg. no. 737475), the IT4IXS: IT4Innovations Excellence in Science project (LQ1602),
and the FIT BUT internal project FIT-S-17-4014. Partners contributing to the Aquas
project: RGB Medical Devices, Instituto Tecnológico de Informática, City University
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Abstract. We present a novel method allowing one to approximate
complex arithmetic circuits with formal guarantees on the worst-case
relative error, abbreviated as WCRE. WCRE represents an important
error metric relevant in many applications including, e.g., approximation
of neural network HW architectures. The method integrates SAT-based
error evaluation of approximate circuits into a verifiability-driven search
algorithm based on Cartesian genetic programming. We implement the
method in our framework ADAC that provides various techniques for
automated design of arithmetic circuits. Our experimental evaluation
shows that, in many cases, the method offers a superior scalability and
allows us to construct, within a few hours, high-quality approximations
(providing trade-offs between the WCRE and size) for circuits with up to
32-bit operands. As such, it significantly improves the capabilities of
ADAC.

1 Introduction

In the recent years, reduction of power consumption of computer systems and
mobile devices has become one of the biggest challenges in the computer indus-
try. Approximate computing has been established as a new research field aim-
ing at reducing system resource demands by relaxing the requirement that all
computations are always performed correctly. Approximate computing can be
conducted at different system levels with arithmetic circuit approximation being
one of the most popular as such circuits are frequently used in numerous compu-
tations. Approximate circuits exploit the fact that many applications, including
image and multimedia processing, machine learning, or neural networks, are
error resilient, i.e., produce acceptable results even though the underlying com-
putations are performed with a certain error. Chippa et al. [3] claims that almost
80% of runtime is spent in procedures that could be approximated.
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Circuit approximation can be formulated as an optimisation problem where
the error and non-functional circuit parameters (such as power consumption
or chip area) are conflicting design objectives. Designing complex approximate
circuits is a time-demanding and error-prone process, and its automation is chal-
lenging too since the design space is huge and evaluating candidate solutions is
computationally demanding, especially if formal guarantees on the error have to
be ensured. In our previous work [10], we proposed a scalable evolutionary cir-
cuit optimisation algorithm integrating a SAT-based circuit evaluation method
that provides formal guarantees on the worst-case absolute error (WCAE).

In this paper, we extend the algorithm towards the worst-case relative error
(WCRE) that represents another important error metric capturing the worst-
case behaviour of the approximate circuits. Bounds on WCRE, in contrast to
WCAE, require that the approximate circuits provide results that are close to
the correct values even for small input values. This is essential for many applica-
tion domains including, e.g., approximation of neural network hardware archi-
tectures [5]. Designing approximate circuits with WCRE bounds, however, rep-
resents a more challenging problem (when compared to WCRE) as the approxi-
mation has to preserve a larger part of the circuit logic and the circuit evaluation
requires a more complicated procedure. To mitigate these challenges, we propose
a novel construction of an auxiliary circuit (so-called miter) enabling an efficient
SAT-based circuit evaluation against WCRE bounds. We integrate this evalua-
tion procedure into the verifiability-driven circuit optimisation [10] implemented
in our tool ADAC [1] and thus significantly extend the existing capabilities of
automated techniques for the circuit approximation. Our experiments on circuits
with up to 32-bit operands show that, in many cases, the proposed approach
offers a superior scalability compared to alternative methods and allows us to
construct, within a few hours, high-quality approximate circuits.

2 Search-Based Circuit Approximation

This section briefly summarises state-of-the-art methods for functional approxi-
mation with the focus on search-based approaches with formal error guarantees.

In functional approximation, the original system is replaced by a less complex
one which exhibits some errors but reduces power consumption, delay, etc. Func-
tional approximation can then be formulated as an optimisation problem where
the error and energy efficiency/performance are conflicting design objectives.
The approximation process either (1) tries to build an approximate solution
from scratch or (2) tries to gradually modify the original system. The goal of
the design process is to obtain an approximate solution with the best trade-off
between the approximation error and resource savings.

Functional approximation can be performed manually by experts, but the
current trend is to develop fully automated functional approximation methods
that can be integrated into computer-aided design tools for digital circuits. There
exist systematic approaches such as SALSA [11] or SASIMI [12], however, their
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drawback is an inability to generate novel logic structures. Search-based approx-
imation techniques overcame this problem, and existing literature shows that
this approach offers good performance and scalability [7].

Search-based approximation techniques typically iterate over two basic steps
until a certain termination criterion is satisfied. The first step is the generation
of candidate approximate solutions, and the error of these solutions is evaluated
during the second step. Eventually, the method produces a solution (or a set
of solutions) providing a good trade-off between the approximation error and
resource consumption.

Our search-based approach builds, in particular, on the Cartesian genetic
programming [6]—a specialised version of evolutionary algorithms suitable for
circuit approximation [8]. The circuits are represented as an oriented acyclic
graph where nodes are located in a fixed-size two-dimensional matrix. New solu-
tions are obtained from existing ones by simply changing the functionality and
interconnections of the nodes.

To obtain a near-optimal solution, search-based techniques typically have to
explore and evaluate a high number of candidate approximations [8]. Therefore,
the efficiency of the methods used to evaluate the approximation error of the
candidates is essential for the performance of the overall approach.

There exist several error metrics characterising different types of errors such
as the worst-case error, the mean error, or the error rate. In this work, we
primarily focus on the worst-case error that is essential when guarantees on the
worst behaviour of the approximate circuits are required. For arithmetic circuits,
the worst-case behaviour is typically captured either by the worst-case absolute
error (WCAE) or by the worst-case relative error (WCRE), defined as follows.

For an original golden circuit G computing a function fG and its approxima-
tion C computing a function fC , we define:

WCAE(G,C) =
maxx∈{0,1}n |int(fG(x)) − int(fC(x))|

2m
(1)

WCRE(G,C) = max
n∈N

|fG(n) − fC(n)|
fG(n)

(2)

Figure 1 illustrates the difference between the approximation process targeting
at WCAE and WCRE. This difference, in fact, motivates our work. It shows
two sets of circuits approximating 8-bit multipliers optimised for WCRE (green
squares) and WCAE (red circles), respectively. The plots show the trade-off
between the circuit area (directly effecting the power consumption) and WCRE
(left) and WCAE (right), respectively. First, we observe that circuits optimised
for WCAE have very bad WCRE (red dots left) and vice versa (green squares
right). Second, the plots demonstrate that when optimising 8-bit multipliers
circuits for WCAE, we achieve about 50% area reduction with WCAE = 1%
while we need to set WCRE = 40% to obtain similar area improvements when
optimising for WCRE. This is indeed caused by the fact that a larger part of
the circuit logic has to be preserved to obtain approximations with low WCRE.
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Fig. 1. A comparison of 8-bit multipliers approximated for WCRE and WCAE. (Color
figure online)

Methods evaluating the approximation error have a crucial impact on the
performance of the approximation process. A popular class of methods employs
circuit simulation on a set of inputs to evaluate the error. Such methods typ-
ically suffer from low scalability (when an exhaustive simulation is applied) or
a lack of guarantees (when the circuits are simulated for a subset of the possi-
ble inputs only). In order to provide guarantees on the approximation error and
scale to complex circuits at the same time, various formal verification techniques,
such as model-checking, SAT solving, or BDDs have recently been integrated to
the approximation process [4,9]. They typically employ auxiliary circuits, so-
called miters, that combine the original circuit and the approximate circuit and
evaluate the error [2]. In our previous work [10], we proposed a miter construc-
tion allowing one to subsequently use an efficient SAT-based procedure to check
whether the approximate circuit satisfies a given WCAE bound. Moreover, we
proposed a verifiability-driven search-strategy that drives the search towards
promptly verifiable approximate circuits. The strategy introduces a limit on
resources that the underlying SAT solver can use to prove that the WCAE
bound is met. This approach currently provides the best performance for the
circuit approximation with WCAE guarantees.

3 SAT-based WCRE Evaluation

To evaluate whether the given approximate circuit meets the required bound on
WCRE, we adapt and extend the miter we designed for WCAE [10]. As shown
in Fig. 2 (left), the miter interconnects the golden circuit G and the candidate
circuit C that both share identical inputs. The subtractor and absolute value
blocks allow us to quantify the approximation error between C and G. Finally,
the error is compared to a given threshold value T , and the output of the com-
parator is set to logical true if and only if the threshold T is violated. Thus the
miter construction allows us to evaluate whether WCAE(C,G) > T in a single
SAT query. Note that, for a given approximation scenario, the threshold T is
constant and can therefore be built into the structure of the comparator.
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Fig. 2. The approximation miter used for WCAE evaluation (left) and the novel con-
struction for WCRE evaluation (right).

3.1 A Generic WCRE Miter

To obtain a WCRE miter, we extend the WCAE miter by adding some compo-
nents. Recall that we need to check the satisfiability of the following formula:

max
n∈N

|fG(n) − fC(n)|
fG(n)

> T. (3)

Note that we do not need to find the maximum of the left-hand side of the
formula, but rather determine if there exists a single input combination for which
the bound T is violated. Therefore, we can replace Formula 3 by the following
constraint

∃n ∈ N : |fG(n) − fC(n)| ∗ me > fG(n) ∗ mG (4)

where T = mG/me. Based on this formula, we build a general WCRE miter
using two multipliers by a constant and a generic comparator, see Fig. 2 (right).

3.2 Variants of the WCRE Miter

Observe that the resulting WCRE miter is larger and more complex than the
WCAE miter. This indeed slows down its evaluation and thus reduces the overall
performance of the approximation process. To improve the performance and
scalability with respect to the circuit complexity, we simplify the general WCRE
miter and propose three variants of the miter that are smaller but can be used
for certain values of the bound T only.

As we work with the binary representation of integers, multiplication by the
powers of 2 is identical to a bit shift operation. Thus, each of the constants mG

and me can be expressed using two values: namely, mcx denoting a multiplicative
constant and bsx denoting a number of shifted bits. The original values of mG

and me are then computed as:

mG = mcG ∗ 2bsG me = mce ∗ 2bse

In combinational circuits, a shift by a constant number of bits is represented
by a reconnection of wires only and does not contain any logical gates. This
setting allows us to remove one or even both of the constant multiplications for
a subset of target WCRE error bounds T . If we restrict the values of mg and
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me to powers of two, we suffice with utilising bit shifts only. This restricts the
obtainable values of T to 1/2bse , e.g., 50%, 25%, or 12.5%. Adding one multiplier
by a constant significantly broadens the range of supported target values. These
can be expressed by one of the formulas: 2bsG/(mce ∗ 2bse) or (mcG ∗ 2bsG)/2bse .
However, the constants should be kept small. Using higher values leads to larger
bit widths representing the compared numbers, and therefore a more complex
comparator, thus negating the contribution of this optimisation.

4 Experimental Evaluation

We have integrated the proposed WCRE miters into our tool ADAC [1] and
evaluated its performance on a benchmark of circuit approximation problems.

4.1 Comparison of the WCRE Miters

In Table 1, we compare the size of the proposed WCRE miters. We select three
target WCRE bounds T for the bit-shift variant and four target error values
for one and two multiplier miter designs. The table shows the average sizes
of the different variants of the miter obtained for the three chosen bit widths
in adder and multiplier approximation. The size is measured in the number of
nodes in the AIG graph representation of the miter. Note that AIG is a basic
representation of circuits in ADAC and is directly used as the input for the SAT
solving procedure. A larger size of AIGs negatively affects the performance of
the solver. We can see that the bit-shift variant is about a factor 2 smaller than
the general construction using two multipliers. For multipliers, the differences in
the size between the variants are less significant as the circuits themselves form
a bigger part of the miter. Note that the average size of the WCAE miter for
a 32-bit adder and 12-bit multiplier is 810 and 2437 AIG nodes, respectively,
which is smaller than even the bit-shift variant of the WCRE miters for the
corresponding circuits. This clearly indicates that the evaluation against WCRE
is considerably harder.

Table 1. Numbers of AIG nodes for different miters and WCRE bounds T .

Bit shifts One multiplier Two multipliers

T [%] 12.5 25.0 50.0 10.0 33.3 66.7 80.0 30.0 42.9 71.4 85.7

add8 226 228 233 324 327 342 360 447 510 506 519

add16 497 501 502 770 755 773 756 1079 1225 1181 1220

add32 1120 1090 1114 2074 2116 2084 2106 3125 3249 3315 3354

mult4 268 267 273 335 347 356 347 464 499 492 513

mult8 1175 1177 1183 1393 1421 1436 1414 1685 1833 1803 1841

mult12 2617 2621 2622 3032 3057 3060 3051 3512 3748 3726 3756
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Fig. 3. Performance of the circuit evaluation using different WCRE miters, the
WCAE miter, and simulation. Left: Adders. Right: Multipliers.

Figure 3 illustrates how the size of the miters affects the performance of the
candidate circuit evaluation. In particular, it shows the average number of eval-
uations per second (taken from 20 independent runs) when the approximation
of adders (left) and multipliers (right) with different bit-widths (the x-axis) is
performed. We also compare the miter-based methods with full simulation and
WCAE miter evaluation.

We can observe that the simulation is considerably faster for small bit-widths,
however, its performance significantly drops for circuits with operands larger
than 10-bits. The proposed-SAT based approach scales much better. For the
adders, it provides very good performance (around 100 evaluations per second)
even for 32-bit operands. For the multipliers (representing structurally more
complex circuits), the performance is much lower and drops to 10 evaluations per
second for 12-bit operands. As expected, the speed of the miter evaluation slows
down with increasing miter complexity—the bit-shift variant is the fastest while
the version with two multipliers is the slowest. The difference in the evaluation
speed is negligible for smaller circuits but becomes more significant for larger bit-
widths. Note that the evaluation of the WCAE miters is significantly faster due
their smaller sizes (e.g. 4-times smaller for the 32-bit adders and 1.5-times smaller
for the 12-bit multipliers in comparison to the two multiplier implementation).

For larger miters, the bounds on the SAT solver resources get applied, and a
small number of circuit evaluation tasks is skipped (e.g., for the WCRE mitters,
0.7% for the 32-bit adders and 6% for the 12-bit multipliers). The idea is to
skip candidates for which the evaluation takes too long because their successors
typically have the same problem and thus they reduce the performance of the
overall approximation process. For more details, see our previous work [10], where
we introduced this, so-called verifiability-driven strategy.

4.2 Circuit Approximation

In this section, we study how the proposed SAT-based circuit evaluation can
be leveraged in circuit approximation. Recall that we integrate the evaluation
procedure into the verifiability-driven circuit approximation based on Cartesian
genetic programming. The optimisation is formulated as a single-objective opti-
misation, i.e., for a given threshold on the WCRE bound T , the approximation
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Fig. 4. The median circuit area of approximate adders (left) and multipliers (right).
The red line indicates the area of the original circuit. (Color figure online)

seeks for a circuit satisfying the bound and having the smallest circuit area1.
For every value of T , we run a 2-hours-long approximation process. To take into
account the randomness of the evolutionary optimisation, we report the median
of the circuit area obtained from 20 independent runs. Figure 4 illustrates the
results of the approximation process, in particular, the obtained approximate
circuits for the 16-bit adders (left) and the 8-bit multipliers (right). The cir-
cuits form a Pareto front that captures the trade-offs between the area and the
approximation error. The red line shows the area of the golden circuit.

For the adders, the proposed approximation method works very well and is
able to successfully approximate circuits up to 32-bit operands (not presented
here). Figure 4 (left) shows that, for 16-bit adders, the most interesting solutions
in the terms of accuracy and area savings are located in the interval between
30% and 60% WCRE. For smaller target error values, the reduction of the circuit
size is negligible. On the other hand, the solutions with larger approximation
errors do not feature further improvements. We can also observe a dramatic
area reduction between 40% and 50% WCRE.

Approximation of the multipliers represents a significantly harder problem.
Recall that the size of multipliers (and thus also of the miters) grows quadrati-
cally with respect to their bit-widths. Therefore, the design space is larger and
candidate evaluation is more complicated as discussed in the previous section.
Figure 4 (right) compares the approximate 8-bits multipliers obtained using the
simulation-based and SAT-based evaluation procedure. The SAT-based approach
slightly lags behind the simulation mainly in the interval between 25% and 40%
WCRE. This can be explained by the worse performance of the SAT-based eval-
uation on the 8-bit multipliers (recall Fig. 3 (right)).

As the performance of the simulation-based evaluation is very low beyond 10-
bit multipliers, the approximation process is not able to provide a good approx-
imation of these circuits within a 2-hours-long run. Although the SAT-based
approach (namely the bit-shift solution) is able to evaluate around 10 candi-
dates per second (for the 12-bit multipliers), the approximation process also

1 We estimate the area as the sum of sizes of the gates (in the target 45 nm technology)
used in the circuit. The estimation tends to be accurate and also adequately captures
the circuit power consumption [9].
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fails to provide good Pareto sets. This is probably caused by the candidates that
are skipped during the evaluation due to the resource limits on the underlying
SAT solver. Note that this behaviour was not observed for the WCAE approx-
imation that works very well even for 16-bit multipliers despite many skipped
solutions [10]. This again indicates that the WCRE approximation is very chal-
lenging, and future research is necessary in this area.
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Abstract. In this paper, we propose a refined version of the Parikh
image abstraction of finite automata to resolve string length constraints.
We integrate this abstraction into the string solver SLOTH, where on top
of handling length constraints, our abstraction is also used to speed-up
solving other types of constraints. The experimental results show that
our extension of SLOTH has good results on simple benchmarks as well
as on complex benchmarks that are real-word combinations of transducer
and concatenation constraints.

1 Introduction

Strings are a fundamental data type in many programming languages, especially
owing to the rapidly growing popularity of scripting languages (e.g. JavaScript,
Python, PHP, and Ruby) wherein programmers tend to make heavy use of string
variables. String manipulations could easily lead to unexpected programming
errors, e.g., cross-site scripting (a.k.a. XSS), which are ranked among the top
three classes of web application security vulnerabilities by OWASP [11]. Some
renowned companies like Google, Facebook, Adobe and Mozilla pay to whoever
(hackers) finds a web application vulnerability such as cross-site scripting and
SQL injection in their web applications 1, e.g., Google pays up to $10,000.

In recent years, there have been significant efforts on developing solvers for
string constraints. Many rule-based solvers (such as Z3str2 [15], CVC4 [8], S3P
[12]) are quite fast for the class of simple examples that they can handle. They
are sound but do not guarantee termination. Other tools for dealing with string
constraints (such as Norn [1], Sloth [6], Ostrich [4]) are based on automata.
They use decision procedures which work with fragments of logic over string
constraints that are rich enough to be usable in real-world web applications.
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They are sound and complete. Sloth was the first solver that can handle string
constraints including transducers, however, unlike Norn and Ostrich it is not
able to handle length constraints yet. Moreover, these tools are not efficient on
simple benchmarks as the rule-based solvers above.

Example 1. The following JavaScript snippet is an adaptation of an example
from [2,7]:

var x = goog.string.htmlEscape(name);

var y = goog.string.escapeString(x);

nameElem.innerHTML = ’<button onclick= "viewPerson(\’’ + y +

’\’)">’ + x + ’</button >’;

This is a typical example of string manipulation in a web application. The code
attempts to first sanitise the value of name using the sanitization functions
htmlEscape and escapeString from the Closure Library [5]. The author of this
code accidentally swapped the order of the two first lines. Due to this subtle
mistake, the code is vulnerable to XSS, because the variable y may be assigned
an unsafe value. To detect such mistakes, we have to first translate the program
and the safety property to a string constraint, which is satisfiable if and only if y
can be assigned an unsafe value. However, if we would add the length constraints
(e.g. x.length == 2*y.lenght;) to the code, none of Sloth, Ostrich, or
Norn would be able to handle them.

The length constraints are quite common in programs like this. Hence, in this
paper, we present how to extend the method of SLOTH to be able to cope with
them. Our decision procedure is based on the computation of Parikh images for
automata representing constraint functions. Parikh image maps each symbol to
the number of occurrences in the string regardless to its position.

For one nonderministic finite automaton, one can easily computate the Parikh
image by standard automata procedures. However, to compute an exact Parikh
image for a whole formula of contraints is demanding. The existing solution pro-
poses first to compute the product of the automata representing the subformulea
and then compute the Parikh image of their product. Unfortunately, the exact
computation of the Parikh images is computationally far too expensive. Even
more importantly, the resulting semilinear expressions become exponential to
the number of automata.

We therefore propose a decision procedure which computes an over-approxi-
mation of the exact solution that is sufficiently close to the exact solution. We
first compute the membership Parikh images of the automata representing the
string constraints. Then we use concatenation and substitution to compute the
over-approximation of the Parikh image of the whole formula. However, we will
not get the same result as with the previous approach since the Parikh image
forgets the ordering of the symbols in the world. This causes that we could
accept even words that are not accepted by the first approach. But even though
our method does not provide accurate results, it is able to handle the lenght
constraints and solve also real-world cases.
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Outline. Our paper is organized as follow. In Sect. 1, we introduce relevant
notions from logic and automata theory. Section 3 presents an introduction to
a string language. Section 4 explains the notion of Parikh image and operations
on Parikh images. Section 5 presents the main decision procedure. In Sect. 6, the
experimental results are presented.

2 Preliminaries

Bit Vector. Let B = {0, 1} be a set of Boolean values and V a finite set of bit
variables. Bit vectors are defined as functions b : V → B. In this paper, bit
vectors are described by conjunctions of literals over V . We will denote the set
of all bit vectors over V by P(V ) and a set of all formulae over V by FV .

Further, let k ≥ 1, and let V 〈k〉 = V ×[k] where [k] denotes the set {1, . . . , k}.
Given a word w = bk

1 . . . bk
m ∈ P(V 〈k〉)∗ over bit vectors, we denote by bk

j [i] ×
{i} = bk

j ∩ (V × {i}), 1 ≤ j ≤ m where bk
j [i] ∈ P(V ) the j-th bit vector of

the i-th track. Further, w[i] ∈ P(V )∗ such that w[i] = bk
1 [i] . . . b

k
m[i] is the word

which keeps the content of the i-th track of w only. For a bit vector b ∈ P(V ),
we denote by {b} the set of variables in the vector.

Automata and Transducers. A succinct nondeterministic finite automaton
(NFA) over bit variables V is a tuple A = (V,Q,Δ, q0, F ) where Q is a finite set
of states, Δ ⊆ Q × FV × Q is transition relation, q0 ∈ Q is an initial state, and
F ⊆ Q is a finite set of final states. A accepts a word w iff there is a sequence
q0b

k
1q1 . . . bk

mqm where bk
i ∈ P(V ) for every 1 ≤ i ≤ m such that (qi, ϕi, qi−1) ∈ Δ

for every 1 ≤ i ≤ m where bk
i |= ϕi, qm ∈ F , and w = bk

1 . . . bk
m ∈ P(V )∗, m ≥ 0,

where each bk
i , 1 ≤ i ≤ m, is a bit vector encoding the i-th letter of w. The

language of A is the set L(A) of accepted words.
A k-track succinct finite automaton over V is an automaton R〈k〉 = (V 〈k〉, Q,

Δ, I, F ), k ≥ 1. The relation R(R〈k〉) ⊆ (P(V )∗)k recognised by R contains a
k-tuple of words (x1, . . . , xk) over P(V ) iff there is a word w ∈ L(R) such that
xi = w[i] for each 1 ≤ i ≤ k. A finite transducer (FT) R is a 2-track automaton.

Strings and Languages. We assume a finite alphabet Σ. Σ∗ represents a set of
finite words over Σ, where the empty word is denoted by ε. Let x and y be finite
words in Σ∗. The concatenation of x and y is denoted by x◦y. We denote by |x|
the length of a word x ∈ Σ∗. A language is a subset of Σ∗. The concatenation of
languages L, L′ is the language L◦L′ = x ◦ x′|x ∈ L ∧ x′ ∈ L′, and the iteration
L∗ of L is the smallest language closed under ◦ and containing L and ε.

3 String Language

Let X be a set of variables and x, y be string variables ranging over Σ∗. A string
formula over string terms {tstr}∗ is a Boolean combination of word equations x =
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tstr whose right-hand side tstr might contain the concatenation operator, regular
constraints P , rational constraints R and arithmetic inequalities:

ϕ ::= x = tstr | P(x) | R(x, y) | tar ≥ tar | ϕ ∧ ϕ | ϕ ∨ ϕ | ¬ϕ

tstr ::= x | ε | tstr ◦ tstr

tar ::= k | |tstr | | tar + tar

In the grammar, x ranges over string variables, R ⊆ (Σ∗)2 is assumed to be
a binary rational relation on words of Σ∗, and P ⊆ Σ∗ is a regular language. We
will represent regular languages by succinct automata and tranducers denoted
as R and A, respectively. The arithmetic terms tar are linear functions over
term lengths and integers, and arithmetic constraints are inequalities of arith-
metic terms. The set of word variables appearing in a term is defined as follows:
Vars(ε) = ∅, Vars(c) = ∅, Vars(u) = {u} and Vars(t1 ◦ t2) = Vars(t1)∪Vars(t2).

To simplify the representation, we do not consider mixed string terms tstr
that contain, besides variables of X, also symbols of Σ. This is without loss of
generality since a mixed term can be encoded as a conjunction of the pure terms
over X obtained by replacing every occurrence of a letter a ∈ Σ by a fresh variable
x, and adding a regular membership constraint Aa(x) with L(Aa) = {a}.

Semantics. A formula ϕ is interpreted over an assignment ι : Xϕ → Σ∗ of
its variables Xϕ to strings over Σ∗. ι is extended to string terms by ι(ts1 ◦
ts2) = ι(ts1) ◦ ι(ts2) and to arithmetic terms by ι(|ts|) = |ι(ts)|, ι(k) = k and
ι(ti +t′i) = ι(ti)+ι(t′i). We formalize the satisfaction relation for word equations,
regular constraints, rational constraints, and arithmetic inequalities, assuming
the standard meaning of Boolean connectives:

x = tstr iff ι(x) = ι(tstr )
ι(P(x)) = � iff ι(x) ∈ P

ι(R(x, y)) = � iff (ι(x), ι(y)) ∈ R
ι(ti1 ≤ ti2) = � iff ι(ti1) ≤ ι(ti2)

The truth value of Boolean combinations of formulae under ι is defined as usual.
If ι(ϕ) = � then ι is a solution of ϕ, written ι |= ϕ. The formula ϕ is satisfiable
iff it has a solution, otherwise it is unsatisfiable.

The unrestricted string logic is undecidable, e.g., one can easily encode Post
Correspondence Problem (PCP) as the problem of checking satisfiability of the
constraint R(x, x) for a rational transducer R [10]. Therefore, we restrict the
formulae to be in so-called straight-line form. The definition of straight-line frag-
ment as well as a linear-time algorithm for checking whether a formula ϕ falls
into the straight-line fragment is defined in [9].

4 Parikh Image

The Parikh image of a string abstracts from the ordering in the string. Partic-
ularly, the Parikh image of a string x maps each symbol a to the number of its
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occurrences in the string x (regardless to their position). Parikh image of a given
language is then the set of Parikh images of the words of the language.

In this chapter, we present a construction of the Parikh image of a given
NFA A = (V,Q,Δ, q0, F ). The algorithm is modified version of the algorithm
from [13] which computes the Parikh image for a given context-free grammar G.
This algorithm contains a small mistake that has been fixed by Barner in a 2006
Master’s thesis [3]. Since for every regular grammar there exists a corresponding
NFA, we can easily customize the algorithm for NFA such that one can compute
an existential Presburger formula φA which characterizes the Parikh image of
the language L(A) recognized by A in the following way.

Let us define a variable #ϕ for each ϕ ∈ FV , yt for each t ∈ Δ, and uq for
each q ∈ Q, respectively. The free variables of φA are variables #ϕ and we write
Free(φA) for the set of all free variables in the formula φA. The formula φA is
the conjunction of the following three kinds of formulae:

– uq +
∑

t=(q′,ϕ,q)∈Δ yt−
∑

t=(q,ϕ,q′)∈Δ yt = 0 for each q ∈ Q, where the variable
uq is restricted as follows: uq0 = 1, uqF

∈ {0,−1} for qF ∈ F , and uq = 0 for
all other q ∈ Q \ ({q0} ∪ F ).

– yt ≥ 0 for each t ∈ Δ since the variable yt cannot be assigned a negative
value.

– #ϕ =
∑

t=(q,ϕ,q′)∈Δ yt for each ϕ ∈ F to ensure that the value xϕ are consis-
tent with the yt.

– To express the connectedness of the automaton, we use an additional variable
zq for each q ∈ Q which reflects the distance of q from q0 in a spanning tree
on the subgraph of A induced by those t ∈ Δ with yt ≥ 0. To this end, we
add for each q ∈ Q a formulae zq = 1∧yt ≥ 0 if q is an initial state, otherwise
(zq = 0 ∧ ∧

t∈Δ+
q

yt = 0) ∨ ∨
t∈Δ+

q
(yt ≥ 0 ∧ zq′ ≥ 0 ∧ zq = zq′ + 1) where

Δ+
q = {(q′, ϕ, q) ∈ Δ} is a set of ingoing transitions.

The resulting existential Presburger formula is then ∃zq1 , . . . , zqn
, uq1 , . . . , uqn

,
yt1 , . . . , ztm

: φA where n is the number of states and m is the number of
transitions of the given automaton. This algorithm can be directly applied to
transducers where the free variables are #ϕ such that ϕ ∈ FV 〈2〉.

4.1 Operations on Parikh Images

In our decision procedure, we will need to use projection of the Parikh image of
transducers and intersection of Parikh images. We have to find a way how to
deal with alphabet predicates of transducers since our version of the intersection
of Parikh images works only with alphabet predicates over a non-indexed set
of bit variables. The intersection of Parikh images is needed since the alphabet
predicates of one automaton can represent a set of symbols which may con-
tains common symbols for more than one automaton. These operations can be
implemented in linear space and time.
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Projection. Let R = (V 〈2〉, Q, Δ, I, F ) be a transducer representing a constraint
R(x, y) and let ϕ ∈ FV 〈2〉 be a formula over {bk} ∈ 2V 〈2〉 where bk ∈ P(V 〈2〉).
We write ϕ[x] to denote a alphabet projection of ϕ where ϕ[x] is the subformula
of ϕ such that only contains bits from bk[i] and i is the position of x in R. Given
the Parikh image φR of R, we denote by φR[x] a projection of φR where the
set of free variables is Free(φR[x]) = {#ϕ[x] | #ϕ ∈ Free(φR)}. Further, we need
to introduce the auxiliary function λ that assigns to each variable #ϕ[x] a set
{#ϕ′ | ϕ′[x] = ϕ[x]}. The resulting formula of projection φR has then the form
φR[x] = ∃#ϕ1 , . . . ,#ϕn

: φR ∧ ∧
#ϕ[x]∈Free(φR[x])

(
#ϕ[x] =

∑
#ϕ∈λ(#ϕ[x])

#ϕ

)

where #ϕi
∈ Free(φR) for 1 ≤ i ≤ n.

Intersection. We assume that both Parikh images have alphabet predicates FV

over the same set of bit variables V . Given two Parikh images φ1 and φ2, their
intersection φ� = φ1 �φ2 can be constructed as follows. First, we compute a set
of fresh variables I = {#ϕ1�ϕ2 | #ϕ1 ∈ Free(φ1) ∧ #ϕ2 ∈ Free(φ2) ∧ ∃b ∈ P(V ) :
b |= ϕ1∧ϕ2} representing the number of common symbols for φ1 and φ2. Next, we
define for each Parikh image φi a function τi : Free(φi) → 2I such that τ1(#ϕ1) =
{#ϕ1�ϕ2 ∈ I} and τ2(#ϕ2) = {#ϕ1�ϕ2 ∈ I}. Finally, the intersection is define as
φ� = φ1∧φ2∧∧

#ϕ1∈Free(φ1)

(
#ϕ1 =

∑
#ϕ′

1
∈τ1(#ϕ1 )

#ϕ′
1
)∧∧

#ϕ2∈Free(φ2)

(
#ϕ2 =

∑
#ϕ′

2
∈τ2(#ϕ2 )

#ϕ′
2

)
.

5 Decision Procedure

Our decision procedure is based on computation of the Parikh images of the
automata representing string constraints. Let ϕ := ϕcstr ∧ϕeq ∧ϕar be a formula
in straight-line form where ϕcstr is a conjunction of regular constraints (or their
negation) and rational constraints, ϕeq is a conjunction of word equations of the
form x = y1◦y2◦· · ·◦yn, and ϕar is a conjunction of arithmetic inequalities. The
result of the decision procedure is an existential Presburger formula φϕ which
represents an over-approximation of the Parikh image of ϕ.

We assume that each variable x ∈ Vars(ϕ) is restricted by an automaton or a
transducer. Note that the function Vars(ϕ) denotes a set of variables appearing
in the formula ϕ. We write T to denote a set of Parikh images. The procedure
is divided into three steps as follows.

– Step 1: First, we compute Parikh images of automata and transducers rep-
resenting the constraints from ϕcstr using the algorithm from Sect. 4. We
define a mapping ρcstr : Vars(ϕcstr) → T that maps each string vari-
able x ∈ Vars(ϕcstr) to the over-approximation of its Parikh image. Let
P1(x), . . . , Pn(x) and R1(x, y), . . . , Rm(x, y) be constraints from ϕcstr restrict-
ing x. A formula φx representing the Parikh image of x is then computed using
the algorithm from Sect. 4.1 as φx = φAx

� φA1 � . . . � φAn
� φR1 [x] � . . . �

φRm
[x] where φAi

, 0 ≤ i ≤ n, is the Parikh image of the automaton Ai rep-
resenting Pi(x) and φRj

, 0 ≤ j ≤ m, is the Parikh image of the transducer
Rj representing Rj(x, y).
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– Step 2: We define a mapping ρeq : Vars(ϕeq) → T that maps each string
variable x ∈ Vars(ϕeq) to the over-approximation of its Parikh image as
φx = (

∧k
i=1 ρcstr(yi) ∧ ∧n

j=k+1 ρeq(yj)) � ρcstr(x). We assume that Free(y1) ∩
· · ·∩Free(yn) = ∅. This can be done by adding double negation to the alphabet
predicates which helps to distinguish free variables of individual yi. Parikh
image does not preserve the ordering of the symbols in the string, therefore,
we can reorder the right side of the equation y1 ◦ · · · ◦ yk ◦ · · · ◦ yn such that
∀1 ≤ i ≤ k : yi ∈ ϕcstr and ∀k ≤ j ≤ n : yj ∈ ϕeq. Moreover, the reordering
can be done in such a way that each variable on the right side of the equation
is already defined since ϕ falls into the straight-line fragment.

– Step 3: Finally, we build the final formula φϕ using mappings ρcstr and
ρeq. Let Xeq ⊆ Vars(ϕeq) be a set of all variables that are on the left
side of the equations. The resulting formula φϕ is then a conjunction φϕ =
(�x∈Xeq

ρeq(x)) � (�x∈Vars(ϕ)\Xeq
ρcstr(x)).

6 Experiments

We have implemented our decision procedure extending the method of Sloth
[6] as a tool, called PICoSo. Sloth is a decision procedure for the straight-line
fragment and acyclic formulas. It uses succinct alternating finite-state automata
as concise symbolic representation of string constraints. Like Sloth, PICoSo
was implemented in Scala.

Table 1. Performance of PICoSo in compari-
son to Sloth.

Sloth PICoSo

Norn (1027) sat (sec) 314 (545) 313 (566)

unsat (sec) 353 (624) 356 (602)

timeout 0 0

error/un 360 358

SLOG (3392) sat (sec) 922 (5526) 923 (5801)

unsat (sec) 2033 (5950) 2080 (4382)

timeout 437 389

error/un 0 0

SLOG-LEN (394) sat (sec) 0 0

unsat (sec) 266 (659) 296 (773)

timeout 4 15

error/un 124 83

To evaluate its performance,
we compared PICoSo against
Sloth. We performed exper-
iments on benchmarks with diverse
characteristics.

The first set of benchmarks is
obtained from Norn group [1] and
implements string manipulating
functions such as the Hamming
and Levenshtein distances. It con-
sists of small test case that is com-
binations of concatenations, reg-
ular constraints, and length con-
straints. The second set SLOG
[14] is derived from the security analysis of real web applications. It contains
regular constraints, concatenations, and transducer constraints such as Replace
but no length constraints. The last set is obtained from SLOG by selecting 394
examples containing Replace operation. It was extended by RelaceAll opera-
tion and since in practice, it is common to restrict the size of string variables
in web applications, we added length constraints of the form |x| + |y|Rn, where
R ∈ {=, <,>}, n ∈ {4, 8, 12, 16, 20}, and x, y are string variables.

The summary of the experiments is shown in Table 1. All experiments were
executed on a computer with Intel Xeon E5-2630v2 CPU @ 2.60 GHz and 32 GiB
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RAM. The time limit was 30 s was imposed on each test case. The rows indicate
the number of times the solver returned satisfiable/unsatisfiable (sat/unsat), the
number of times the solver ran out of 30-s limit (timeout), and the number of
times the solver either crashed or returned unknown (error/un).

The results show that PICoSo outperforms Sloth on all of unsat examples.
Sloth is however slightly better in case of sat examples due to the addition
computation of the over-approximation of the Parikh image. Sloth timed out
on 441 cases while PICoSo run out of time only in 404 cases. This shows that
our proposed procedure is efficient in solving not only length constraints, but
also other types of constraints.
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Abstract. The paper presents architectural views model 1+5 which has
been proposed for designing integration solutions of collaborating soft-
ware systems. The author has introduced modeling extensions of Unified
Modeling Language (UML) in form of UML profiles. The author has pro-
posed an Integration flow diagram which is special form of UML activity
diagram. The diagram arranges mediation mechanisms from UML Pro-
file for Integration Flows into an integration flow. The paper presents
transformations of model-to-model and model-to-code types which auto-
mate design of integration platform. The 1+5 was successfully applied
in Service-Oriented Architecture. The approach reveals its potential in
Domain-Driven Design, Micro-services and blockchain solutions.

Keywords: Software architecture description · Service-Oriented
Architecture · Domain-Driven Design · Micro-services · Blockchain

1 Introduction

The concept of the model crossed the author’s mind after participation as a
Chief Analyst in project for Polish Border Guards. The first important issue
was getting of business context. The author stepped into running project with
almost 200 use cases without strict business justification. So, business modeling
helped to identify essential business processes and resulting from them about 30
use cases. The second crucial element was communication between systems. For
proper functioning, Border Guards system required collaboration with external
ones. And the third one are non-functional requirements, especially performance
and security. For example, when you cross border, Border guard officer checks
your passport. It usually takes about 20 s. Meanwhile, Border Guards system has
to communicate with several external systems, e.g.: Visa Information System,
Central Register of Issued and Canceled Passport Documents.

Having that experience in mind the author has proposed architectural views
model 1+5 for solutions, in which integration with external systems is required,
[1,2]. Three views are completely new: Integrated processes, Integrated services,
Contracts.
c© Springer Nature Switzerland AG 2020
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Integrated processes view presents business processes. Integrated services view
describes communication between software systems. Contracts view defines col-
laborating parties, rules which should be fulfilled and gathers non-functional
requirements, e.g.: performance, security.

The paper is structured as follows. The second section contains description
of architectural views model 1+5. The third section presents UML extensions for
architecture modeling of integration solution. The next section describes trans-
formations of model-to-model and model-to-code types to automate design of
integration platform. The fifth section presents two case studies where the model
was applied in the context of ISO/IEC/IEEE 42010:2011 standard. The sixth
section reveals part of development process for building integration solution. The
last one summarizes the paper and outlines directions for further works.

2 Architectural Views Model 1+5

The model consists of the following architectural views: Integrated processes,
Use cases, Logical, Integrated services, Contracts, Deployment (see Fig. 1).

Fig. 1. Architectural views model 1+5.

The purpose of Integrated processes view is the identification of business pro-
cesses which should be supported by software systems. Usually those processes
activate many systems to cooperate. There are mainly two kinds of task within
business process which require support: human task and automated task. First
of them is task realized by human that can be supported. The second type is
task that become service which fully automates execution of actions without
interaction with human being. Processes are presented in a Business Process
Modeling Notation business process diagram or UML activity diagram.

The Use cases view defines use cases which application should realize. The
scope of an application is presented in UML Use case diagram. In case of col-
laboration among systems we need to distinguish actors who represent external
ones. So, a new stereotype �IntegratedSystem� was proposed. A stereotype is
one of three types of extension mechanisms in Unified Modeling Language. The
other two are tagged values and constraints. The Use case diagram (see Fig. 2)
presents scope of functionality of e-Prescription application. External system
e-Pharmacy can invoke “Get prescriptions” use case.
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Fig. 2. Use cases of e-Prescription application.

The Logical view presents realizations of the use cases identified in the Use
case view. For this purpose UML Sequence, Communication, and Class diagrams
are applied. The view also presents, in UML class diagrams, the structure of
business entities used in human tasks in Integrated processes view.

The Contracts view presents contracts imposed on collaborating parties.
Provider is the component implementing the service and Consumer is a com-
ponent that uses the service. �Consumer� and �Provider� are stereotypes
from Service-Oriented Architecture Modeling Language (SoaML). Contracts are
presented in the UML component diagram. In order to add further details the
contract can be shown in UML composite structure diagram. Furthermore, we
can use contract to specify non-functional requirements imposed of communi-
cation between systems. For example, response time in case of performance or
required protocol to communication (https) in case of security.

The Integrated services view concentrates on communication between service
providers and service consumers which are presented as components with applied
�Capability� stereotype. The central part of an UML component diagram
is Enterprise Service Bus (ESB) component. So as to clearly identify the bus,
a new stereotype �ESB� was proposed. The UML component diagram (see
Fig. 3) shows providers and consumers of services. Prescription is provided by
e-Prescription application. PrescriptionRealization is provided by e-Pharmacy.
The main component that is responsible for communication between those two
systems is marked with �ESB� stereotype.

Fig. 3. The UML component diagram shows services integrated through ESB.
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Communication between software systems usually requires the use of medi-
ation mechanisms arranged into integration flow. Such flow is executed by ESB.
The Integration flow diagram (see Fig. 4) shows flow for getting prescriptions
with applied mediation mechanism from UML Profile for Integration Flows.

Fig. 4. The Integration flow diagram for getting prescriptions from e-Prescription.

The Deployment view defines the physical runtime environment for the solu-
tion. It encompasses: hardware environment, execution environment required to
run developed software, the mapping of the software onto the runtime nodes
that execute them. UML offers deployment diagram to express that view.

3 UML Extensions for Architecture Modeling

3.1 UML Profiles

Proposed new stereotypes have been grouped into two UML profiles: UML Pro-
file for Integration Platform and UML Profile for Integration Flows, [5]. The first
one encompasses stereotypes which represent elements of integration platform,
e.g.: �ESB�, �IntegratedSystem�. Software systems can differ significantly.
Those differences may relate to, e.g.: communication protocols, data formats,
data structures. So, successful communication usually requires the use of medi-
ation mechanisms. So, the UML Profile for Integration Flows contains stereo-
types which represent elements of integration flows, e.g.: �ContentEnricher�,
�ContentFilter�, �Translator�. The latter has been developed in form of
profile, EIP.epx file, which can be included in design of integration flow, [13].
The profile encompasses 40 mediation mechanisms and each of them has its own
icon to be easily distinguished.

3.2 Integration Flow Diagram

An UML activity diagram was extended, and its special form was obtained
for modeling integration flows on ESB. This special form of UML activity dia-
gram was called Integration flow diagram. Having prepared the UML profile and
defined appropriate diagram we can model integration flows (see Fig. 4).
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4 Automation of Integration Platform Design

4.1 Transformations of Model-to-model Type

So, as to automate the process of architecture description of integration solu-
tion model-to-model transformations have been proposed, [6]. Those transfor-
mations, [14], encompass generation of modeling elements between the following
views: Integrated processes and Use cases (BPMN2UC), Use cases and Logical
(UC2Logical), Use cases and Integrated services (UC2IS) and Use cases and Con-
tracts (UC2Contracts). Figure 5 depicts rules of the last transformation which
generates UML component diagram from UML use case diagram. The diagram
shows part of railway system (contract is presented as a collaboration).

Fig. 5. Transformation from Use cases view to Contracts view.

4.2 Transformations of Model-to-code Type

In order to automate design of integration solution, model-to-code transforma-
tions were implemented for both Java [8] and WS-BPEL [9] based integra-
tion flows. Integration2Java transformation generates Enterprise ARchive file
installed on ESB which realizes modeled integration flow. The transformation
was realized in form of plug-in which generates integration flow application,
installs and starts it on IBM ESB. It was developed only for selected mediation
mechanisms: Message channel, Content enricher and Publish-subscribe. The sec-
ond transformation (Integration2BPEL) translates UML model stored in XML
file into WS-BPEL file. Because both files are of extensible markup language
format it is easier to implement such transformation and it is also less prone to
errors. Transformed file can be executed in open source ESB, e.g., OpenESB.

5 Case Studies

The ISO/IEC/IEEE 42010:2011 standard defines an architectural description’s
content requirements in terms of its elements, [12]. The standard requires that
architecture description must identify their architectural concerns and enumer-
ates the following ones: Functionality, Performance, Security, Feasibility.
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The section shows two examples of application and the same way verification
of solutions feasibility which were designed according to 1+5 model. Both exam-
ples encompassed description of functionality in Use cases view. Performance
was area of interest of the second case study.

5.1 Circulation of Electronic Prescription

When you receive a prescription from a doctor, you have to go with this prescrip-
tion to the pharmacy in order to realize it. A pharmacist realizes prescription
in full. So, my goal was to build applications for a doctor and a pharmacist and
ensure electronic circulation of prescription and its realization. Both applications
have been realized in Java Server Faces technology in IntelliJ IDEA and source
code is available on Github repositories for e-Prescription, [15], and e-Pharmacy,
[16], respectively. The e-Prescription implements functions for Doctor who must
be able to write prescriptions and view them. The latter is also available for e-
Pharmacy application in order to find specific prescription for its realization (see
Fig. 2). The e-Pharmacy implements functions for Pharmacist, who must be able
to realize prescriptions issued by doctors and view realizations of prescriptions.
The UML use case diagram depicts functions of e-Pharmacy (see Fig. 6).

Fig. 6. Use cases of e-Pharmacy application.

Moreover, use cases Get prescription and Get prescription’s realization were
implemented as services and exposed onto ESB (see Fig. 3). In each application
there are slightly different data structures to store prescriptions and their real-
izations but exchange format is the same. The e-Prescription is the source of
prescriptions while e-Pharmacy is the source of realizations. Each service exe-
cution invokes integration flow. The Integration flow diagram (see Fig. 4) shows
the flow for getting prescriptions. As far as scenario of using the platform is
concerned Doctor writes prescription in e-Prescription. The Pharmacist realizes
the prescription in e-Pharmacy. After that Doctor is able to view realization of
the prescription in e-Prescription. In that way, the business goal was achieved
and circulation of electronic prescription was provided.

The model proved to be useful in designing that integration solution, [3].
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5.2 ARMA and AFQI Communication

The subject was communication between Agricultural and Food Quality Inspec-
tion (AFQI) and The Agency for Restructuring and Modernization of Agricul-
ture (ARMA). ARMA is the competent authority supervising quality of agricul-
tural and food products in Poland. The certification bodies carry out inspections
and issue and revoke certificates in the field of organic farming. A list of organic
producers is transmitted by the certification bodies to AFQI and ARMA, as
well. In case of irregularities in the list, the ARMA submit request to AFQI to
punish the certification body. Such files, concerning one case of irregularity, may
contain 700 MB of data. Due to the large volume of data it was simply burned
at DVD disc and send by post mail. So, it usually took 2 days to get the request
to punish the certification body. An architectural decision was to design com-
munication between Agency and Inspection using ESB. The 1+5 views model
was applied and Send request to penalize use case was designed.

The main challenge was to send such a large documentation expeditiously.
Size of documentation for testing was 675.71 MB, which contained photos and
sketches of plots. I looked at the solution like at queuing system with queue and
service node. Furthermore, thanks to the Little’s Law length of the queue and
required number of service nodes were determined, [10]. So, execution environ-
ment was divided into two parts: queue (RabbitMQ Message Broker) and service
node (Mule ESB). Finally, application of architectural pattern Decoupled Invoca-
tion in combination with Service Instance pattern allowed on effectively dealing
with a short-term heavy load, [11]. Moreover, each file from the documentation
was sent as a separate message (169 files).

The solution allows on transferring request to penalize in 2 min, [7].

6 Integration Platform Development Process

As far as ISO/IEC/IEEE 42010:2011 standard is concerned it does not require
definition of software development process but recommends identification of
stakeholders. According to Software Process Engineering Metamodel Specifi-
cation there are three basic elements in process description: role, work product
and task. Preliminary configuration of newly proposed Integration discipline
was defined which gathers tasks connected with integration design, [4]. Tasks for
Integration Architect and role’s responsibility have been configured (see Fig. 7).

Fig. 7. The definition of tasks and work products for Integration Architect role.
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7 Conclusions and Further Work

Architectural views model 1+5 was presented which is devoted for designing solu-
tions of collaborating systems. New UML profiles and Integration flow diagram
were presented. Examples of application of the model in SOA architecture were
described. The configuration of the view for Domain-Driven Design approach
and Micro-services architecture is considered. Moreover, refinement of Integra-
tion Platform Development Process is planned. Finally, description of security
of an integration platform needs attention.

As far as blockchain technology is concerned, we have to deal with designing
completely distributed solutions. Here, the 1+5 model fits perfectly, because we
have collaborating parties acting according to rules defined in a smart contract.
So, in course of further works, the model will be adjusted to architecturally
describe smart contracts in Contracts View and blockchain nodes in Deployment
view. In that way, the model will be verified in both architectures: centralized
with ESB and distributed with point-to-point connections in blockchain.
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8. Górski, T.: Model-driven development in implementing integration flows. J. Theor.
Appl. Comput. Sci. 9(2), 66–82 (2015)
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Abstract. The paper presents the manner of smart contracts’ model-
ing in blockchain solution. The authors illustrate the modeling approach
using the example of a renewable energy system. The paper proposes
extension of Unified Modeling Language (UML) in form of UML Pro-
file for Smart Contracts, appropriate for smart contract design. More-
over, the standard smart contract design and implementation method, in
Corda environment, has been made more flexible. The authors present
static aspect of newly designed Smart Contract Design Pattern.

Keywords: Software architecture · Blockchain · Smart contract ·
Distributed ledger · Architectural views model 1+5

1 Introduction

A blockchain is a type of distributed ledger, composed of data in packages called
blocks that are stored in append-only chain. Each block is linked to a previous one
in a chain and cryptographically hashed so data remains unchanged. Blockchain
solution is a network of distributed nodes and each of them has the same replica of
a ledger. Efanov [2] noticed that blockchain has all-pervasive nature and occurs in
many industries and applications. For example, Xia et al. [9] propose a blockchain-
based system that addresses the problem of medical data sharing in a trust-less
environment. Kaijun et al. [7] propose a public blockchain of agricultural supply
chain system. Turkanović et al. [8] propose a globally trusted, decentralized higher
education credit and grading platform named EduCTX which is based on the con-
cept of the European Credit Transfer and Accumulation System (ECTS). On the
other hand, Clack et al. [1] describe application of blockchain in financial sector
but also consider aspect of definition of smart contract as an automatable and
enforceable agreement.

We would like to apply blockchain technology for maximizing prosumer’s ben-
efits from renewable energy, [5]. The idea behind the Electricity Consumption
and Supply Management System (ECSM) is to exploit the potential of renewable
c© Springer Nature Switzerland AG 2020
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energy generation sources so as to provide energy self-sufficiency and participa-
tion in a competitive energy market, [6]. Our aim is to provide flexible and easy to
extend manner of modeling and implementation of smart contracts in such solu-
tions. The article is focused on this very aim.

The paper is structured as follows. The second section introduces the assump-
tions of ECSM. The third section contains description of Use cases, Contracts and
Logical views of architectural views model 1+5, [3], for smart contract design. The
next section summarizes UML extensions proposed for smart contract modeling
gathered in UML Profile for Smart Contracts. The fifth section reveals approach
for smart contract implementation in Java programming language. The last one
summarizes the paper and outlines directions for further work.

2 Electricity Consumption and Supply Management
System

Electricity Consumption and Supply Management system provide functionality
to monitor and record continuously information about inbound and outbound
energy to/from prosumer’s node in renewable energy grid, [6]. We have three
types of nodes in such renewable energy grid (see Fig. 1): prosumer, energy stock
exchange, power grid.

Fig. 1. Renewable energy grid.

Prosumer’s node can sell energy to other nodes or to the power grid when it is
economically justified. The energy stock exchange node has two main roles: con-
firms energy price for each transaction, provides real time energy price.

The authors have applied blockchain technology, in particular distributed
ledger, to manage actions among renewable energy nodes and store transactions
of selling energy. Each element in the system is actually blockchain node. It
was designed and built with application of Corda Distributed Ledger Technology
(DLT), [11]. Corda DLT is a specialized distributed ledger platform for financial
market. Distributed Ledger Network has been designed where all inbound and out-
bound energy transactions are recorded. Information about transferred energy is
a part of smart contract which is confirmed and stored in participating nodes.
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3 Smart Contracts in Architectural ViewsModel 1+5

The Architectural views model 1+5 for integration solutions, [3], was designed to
model collaborating systems in context of business processes (see Fig. 2).

Fig. 2. Architectural views model 1+5 for integration solutions.

As far as blockchain technology is concerned the 1+5 model fits perfectly. In
that kind of solution we have collaborating parties (e.g.: seller and buyer) that act
on the basis of rules defined in a smart contract. So, we have proposed modeling
elements for representing collaboration of parties through smart contracts. We
have placed those elements within the 1+5 model mainly in Contracts View. As
far as smart contracts are concerned we have proposed dedicated Unified Modeling
Language stereotypes that describe the needed additional semantic structures and
have included them in UML Profile for Smart Contracts.

3.1 Use Cases View

In the paper, we consider Sell energy use case of ECSM functionality, [6]. All dia-
grams have been prepared in Visual Paradigm, [14]. The design of ECSM is avail-
able at GitHub repository, [15]. The UML Use case diagram shows the use case
(see Fig. 3). In the figure we can see an UML stereotype �IntegratedSystem�
from UML Profile for Integration Platform, [4].

Fig. 3. The Sell energy use case.



510 T. Górski and J. Bednarski

The UML activity diagram shows flow of events of Sell energy use case (see
Fig. 4).

Fig. 4. The UML activity diagram for Sell energy use case.

3.2 Contracts View

The view presents contracts imposed on collaborating parties. New modeling
means for smart contract were presented in the context of Sell energy use case.

Basic element in smart contract is State that represents object which is
recorded in blockchain distributed ledger. We have identified the following
attributes of state:

– value - represents amount of energy which is produced (by e.g., windmill) and
send to renewable energy grid/buyer node,

– producer - node which sells energy,
– buyer - node responsible to manage energy grid and responsible for receiving

produced energy/node which buys energy.

So, we have proposed new UML stereotype �State�. Moreover, the design of a
blockchain state requires using of Party class from Corda framework.
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The UML class diagram presents both classes (i.e.: Party, State) connected by
aggregation relationships (see Fig. 5).

Fig. 5. Smart contract’s state.

From Corda platform perspective contract is a concrete class that implements
Contract interface. The class implements verify() method. Verification rules are
implemented in the method body. But, we can not see verification rules explicitly.
Moreover, in case of change we have to compile and build the contract again.

We have proposed more flexible approach Smart Contract Design Pattern. We
have added two new stereotypes: for contract itself �Contract� and for verifica-
tion rule �VerificationRule�. The abstract class VRContract implements Corda
Contract interface and defines list of rules. The VRContract uses definition of
VRule interface which represent verification rule. The VRule defines runRule()
method which must be implemented by concrete verification rule class. The con-
crete IOUContract class actually implements verify() method which iterates over
list of verification rules. The UML class diagram presents classes and interfaces
that constitute Smart Contract Design Pattern (see Fig. 6).

Fig. 6. Smart contract with verification rules.
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3.3 Logical View

The view presents realizations of the use cases identified in the Use case view. To
show the whole structure for the Sell energy use case realization we need one more
element, Flow. It represents the process of agreeing ledger updates and defines
communication between nodes which can be accomplish only in its context. So,
we have proposed new UML stereotype �Flow�. The UML Class diagram shows
all modeling elements needed to design and implement smart contract (see Fig. 7).
Classes and interfaces, which require implementation, have white background.

Fig. 7. Classes and interfaces for smart contract design.

4 UMLProfile for Smart Contracts

Those newly proposed stereotypes constitute the newUMLProfile for Smart Con-
tracts. To sum up, we have identified the following UML stereotypes to model
blockchain Smart Contract:

– �State� - object that is recorded in blockchain nodes/distributed ledger,
– �Contract� - agreement imposed on collaboration of blockchain nodes,
– �VerificationRule� - condition that must be fulfilled for the contract,
– �Flow� - process of agreeing updates and communication among nodes.



Modeling of Smart Contracts in Blockchain Solution 513

5 Smart Contract Implementation in Java

Proof-of-Concept (PoC) of ECSM was implemented in Java language with use
of IntelliJ IDEA framework, [12]. The source code of PoC is available at GitHub
repository, [13]. First of all, we have declared VRule interface (see Fig. 6).
It declares runRule(LedgerTransaction tx) method. Within smart contract, for
Sell energy use case, we have identified four business verification rules. One of
business verification rules is that amount of sent energy must have a positive
value. The Java NonNegativeValueVRule class for that rule implements run-
Rule(LedgerTransaction tx) which is declared in VRule interface (see Fig. 8).

Fig. 8. Source code of Java NonNegativeValueRule class.

Due to Corda requirements two technical verification rules have been also
designed: transaction must have only one State and does not depend on any pre-
vious State. Very important role in implementation plays VRContract abstract
class. The class defines attribute rules that holds collection of verification rules
and implements verify() method from Contract interface. The verify() uses
lambda expression to check whether all verification rules are met (see Fig. 9).

Fig. 9. Source code of Java VRContract abstract class (fragment).

The last class in smart contract implementation is IOUContract. The class
instantiates concrete verification rules classes and populates the rules attribute
with immutable list of those verification rules objects.
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6 Conclusions and FurtherWork

The paper shows modeling of smart contracts in context of Architectural views
model 1+5. The authors present new UML stereotypes for smart contract mod-
eling and place them in new UML Profile for Smart Contracts. Smart Contract
Design Pattern was proposed and its static aspect has been presented in the paper.
The pattern offers more flexible approach to adding new or modifying and remov-
ing existing verification rules within a smart contract.

As far as further work is concerned, we plan to show dynamic aspect of Smart
Contract Design Pattern. Moreover, it is considered to implement transformation
of model-to-code type to generate source code of classes and interfaces that imple-
ment smart contract. We plan to design such a transformation to generate source
code in both Java and Kotlin languages. Furthermore, we will propose new stereo-
types and tagged values to model blockchain network and blockchain node deploy-
ment configuration. We plan to design another transformation of model-to-code
type to generate Gradle script for blockchain node deployment.

References

1. Clack, C.D., Bakshi, V.A., Braine, L.: Smart contract templates: foundations,
design landscape and research directions, Barclays Bank PLC 2016–2017 (2017).
http://arxiv.org/abs/1608.00771

2. Efanov, D., Pavel Roschin, R.: The all-pervasiveness of the blockchain technology.
In: 8th Annual International Conference on Biologically Inspired Cognitive Archi-
tectures, BICA 2017, Procedia Computer Science, pp. 123 116–121 (2018)
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