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Preface

This volume of Communication in Computer and Information Science contains the
proceedings of WIVACE 2019, the XIV Workshop on Artificial Life and Evolutionary
Computation. The event was successfully held on the Campus of the University of
Calabria, Italy, during September 18–20, 2019. WIVACE aims to bring together
researchers working in the field of artificial life and evolutionary computation to pre-
sent and share their research in a multidisciplinary context. This year a special session
focusing on cognitive systems and their applications was organized. The workshop
provided a platform for academic and researchers to present papers addressing fun-
damental and practical issues in cognitive computing. Nowadays, we are crossing a
new frontier in the evolution of computing and entering the era of cognitive systems.
Whereas in the programmable era computers essentially processed a series of
“if-then-else” formulas, cognitive systems learn, adapt, and ultimately hypothesize and
suggest answers. Cognitive systems promise to tackle complexity and assist people and
organizations in making decisions in different application fields such as healthcare,
energy, retail, smart machines, smart buildings and cities, environmental modeling,
education, banking, food science and agriculture, and climate change.

WIVACE 2019 received 31 submissions in total, out of which 16 were selected for
publication in an extended version in this proceedings volume, after a single-blind
review round performed by at least three Program Committee members, with an
acceptance rate of 54% of the original submissions. Submissions and participants of
WIVACE 2019 came from nine different countries, making WIVACE an increasingly
international event, despite its origins as an Italian workshop. Following this
ever-increasing international spirit, the future WIVACE edition will be held in
Switzerland.

Many people contributed to this successful edition. The editors wish to express their
sincere gratitude to all who supported this venture. In particular, we wish to thank all
the authors who contributed to this volume. We would also like to thank reviewers
who, as members of the Program Committee, not only assessed papers but also acted as
session chairmen during the workshop.

We want to give special thanks to the invited speakers of both WIVACE 2019 and
the special session on cognitive computing which, during the workshop, gave three
very interesting and inspiring talks: Prof. Heiko Hamann from the University of
Lübeck, Institute of Computer Engineering, Germany; Dr. Yulia Sandamirskaya from
the Institute of Neuroinformatics, Neuroscience Center, Zurich University and ETH
Zurich, Switzerland; and Prof. Giulio Sandini from Central Research Labs Genova -
Italian Institute of Technology and University of Genoa, Italy.

Our gratitude also goes to SenSysCal, a spin-off of the University of Calabria, for
giving its support to the workshop administration.



Finally, we acknowledge the helpful advice of the staff at Springer, who provided
professional support through all the phases that led to this volume.

September 2019 Franco Cicirelli
Antonio Guerrieri

Clara Pizzuti
Annalisa Socievole

Giandomenico Spezzano
Andrea Vinci

vi Preface



Organization

General Chairs

Clara Pizzuti ICAR-CNR, Italy
Giandomenico Spezzano ICAR-CNR, Italy

Local Chairs

Franco Cicirelli ICAR-CNR, Italy
Antonio Guerrieri ICAR-CNR, Italy
Annalisa Socievole ICAR-CNR, Italy
Andrea Vinci ICAR-CNR, Italy

Special Session Chairs

Giandomenico Spezzano ICAR-CNR, Italy
Edoardo Serra Boise State University, USA

Program Committee

Michele Amoretti University of Parma, Italy
Marco Baioletti University of Perugia, Italy
Vito Antonio Bevilacqua Politecnico di Bari, Italy
Leonardo Bich Universidad del Pais Vasco (UPV/EHU), Spain
Eleonora Bilotta University of Calabria, Italy
Leonardo Bocchi University of Florence, Italy
Michele Braccini University of Bologna, Italy
Marcello Antonio Budroni University of Sassari, Italy
Stefano Cagnoni University of Parma, Italy
Angelo Cangelosi University of Plymouth, UK
Giulio Caravagna University of Milan-Bicocca, Italy
Timoteo Carletti University of Namur, Belgium
Antonio Chella University of Palermo, Italy
Antonio Della Cioppa University of Salerno, Italy
Maria Pia Fanti Politecnico di Bari, Italy
Francesco Fontanella University of Cassino e del Lazio Meridionale, Italy
Salvatore Gaglio University of Palermo, Italy
Luigi Gallo ICAR-CNR, Italy
Mario Giacobini University of Turin, Italy
Alex Graudenzi University of Milan-Bicocca, Italy
Gianluigi Greco University of Calabria, Italy
Giovanni Iacca University of Trento, Italy



Ignazio Infantino ICAR-CNR, Italy
Antonio Liotta University of Derby, UK
Francesco Masulli University of Genoa, Italy
Giancarlo Mauri University of Milan-Bicocca, Italy
Orazio Miglino University of Napoli Federico II, Italy
Marco Mirolli ISTC-CNR, Italy
Decebal Mocanu Eindhoven University of Technology, The Netherlands
Sara Montagna University of Bologna, Italy
Monica Mordonini University of Parma, Italy
Stefano Nolfi ICST-CNR, Italy
Luigi Palopoli University of Calabria, Italy
Pietro Pantano University of Calabria, Italy
Mario Pavone University of Catania, Italy
Riccardo Pecori eCampus University, Italy
Riccardo Righi European Commission, Joint research Center, Spain
Andrea Roli University of Bologna, Italy
Federico Rossi University of Salerno, Italy
Yulia Sandamirskaya Institute of Neuroinformatics, Neuroscience Center,

Zurich University and ETH Zurich, Switzerland
Laura Sani University of Parma, Italy
Yaroslav D. Sergeyev University of Calabria, Italy
Roberto Serra University of Modena and Reggio Emilia, Italy
Debora Slanzi European Centre for Living Technology, Italy
Pasquale Stano University of Salento, Italy
Pietro Terna University of Turin, Italy
Andrea Tettamanzi University of Nice, France
Michele Tomaiuolo University of Parma, Italy
Marco Villani University of Modena and Reggio Emilia, Italy

viii Organization



Contents

Towards an Assistive Social Robot Interacting with Human Patient
to Establish a Mutual Affective Support . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

Ignazio Infantino and Alberto Machí

Selecting for Positive Responses to Knock Outs in Boolean Networks . . . . . . 7
Marco Villani, Salvatore Magrì, Andrea Roli, and Roberto Serra

Avalanches of Perturbations in Modular Gene Regulatory Networks . . . . . . . 17
Alberto Vezzani, Marco Villani, and Roberto Serra

The Effects of a Simplified Model of Chromatin Dynamics on Attractors
Robustness in Random Boolean Networks with Self-loops: An
Experimental Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

Michele Braccini, Andrea Roli, Marco Villani, Sara Montagna,
and Roberto Serra

A Memetic Approach for the Orienteering Problem . . . . . . . . . . . . . . . . . . . 38
Valentino Santucci and Marco Baioletti

The Detection of Dynamical Organization in Cancer Evolution Models . . . . . 49
Laura Sani, Gianluca D’Addese, Alex Graudenzi, and Marco Villani

The Simulation of Noise Impact on the Dynamics of a Discrete
Chaotic Map. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

Uladzislau Sychou

Exploiting Distributed Discrete-Event Simulation Techniques for Parallel
Execution of Cellular Automata . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

Andrea Giordano, Donato D’Ambrosio, Alessio De Rango,
Alessio Portaro, William Spataro, and Rocco Rongo

A Relevance Index-Based Method for Improved Detection of Malicious
Users in Social Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

Laura Sani, Riccardo Pecori, Paolo Fornacciari, Monica Mordonini,
Michele Tomaiuolo, and Stefano Cagnoni

An Analysis of Cooperative Coevolutionary Differential Evolution as
Neural Networks Optimizer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

Marco Baioletti, Gabriele Di Bari, and Valentina Poggioni



Design and Evaluation of a Heuristic Optimization Tool Based on
Evolutionary Grammars Using PSoCs . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

Bernardo Vallejo Mancero, Mireya Zapata, Liliana Topón - Visarrea,
and Pedro Malagón

How Word Choice Affects Cognitive Impairment Detection by
Handwriting Analysis: A Preliminary Study . . . . . . . . . . . . . . . . . . . . . . . . 113

Nicole Dalia Cilia, Claudio De Stefano, Francesco Fontanella,
and Alessandra Scotto di Freca

Modeling the Coordination of a Multiple Robots Using Nature
Inspired Approaches . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124

Mauro Tropea, Nunzia Palmieri, and Floriano De Rango

Nestedness Temperature in the Agent-Artifact Space: Emergence
of Hierarchical Order in the 2000–2014 Photonics Techno-Economic
Complex System. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134

Riccardo Righi, Sofia Samoili, Miguel Vazquez-Prada Baillet,
Montserrat Lopez-Cobo, Melisande Cardona, and Giuditta De Prato

Towards Programmable Chemistries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
Dandolo Flumini, Mathias S. Weyland, Johannes J. Schneider,
Harold Fellermann, and Rudolf M. Füchslin

Studying and Simulating the Three-Dimensional Arrangement of Droplets . . . 158
Johannes Josef Schneider, Mathias Sebastian Weyland,
Dandolo Flumini, Hans-Georg Matuttis, Ingo Morgenstern,
and Rudolf Marcel Füchslin

Investigating Three-Dimensional Arrangements of Droplets . . . . . . . . . . . . . 171
Johannes Josef Schneider, Mathias Sebastian Weyland,
Dandolo Flumini, and Rudolf Marcel Füchslin

Correction to: Artificial Life and Evolutionary Computation . . . . . . . . . . . . . C1
Franco Cicirelli, Antonio Guerrieri, Clara Pizzuti, Annalisa Socievole,
Giandomenico Spezzano, and Andrea Vinci

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185

x Contents



Towards an Assistive Social Robot
Interacting with Human Patient

to Establish a Mutual Affective Support

Ignazio Infantino(B) and Alberto Mach́ı

Istituto di Calcolo e Reti ad Alte Prestazioni, Consiglio Nazionale delle Ricerche,
ICAR-CNR, via Ugo La Malfa 153, 90146 Palermo, Italy

{ignazio.infantino,alberto.machi}@cnr.it
http://www.icar.cnr.it

Abstract. The paper describes an architecture for an assistive robot
acting in a domestic environment aiming to establish a robust affec-
tive and emotional relationship with the patient during rehabilitation at
home. The robot has the aim to support the patient in the therapy, to
monitor the patient health state, to give affective support increasing the
motivation of the human in a period of two or three weeks. The affective
based relationship will arise from an interaction based on natural lan-
guage verbal interaction, on the acquisition of data and vital parameters
by environmental and wearable sensors, on a robust human perception
using the perceptive robot capabilities. An important issue is that robot
activity should be understandable by the human: the proposed architec-
ture enables the robot to express its (emotional) state, its planes, and its
interpretation of perceptual data. The implicit goal is to obtain a human
emotional involvement that causes the patient to “take care of” its arti-
ficial assistant, trying to satisfy the robot’s expectation and motivation.
The paper describes the proposed layered architecture (including mod-
ules components responsible for events and contexts detection, planning,
complex verbal interaction, and artificial motivation, use cases, design
patterns and control policies), discusses modeling use cases, and reports
preliminary experimentation performed by simulation.

Keywords: Social robots · Human-robot interaction · Assistive
robotics

1 Introduction

The proposed research deal with two inter-related aspects of future social robots:
the real affective support of the human companion over long periods (years
or decades); the robot-ethic substrate that regulates the relationship between
human and machine according to a set of given social laws but taking into
account also human behavior and character. The robot will be a motivator, an
entertainer, an advisor, and in one word, a friend. The research will involve: to
c© Springer Nature Switzerland AG 2020
F. Cicirelli et al. (Eds.): WIVACE 2019, CCIS 1200, pp. 1–6, 2020.
https://doi.org/10.1007/978-3-030-45016-8_1
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2 I. Infantino and A. Mach́ı

design of new improved sensors (in the environment, wearable, or on the robot)
to catch human mood signals; not only facial expressions and postures but also
oriented to recognize relevant activity patterns; to process multiple sensor data
to create a knowledge base storing human social behavior (habits, mood tenden-
cies, character, preferences); the human-robot relationship will evolve according
to not only to assure human satisfaction but also to guarantee a sufficient robot
motivation to continue its service; in this sense, human will take care of its
artificial companion understanding its expectations and desiderata; improved
verbal interaction skills that depend on emotions, mood, experience, motivation
(both of the robot and the human). In the past decade, the research in medical
and health-care robotics has produced various systems working in real scenarios.
Among the proposals of a robot control architecture, in [3] the proposed solution
includes sustaining user’s motivation and engagement for multiple therapeutic
scenarios. Its relevant key specifications are: human-robot personality adapta-
tion, users profile and affect influencing behavior generation and realization,
platform-independent behavior, and supervised-autonomy. In [7] in addition to
providing mechanical/physical assistance in rehabilitation, robots can also pro-
vide personalized monitoring, motivation, and coaching. Event-driven architec-
tures and active database systems need the definition of a structure of active rules
and their interaction with the planner. For instance, [6] proposes the ECA (Event
condition action) as a short cut to represent such a structure. Regarding the
monitoring of the emotional state of the patient, in [9] physiological signals such
as heart rate and galvanic skin response allow the system an accurate patient
emotional state classification in interaction with nursing robots during medi-
cal service algorithms based on Wavelet Analysis and statistics-based feature
selection process the signals. Another important domain to consider is Ambient-
Assisted Living, given that the developed tools aim to establish a strong social
interaction with humans [8] based on ambient intelligence paradigm. A well-
known example is GiraffPlus [4] that combines social interaction and long term
monitoring. This system has an easy communication tool, the possibility to have
meaningful and personalized information about what has happened in the home,
the collection and tracking of physiological parameters, and the raising of alarms
and warnings in case of need. Another exciting robot companion is described in
[5], where everyday conditions in private apartments are the constraints taken
into account for domestic health assistance. Innovative human-machine interac-
tions will be characterized by pervasive, unobtrusive, and anticipatory commu-
nications, as discussed in the Survey on Ambient Intelligence in Healthcare [1].
Finally, architectures could be consistent with the concepts of Web-of-Things
(WoT) by comprising the physical sensors layer linked to a health Web-portal
layer via a given network infrastructure. For instance, see the e-Health platform
for integrated diabetes care management presented in [2]. Moreover, healthcare
cyber-physical systems could be supported by cloud and big data services [10].
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2 The Proposed Architecture

The paper presents the current status of a research aimed to define design pat-
terns and policies for a robot management architecture allowing the robot to
express its (emotional) state, its planes, and its interpretation of perceptual data.
The implicit goal is to obtain a human emotional involvement that causes the
patient to “take care of” its artificial assistant, trying to satisfy the robot’s expec-
tation and motivation. The paper describes the proposed architecture (including
modules responsible for events and contexts detection, planning, and artificial
motivation), discusses a real use case, and reports preliminary experimentation.
The architecture consists of a set of controller processes and generic support ser-
vices for complex dialogue sessions considering the semantic context and behav-
ioral patterns. To express behavior in the dialogue, the robotic assistant could
exhibit a sort of self-awareness, to assure the explanation of motivations, and to
show affective attitudes. Referring to the abstract OSI (Open Standard Intercon-
nection) programming model, such architecture defines archetypes of controller
processes, cooperation protocols, OSI 5 management policies for the applica-
tion, responsible for maintaining semantic and operational consistency at the
exchange session level of robot-patient messages. For the management of the
communication infrastructure based on messages/events, we assume the use of
the frameworks and services provided by WebSockets (see www.websocket.org)
and the OSI level 4 of ROS (Robot Operating System, see wiki.ros.org). In the
considered scenario, the assistant robot has the primary function of entertainer
and motivator the patient to keep his behavior punctually compliant with the
prescriptions of the therapeutic protocol, while a network of wearable sensors
assures the monitoring of physiological parameters. The robot therefore acts as
a personal assistant and home automation for most of the time. The function of
monitoring the state of health is outside of its features and level of consciousness,
except through the execution of health tasks expressly provided for in the treat-
ment plan for alert activation. Based on a dynamically modifiable plan (OSI level
7) updated by an external intelligent component, the robot activates knowledge
and health functions provided by the therapeutic protocol. Tasks such as notifi-
cations, reminders, interviews, the log of verbal expressions and mood, could be
executed both according to the timing provided by therapeutic planning, and/or
following an oral request for assistance of the patient. In the dialogue, the assis-
tant expresses self-awareness of his internal and environmental operational state
and a variable emotional attitude towards the interlocutor, defined by an exter-
nal ethical control component. In the scenario described above, there are several
cooperating actors on whom the intelligence of the system is distributed: Patient,
Verbal Robotic Assistant, Interaction Manager, Situation Monitor (environmen-
tal, semantic, operational, emotional), Biometric Sensor Manager, Therapy Con-
troller. The patient interacts with the robot requesting information or activities
and responding to interviews, requests, and status notifications. The dialogue
assistant, synchronized by the interaction manager and activated by the therapy
controller or by the patient, carries out verbal interaction sessions (also with
gestures) modulated according to behavioral patterns (attitudes) chosen by the

http://www.websocket.org
http://wiki.ros.org


4 I. Infantino and A. Mach́ı

planner in function of therapeutic compliance status indicators maintained by
the Therapy Controller and the patient’s mood evaluated by the Monitor. The
Interaction Controller manages the preconditions for interaction (engagement)
and its physicality (sampling of input audio, TTS, STT, synchronization with
motor functions) and non-verbal expression of attitudes and feelings (gesture).
Figure 1 shows the relevant software components of the architecture. In partic-
ular, at OSI level 4, it includes the bridge between ROS nodes and the event-
based framework by WebSocket. The dialogue manager that uses two Watson
(see www.ibm.com/watson/developer/) cognitive assistant services (one generic,
and the other specialized on therapy protocol), a gesture database (e.g., by Mon-
goDB), the state monitor, and the activity manager (scheduler and dispatcher)
are at OSI level 5. The Interactor is at OSI level 6, and the Health Manager and
Planner are at OSI level 7.

Fig. 1. The proposed software architecture for the assistive social robot combining
cognitive capabilities of Watson based verbal interaction services and ROS nodes. ROS
modules manage the robot actions by an event-based planning.

3 Scenario

The proposed architecture will be deployed on a humanoid robot for monitoring
postoperative home cardiac therapy. The home automation assistant functions
considered are inspired by [11], and the services of health assistant are inspired
by [12]. The robot functionalities concern the entertainment, the research, and
supply of information, the activation of environmental controls and telematics,
the monitoring of biomedical parameters, the request to answer a questionnaire,

http://www.ibm.com/watson/developer/
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the assistance in the execution of activities based on a daily agenda and a ther-
apy plan. The interaction takes place both through explicit exchange sessions
(during a human-robot engagement) by sentences in natural language (Italian)
and through the exchange with and between control processes of management
messages. During the dialogue, the patient and the assistant negotiate the control
of the session. An entertainment session can be interrupted for the execution of
a non-deferrable health task. A deferrable system notification can be postponed
to the end of a dialogue session. Verbal interactions aims to check therapy adher-
ence and to monitor mood of the patient. By processing the human answers, the
robot define and modulate its behavior as interactive assistant, adapting both
to the user expectation and the health operators desiderata.

Acknowledgments. The work has been supported by the Italian project “AMICO -
Medical Assistence In COntextual awareness” , ARS 0100900 - CUP B46G18000390005,
Decreto GU n.267/16-11-2018, PON R&I 2014–2020.
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Abstract. Random Boolean networks are a widely acknowledged model for cell
dynamics. Previous studies have shown the possibility of achieving Boolean Net-
works (BN) with given characteristics by means of evolutionary techniques. In
this work we show that it is possible to evolve BNs exhibiting more positive than
negative reactions to knock-out stresses. It is also interesting to observe that in the
observed runs (i) the evolutionary processes can guide the BNs toward different
dynamic regimes, depending on their internal structure and that (ii) the BNs forced
to evolve by maintaining a critical dynamical regime achieve better results than
those that do not have this characteristic; this observation supports the idea that
criticality may be beneficial to an evolving population of dynamical systems.

Keywords: Random Boolean networks · Gene knock outs · Evolved systems

1 Introduction

Random Boolean Networks (RBNs for short) are well-knownmodels of gene regulatory
dynamics [1–4]. At the same time, RBNs have a prominent role in the development of
complexity science [5–9], being able to exhibit qualitatively different dynamical regimes
(ordered, critical, disordered) depending on some structural parameters.

Let us consider the distribution of changes in gene expression levels induced by
single-gene knock-outs, which has already been the subject of previous studies [1, 3,
10–12]. Deferring a wider discussion to Sect. 2, let us recall that a single-gene knock-out
is the permanent silencing of a particular gene in a cell, so that the protein corresponding
to that gene is not synthesized. Amodification of this kind may affect other genes, which
are said to be “affected” by that perturbation. The set of affected gene is the “avalanche”
corresponding to that perturbation and its size is the ratio between the number of genes
in the avalanche and the total number of genes.

In the past, we have shown that, notwithstanding their radical simplifying assump-
tions, RBNs are effective in simulating the actual distribution of avalanches in S. Cere-
visiae [1, 3, 11, 12]. In those works, no distinction was made between the sign of the
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induced changes, i.e. a gene was regarded as affected without distinguishing the cases
where the expression level is increased (UP) from those where it is lowered (DOWN).
However, whenwe look at the distribution of UPs andDOWNs in the biological systems,
we observe that the formers are much more frequent than the latters – a property which
is not easily reproduced in RBNs.

We therefore tried to evolve BNs, starting from RBNs, in such a way that the evolved
networks have indeed this property. Previous studies have indeed shown the possibility
of achieving Boolean Networks (BNs) with some desired characteristics by means of
evolutionary techniques [13–18] starting from classical RBNs. The study described in
[19] is particularly interesting here: it shows that it is possible to evolve networks with a
desired fraction of active genes, which are critical during all the stages of the evolutionary
process. This is important since critical networks have been suggested to have important
advantages with respect to ordered and disordered ones, so it is likely that this property
is conserved during the various stages of biological evolution. Moreover, in the same
work a modified genetic algorithm was introduced, which maintains criticality, which
is used also here for the same reasons of biological advantage. The algorithm is briefly
summarized in Sect. 2.

We defer to the last section a discussion of the main results. Let it suffice here
to mention that the goal has been attained, thus confirming that it is possible to evolve
critical Boolean netswith non obvious properties. It has also been proven that the evolved
networks are no longer random.

An intriguing question concerns the identification of the features of the evolved
networks. We have considered some possible candidates, like the fraction of so-called
canalizing functions and the frequency with which different types of Boolean rules are
coupled. In this respect, further studies will be needed.

The paper is organized as follows: in Sect. 2 the methods are defined, while the
experimental results are presented in Sect. 3 and discussed in Sect. 4.

2 Methods

Gene regulatory networks have been modelled by random Boolean networks (RBNs),
which have been described and discussed at length in several papers and books [5–9, 20,
21]. Let it suffice here to recall that they are time-discrete dynamical models, where N
boolean variables interact according to fixed rules (i.e., Boolean functions). The state at
time t + 1 of the i-th node is determined by the states, at time t, of a fixed set of k input
genes, and all the nodes are simultaneously updated. The set of input nodes is chosen at
random with uniform probability, and the Boolean functions are also chosen at random
with bias p: to each set of input values a value 0 or 1 is chosen with probability p.

RBNs can be either ordered, disordered or critical. A particular attention is due to
critical networks since it has been suggested by several authors [5, 6, 8, 9, 22] that they
can provide an optimal tradeoff between robustness and responsiveness to variations, so
they should be selected by biological (and artificial?) evolution. Criticality is assessed
here by the so-called Derrida parameter λ [23] which measures the average normalized
Hamming distance at time t + 1 between two states which differ by the value of a single
node at time t: a valueλ> 1 (respectively,λ< 1) corresponds to disordered (respectively,
ordered) networks, while a value λ ≈ 1 is associated to critical networks.
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It has been observed [24] that, in gene network models based upon actual biological
observations, not all the different Boolean functions are represented, but that there is a
strong bias in favor of the so-called canalizing functions. Following [25], a function is
canalizing if there is at least one value of one of its inputs that determines the output.
A function could be canalizing in more than one input, and the distribution of Boolean
functions through the various canalizing classes has effects on the dynamic regime of
the RBNs [26]. Canalizing functions for the case k = 2 are shown in Table 1.

Table 1. Scheme of Boolean functions and their classification in canalizing functions in one input
(C1), in two inputs (C2), and in no input (C0)

INPUT – C1 C2 C0

Input
A

Input
B

FALSE A B AND A AND
NOT B

NOT A
AND B

OR XOR

0 0 0 0 0 0 0 0 0 0

0 1 0 0 1 0 0 1 1 1

1 0 0 1 0 0 1 0 1 1

1 1 0 1 1 1 0 0 1 0

Input
A

Input
B

TRUE NOT B NOT A A OR
NOT B

NOT A
OR B

NAND NOR NOT
XOR

0 0 1 1 1 1 1 1 1 1

0 1 1 0 1 0 1 1 0 0

1 0 1 1 0 1 0 1 0 0

1 1 1 0 0 1 1 0 0 1

The availability of powerful experimental techniques (i.e. DNA microarrays) for
the simultaneous measurement of the expression levels of thousands of genes makes it
possible to analyze the patterns of gene activation in response to different environmental
conditions, or to study – the theme of this work – the response of a system to the
silencing of a single gene. Important sets of experiments are described in [27, 28] where
many genes have been knocked-out (i.e. silenced), one at a time, in Saccharomyces
Cerevisiae, and the changes in activations of all the known genes have been measured.
In other works we already studied the distribution of the perturbation size and its relation
with the dynamical regime of the underlying gene regulatory system (studied through
the comparison with suitable RBN [1, 3, 11, 12, 29] or gene-protein systems [30, 31]).

It is worthwhile to remark that most affected genes (i.e. those whose expression
level changes in response to the knock-out) in Saccharomyces Cerevisiae are of the UP
type: indeed, almost 70% of the induced changes are in the direction of an increase in
the activation of the genes. On the other hand, typical RBNs have a low probability
of showing a similar response (as shown in Fig. 1). But yeasts have been subject to
biological evolution for a long time, therefore it is interesting to verify whether it is
possible to evolve the networks to achieve such a response. Moreover, it is particularly
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interesting to consider if this can be achieved while constraining the evolution to be
limited to critical (or near critical) networks.

Fig. 1. The response to a single perturbation of 100 different RBNs. For each network, all possible
knock-out were performed on the attractor with the largest attraction basin, and the fraction of
genes (on the total disturbed genes) whose average activity grew (increase in activation - UP) in
response to the changed situation is stored. The yellow dot shows the position of a real system
(Saccharomyces Cerevisiae), value derived from the data present in [27, 28]

In order to induce an evolutionary process, we made use of the well-known Genetic
Algorithms (GA), introduced by John Holland [32] (in the following we assume that
the reader is familiar with these techniques – see also Table 2 for more details). The
individuals are the single RBNs, the genotype being composed by the Boolean tables
that guide the dynamic response of each node; in each GA run all RBNs share the same
topology.1 Each RBN is subject to a knock-out experiment (all possible knock-out of a
single gene, performed on a random state of the RBN attractor owning the largest basin
of attraction): the fitness is proportional to the fraction of genes involved in an avalanche
showing an increase in activation.

The GA may be run without constraints (“free GA”), or may be constrained to
maintain the bias of RBNs present in the first generation, the purpose of this last version
being that of preserving the dynamic regime of the initial RBNs over the generations
[19]. Since this result is not guaranteed, because the experiment involves evolved RBNs
- and therefore no longer “random” BNs, for which there is a statistical link between the
structural parameters and the dynamic regime - we verified the dynamic regime of each
generated system over the generations. In all performed GA runs, the dynamical regime
of the involved systems has indeed maintained its initial characteristic.

1 Since the numbering of nodes is arbitrary (the number of a node does not carry any intrinsic
meaning, like e.g. any reference to a specific biological gene), this does not limit the set of
actually different networks that can be generated.
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Table 2 The general scheme of the used GA (#G denotes the number of elements in set G). *
In the case of balanced GA, the crossover point is chosen so as to keep the bias of the Boolean
functions of children close to that of the parents [19]. ** In the case of balanced GA, mutations
are carried out in order to maintain the bias of the Boolean functions of the children close to the
parents’ bias [19]

Step Step description

1 Create network topology (it will be the same for all the networks for all generations)

2 Create the first population G of networks (Boolean functions are generated at random
with bias p)

3 For each network in G, compute its fitness

4 Select the set E of the individuals with the highest fitness, which will be passed
unaltered in the next generation (elitism)

5 Select parents for the individuals of the new generation, with probability proportional to
their fitness (their number being equal to #G-#E)

6 Generate the set G’ by applying single-point crossover* to the selected parents in G with
a given probability (otherwise parents pass unmodified in the new population)

7 Generate the set G” by applying single-point mutation** to individuals in G’ with a
fixed (small) probability

8 Generate the new population of networks G = E ∪ G”

9 If termination condition has not been met, return to step 3

10 End

3 The Experiments

As described in Sect. 2 the GA could act without constraints (“free GA”), or could have
the constraint of maintaining the bias of RBNs present in the first generation (“balanced
GA”), preserving in such a way the RBN’s initial dynamical regime [19]. Interestingly,
the GA itself could act an evolutionary pressure on the process: in particular, the GAs
we used acts symmetrically on the “1” and “0” of truth tables, creating or subtracting
symbols in the same way. As consequence, even in case of the “free GA” RBNs with
an average connectivity kin = 2 and an initial bias of 0.5 typically maintain such a
situation, whereas RBNs with an average connectivity kin =3 and an initial bias of 0.21
(both situations being “critical” in the Kauffman scheme [5, 6]) tends to increase the
bias of their Boolean functions. In Fig. 2 we can observe this phenomenon, measured
through the so called Derrida coefficient, and index assuming values lower than 1 for
ordered systems and higher than 1 for disordered systems (values close to 1 indicating
critical dynamical regimes) [23].

An even more interesting situation is shown in Fig. 3, which presents the overall
behavior of the evolutions by using the classical GA and the balanced GA. In fact, while
the two variants of the GA have no effect on the overall evolution of RBNs with average
connectivity equal to 2, the same does not happen for RBNs with average connectivity
equal to 3.Next to the alreadymentioned effect on the dynamic regime, the networkswith
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Fig. 2. GA progression: Derrida coefficient (averages on 10 different GA runs). Note that RBNs
with <k> = 2 are kept in critical conditions, while RBNs with <k> = 3 are shifted because the
evolutionary pressure toward more disordered dynamical regimes

k = 3 show a significant increase in fitness, both considering its average value between
different runs (respectively 0.76 ± 0.04 and 0.90 ± 0.04 to the 250th generation), and
considering its maximum within all runs (respectively 0.837 and 0.954 to the 250th
generation). In this case the fact of maintaining a critical dynamic regime (by keeping
the bias of the Boolean functions balanced) seems to provide a considerable support to
the evolutionary capacity of the RBN population.

Eventually, evolution leads to (no longer random) BNs showing very high fractions
of genes with positive response to the knock-outs. In this work we focus our attention to
BNshaving an input connectivity kin = 2. Indeed, despite the fact they react to knock-outs
in a way far from that typical of random networks, they do not show obvious structural
characteristics different from random systems. In addition, even the categorization in
canalization class [24], or the correlation between the Boolean functions directly linked
through the systems’ topology do not show particular issues (Fig. 4). In particular, the
direct associations between the different types of Boolean functions (which type of
Boolean function is present as inputs of which type of Boolean function) do not show
significantly different trends from the completely random case (Table 3).

Nevertheless, the not evident – but present - organizational features make evolved
networks quite peculiar. It is in fact possible to destroy the organization of evolved
networks by creating variants in which i) the Boolean functions have been mixed (thus
destroying the association between the different Boolean functions) or ii) new ones
have been randomly created (thus destroying the association between Boolean functions
and their distribution). These randomized systems have a fraction of genes exhibiting
UP-responses to knock-outs very far from that of the evolved objects (Fig. 5).
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Fig. 3. A global overview of the results of the evolution of RBNs subject to the classical GA and
the balanced GA: in each figure, from top to bottom, the Derrida coefficient, the maximum fitness
(on 10 different GA runs), the average fitness with error bar, the bias of the Boolean functions.
The secondary axis indicates the correct scale for the Derrida coefficient. First row, classical GA;
second row, balanced GA. Left column, RBNs with average connectivity<k>= 2; right column:
RBNs with average connectivity <k> = 3.

Fig. 4. (a) Canalizing functions: comparison between experimental distribution Exp (all Boolean
functions of the best individuals of 32 different runs of the balanced GA, RBN with N = 50
and <k> = 2) and the theoretical distribution Th of random RBNs. (b) Analysis scheme used in
Table 1: for each node the association between the Boolean function of the node itself and the
Boolean functions of the input nodes is detected. Table 3 shows the probability associated with
each pair (only the type of Boolean functions is considered).
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Table 3. For each node the association between the class of the Boolean function of the node
itself and the class of the Boolean functions of the input nodes is detected. The first half of the table
shows the probability associated with each pair, including the error bar (three times the standard
deviation of the mean). Only the type of Boolean functions is considered; the data are about the
best individuals of 32 different runs of the balanced GA, RBN with N = 50 and <k> = 2. The
second half shows the same for a random RBN – all values are included within the error of the
corresponding measures made on the evolved systems. In bold are evidenced the measures that
differ from the random situation by considering the plain standard deviation of the mean.

Measured F C1 C2 C0

F 0.015 ± 0.007 0.03 ± 0.01 0.070 ± 0.015 0.013 ± 0.007

C1 0.03 ± 0.01 0.05 ± 0.02 0.118 ± 0.018 0.028 ± 0.011

C2 0.07 ± 0.02 0.11 ± 0.02 0.26 ± 0.04 0.07 ± 0.02

R 0.020 ± 0.007 0.026 ± 0.009 0.064 ± 0.015 0.014 ± 0.011

Random F C1 C2 R

F 0.016 0.031 0.063 0.016

C1 0.031 0.063 0.125 0.031

C2 0.063 0.125 0.250 0.063

R 0.016 0.031 0.063 0.016

Fig. 5. Distribution of the avalanche fractions with positive response of (a) BN variants in which
the Boolean functions have been mixed (with respect to the evolved BN of reference) and of (b)
BN variants in which new Boolean functions have been randomly created (by maintaining the
topology and the global bias of the evolved BN). The two distributions show the results of 50
different BNs

4 Conclusions

It is has been shown that it is possible to evolve BNs to have the characteristic of show-
ing more positive than negative reactions to knock-out stresses. The networks which are
obtained are no longer truly random, although they still show some degree of random-
ness. It has been shown that the evolved networks cannot be characterized by the fraction
of canalizing functions, nor by the two-point correlations between types of successive
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Boolean functions. Similar observations have been made in the past in the case of net-
works evolved to show a given density of “1”s in their attractors. Further work is needed
to uncover the “secret” of networks endowed with these properties; this might lead to
very interesting findings concerning the important features of Boolean networks.

It is also interesting to observe that, in the case k = 3, networks evolved accord-
ing to the balanced GA achieve better results than those evolved by the free GA; this
lends support to the idea that criticality may be beneficial to an evolving population of
dynamical systems.
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Abstract. A well-known hypothesis, with far-reaching implications, is that bio-
logical evolution should preferentially lead to critical dynamic regimes. Useful
information about the dynamical regime of gene regulatory networks can be
obtained by studying their responses to small perturbations. The interpretation
of these data requires the use of suitable models, where it is usually assumed
that the system is homogeneous. On the other hand, it is widely acknowledged
that biological networks display some degree of modularity, so it is interesting to
ascertain how modularity can affect the estimation of their dynamical properties.
In this study we introduce a well-defined degree of modularity and we study how
it influences the network dynamics. In particular, we show how the estimate of the
Derrida parameter from “avalanche” data may be affected by strong modularity.

Keywords: Gene regulatory networks · Random Boolean Networks ·
Dynamical regimes · Modular networks

1 Introduction

The idea that critical dynamic regimes possess some peculiar advantages, so that they
tend to be selected under evolutionary dynamics, has relevant implications in biology
[1, 2] as well as in evolutionary computation and in the design of artificial systems [3].
This idea, often referred to as the criticality hypothesis, has been suggested by several
authors [1–7] and has played a noticeable role in the search for general principles in
complexity science [8, 9].

There are many characteristics related to dynamic regimes: in this work we refer to
the response of the asymptotic state of the system to a small perturbation, which can be
classified as ordered, if the perturbation dies out in time, or disordered if it increases for
some finite time interval. A system is said to be critical if its behaviour is intermediate
between order and disorder.Note that all the above statements refer to average behaviours
[1, 2, 10, 11].

In recent times the great availability of biological data and the use of models has
made it possible to deal with the problem of testing the criticality hypothesis.
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In particular, part of the research takes advantage of the data coming frommolecular
biology (mainly data concerning genetic regulatory networks, or GRN [12]) and of a
well-known model (that of the Random Boolean Network, in the following RBN [1, 2,
10, 13, 14]), one of the most used frameworks in the complex systems research field.

Valuable information regarding the dynamical regime of a GRN can be obtained by
the study of the distribution of avalanches of perturbations of gene expression levels,
which follow the externally forced knock-out of a single gene [15, 16]. Knocking-out
(i.e. permanent silencing) a single gene in a cell may affect the expression levels also of
other genes: the set of affected genes is called the “avalanche” associated to that specific
knock-out, and the number of affected genes is the size of the avalanche.

In a series of papers [17–21] we have shown that dynamical networks of Boolean
nodes are able to describe actual (suitably booleanized) experimental avalanches of
perturbations in the yeast Saccharomyces Cerevisiae [15, 16]. Moreover, it has been
shown that, under reasonable assumptions, it is possible to use those data to draw infer-
ences about the value of the so-called Derrida parameter (see Sect. 2), which describes
the dynamical regime of the system [22, 23]. The “reasonable assumptions” which are
required are that the genetic network is sparse (i.e. the number of links per node is much
smaller than the number of nodes) and that there is no self-interference, i.e. that each
node is reached by the perturbation only once (for a precise definition, see [21]). Both
conditions seem to be satisfied in the case of S. Cerevisiae.

There is however a further hypothesis which has been implicitly assumed, i.e. that
the overall GRN has uniform properties: this hypothesis is necessary in order to relate
the avalanche distribution to the Derrida parameter. In this paper, we study a case where
uniformity cannot be assumed, i.e. that of a modular network.

Indeed, it is widely believed that biological networks are modular [24–26], although
the identification of the proper modules is a difficult and controversial task, given that
modules are not completely independent, but do interfere with each other.

In the case of modular networks, the relationship between the overall Derrida param-
eter and the avalanche of perturbations no longer holds: indeed, the former is based on
local perturbations, which tend to remain mostly confined within the module of the per-
turbed node, while the latter can spread further if the coupling strength between modules
is high enough. However, in Sect. 3 it will be shown that the intra-modules redirection of
a small fraction of nodes suffices to make the estimation error of the Derrida parameter
from the size distribution of the permanent perturbations quite small, providing a value
quite close to the one obtained by the classical procedure, based upon the study of the
time evolution of a small transient perturbation.

This observation, as discussed in conclusions, may also suggest that by looking at
the distribution of avalanches one can infer some information about the presence and
the size of some relevant modules (although the experimental data may be blurred and
difficult to use). In any case, comparing the dynamical response to local perturbations
to system-wide perturbations like avalanches may be a royal road to uncover interesting
information hidden in the data.

In Sect. 2 we provide the necessary details about the RBN framework, the criticality
measure we use (the Derrida coefficient), and the modular topology. In Sect. 3 we
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present and discuss the results obtained working with modular systems; Sect. 4 contains
the conclusions of the work.

2 Random Boolean Networks

RandomBoolean Networks (RBNs for short) are a widely acknowledgedmodel for gene
regulatory dynamics [17, 18, 21, 27–29]. At the same time, RBNs have a prominent role
in the development of complexity science, being able to exhibit very different dynamical
regimes (ordered, critical, disordered) depending on some structural parameters.

In this section we present a synthetic description of the RBN model we are using,
referring the reader to [1, 2, 10, 13, 14] for a more detailed account. Several variants of
the model have been presented and discussed [30–34], but we will restrict our attention
here to the “classical” model. A classical RBN is a dynamical system composed of N
genes, or nodes, which can take either the value 0 (inactive) or 1 (active). Let xi(t)∈{0,
1} be the activation value of node i at time t, and let X(t) = [x1(t), x2(t),… xN(t)] be the
vector of activation values of all the genes.

The relationships between genes are represented by directed links; the dynamic
reaction to the stimuli of the upstream nodes are modelled through Boolean functions.
In a classical RBN each node has the same number of incoming connections kin, whose
sources are chosen at random with uniform probability among the remaining N − 1
nodes. The resulting distribution of the outgoing connections per node tends therefore
to a Poisson distribution for large N.

The Boolean functions can be chosen in different ways. In this work, for each node
i and each of the 2kin possible combinations of values of input nodes, the output value
is assigned at random, choosing 0 with probability p and 1 with probability 1 − p. The
parameter p is called bias.

In the so-called quenched model, both the topology and the Boolean function asso-
ciated to each node do not change in time. The network dynamics are discrete and
synchronous, so fixed points and cycles are the only possible asymptotic states in finite
networks. A single RBN can have, and usually has, more than one attractor. The model
shows two main dynamical regimes, ordered and disordered, depending upon the degree
of connectivity and upon the Boolean functions. Typically, the average cycle length
grows as a power of the number of nodes N in the ordered region and diverges exponen-
tially in the disordered region. The dynamically disordered region also shows sensitive
dependence upon the initial conditions, not observed in the ordered one [1, 2].

It should be mentioned that some interesting analytical results have been obtained by
the annealed approach, in which the topology and the Boolean functions associated to
the nodes change at each step. Although the annealed approximation may be useful for
analytical investigations [10], in this work we will always be concerned with quenched
RBNs, which are closer to real gene regulatory networks.

In order to quantitatively determining the dynamic regime of an RBN, the so-called
Derrida parameter λ can be used. This parameter can be determined by studying the
average behaviour in time of the distance between two close initial states of a RBN and
taking its limiting value when the initial distance approaches its limiting lower value
(dynamical sensitivity) [22, 23]. In practice, one often considers the short time evolution
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of the distance between two initial states that differ by a single spin flip. On average,
after one time step in “ordered” networks this distance is lower than 1 (a situation
corresponding to a Derrida parameter λ < 1) and the small perturbation tends to vanish,
while in chaotic networks (λ > 1) it increases in time, and in critical networks (λ = 1)
it tends to maintain its size.

An alternative way to estimate the λ parameter is through the distribution of the
size of the perturbation that is possible permanently induce within a RBN. For a given
permanent silencing, let us define a node as “affected” if its value is significantlymodified
with respect to thewild type. Let then an avalanche be the set of affected nodes, and define
the size of the avalanche as the number of the nodes that are affected. The permanent
silencing models the so-called “gene knock-out” within a real living system: and it is
possible to demonstrate that, under suitable assumptions, the size distribution of the
avalanches made on a RBN depends only upon the RBN Derrida parameter through the
formula:

p(v) = vv−2

(v − 1)!λ
v−1e−λv (1)

where p(v) is the probability that a randomly chosen avalanche’s size is v, and λ is the
Derrida parameter [19]. This consideration has been discussed in a series of papers in
the case of RBN simulating the dynamic regime of the yeast S. Cerevisiae [17–21] - the
best estimate of the Derrida parameter places it in the ordered region, not far from the
critical boundary (for more details see [21]).

If the network is critical (i.e. λ = 1) then, by adopting the well-known Stirling
formula, the above formula approximates a power-law in the case of not-too-small
avalanches

p(v) = 1√
2π

v− 3
2 (2)

Note that in this way it is possible to use a static measure (the size distribution of
avalanches) to draw inferences about the dynamical regime of the network. Note also
the nature of the avalanches, which - unlike the Derrida methodology - show the effects
of a perturbation after a significant amount of time.

As just discussed, “classic” RBNs have a random homogeneous topology. How-
ever, the dynamic response of a system can be strongly influenced by its topology, and
there are indications that in biology different topologies may be more frequent than the
homogeneous one [24–26, 35, 36].

In this paper we focus on the dynamic effects of the introduction of a topology
in which modules are present (a module loosely described as an identifiable part of a
network weakly connected to the rest of the system).

So,while uniformitymay be a useful initial (“null”) hypothesis, the exploration of the
effects of modularity is very interesting. In this paper, we introduce a modular network
that is perfectly known, and we analyse the distribution of avalanches while varying the
coupling between the modules. The basic intuition is that, when the modules are almost
independent, the perturbations spreads only in the module where the knock-out takes
place, and they very rarely affect nodes in other modules. As the interactions between
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different modules grow, one observes that the fraction of avalanches that affect the other
modules increases. By increasing the number of links between different modules we
can tune the network from fully disconnected (composed by independent modules) to
fully homogeneous. It is then interesting to ask how the estimation of the properties
of interest is affected by the degree of inter-module connections. In particular, we will
consider here the way in which it influences the estimation of the Derrida parameter
from avalanche size distributions.

In this work the procedure used to build a modular network is composed by the
following steps:

1. Generation of Nm (number of modules) RBN with a constant kin (in the following
experiments all the nodes have the same input connectivity) and bias. In particular,
in this paper we consider the “classical” critical parameters of kin= 2 and bias =
0.5. The behaviour of networks with different Nm number of modules has been
considered: in this work however we show the case of networks when Nm = 4, the
qualitative behaviour of different configurations being similar.

2. Modules connection through the redirection of a subset of their links. For every
module, this process randomly select n-redirect input links and change their source
to a random node of a different module.1 In addition, for each connection from
module A to module B we also create a connection from module B to module A
(using two different nodes from the previous ones), in order to maintain a degree of
symmetry between the modules. The identifiers of the n-redirect links are stored in
a suitable matrix2.

The topology of the connections between modules could considerably affect the
behaviour of the whole system. In this paper we consider as first step of a more complex
analysis a random topology, where eachmodule (with the obvious exception of the target
module) has the same probability of being present as a source of one of the n-redirect
links, by maintaining in such a way the same connection strategy used for the single
modules.

3 Results

In the following we focus our attention to modular networks with 200 nodes3, bias =
0.5, kin = 2 (critical), where internal modules – each module being a complete RBN -
are connected each other through a variable number of links (n-redirect links). Several
different Nm number of modules has been considered: in this paper we show the case of
networkswhenNm = 4 (therefore composed by 50 nodes each), the qualitative behaviour

1 Note that in such a way the activation function of every node is kept unchanged, the only
alteration being the source of the input link. In this way the process preserves the contribution
of the nodes to the overall dynamic regime.

2 All links are chosen in order to prevent multiple redirections.
3 In any case, the behavior of networkswith different number of nodes has been consideredwithout
noting qualitatively different behaviors.
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of the other configurations (2 modules of 100 nodes each, 2 modules of 67 nodes each
and 1 module of 66 nodes, and 8 modules of 25 nodes each) being similar.

The topologies studied are obtained by redirecting n-redirect input links to exist
between different modules, n-redirect belonging to the set (when possible): {0, - sepa-
rated modules-, 1, 2, 3, 5, 10, 15, 20, 25}. The initial case of independent modules is
then compared with the cases where a number of links has been redirected. The number
of redirections grows up to a case where each node receives in average a quarter of their
incoming inputs from the module to which it belongs, and three quarters from the other
modules

The experiments were done as follows:

1. Derrida’s coefficient: for each topology, this study considers the evolution of 100
networks, each network starting from 10000 initial conditions randomly generated
(0.5 chance for every node to be activated). For each initial condition we performed
100 measures of Hamming distance between perturbed and unperturbed state (we
perturbed 100 times a different node), so the contribution to the Derrida parameter
value of each initial condition comes from an average of 100 numbers. The final
Derrida parameter is the average of these measures over the 10000 initial conditions.
Figure 1b shows the results for the random connection of 4 modules of 50 nodes
each, when they are randomly connected by {0, - separated modules-, 1, 2, 3, 4, 5,
10, 15, 20, 25} couples of links.

2. Avalanches: for each topology, knock-outs are made on 20000 networks generated
just in time, with the same specifics. Every launch evolves each single network to
it’s attractor, creates a copy of the system, then clamps the copy an active node to
inactive and evolves again both the structures. Data about the number of nodes who
changed their average activity (avalanche size) between the two new trajectories is
stored and analysed.

In order to correctly interpret the measures performed on the analysed systems we
need a comparison case: in this paper we use a random and homogeneous (without
modules) system composed of 200 nodes (bias = 0.5, kin = 2). This system is analysed
by using the same procedure of the modular systems.4 As expected, the dynamical
behaviour of this system is close to criticality (Fig. 1a shows that the Derrida parameter
of system “200_control” is close to 1.0); interestingly, the same analysis reports the
value 1.0 for all modular systems, irrespectively to their internal organisation (Fig. 1a).

Low connectivity between modules strongly limits the presence and the size of large
avalanches (Fig. 2). This fact in turn affect the estimate of the probabilities of occurrence
of small size avalanches (because of the usual normalisation, so that the final distribution
area is equal to 1).

An evident feature is the absence of large avalanches: the lower is the coupling, the
poorer is the fraction of large avalanches – a nonlinear phenomenon that shows saturation
effects. Note however that a small fraction of rewirings suffices to make the value of the

4 That is, 100 different networks, each networkmeasured in 10000 initial conditions for theDerrida
parameter estimate, and 20000 different networks in order to obtain the avalanche distribution.
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Fig. 1. The results of the analyses of the examined systems (the control system “200_control”,
and the modular systems with 0, 1, 2, 3, 5, 10, 15, 20, 25 couples of links) (a) Derrida parameter.
(b) Fraction of avalanches whose size is higher than 50 (the extent of the usedmodules), depending
on the number of pairs of links between each pair of modules (c) Avalanches distribution (we can
observe the central “body” following a power law - a straight-line in a log-log plot). (d) The same
avalanches distribution, linear-logarithmic plot

Fig. 2. Modular systems and spread of perturbations. (a) A system composed by four independent
modules: an avalanche of changes is confined on the module where the initial perturbation is
performed. (b) A system composed by four interdependent modules: the avalanches of changes
have the possibility of spreading in different modules. The dark dots indicate the nodes that are
decreasing their activity in response to the initial perturbation or to the subsequent activity changes
of other nodes; the red dots indicate the nodes that are increasing their activity; the white nodes
are not affected by the perturbation. (Color figure online)
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size of the largest observed avalanche close to the one that is obtained with many more
rewirings (Fig. 3).

Fig. 3. Maximum avalanche size vs number of rewirings. The tag “200_control” indicates the
completely connected control system, where a modular organisation is absent

Themodification of the distribution of avalanches induced by themodularity however
affects the estimates of the dynamical regime based upon it: this phenomenon highlights
a significant issue, that is, the different kind of dynamical analysis performed by the two
systems under consideration in this article. The Derrida methodology in fact is focusing
on the initial divergence of trajectories, whereas the avalanche distribution highlights
the long-time effects of these divergences, so that initial disordered moves could result
in more ordered dynamics (or vice versa).

Figure 4 shows theλ parameter estimate in Eq. 1 (and the relativeChi Square distance
between the generated theoretical distribution and the experimental one – the distance
to be minimized during the λ estimation) when intermodule connectivity changes. The
effect consists on a shift of the measure toward the order: the lower the connectivity
between modules, the higher the deviation from the situation of (relatively) high con-
nectivity. In the model we are studying, typically, this deviation consists on a systematic
bias of the measure toward order.

Note that also in this case a small fraction of redirections suffices to obtain a value
close to the one that is obtained with a much larger fraction of redirected links.
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Fig. 4. Estimated Derrida coefficient minimizing (gradient descent, based on the Chi Square
distance between the theoretical distribution depending on the λ parameter and the experimental
one) the value of the distance from the experimental distribution. Starting from about a third of
the links coming from other modules (50*2= 100 incoming links to the nodes of a module, 10*(4
– 1) = 30 links coming from other modules) the measurements saturate (“200_control” is the
completely random network, where a modular organisation is absent)

4 Conclusions

In this paper we have shown the different behaviour of two quantities, which are both
related to the dynamical regime of a Boolean model, in the case of modular networks.
The Derrida parameter describes the short time response of the system under a small
local perturbation, and is therefore largely insensitive to the modular structure. On the
contrary, avalanches are long-term responses, and they can (or cannot) spread through
the network, under appropriate conditions. Therefore the avalanche distribution can
be heavily affected by the large-scale features of the network, and in particular by its
modular organization.

We have shown these results working on an artificial model, wheremodules are hard-
wired from outside. In the case of actual biological systems, we suggest that looking
at their avalanche distribution might provide clues to their modular organization. For
example, the distribution of small avalanches might approximately follow the same dis-
tribution of homogeneous networks, since they are smaller than the size of the modules,
while the larger avalanches might be limited by the dimension of the modules. Such
comparisons might then provide suggestions about the size of the modules. These are
just preliminary hints, but they might be helpful in suggesting a way to use laboratory
data to infer network properties.
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We also stress that the present study suggests that even a small fraction of redirec-
tions suffices to obtain, from avalanche data, a reasonably good approximation of the
dynamical Derrida parameter. Therefore the avalanche-based procedure, although based
on an assumption of homogeneity, might provide quite precise information about the
dynamical regime of a real biological network, provided that the modules are not too
isolated. This result might be based upon specific features of the present model, there-
fore it needs further study – but it is reminiscent of similar observations in so-called
small-world networks [37] so it might even turn out to be a quite generic property.
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Abstract. Boolean networks are currently acknowledged as a powerful
model for cell dynamics phenomena. Recently, the possibility of mod-
elling methylation mechanisms—involved in cell differentiation—in Ran-
dom Boolean Networks have been discussed: methylated genes are rep-
resented in the network as nodes locked to value 0 (frozen nodes). Pre-
liminary results show that this mechanism can reproduce dynamics with
characteristics in agreement with those of cell undergoing differentiation.
In a second, parallel work, the effect of nodes with self-loops in Random
Boolean Networks has been studied, showing that the average number of
attractors may increase with the number of self-loops, whilst the average
attractor robustness tends to decrease. As these two studies are aimed at
extending the applicability of Random Boolean Networks to model cell
differentiation phenomena, in this work we study the combined effect
of the previous two approaches. Results in simulation show that frozen
nodes tend to partially dampen the effects of self-loops on attractor num-
ber and robustness. This outcome suggests that both the variants can
indeed be effectively combined in Boolean models for cell differentiation.

Keywords: Random Boolean Networks · Self-loops · Attractors ·
Chromatin dynamics

1 Introduction

Chromatin1 dynamics significantly contributes—by modulating access to genes—
to differential gene expression, and ultimately to determine cell types. More specif-
ically, methylation processes change the degree of compactness of the chromatin,
1 Condensed structure in which the DNA of eukaryotic cells is organised.
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most often making DNA regions inaccessible [7,16,17]. Along differentiation lin-
eages, the attained configurations of DNA methylation are inherited and pro-
gressively extended as cells become more specialised [13]. Recently, supported by
these evidences of the key role of chromatin modifications in cell differentiation,
a model of the effects of the methylation mechanism [6] have been introduced in
the dynamics of Boolean models [9] of Genetic Regulatory Networks (GRNs). This
mechanism—tested on Random Boolean Network (RBN) ensembles—statistically
produces a decrease of the attractor number and a dynamics characterised by
behaviours resembling ordered RBNs. However, this mechanism does not reduce
variability as it still permits the possibility of generating diverse differentiation
paths, i.e. cell types determined by the specific sequence of methylated genes.
Recently, a variant of the classical RBN model has been investigated with the aim
of including features observed in GRN models of genetic control in real organ-
isms; this variant consists in introducing self-loops in RBNs, i.e. direct gene self-
regulation [5,14,15]. These studies show that the gross effect of the introduction
of self-loops in RBNs is to increase the number of attractors and to decrease the
average probability of returning to an attractor after a transient perturbation.

In this work we study the combined effect of the two above mentioned vari-
ants in RBNs. The motivation supporting this study is to extend classical RBN
models so as to capture differentiation phenomena more accurately and provide
a model suitable for comparisons with real data. On the one hand, the methyla-
tion mechanism based on clamping nodes at 0 has the main effect of stabilising
the network; on the other hand, self-loops may increase the number of attrac-
tors in a RBN2 and may reduce the average probability of returning to the same
attractor after a perturbation. Therefore, the main question is whether these two
mechanisms tend to compensate each other and a balanced combination of the
individual effects is attained and, if so, under which conditions this happens. In
Sect. 2 we introduce the model and we detail the experimental setting. Results
are presented and discussed in Sect. 3, and we conclude with Sect. 4.

2 Materials and Methods

Boolean Networks (BNs), introduced by Kauffman [9], have been successfully
used as GRN models both for identifying generic properties of statistical ensem-
ble of networks [12] and for reproducing the dynamics of specific reconstructed
biological GRNs [4,8]. Random Boolean Networks (RBNs) are the most studied
generic ensemble of boolean GRN models: their topology and functions are ran-
domly generated by specifying the number of inputs per node k—excluding the
possibility of direct auto-regulation—and the probability p by which value 1 is
assigned to an entry of a node truth table [1–3,10]. The study of properties of
BNs with self-loops represents a step towards the definition, and refinement, of
2 This happens in particular when the self-regulation is modelled by a canalizing

function, such as the logical OR.
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Table 1. Summary of the experimental parameters.

Number of nodes (n) Number of self-loops (Nsl) Number of frozen nodes (Nf)

20 0, 3, 6 0, 3, 6, 9

50 0, 5, 10 0, 5, 10, 20

ensembles of more realistic BNs models; these can more accurately capture cer-
tain mechanisms underlying cell behaviour [14,15]. The main effect of self-loops
in RBNs is to increase, on average, the number of attractors and decrease their
robustness. This effect is striking when nodes have 2 inputs (and one is from the
node to itself) and a canalizing function, such as the logical OR. In this case,
once the dynamics has led the node to assume value 1, this node will assume the
same value indefinitely.3 Therefore, a moderate number of self-regulated nodes
may introduce more variability (i.e. more equilibrium states in the system), but
a large number might make the network highly unstable.

With the aim of enriching classical RBNs with mechanisms more specifi-
cally motivated by modelling cell differentiation, a simplified implementation of
methylation mechanisms in RBNs has been introduced, consisting in clamping to
value 0 one or more nodes; in the following, we denote those nodes as frozen [6].
Note that this mechanism introduces a symmetry breaking in the RBN dynam-
ics, as it attributes a precise meaning to the value 0: frozen nodes are those
that cannot be expressed. Preliminary results show that, as the number frozen
nodes increases, the network becomes more ordered. Despite this, the possibility
of reaching different attractors is still permitted by exerting different freezing
sequences. This result suggests that this mechanism may provide an effective
contribution to RBN models for cell differentiation.

In this work we combine the freezing mechanism with the self-loop variant
and observe their compound effect in RBN ensembles. For all the experiments,
statistics are taken across 100 RBNs with n ∈ {20, 50}, k = 2 and p = 0.5. The
BNs used in these experiments are subject to a synchronous and deterministic
dynamics. In BN models, cell types may be represented by attractors—or sets of
attractors, depending on the interpretation chosen. We measure the robustness
of an attractor as the probability of returning to it after a temporary flip of the
value of a randomly chosen node. In our experiments we sampled the possible
transitions between attractors after a perturbation and recorded the returning
probability to each of the attractors sampled. For each network we took the
average returning probability computed across all the attractors—omitting the
cases with only one attractor. Experiments were performed for a varying number
of frozen nodes and number of self-loops Nsl, depending on the size of the network
(see Table 1). The number of self-loops considered for n = 50 had to be limited
due to the exponential increase of attractors number, which might make the
computation of the attractor returning probability computationally impractical.

3 The same, of course, happens with the AND function and value 0.
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Fig. 1. Mean attractor number in BNs with 20 (left) and 50 (right) nodes for several
combinations of number of self-loops and frozen nodes. Self-loops added in OR.

According to previous experimental settings [14], nodes with self-loops are chosen
at random and ruled by OR, AND or random (RND) logical functions (i.e.
p = 0.5).

3 Results

The first subject of our analysis is the number of attractors. Indeed, attractors
play a fundamental role in BN models of differentiation, as attractors—or sets
of thereof—are associated to cell types. Moreover, the number of attractors of
a BNs is a reckon of the possible equilibrium states the system has and so the
possible ‘answers’ it provides to perturbations: as stated by Kauffman [11], a real
cell should be able to discriminate among a number of classes that provides the
optimal balance between classification of the environmental stimuli and reliable
and robust classification. Figure 1 shows the trend of the average number of
attractors in the case of self-loops in OR. We observe that for a fixed number
of frozen nodes, the number of attractors increases with self-loops. This result
confirms previous results on RBNs with self-loops. The trend at fixed number
of self-loops is instead quite informative: frozen nodes tends to compensate the
increase of the attractors number. This result is striking in the case of 20 nodes
RBNs, whilst for n = 50 the effect is less marked even though the containment
of the number of attractors is anyway clear.
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Fig. 2. Mean fraction of fixed points in BNs with 20 (left) and 50 (right) nodes for
several combinations of number of self-loops and frozen nodes. Self-loops added in OR.

In previous work, it has also been observed that the fraction of fixed points
among the attractors increases with the number of frozen nodes or the number
of self-loops. Figure 2 shows the fraction of fixed points, averaged across all the
attractors. As expected, the net effect is that fixed points increase both with the
number of frozen nodes and the number of self-loops.

These results on the number of attractors are obtained in the case of self-
loops in OR, which have the property of keeping indefinitely the value of a node
at 1 after it has reached this value during the regular updates of the network. On
the other side, freezing a node means setting it to 0 forever. One may ask what
is the effect of using different Boolean functions in the nodes with self-loop, in
particular in the case of AND functions which, in a sense, impose the same bias
as freezing towards zero. Results of this latter case are summarised in Figs. 3
and 4, where we can observe that the combined effect is to drastically reduce the
number of attractors. A similar trend, although somehow diluted, is obtained
when self-loops are associated to random functions (see Figs. 5 and 6).

Results on average attractor robustness are shown in Fig. 7, in the case of
self-loops in OR, where the mean robustness is plotted against Nf for all the val-
ues of Nsl. If we focus on the trend of a single curve, we observe that the average
robustness monotonically increases with the number of frozen nodes. This result
is probably not surprising but it is the first time it is experimentally assessed.
When we consider the trend as a function of the number of nodes with self-
loops we observe a non-monotonic behaviour: a moderate number of self-loops
is further reinforcing the effect of frozen nodes, but a greater one has detrimen-
tal effects on robustness. This result is in agreement with previous ones [15],
where it was shown that a fraction of nodes with self-loops higher than about
20% makes average robustness drop. These results support the hypothesis that
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Fig. 3. Mean attractor number in BNs with 20 (left) and 50 (right) nodes for several
combinations of number of self-loops and frozen nodes. Self-loops added in AND.
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Fig. 4. Mean fraction of fixed points in BNs with 20 (left) and 50 (right) nodes for
several combinations of number of self-loops and frozen nodes. Self-loops added in
AND.

a mild fraction of nodes with self-loops is beneficial for RBNs attractor robust-
ness, especially if combined with freezing mechanisms that model methylation.
Current biological cells are the result of evolution, therefore Boolean models of
them are not random; nevertheless, if random BNs with our variants are proven
to exhibit features closer to the ones of real cells than simple RBNs, then this
enriched RBN model is likely to be a more accurate model of real cells and
capture relevant phenomena with higher accuracy. Moreover, in an evolution-
ary perspective, RBNs with self-loops and methylation mechanisms provide a
more suitable starting condition for the evolution of models towards given target



34 M. Braccini et al.

2
3

4
5

6
7

no
. o

f a
ttr

ac
to

rs

20 nodes − random

sl_0
sl_3
sl_6

0 3 6 9

no. of frozen

5
10

15
20

25
30

35

no
. o

f a
ttr

ac
to

rs

50 nodes − random

sl_0
sl_5
sl_10

0 5 10 20

no. of frozen

Fig. 5. Mean attractor number in BNs with 20 (left) and 50 (right) nodes for several
combinations of number of self-loops and frozen nodes. Self-loops added with a random
function.
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Fig. 6. Mean fraction of fixed points in BNs with 20 (left) and 50 (right) nodes for
several combinations of number of self-loops and frozen nodes. Self-loops added with a
random function.

characteristics. The case of self-loops with AND function provides a somewhat
different picture, because the tension between frozen nodes and self-loops is no
longer present and the average robustness tends to increase (see Fig. 8). Analo-
gous considerations hold for self-loops with random functions, even though less
marked (see Fig. 9).
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Fig. 7. Mean attractor robustness in BNs with 20 (left) and 50 (right) nodes for several
combinations of number of self-loops and frozen nodes. Self-loops added in OR.
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Fig. 8. Mean attractor robustness in BNs with 20 (left) and 50 (right) nodes for several
combinations of number of self-loops and frozen nodes. Self-loops added in AND.



36 M. Braccini et al.

0.
60

0.
65

0.
70

M
ea

n 
of

 r
et

ur
ni

ng
 p

ro
ba

bi
lit

y

20 nodes − random

sl_0
sl_3
sl_6

0 3 6 9

no. of frozen

0.
50

0.
55

0.
60

0.
65

0.
70

0.
75

0.
80

0.
85

M
ea

n 
of

 r
et

ur
ni

ng
 p

ro
ba

bi
lit

y

50 nodes − random

sl_0
sl_5
sl_10

0 5 10 20

no. of frozen

Fig. 9. Mean attractor robustness in BNs with 20 (left) and 50 (right) nodes for several
combinations of number of self-loops and frozen nodes. Self-loops added with a random
function.

4 Conclusion and Future Work

Boolean networks, and in particular random Boolean networks, have been proven
to capture relevant phenomena in cell dynamics. Recently, a variant of the clas-
sical RBN model and an enriched dynamical scheme have been introduced: the
first consists in considering also self-loops (i.e. direct self-regulation) and the
second is a simplified model of methylation consisting in freezing (i.e. clamp
to 0) some nodes of the network. In this work we have presented a study on
the effects resulting from the combination of these two mechanisms. The main
outcome is that frozen nodes dampen the effect of self-loops (mainly in the OR
case) that increase the number of attractors; moreover, a moderate amount of
self-loops combined with frozen nodes seem to favour attractor robustness. This
result suggests the combination of these two variants for modelling differenti-
ation phenomena, in which the possibility of expressing a number of possible
attractors, some of which highly stable, is one of the main desired properties.

These results support further investigations, in two main directions. On one
side, we plan to identify suitable data from real cell experiments that can be
compared with our model. On the other side, as the properties we have observed
are related to random models, in silico evolutionary experiments are needed to
assess whether the property we have observed provide an advantage for evolving
GRNs capable of showing the main properties of differentiation.
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Abstract. In this paper we present a new memetic approach to solve the
orienteering problem. The key method of our proposal is the procedure
ReduceExtend which, starting from a permutation of all the vertices in
the orienteering problem, produces a feasible path with a locally optimal
score. This procedure is coupled with an evolutionary algorithm which
navigate the search space of permutations. In our experiments we have
considered the following algorithms: the algebraic differential evolution
algorithm, and the three continuous algorithms CMA-ES, DE and PSO
equipped with the random key technique. The experimental results show
that the proposed approach is competitive with the state of the art results
of some selected benchmark instances.

1 Introduction

The Orienteering Problem is an important routing problem widely studied in
literature [18]. The aim is to generate a path through a set of given nodes, which
would maximize total score and would not exceed the given budget.

Formally, an instance of the Orienteering Problem (OP) is given by means of
a complete graph G = (V,E) where V = {v0, . . . , vn+1} is the vertex set and E
is the edge set. Moreover, every vertex vi ∈ V has a score si ≥ 0. The first and
last vertex have null score, i.e., s0 = sn+1 = 0. Every edge eij ∈ E is marked
with a travel time tij ≥ 0. Finally, a time budget Tmax > 0 is also given.

The aim of the OP is to determine a path through some vertices of G whose
total travel time is limited by Tmax and its total score is maximized. Formally,
given the sequence of vertices p = 〈p0, p1, . . . , pl, pl+1〉, its total travel time t(p)
and total score s(p) are defined as follows:

t(p) =
l∑

i=0

tpi,pi+1 ; (1)

s(p) =
l+1∑

i=0

spi
. (2)
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Hence, the OP aims at a sequence of vertices p = 〈p0, p1, . . . , pl, pl+1〉 such
that:

– the first and the last vertexes are fixed to the given start and end vertices,
i.e., p0 = v0 and pl+1 = vn+1;

– each vertex of V appears at most once in p, i.e., p has to be an Hamiltonian
path over a subset of V ;

– the total travel time t(p) satisfies inequality (3):

t(p) ≤ Tmax; (3)

– the total score s(p) is maximized.

The OP is an NP-hard optimization problem [18,41]. Moreover, the popular
traveling salesman problem (TSP) is a special case of the OP. Indeed, a TSP
instance is an OP instance with an infinite budget of time and constant scores
on the vertices. For this reason, the search space of the OP is larger than that
of the TSP thus, in this sense, solving the OP is computationally more difficult
than solving the TSP.

In this paper we propose a novel evolutionary-memetic approach for solv-
ing the OP. Evolutionary algorithms are widely popular meta-heuristics which
allow to handle computationally difficult optimization problems. They iteratively
evolve a population of solutions by means of genetic or swarm-intelligence oper-
ators. Often, they are combined with local search methods in order to perform
local refinements and to improve their effectiveness. The hybridizations of an
evolutionary algorithm with a local search procedure are generally known in lit-
erature as memetics algorithms [31]. Here, we introduce a novel heuristic local
search procedure for the OP and we combine it with evolutionary algorithms
designed to navigate the search space of permutations.

The rest of the paper is organized as follows:

– Section 2 presents a short overview of the OP literature;
– Section 3 describes the main scheme of the approach proposed;
– Section 4 introduces the memetic procedure for the OP;
– Section 5 presents and discusses the experimental results;
– Section 6 concludes this work by summarising the key research outputs and

drawing some considerations for possible future developments.

2 Related Work

In this paper we are interested to the classical OP as defined in Sect. 1. Never-
theless, note that other OP variants have been introduced in the literature such
as, for example, the team orienteering problem [12] where a fleet of traveling
agents is considered, the OP with time windows [24], the time dependent OP
[42] where the traveling times are functions of some network’s properties, the
stochastic OP [43], or the generalized OP [15] where the objective function is a
non-linear function.
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The classical OP arises in several applications: a traveling salesperson with
not enough time to visit all possible cities [40], trucks delivering goods to cus-
tomers where each customer has a priority and the truck has fuel constraint [17],
the single-ring design problem when building telecommunication networks [39],
building a mobile tourist guide [37], etc.

In the beginning, several exact algorithms have been proposed to solve the OP.
For instance, [25,32] use a branch-and-bound algorithm, [26] introduces a cutting
plane method for the OP, and [14,16] further extended the branch-and-cut app-
roach. A classification of the exact algorithms for the OP is presented in [13].

Unfortunately, as for other combinatorial problems, exact approaches allow
to handle only relatively small instances. Therefore, meta-heuristics are nowa-
days the most effective approaches for the OP. Among these: variants of the
particle swarm optimization algorithm have been employed in [36,44], a variable
neighborhood search approach is adopted in [27], greedy randomized search pro-
cedures for the OP are introduced in [11,28], while an evolutionary algorithm
for the OP is depicted in [23].

Finally, two survey articles about the OP are [18,41].

3 The Proposed Memetic Approach

We start by noting that, since the first and last vertices of the path to find
are fixed to, respectively, v0 and vn+1, an OP solution can be represented as a
permutation of some vertices of Ṽ = V \ {v0, vn+1}.

Let P be the search space of all possible paths from v0 to vn+1, then P
contains all the possible permutations for every subset U ⊆ Ṽ . Hence,

|P | =
n∑

k=0

(
n

k

)
k! = (n + 1)!

Therefore the search space of the OP is larger than that of the more classical
permutation-based problems like, for instance, PFSP (Permutation Flowshop
Scheduling Problem), QAP (Quadratic Assignment Problem), TSP (Traveling
Salesman Problem), or LOP (Linear Ordering Problem).

In the following: we will use the term full permutation to refer to a permuta-
tion of the whole set Ṽ , and we denote by S the set of all the full permutations.
Note however that S is only a subset of all the possible OP solutions in P , i.e.,
S ⊂ P .

Our proposal is to tackle the OP by means of two algorithmic components:

1. An evolutionary algorithm A that navigates the space of full permutations
S, and

2. The procedure ReduceExtend which takes in input a full permutation π ∈ S
and produces a path p ∈ P that is feasible under the constraint (3) and whose
score s(p) is locally optimal (under some locality definitions as explained in
Sect. 4).
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A and ReduceExtend interact with each other by following the memetic
principles [31]. A is the high level scheme which moves in the (smaller) space of
full permutations and whose search is guided by a fitness function which embed
the ReduceExtend procedure. Indeed, given an individual π ∈ S – in the A’s
population – its fitness is computed as s(ReduceExtend(π)), i.e., the OP score of
the feasible and locally optimal path returned by the ReduceExtend procedure.

This scheme allows to exploit the available evolutionary algorithms (EAs)
devised for the permutations search space [1,10,33]. Two main classes of
permutation-based EAs are considered:

1. The EAs whose individuals are explicitly represented as full permutations in
S, and

2. The EAs which evolve populations formed by real vector individuals and that
rely on the random-key procedure in order to decode a real vector into a full
permutation [10].

For the first class we have considered the recently proposed Algebraic Differential
Evolution for Permutations (ADEP) [6,33], while, for the second class we have
chosen the Covariance Matrix Adaptation Evolution Strategy (CMA-ES) [19],
the Differential Evolution (DE) [29,38], and the Particle Swarm Optimization
(PSO) [22].

The second class algorithms adopts the random key procedure [10] to convert
a real vector x ∈ R

n to an n-length permutation π ∈ S by replacing each entry
xi of x with the vertex vr ∈ Ṽ such that r is the ranking of xi among the other
entries of x.

Finally note that, embedding the memetic procedure inside the fitness func-
tion of the evolutionary algorithm at hand is referred in the literature as a
Baldwinian approach [20], i.e., the individual of the EA is refined through local
search but it is kept unmodified in the population of the EA. However, note that,
since ADEP directly navigates the space of permutations, it has been possible
to also devise a simple procedure which converts a generic OP solution in P to
a full permutation in S. Therefore, differently from the second-class approaches,
ADEP has also been implemented following the Lamarckian approach [20], i.e.,
the refined individual is modified in the population of the EA.

4 The ReduceExtend Procedure

The procedure ReduceExtend takes in input a full permutation π ∈ S and pro-
duces a path p ∈ P which is feasible and locally optimal.

Three main subprocedure have been devised: Reduce, Extend, Scramble
Extend. They are connected together in the definition of ReduceExtend as follows:

ReduceExtend(π) = ScrambleExtend(Extend(Reduce(π))), (4)

where π is a given full permutation, i.e., π ∈ S and ReduceExtend(π) is a feasible
and locally optimal path in P .
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Therefore, ReduceExtend acts as a projection from the smaller space S to the
larger space P . In the following subsections we describe the three subprocedures
Reduce, Extend, ScrambleExtend.

Moreover, Subsect. 4.4 introduces the PathToFullPermutation operator
that, given a path p ∈ P , stochastically generates a full permutation π =
PathToFullPermutation(p) which is consistent with p. As explained in Sect. 3,
this operator allows to devise a Lamarckian variant of the ADEP algorithm.

4.1 Reduce

In this phase, the full permutation π ∈ S is projected into the larger space P by
producing a feasible path p ∈ P .

Reduce starts with p = π and iteratively removes vertices from p till the
constraint t(p) ≤ Tmax is satisfied.

At each iteration, the vertex to be removed is selected to be the one which
minimizes the normalized score lost nsl(pi) defined as the ratio between the
score lost and the gain of travel time if the vertex pi is removed from the path
p. Formally,

nsl(pi) =
s(pi)

tpi−1pi
+ tpipi+1 − tpi−1pi+1

. (5)

Therefore, the Reduce procedure modifies the path in input by improving its
total travel time t(p) but penalizing its total score s(p). The greedy choice based
on the normalized score lost represents a tradeoff between the score lost and the
time gain achieved during the iterations of Reduce.

4.2 Extend

The greedy behaviour of the Reduce procedure may produce a path p which can
be extended-back without violating the Tmax constraint. Therefore, the procedure
Extend iteratively inserts a vertex into p until the constraint is violated.

At each iteration, the vertex v – to insert in p – is selected to be the one
with the largest score among the vertices not already belonging to p and such
that, when inserted into p, does not violate the constraint. The selected vertex
is inserted at the position of p which minimizes the travel time increase.

Therefore, oppositely with respect to Reduce, the Extend procedure modifies
the path in input by improving its total score s(p) but penalizing its total travel
time t(p). Moreover, the vertex and position selection criteria guarantee a good
tradeoff between the score gain and the time lost achieved during the iterations
of Extend.

4.3 ScrambleExtend

ScrambleExtend aims to improve the score of the path p by iteratively alternat-
ing two local search steps as done in variable neighborhood search procedures [30].
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The two refinement steps consist of a 2OPT search [21], and one step of the Extend
procedure previously described.

The 2OPT search scrambles the vertices in p aiming to reduce the travel time
t(p) without decreasing the score s(p). Indeed, no vertex is introduced or removed
from p, they are only swapped.

The 2OPT local search is widely adopted in the TSP [21]: given a path p it itera-
tively selects the best neighboring path till a local optimum is reached. Neighbors
are defined by means of 2OPT moves, i.e., the path p′ is a neighbor of the path p if
it is obtained by replacing two arcs in p with two arcs not in p (but using the same
vertices of p). As described in [8], 2OPT moves are equivalent to reversing chunks
of a given path. Therefore, the 2OPT neighborhood of p has size

(|p|
2

)
.

Note that the 2OPT local search has the effect of decreasing the travel time
t(p), thus creating room for the insertion of a new vertex. For this reason, every
2OPT local search is followed by a single step of the Extend procedure (described
in Sect. 4.2) which can possibly increase the score.

The iterations of ScrambleExtend terminate when it is no more possible to
improve the score of the incumbent path. Note that, ScrambleExtend does not
remove any vertex from the input path p, thus it can only increase its score s(p).
Anyway, the original ordering of vertices may be modified by the 2OPT steps.

4.4 PathToFullPermutation

Given a feasible path p ∈ P , PathToFullPermuation(p) generates a full per-
mutation π ∈ S which can be used to modify the individual of the evolutionary
algorithm at hand following a Lamarckian style of evolution [20].

In order to promote the population diversity in the Lamarckian algorithm,
PathToFullPermutation has been designed by following a simple stochastic
mechanism: it iteratively insert a randomly selected vertex not yet in p in a
random position of p till p is a full permutation.

Despite the stochastic approach, the items in the original p maintain the
same relative order among them in the final full permutation.

5 Experiments

Experiments have been held using the 89 instances from the five benchmark
suites listed in Table 1 and obtained from the website https://www.mech.
kuleuven.be/en/cib/op.

Five EAs have been considered: ADEP-B (Baldwinian), ADEP-L (Lamarck-
ian), CMA-ES, DE and PSO. Note that, as described in Sect. 3 the latter three
algorithms are equipped with the random-key decoding scheme and follows the
Baldwinian approach.

All the five algorithms have been run 10 times per instance and every exe-
cution terminates as soon as the (known) optimal score has been reached or
when 10, 000 evaluations have been performed. Therefore, the goal of this exper-
imentation is to investigate how many times and how quickly the optimum is
reached.
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Table 1. Benchmarks

Benchmark #Instances Size

Tsiligirides set1 18 31

Tsiligirides set2 11 21

Tsiligirides set3 20 32

Chao set64 14 64

Chao set66 26 66

Table 2 shows two data for each algorithm and every benchmark suites: the
number of instances that have been solved in all the 10 executions, and the
average number of fitness evaluations performed by the algorithm. Obviously,
the first measure has to be maximized while the second one has to minimized.
The last row of the table averages the results across the different benchmarks.

Table 2. Experimental results

Benchmark ADEP-B ADEP-L CMA-ES DE PSO

Tsiligirides set1 18/18 18/18 18/18 18/18 18/18

87 34 95 79 114

Tsiligirides set2 11/11 11/11 11/11 11/11 11/11

35 24 42 28 32

Tsiligirides set3 20/20 20/20 20/20 20/20 20/20

30 19 28 29 26

Chao set64 14/14 14/14 14/14 14/14 13/14

466 149 728 618 685

Chao set66 24/26 26/26 18/26 17/26 18/26

1439 260 2220 2605 2297

Average 87/89 89/89 81/89 80/89 80/89

411 97 623 672 631

Interestingly, all the algorithms have been able to reach the optimum in
every instance at least once. Moreover, most of the times the optimum has
been obtained in every execution and by employing a small number of fitness
evaluations. These results clearly validates our memetic approach.

Regarding the differences among the different schemes, the Lamarckian vari-
ant of ADEP clearly outperforms all the other schemes. Moreover, also the Bald-
winian ADEP has been able to outperform the random-key-based CMA-ES, DE
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and PSO. This clearly suggests that, though the literature presents a large vari-
ety of numerical schemes equipped with the random key decoding scheme, the
algorithms purposely defined to navigate a combinatorial search space, as ADEP,
have to be preferred (at least in the OP case).

6 Conclusion and Future Work

In this paper we have introduced a novel memetic approach for the Orienteering
Problem.

In particular, the main contribution is the ReduceExtend procedure which
transforms any full permutation into a locally optimal feasible solution for the
OP. ReduceExtend is composed by three subprocedures purposely designed to
maximize the objective function by also satisfying the time constraint.

This memetic procedure allows to handle the OP by using any evolutionary
algorithm which works on the permutation search space. In this work, we have
adopted and experimentally compared five algorithms. In one case it has been
possible to use the Lamarckian evolution by introducing a randomized procedure
for converting back a feasible OP solution into a full permutation of items. This
algorithm, namely ADEP-L, resulted to be the most effective in the experiments
we carried out.

Moreover, all the five approaches were able to reach the known optimal values,
thus validating our proposal.

As future work, we expect to provide an algebraic formalization of our proce-
dure using the algebraic framework described in [2,4,7,9,34,35]. This framework
can also be used to handle the OP by using the concept of product group as
done in [5]. Finally, the memetic approach can be extended to other algorithms
like, for example, the ant colony optmization for the permutation space [3].
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14. Fischetti, M., González, J.J.S., Toth, P.: Solving the orienteering problem through
branch-and-cut. INFORMS J. Comput. 10(2), 133–148 (1998). https://doi.org/10.
1287/ijoc.10.2.133

15. Geem, Z.W., Tseng, C.-L., Park, Y.: Harmony search for generalized orienteering
problem: best touring in China. In: Wang, L., Chen, K., Ong, Y.S. (eds.) ICNC
2005. LNCS, vol. 3612, pp. 741–750. Springer, Heidelberg (2005). https://doi.org/
10.1007/11539902 91

16. Gendreau, M., Laporte, G., Semet, F.: A branch-and-cut algorithm for the undi-
rected selective traveling salesman problem. Networks 32(4), 263–273 (1998)

https://doi.org/10.1007/978-3-319-68759-9_79
https://doi.org/10.1007/978-3-319-68759-9_79
https://doi.org/10.1007/978-3-319-78658-2_20
https://doi.org/10.1007/978-3-319-78658-2_20
https://doi.org/10.1007/978-3-319-99259-4_35
https://doi.org/10.1007/978-3-319-77449-7_9
https://doi.org/10.1007/978-3-319-77449-7_9
https://doi.org/10.1016/j.ins.2019.08.016
http://www.sciencedirect.com/science/article/pii/S0020025519307509
http://www.sciencedirect.com/science/article/pii/S0020025519307509
https://doi.org/10.1145/3319619.3326854
https://doi.org/10.1145/3319619.3326854
http://doi.acm.org/10.1145/3319619.3326854
http://doi.acm.org/10.1145/3319619.3326849
https://doi.org/10.1057/jors.2013.156
https://doi.org/10.1057/jors.2013.156
https://doi.org/10.1016/0377-2217(94)00289-4
http://www.sciencedirect.com/science/article/pii/0377221794002894
https://doi.org/10.1287/ijoc.10.2.133
https://doi.org/10.1287/ijoc.10.2.133
https://doi.org/10.1007/11539902_91
https://doi.org/10.1007/11539902_91


A Memetic Approach for the Orienteering Problem 47

17. Golden, B.L., Levy, L., Vohra, R.: The orienteering problem. Naval Res. Logist.
(NRL) 34(3), 307–318 (1987)

18. Gunawan, A., Lau, H.C., Vansteenwegen, P.: Orienteering problem: a survey of
recent variants, solution approaches and applications. Eur. J. Oper. Res. 255(2),
315–332 (2016)

19. Hansen, N., Muller, S., Koumoutsakos, P.: Reducing the time complexity of the
derandomized evolution strategy with covariance matrix adaptation (CMA-ES).
Evol. Comput. 11(1), 1–18 (2003)

20. Hart, W.E., Krasnogor, N., Smith, J.E.: Memetic evolutionary algorithms. In: Hart,
W.E., Smith, J.E., Krasnogor, N. (eds.) Recent Advances in Memetic Algorithms.
STUDFUZZ, pp. 3–27. Springer, Heidelberg (2005). https://doi.org/10.1007/3-
540-32363-5 1

21. Helsgaun, K.: General k-opt submoves for the Lin-Kernighan TSP heuristic. Math.
Program. Comput. 1(2), 119–163 (2009)

22. Kennedy, J., Eberhart, R.: Particle swarm optimization. In: Proceedings of IEEE
International Conference on Neural Networks, vol. 4, pp. 1942–1948 (1995)

23. Kobeaga, G., Merino, M., Lozano, J.A.: An efficient evolutionary algorithm for
the orienteering problem. Comput. Oper. Res. 90, 42–59 (2018). https://doi.
org/10.1016/j.cor.2017.09.003, http://www.sciencedirect.com/science/article/pii/
S0305054817302241

24. Labadie, N., Mansini, R., Melechovský, J., Calvo, R.W.: The team orienteering
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Abstract. Many systems in nature, society and technology are com-
posed of numerous interacting parts. Very often these dynamics lead to
the formation of medium-level structures, whose detection could allow a
high-level description of the dynamical organization of the system itself,
and thus to its understanding. In this work we apply this idea to the
“cancer evolution” models, of which each individual patient represents
a particular instance. This approach - in this paper based on the RI
methodology, which is based on entropic measures - allows us to identify
distinct independent cancer progression patterns in simulated patients,
planning a road towards applications to real cases.

Keywords: Complex systems analysis · Information theory · Cancer
evolution · Relevance index

1 Introduction

Many systems in nature, society and technology are composed of numerous inter-
acting parts [1,14]. A big part of these systems is characterized by groups of vari-
ables that appear to be well coordinated among themselves and have a weaker
interaction with the remainder of the system (Relevant Sets, or shortly RSs in
the following). The capacity of detecting their presence can often lead to a high-
level description of the dynamical organization of a complex system, and thus to
its understanding [14]. Notable examples are the identification of functional neu-
ronal regions in the brain [31], autocatalytic systems in chemistry [13,34,35], the
identification of communities in socio-economic systems [2,12], and the detection
of specific groups of genes ruling the dynamics of a genetic network [35,36]. The
last case is particularly interesting, presenting it a type of analysis based on the
juxtaposition of dynamic states of the system without necessarily following a
temporal order. In other words, in these cases the researchers infer information
about the organization of a system starting from the observation of some of the
c© Springer Nature Switzerland AG 2020
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dynamic behaviors the organization is able to support. In this work we apply
this idea to the “tumor system”, of which each individual patient represents a
particular instance. The aim is therefore to infer information on the dynamic
organization of the tumor process starting from the observation of the damages
undergone by a group of patients suffering from the same type of disease. In par-
ticular, we are interested in identifying relationships between genome mutations
that lead to tumor progression, in order to recognize the presence of distinct
cancer progression patterns.

The present work is based on the Relevance Index (RI) metrics [34,35], a set
of information-theoretical metrics for the analysis of complex systems that can
be used to detect the main interacting structures (RSs) within them, starting
from the observation of the status of the system variables over time. The RI
methodology is able to provide an effective description of different kinds of sys-
tems and can be applied to a broad range of non-stationary dynamical systems,
as shown in [24,25,28,36].

The rest of the paper is structured as follows. Section 2 presents the biological
context of the present work. Section 3 provides a brief review of the RI metrics,
with a particular focus on the zI metric. Section 4 shows our application of the
RI method to cancer progression, seen as a particular biological system. Finally,
Sect. 5 draws some conclusions, discussing future research directions.

2 Identification of Independent Progressions in Cancer
Evolution Models

Cancer is an evolutionary process according to which cancer cells progressively
accumulate distinct (epi)genomic alterations (e.g., single-nucleotide variants,
SNVs, and/or copy number alterations, CNAs, etc.) some of which - the so-
called drivers - provide a selective advantage to the cells, which live and prolif-
erate in a complex microenvironment with limited resources [17,20]. As a result
of this complex interplay that involves a large and varying number of competing
cancer subpopulations, high levels of inter- and intra-tumor heterogeneity are
observed in most tumor (sub)types. Such heterogeneity is the major cause of
drug resistance, treatment failure and relapses [5,19,38].

For this reason, in recent years a large number of statistical and machine-
learning approaches is being developed to take full advantage of the impres-
sive amount of omics data produced by massively parallel sequencing of cancer
samples [3]. The goal is to decipher and characterize the somatic evolution of
tumors, in order to identify possible regularities and differences between can-
cer (sub)types and to possibly isolate the molecular “weak points” in the evo-
lutionary trajectories (e.g., bottlenecks), which may be targeted with ad-hoc
therapeutic strategies [10].

In [6] some of the authors have introduced a computational pipeline (named
PICNIC) for the reconstruction of cancer evolution models from cross-sectional
somatic mutation profiles of multiple cancer patients. The theoretical framework
combines Suppes’ notion of probabilistic causality [30] and maximum likelihood
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estimation, in order to extract useful information on the underlying evolutionary
process from noisy and often limited data [15,22,23]. The final outcome of the
pipeline is a probabilistic graphical model which highlights the most likely accu-
mulation paths of somatic mutations that characterize a specific cancer cohort.
Not only such a model delivers an explanatory model of the evolution of a tumor
type and of its heterogeneity, by highlighting the evolutionary paths that char-
acterize distinct patients, but it also allows one to generate predictions, by iden-
tifying the most likely future stages of the tumor progression, which may be
targeted in useful time. The application to various cancer datasets from The
Cancer Genome Atlas (TCGA) allowed to automatically generate experimental
hypotheses with translational relevance [18].

More in detail, one of the main steps of the pipeline is the stratification
of patients in homogenous subgroups on the basis of their molecular makeup.
On the one hand, a correct stratification should allow one to reduce the pos-
sible impact of confounding factors of heterogeneous cohorts on the inference
accuracy [11]. On the other hand, a statistically robust stratification might be
effective in the definition of personalized treatments, as a unique therapy might
have even very different efficacy on distinct patients, due to the molecular het-
erogeneity of the tumor composition.

In certain cases, stratification of patients can benefit from known clinical
biomarkers [4], but in most cases it is necessary to employ unsupervised clus-
tering techniques, such as non-negative matrix factorization (NMF) [9] or even
classical methods such as k-means or Gaussian mixtures, usually on gene expres-
sion data [16]. In general, a successful stratification should identify disjoint sets
of patients affected by distinct cancer subtypes, whose evolutionary history, i.e.,
the genomic alteration accumulation process, is significantly different among one
another. Conversely, without stratification, inference methods such as PICNIC
might struggle or even produce wrong outcome models, due to the confound-
ing effects that are inherent of heterogeneous and intermixed cohorts (an effect
commonly known as the Simpson paradox). The RI methodology allows one to
identify groups of variables, therefore it could constitute a useful and interesting
pre-processing tool.

3 The RI Methodology

The observed cancer progression can be considered as a “complex system” in
which each patient is a particular realization of this dynamical process. Thus, the
RI methodology can be applied to identify the “organized groups” of mutations,
i.e., the distinct trees describing independent tumour progression, which might
be used, in turn, to stratify the patients in homogenous subgroups.

In this section we provide an overview of the theoretical background of the
RI metrics, a set of information-theoretical measures that can be used to dynam-
ically analyze complex systems.
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3.1 Relevance Index (RI) Metrics

The RI metrics allow one to identify the main interacting structures within a
dynamical system. The purpose of the RI metrics is the identification of subsets of
the system variables that behave in a coordinated way. This means that the vari-
ables belonging to the subset are integrated with each other much more tightly
than with the other variables of the system. These subsets can be used to describe
the whole system organization, thus they are named Relevant Subsets (RSs).

The RI metrics are information theoretical measures based on Shannon’s
entropy [7]. Their computation relies on the approximation of the statistical
distribution of the variables, based on the analysis of a sample of the system
states observed over a given time interval. The probabilities are estimated as the
relative frequencies of the values observed for each variable. Then, a relevance
score is assigned to each group of variables: the higher the score, the more rele-
vant the group. The reference method from which the RI metrics derive is the
Cluster Index (CI), which was introduced by Tononi et al. [31,32] in the study
of biological neural networks close to a stationary state. In [34,35], the CI has
been generalized to study dynamical systems, in order to apply the method to
a broad range of systems, introducing the Relevance Index (RI) metric.

Let us consider a system U described by N discrete variables whose status
changes in time, and let us suppose the time series of their values is available.
Given a subset Sk composed of k variables, with k < N , the RI is defined as the
ratio between the integration (I, to be maximized), which measures the mutual
dependence among the k elements in Sk, and the mutual information (MI, to be
minimized), which measures the mutual dependence between the subset Sk and
the rest of the system U \ Sk:

I(Sk) =
∑

s∈Sk

H(s) − H(Sk) (1)

MI(Sk;U \ Sk) = H(Sk) + H(U \ Sk) − H(Sk, U \ Sk) (2)

where H(X) is the entropy or the joint entropy, depending on X being a single
random variable or a set of random variables.

I, MI and RI, and their normalized counterparts, which solve some issues with
their dependency on group size, constitute a family of information-theoretical
metrics that can be denoted as RI metrics, since they assess the relevance of a
subset of variables for the description of the system organization.

In many cases, the sole integration seems to provide by itself the majority of
the relevant information regarding the tightness of subset variables. In the fol-
lowing subsection, we describe the zI metric, which is based on the observation
that the integration, multiplied by twice the number of observations, approxi-
mately follows a chi-squared distribution with degrees of freedom depending on
the number of variables belonging to the analyzed subgroup and on the cardi-
nality of their alphabets [27].
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3.2 The zI Metric

The zI metric is defined as follows, where n is the number of observations or
instances of the whole system, Sk is a subset of k out of N variables and Shk is
a subset of dimension k extracted from a homogeneous system Uh (i.e., a system
with the same number of variables of the analyzed system and no dynamical
organization, with all N variables being independent):

zI(Sk) =
2nI(Sk) − 〈2nI(Shk)〉

σ(2nI(Shk))
(3)

As shown in [27], 2nI is chi-squared distributed [21]:

2nI ≈ χ2
d (4)

under the null hypothesis of independent random variables and with n large
enough.

Moreover, it can be demonstrated that, considering a subset of size k, the
degrees of freedom for Eq. 4 can be expressed as:

d = (
k∏

j=1

Lj − 1) − (
k∑

j=1

(Lj − 1)) (5)

where Lj is the cardinality of the alphabet of the subset variable xj .
Furthermore, it is known [21] that the mean μ and the standard deviation σ

of the chi-squared distribution with d degrees of freedom are

μ = d (6)

σ =
√

2d (7)

Thus, the elements of Eq. 3 are all defined and can be simply computed without
relying on onerous computational techniques to “simulate” the homogeneous
system distribution and to compute the statistics for each subset dimension.

3.3 Iterative Sieving Algorithm

In order to identify the most relevant information, an iterative sieving algorithm
has been proposed [37].

The sieving algorithm is based on the consideration that if a set A is a
proper subset or superset of a set B and ranks higher than B, then A should be
considered more relevant than B. Therefore, the sieve keeps only those sets that
are not included in or do not include any other set with higher zI.

In order to analyze the hierarchical organization of a complex system, we
proposed an iterative version of the sieving method, that groups one or more
sets into a single entity to derive a hierarchy. The simplest, yet effective, way
to do so consists in iteratively running the sieving algorithm on the same data,
each time using a new representation, in which the top-ranked RS of the previous
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iteration, in terms of zI values, is considered as atomic and is substituted by
a single variable (group variable). Each run produces a new atomic group of
variables composed of both single variables and group variables introduced in
previous iterations. The iterations of the sieving algorithm come to an end when
the value of the considered RI metric (i.e., the zI metric) of the top-ranked RS
falls below a pre-set threshold, usually equal to 3.0 (i.e., 3 standard deviations
from the reference condition of variable independence). The iterative sieving
approach is thus able to highlight the organization of a complex system into
sets of variables, which interact with one another at different hierarchical levels,
detected, in turn, in the different iterations of the sieve.

The computation of the RI metrics, which is the basic step of the iterative
sieving algorithm, is a rather lengthy procedure. Therefore, an efficient imple-
mentation becomes a mandatory requirement. The computation time needed
to run the method can be reduced, on the one hand, by implementing the zI
computation algorithm as massively-parallel GPU code [33], while, on the other
hand, by designing some Niching metaheuristics [26,29] to address the search
toward the basins of attraction of the main local maxima.

4 Experimental Results

4.1 Generation of Test Cases

In order to assess the efficacy and robustness of our method in identifying the
sets of variables corresponding to independent cancer progressions, here we rely
on simulated data in a variety of in-silico scenarios.

In this case, we sampled a large number of synthetic binary datasets describ-
ing cross-sectional mutational profiles of cancer patients from distinct generative
topologies. Each generative topology is described via a probabilistic graphical
model, in which each node represents a genomic alteration and each edge corre-
sponds to an evolutionary trajectory (i.e., the process of mutation accumulation)
and is characterized by a specific conditional probability (e.g., the edge A → B
indicates that mutation B can occur with probability P (B|A) and only if A has
occurred).

In particular, we here employed forest generative topologies - a forest being a
disjoint union of trees, with multiple roots - to reflect the assumption of having
distinct progression models corresponding to different patient subgroups/cancer
subtypes, one per constituting tree. Each tree then describes a different pattern
of branching evolution [8].

Each binary dataset is represented by a data matrix having n (sam-
ples/patients) rows × m (genomic alterations) columns: each entry is equal to
1 if a certain mutation is present in a sample, 0 otherwise. For each generative
topology, binary datasets were sampled starting from the root, with a recur-
sive procedure, and according to randomly assigned conditional probabilities
(by ensuring that each mutation is observed at least once in the dataset).
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In order to account for noise in the data, due to experimental and technical
errors, we finally introduced a parameter ν ∈ (0, 1) which represents the proba-
bility of each entry in the dataset to be random (i.e., false positives (ε+) = false
negatives (ε−) = ν/2). The noise level, even if uniformly distributed, complicates
the inference problem (see also Fig. 1 for an overall view).

Fig. 1. Synthetic data generation. (A) A number of forest topologies is randomly gen-
erated as probabilistic graphical models, in order to model independent tumor progres-
sions (i.e., composed of disjoint sub-models involving different sets of events). Nodes in
the graphical models are (epi)genomic alterations and edges represent the accumula-
tion paths. Each edge is characterized by a randomly assigned conditional probability.
A fictitious root is included for graphical purposes. The two distinct trees represent
independent tumor progressions/subtypes. (B) A large number of independent binary
datasets is sampled from the forest generative topologies (1: mutation is present, 0:
mutation is absent). False positives and false negatives are included in the datasets
depending on the parameters of the simulation.

To summarize our approach, we randomly generated 15 forest topologies with
m = 20 nodes, and in particular: 5 topologies with 2 roots (i.e., 2 disjoint trees),
5 topologies with 3 roots and 5 topologies with 4 roots. For each topology, we
sampled binary datasets with n = 200 samples and 3 noise levels: ν = 0, 0.1,
and 0.25.

The identification of the distinct trees composing the generative forest topol-
ogy is extremely relevant, as each tree might be responsible for the evolutionary
history of a specific subset of patients and, accordingly, might identify a specific
cancer subtype and its evolutionary history.

By associating samples/patients to the trees, e.g., via maximum likelihood
approaches, it would be finally possible to produce an effective stratification
which might be in turn used in cancer evolution pipelines such as PICNIC, to
produce a reliable progression model for each distinct cancer subtype.
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4.2 Analysis of Test Cases

We analyzed the forty-five datasets using the RI methodology (using the zI
index, and iterating the sieving algorithm until the index fell below the arbitrary
reference threshold of 3.0).

The generative forests can be composed by very heterogeneous trees, and the
length of the branches inside each tree could be very dissimilar (see also Fig. 3):
some trees are almost flat, others may have branches up to 5 levels deep. The
identification of the trees of a forest is characterized by the presence of various
types of possible errors:

1. at the single node level:
(a) inability to assign a node to any tree (the data does not provide evidence

high enough to allow the attribution);
(b) attribution of a node to a branch to which it does not belong (even if the

structure of the tree has been detected correctly);
(c) attribution of a node to a tree to which it does not belong.

2. at the “branch” level (node groups):
(a) correct identification of the individual branches, but no final connection

between the various parts of the tree;
(b) branches composed of heterogeneous parts (whole branches of the same

tree, or subsets of other branches of the same tree);
(c) fusion between two branches of two different trees.

In the list above, the errors are presented in increasing order of seriousness:
the non-attribution of a node to a tree is less dangerous than its attribution to
an incorrect branch, which in turn is less dangerous than its attribution to an
incorrect tree. In the same way, the correct identification of a branch permits
its subsequent analysis using cancer evolution inference methods, which is not
possible in the case of the union of branches belonging to different trees.

Interestingly, in absence of noise the RI methodology never inferred erro-
neous attributions of nodes, while the fraction of unassigned nodes was always
extremely low (a fact leading to an average node coverage close to 0.99 - see
Fig. 2).

The trees have always been correctly identified, while the main branches
of those classified as “not completely identified” have always been identified:
indeed, when the identification is not complete only the final fusion of the two
already identified branches is missing. This phenomenon mainly occurs when it
is necessary to identify large trees, as shown also in Fig. 2, where the number of
complete identifications increases with the number of trees (because of the con-
stant number of nodes in each experiment, the average size of the trees decreases
with their number). Indeed, in order to be statistically significant, the complete
identification of large objects requires a high number of observations (a number
that depends on the structure of the tree, and that is sometimes greater than
the number of available patients).1

1 Note that this observation is related to the number of observations that is possible
to have in currently available clinical studies, rather than to the method we are
applying.
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Fig. 2. Summary of the results of the analysis. For each configuration “FxTy” (where
x stands for “number of trees in the forest” and y for “case identifier”), some relevant
quantities are shown: on the right, the results of the analysis for different noise levels;
on the left, the size of the trees. In case of absence of noise, the number of incorrect
assignments, the number of unassigned nodes and the number of trees found compared
to the number of total trees are shown. In the presence of noise, the number of incorrect
fusions of different branches is also present (there are no incorrect fusions of branches in
absence of noise). Note that an incorrect merger causes the inclusion of a tree consisting
of a single element in a branch of a different tree (a situation corresponding to the only
incorrect node assignment - see the text for a more detailed comment).

Anyhow, even in case of big progression trees, the branches are always correctly
identified: therefore, this information might be employed by a cancer evolution
inference method without many concerns (a branch is actually a coherent tree).
This allows us to say that the information resulting from the analysis of the
noiseless cases can provide the information needed for a correct downstream
processing.
Similar considerations can be made even when the noise level is considerably
increased (Fig. 2). The number of node assignment errors remains extremely low,
and the “merging” of different branches (which occurred only once with noise
0.1) are actually fusions of a corrected branch with a single element belonging
to another branch. Indeed, these events are almost exclusively trees composed
of a single node, which in these cases are melted in a branch of a larger tree.
Indeed, because of the presence of noise, the occurrence of a single mutation
becomes the occurrence of more-than-one mutations: this causes the presence of
a tree composed of a single element to be implausible2. Moreover, these mergers
take place at very low zI values: always below 5.0, and mostly just near the 3.0
threshold.

2 The identification of a tree composed of a single element is a case that is strongly
influenced by noise.
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Fig. 3. Results of the analysis on simulated cross-sectional cancer datasets sampled
from forest topologies. The figures show all the groups gradually identified, up to the
large final groups: the circles identify the nodes of each tree, connected by evolutionary
paths. The fact that each small group resulting from the analysis is completely included
in a larger group is a consequence of the use of the iterated sieve algorithm. (a) A perfect
identification - F4T4 configuration without noise. (b) Even if the limited number of
patients does not allow the identification of a very large tree, the RI algorithm still
manages to identify the main branches of each tree; in this case there is no evidence
which allows one to attribute the T1n12 node to one tree rather than to the other
one - F2T1 configuration, two trees (one completely identified by the yellow set), with
noise 0.25. (c) The F2T2 configuration is composed by two trees, respectively of size 1
and 19. When the noise level is equal to 0.25, one of the last groupings (at a very low
evidence level) fuses a rare leaf of the largest tree with the single element of the second
tree. Node T1n11 is not assigned to any tree.

5 Conclusions

The capacity of detecting the presence of groups of variables that appear to
be well coordinated among themselves and have a weaker interaction with the
remainder of the system can often lead to a high-level description of the dynam-
ical organization of a complex system, and thus to its understanding.

In this work we extend an interesting kind of analysis based on the juxta-
position of dynamical states belonging to different instantiations of a complex
system, to a particular case in which different patients suffering from the same
disease can be considered special “instances” of the same pathological dynamic
process. In order to assess the accuracy of the approach, we simulated 200
patients, of which we therefore knew the division into classes. The RI method-
ology, based on entropic measurements, allowed us to identify distinct cancer
subtypes (represented in this paper by different trees, each including successive
accumulating mutations), potentially a very useful information for subsequent
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analyses or treatments. Vice versa - and in a very interesting way - this analysis
confirmed the possibility of inferring information on the dynamic organization of
a process starting from the observation of its distinct instances, under the sim-
ple hypothesis of a common structural condition. These results support further
investigations, in two main directions. On one side, we plan to identify suitable
data from real cases that can be used to test our approach in ordinary situations.
On the other side, we plan to increase the theoretical bases of the RI method-
ology and deepen the concepts related to the dynamic organization of complex
systems.
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Abstract. There is no clear understanding of the way how a noise
influence on nonlinear dynamical systems with chaotic behaviour. Due to
difficulties with analysis of real-world chaotic oscillators computer sim-
ulation is preferable. However, during the process of simulation, a noise
presents too. This kind of noise is called the quantization noise and it leads
to appear of limit cycles in simulations. It is customary to avoid such limit
cycles. However, it is important to understand how it arises and behaves.
Thiswork presents brief results related to the simulation of the logistic map
under a noise impact.

Keywords: Chaos · Chua’s circuit · Quantization noise · Limit cycle

1 Introduction

The effect of noise on chaotic systems has been investigated in the number of
researches [1,2]. Some of them study a noise impact on the dynamics of nonlinear
systems. Other ones are aimed to adequately approximate noisy systems. Since
computers and data acquisition devices have become widely used in studies, a
noise impact should be dealing with more carefully due to quantization noise [3].

This noise is commonly considered as an effect that can be avoided by means
of appropriate data types. The reason to avoid it is that the quantization noise
leads to limit cycles in simulations. This effect also calls “digital degradation”.
Taking into account that chaotic systems haven’t period at all [4], this effect
is considered as an undesirable effect because it restricts the long-term simula-
tions of chaotic dynamics. However, in most scientific papers the exact proper-
ties of quantization noise haven’t taken into account, being limited only common
thoughts. As a result, it can be seen that the double-precision data type accepted
as sufficient for most calculations. It is true for common scientific calculations
but not always suitable for chaotic systems. The high sensitivity of chaotic sys-
tems leads to the fact that the quantization noise has a great impact on system
dynamics. So, it is highly desirable to collect experimental results about a noise
impact.
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2 The Computer Simulation

Given the above, it can be proposed to use the actual quantization noise as
the only type of noise acts in the simulation to obtain pure data about a noise
impact. And the easiest way to accurately set up the noise level is to use the
fixed-point arithmetic so that the length of the registers Qm.n allows to specify
the noise level by varying the fraction length nin the range from 6 to 30 bits.
This research has been conducted using MATLAB fixed-point toolbox on the
Logistic map:

xi = a − x2
i−1 (1)

In xi-notation is used instead of xn-notation, which is common for discrete
systems, to avoid confusion because the symbol n is used above as part of the
Q-notation for fixed-point options. During the simulations rounding to the near-
est has been used. Overflows have been handled using the saturation method.

For the logistic map Largest Lyapunov Exponent has been calculated using
Rosenstein’s Algorithm [5]. The value of the exponent is 0.6607. So the map can
be considered as chaotic.

The signal-to-noise ratio (SNR) can be calculated using the formula:

SNR = 6.02Q + 10.8 − 20log10
Xm

σx
(2)

where Q - word length, Xm- full-scale value, σx - root mean square of a
map. The fixed-point arithmetic as a noise source allows preventing variables
from going beyond the limits on which the functions are defined. It would have
happened if the floating-point arithmetic had been used. As already said, the
quantization noise produces a period p during simulation of the chaotic map
f : X → X:

xj+p = xj (3)
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Fig. 1. The dependence of a number k of unique values of x on SNR.
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Fig. 2. The number of unique values k depends on an initial condition x0.

Fig. 3. The influence of a parameter a on a number of unique values of x.

where x ∈ X, j = 1, 2, 3.... There are cases when equation becomes true
after some step [6]. In the such maps value xi, i = 1, 2, 3... depends on xi−1

only. It makes it possible to estimate the size of the period using the number of
unique values of x. For one-dimensional maps condition k < 2Q is true, where k
- number of unique values of x and k = j + p. Below it assumed that k ≈ p, so
exactly k is used to estimate periodization.

The first task of the simulation is to estimate how the value k depends on
the SNR (see Fig. 1). It can be seen that the graph fluctuated, although SNR
grows exponentially. Such behaviour can be explained using the dependence of
vakue k on an initial condition x0 (see Fig. 2). The graph in Fig. 2 shows that the
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value k depends on the initial value x0. Moreover, not only x0 sets a length of
a period but value a too. The graph in Fig. 3 shows the result of the simulation
when a has been changed from 0 to 1.99. Each circle in each column represents
the value k obtained for each x0, while x0 has been changing for each value of
a from x0 = 0 to x0 = 1.99. The plot in Fig. 3 shows that the number of unique
values depends on initial conditions only in the chaotic regime, which is observed
from a ≈ 1.5 to a = 1.99 except a little window near the a ≈ 1.8.

3 Conclusions

Due to sensitivity to initial conditions the dynamics of the fixed-point simulation
of the logistic map can be considered as chaotic. The observed periodization has
a number of appropriate features. A period length depends on the signal-to-
noise ratio of a system. In the chaotic mode, there is the nonlinear dependence
on initial conditions.
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Abstract. The Cellular Automata (CA) paradigm is well-suited to
model complex systems based on local rules of evolution such as those
related to fluid-dynamics, crowd simulation, fire propagation and many
more. In addition, CA can be profitably exploited as a support for differ-
ent kinds of numerical approaches, such as finite element and finite vol-
ume methods. As the size of the problem increases, a cellular automaton
can be easily parallelized through domain partitioning in order to scale
up its execution. However, the performance and scalability of cellular
automata executed on parallel/distributed machines are limited by the
necessity of synchronizing all the nodes at each time step, i.e., a node
can execute a new step only after all the other nodes have executed the
previous one. This paper presents a preliminary study on how techniques
taken from the Discrete-Event Simulation field can be adopted for the
parallelization of CA on distributed memory architectures with the goal
of reducing the synchronization burden. In particular, we combine the
active/inactive cells technique, which is well-known in the CA context,
with the concept of lookahead which, instead, is adopted in the field of
distributed discrete-event simulation research.

Keywords: Cellular Automata · Discrete-Event Simulation ·
Lookahead

1 Introduction

Parallel Computing methodologies are adopted for the efficient solutions of large
data-intensive computational problems. The development of High Performance
Computing (HPC) permits the adoption of numerical simulations as a tool for
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solving complex equation systems which govern the dynamics of real complex
phenomena as fire spreading [29], unmanned aerial vehicles simulation [5], lava
flow [28] or swarm intelligence algorithms [3].

An important categorization of parallel computing architectures concerns
their memory layout, where machines are divided in: (i) shared memory archi-
tectures, where all the processing elements share a common memory (e.g., in the
case of a multi-core computing system) and (ii) distributed memory architec-
tures (DMA), where each processing element has its own memory and commu-
nication among each of them occurs via remote operations. A classical parallel
programming model for distributed memory architectures is MPI (Message Pass-
ing Interface) [20]. MPI is mainly used to send/receive data among processes in
an optimized fashion, and can be suitably adopted also in the case of shared
memory architectures. Nevertheless, OpenMP [2] is the best choice in the latter
kind of memory layout since it offers a set of API functions dedicated to the
shared memory programming model.

Numerical methods, such as Cellular Automata (CA) and the Finite Volume
Method (FEM), are widely adopted for the simulation of natural phenomena.
In particular, despite their simple definition, CA [30] may give rise to extremely
complex behavior at a macroscopic level and are widely adopted for the simu-
lation of complex natural processes. In fact, even if local laws that determine
the dynamics of the system are known, the system’s global behavior can be
hard to be predicted, giving rise to what is called emergent behaviour. CA appli-
cations and models have been developed by numerous researchers, and regard
both theoretical and scientific fields (e.g., [1,7,10,12,13,15,21–26,31]). Thanks
to their parallel nature, CA models can be efficiently parallelized on a set of
computing nodes to speed up their execution [14]. In particular, the CA space
is partitioned by adopting a typical data-parallel scheme in regions, where the
execution of each of them is assigned to a different computing node.

In this paper, we present the application of techniques derived from the
Discrete Event Simulation (DES) field with the aim of improving the parallel
execution for CA when implemented in a distributed memory environment. In
particular, we adopt the lookahead technique [17], originally applied for mitigat-
ing synchronization issues in DES, combined with the active cells optimization,
which is well-known in the CA context (e.g. [8,27]). The paper is organized as
follows: Sect. 2 reports a quick overview of CA parallel partitioning and opti-
mization techniques; Sect. 3 presents the adopted DDES technique with the aim
in improving execution times; finally, Sect. 4 concludes the paper with a general
discussion about the presented research and outlooks for possible future work.

2 Parallel Execution of Cellular Automata in Distributed
Memory Architectures

Cellular Automata (CA) is a parallel computational paradigm which can fruit-
fully be adopted in treating complex systems whose behaviour may be expressed
in terms of local laws. CA were introduced by von Neumann in the 1950s to study



68 A. Giordano et al.

self-reproduction issues, and are particularly appropriate to model complex sys-
tems that are characterized by an elevated number of interacting elementary
components. By applying relatively simple rules, the global behaviour of the
system emerges from the local interactions of its elementary (cellular) units.
Moreover, from a computational point of view, they are equivalent to Turing
Machines [6].

A CA can be intuitively thought as a d-dimensional space (the cellular space),
partitioned into cells of uniform size, representing a finite automaton (fa). Input
for each fa is given by the state of the cell and the state of the cell’s neighbour-
hood. This is defined by means of a geometrical pattern, which is invariant in
time and constant over the cells. At time t = 0, corresponding to step 0, the fa’s
states define the CA initial configuration. At following steps, the CA evolves by
means of the fa’s transition function, which is simultaneously applied to each
fa.

CA execution on computers is straightforward and concerns the evaluation of
the transition function over the cellular space, which is evaluated sequentially or
in a parallel fashion. At step t, since a cell transition function evaluation requires
the state of neighbouring cells at step t− 1, these latter must be kept in mem-
ory during the execution, giving rise to what is called “maximum parallelism”
behaviour. This issue can be simply addressed by adopting two matrices for the
space state: the read and the write matrix. In particular, during the execution of
a generic step, the transition functions are evaluated by reading states from the
read matrix and by writing the results to the write matrix. Subsequently, i.e.,
after all transition functions have been evaluated, the two matrices are swapped
and the next computational step can begin.

Due to their inherent parallel nature, CA execution can be efficiently par-
allelized [11]. In particular, the approach of partitioning the space (or region)
and assigning each subspace to a specific processing element is a good strategy
to improve the computational performances of the system. A mono-dimensional
or a two-dimensional partitioning [4,19] schema is usually adopted when parti-
tioning a cellular automata (Fig. 1). Each partition of the space is assigned to a
different computing node, which is in charge of applying the transition function
to all the cells belonging to that specific partitioning.

Since the computation of a transition function of a cell is based on the states
of the cell’s neighbourhood, these can overlap more regions in case of cells located
at the edge of a region, as seen in Fig. 2. As a consequence, the execution of the
transition function for these cells requires information that is located in adjacent
computing nodes. Thus, at each computing step, the states of border cells (or
halo cells) need to be exchanged among adjacent nodes in order to keep the
parallel execution consistent. In turn, each border area of a region is composed
of two distinct parts: the local border and the mirror border. Figure 3 shows the
borders in the cases of mono-dimensional space partitioning. As seen, the local
border is managed by the local node and its content replicated in the mirror
border of the adjacent nodes.



Distributed Discrete-Event Simulation for Cellular Automata 69

Fig. 1. The cellular space partitioned into regions which are associated with parallel
computing nodes. Two alternative types of partitioning are shown, mono-dimensional
and two-dimensional.

Fig. 2. The neighbourhood of a edge cell overlapping more regions

2.1 Optimization of CA Implementations

While a simple data-parallel partitioning alone can already improve computa-
tional performances in CA execution, several other optimizations can further
reduce execution times. A first and widely adopted strategy consists in the hyper-
rectangular bounding box (HRBB) optimization [9]. In many CA applications,
the system’s dynamics only affects a small region of the whole computational
domain, as for the case of topologically connected phenomena, like debris or lava
flows. In these cases, a standard approach where the overall domain is processed
can lead to a considerable waste of computational resources. Therefore, the
HRBB approach consists in surrounding the simulated phenomenon by means of
a fitting rectangle (in case of a 2D model), by restricting the computation to this
specific sub-region. A similar approach is adopted by the quantization optimiza-
tion (e.g., cf. [10]), which consists in adopting a dynamic set of coordinates only
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Fig. 3. Border areas of two adjacent nodes in a mono-dimensional space partitioning

of the active cells during the simulation, by restricting the computation only to
this set. Authors in [4] have shown the advantage of using the two-dimensional
partitioning instead of a mono-dimensional partitioning in CA as the number
of nodes increases, due to the less communication required in the exchanging
borders operation. In the Computation/Communication interleaving technique
[18], the transition function evaluation of the cells not belonging to the edge
part of a region are computed before receiving border information from adja-
cent regions. This allows to overlap the execution of transition function and the
communication of borders simultaneously with the goal of reducing idle times.
Eventually, in the Multi-halo strategy [18], synchronization and communication
burden is reduced by decreasing the number of messages needed between adja-
cent nodes, by sending few large messages (i.e., more border regions) rather than
many small messages. In particular, the strategy introduces a sort of redundancy
in computation with the aim of reducing the synchronization points required for
exchanging borders.

3 Distributed Discrete Event Simulation

The Discrete-Event Simulation paradigm deals with the modeling of the evolu-
tion of a real system described by a typically irregular sequence of consecutive
(discrete) states. In general, the evolution of a system’s state stays unvaried for
a definite amount of time which precedes an instant when it evolves immedi-
ately, entering a new state. Based on when the change of system state occurs,
we can devise two kinds of evolution: (i) an Event-driven execution, where an
event internal or external to the simulation causes a change to the system’s state
and the simulated time, or (ii) a time-stepped execution, where the evolution
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evolves step by step. As evident, a time stepped approach seems appropriate for
modeling a CA, since its evolution consists in reading the state at the step t of
the Simulated Time and then computing the state of the CA at the time t + 1,
without any other requirement.

3.1 The Synchronization Problem and Lookahead

A Distributed (or Parallel) Discrete-event Simulation (DDES) [17] can be viewed
as a collection of sequential discrete event simulations that interact by exchang-
ing timestamped messages. Each message represents an event that is scheduled
(sent) by one simulator to another. At a generic simulation instant, it could be
possible that the wallclock time of two different processes have reached different
points in the simulated time. In particular, let’s call these two processes LP1
(Logical Process 1) and LP2, and let’s say LP1 has reached a point into the
simulated time successive to the point reached from LP2. For the LP1 and LP2
respective computations, the discrepancy between the simulated time instants
could represent a hitch, if LP2 affects LP1 in its past. LP1 in fact would need
to handle that event which potentially could have changed its state if it had
arrived earlier in the wallclock time. In this case, LP1 is said to violate the Local
Causality Constraint (LCC) [16], defined in literature as a simulation consisting
in logical processes where each LP manages events in non-decreasing timestamp
order. If this is the case, i.e., the LCC is satisfied, then the outcome of a DDES
will be exactly that of the corresponding (sequential) DES [16]. To obviate the
violation of the LCC, two main approaches are adopted: (i) A Conservative App-
roach, in which an LP evolves only if it has the assurance in not receiving any
message or event that could affect its past states and a (ii) Non Conservative
(or Optimistic) approach, where a LP “hopes” to not receive an event which
may affect its past and evolves normally. In this latter case, however, if an event
is received, it has to perform a so called roll-back operation. As evident, though
introducing a major overhead, an optimistic approach exploits a greater degree
of parallelism w.r.t. conservative approaches. For instance, if two events affect
each other over time but not “so frequent”, optimistic mechanisms can process
the events concurrently, while conservative methods must inevitably introduce
a serialization of the execution.

Among conservative approaches to solve the LCC problem, the lookahead
approach [16] consists in a LP “promising” not to produce an output event before
a given time. Specifically, if a LP at simulation time T can only schedule new
events with timestamp of at least T + L, then L is referred to as the lookahead
for the logical process. By exploiting this property, it is possible to reduce the
synchronization burden of the parallel system thus achieving improvements of
performances, as detailed in the following section.

3.2 Application of DES Techniques in Parallel Execution of CA

As evident in the CA context, synchronization among different nodes (i.e., each
LP) is mandatory at each computational step in order to maintain consistency.
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The aim of the proposed research is to relax the synchronization burden required
in the CA paradigm in a parallel and distributed environment, by exploiting the
lookahead technique.

For illustrative purposes, let us focus on a not infrequent CA evolution sit-
uation, where an LP contains a border that has not changed its state after the
application of the transition function in a certain step. In this case, no communi-
cation to an adjacent LP is necessary, with the possibility in achieving an increase
in performances. However, if this optimization is exploited as is, a possible dead-
lock situation could occur since the neighbor LP expects border communication
at the same step of the evolution. Thus, a mechanism to allow for every LP
to know when to receive or send a border is needed. In other words, each LP
requires a lookahead information for its neighbours. In order to devise such infor-
mation, in this work we exploit the states of idle (or stationary) cells, defined
as those cells whose state does not change after the application of the transition
function1. Let us now focus on the evolution of a cell with a neighbouring idle
cell. For instance, it might be possible that under certain conditions, such cell
could take two steps to change its state. By applying the same reasoning to cells
that are more and more distant from the considered one, we can assume that the
number of steps required to change their state increases. In this way, each LP
can find a suitable value of lookahead for its borders by simply considering the
number idle cells in its own cellular space and in its adjacent neighbours. As a
consequence, the lookahead which is considered has to be directly proportional
to the distance from the nearest active cell of each border.

Figure 4 shows an example of the dynamics of a CA. Here, an initial set of
active cell located on a LP are at a distance of 6 cells from the right border,
progressively evolving towards right after 8 CA steps to a configuration which
is 2 cells from the edge part of the partitioning. In this case, a lookahead value
of 6 (i.e., the minimum distance in cells from active cells to the border) can be
considered, which represents the minimum number of CA steps that the CA can
evolve without performing border exchange for synchronization. As evident, this
results in a communication burden decrease with the consequence of improving
computational performances.

The module pseudocode which manages the lookahead implemented in addi-
tion to a normal CA execution loop is described in Algorithm 1. While the
stopping criterion is not met (line 1), the lookahead module manages three dis-
tinct phases: (i) the LP sending phase (from line 3), (ii) the LP receiving phase
(from line 14) and (iii) the normal CA execution and new lookahead evaluation
(from line 25). During the LP sending phase (i.e., when an LP is involved in
sending a communication to a neighbour LP), the lookahead value for each LP
is decremented by one if it is greater than zero (lines 5–7), meaning that no bor-
der exchange takes place as the lookahead phase is still active. However, when
the value reaches zero (line 8), the new lookahead value is computed (line 9) and
checked if it is zero (line 10), meaning border send must take place (line 11) or,

1 For instance, for a debris flow CA model, an idle cell is a cell which does not contain
landslide matter.
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Algorithm 1: Lookahead module pseudocode
// LA = Lookahead

// LP = Logical Process

1 while !StopCriterion() // CA stop criterion met?

2 do
3 forall LP sending // LP sending phase

4 do
5 if lastLookahead > 0 // still in LA phase

6 then
7 lookahead = lookahead - 1 // decrease last lookahead sent

8 else
9 newLookahead = ComputeNewLookahead() // compute new

lookahead value

10 if newLookahead = 0 then
11 SendNewBorder() // Send border info

12 else
13 SendNewLookahead() // Send new lookahead only

14 forall LP receiving // LP receving phase

15 do
16 if LastLookahead > 0 // still in LA phase

17 then
18 lookahead = lookahead - 1 // decrease last lookahead sent

19 else
20 waitNeighbourNotification() // wait info from neighbour

21 if notificationIsBorder() then
22 updateCellularSpaceBorder() // received border info

23 else
24 updateLastReceivedLookaheadVal() // received new

lookahead only

25 forall cells ∈ SpacePortion do
26 transitionFunction()

27 if cellIdle() then
28 forall Border ∈ SpacePortion do
29 if cellIsNearestBorder() then
30 computeNewLookahead()

31 step ← step + 1 // Next CA step

more favorably, the simulation can advance for another lookahead steps which
are sent to neighbour LPs (line 13). The LP receiving phase (i.e., when an LP is
involved in receiving a communication from a neighbour LP) management takes
place from line 14. Here, after a control verifying if the evolution is in the looka-
head phase (i.e., no border swap is occurring) at line 16, the decrement of the
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Fig. 4. Example of CA evolution of a region with lookahead, assuming expansion of
the dynamics rightwards. (Color figure online)
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lookahead value is done at line 18. Otherwise, some message is awaited from a
neighbour LP (line 20) which can represent either a border (at line 22) or a new
lookahead value (at line 24). Eventually, the third phase regarding normal CA
execution takes place from line 25. Here, after the application of the transition
function, the new lookahead value computation is carried out consisting, in this
preliminary work, as simply the distance of the nearest idle cell to the border.

4 Conclusions

This paper presents the adoption of a conservative strategy adopted in DDES
(Distributed Discrete Event Simulation) literature for speeding up the parallel
execution of CA. Specifically, the algorithm reduces the synchronization burden
which is required at each computational step by adopting the lookahead tech-
nique, consisting in the (minimum) number of CA steps that a LP carry our
without requiring neighbour information of neighbour nodes.

Future work will regard the application of the proposed technique for opti-
mizing real CA models. Experiments will also be carried out on different node
partitionings, such as two-dimensional, or by coping the proposed technique with
other CA optimizations found in literature, such as multi-halo and/or commu-
nication/computation interleaving techniques (cf. [18]).

Eventually, future developments will regard the application of the non-
conservative (or optimistic) mechanisms with the aim of hopefully leading to
better timings under favorable conditions. In fact, this technique consists in
avoiding for the borders exchange with all the neighboring nodes, optimistically
applying the transition function to the node’s cells, and performing a roll back
operation whenever a consistency error is detected, in order to communicate the
missing information that corrupted the execution.
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Abstract. The phenomenon of “trolling” in social networks is becoming
a very serious threat to the online presence of people and companies, since
it may affect ordinary people, public profiles of brands, as well as popular
characters. In this paper, we present a novel method to preprocess the
temporal data describing the activity of possible troll profiles on Twitter,
with the aim of improving automatic troll detection. The method is based
on the zI, a Relevance Index metric usually employed in the identification
of relevant variable subsets in complex systems. In this case, the zI is used
to group different user profiles, detecting different behavioral patterns
for standard users and trolls. The comparison of the results, obtained on
data preprocessed using this novel method and on the original dataset,
demonstrates that the technique generally improves the classification
performance of troll detection, virtually independently of the classifier
that is used.

Keywords: Complex systems · Social networks · Troll detection ·
Relevance index

1 Introduction

The definition of an “Internet troll” is still debated, since the acknowledgement of
the associated behaviors is largely subjective. This lack of a single and precise defi-
nition has made the phenomenon vague and, consequently, has arisen little interest
within the researchers’ community. Nevertheless, it has very serious implications
for the online presence of both ordinary people and public profiles of brands, as
well as popular characters. As a matter of fact, quite recently, this problem has
received much more attention by the general public, largely as a response to events
that have caused a stir about the “toxicity” of some social media sites [10]. More-
over, popular magazines and specialized press agencies have begun addressing the
issue as well as writing widely-read articles on such a topic.
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A troll can be defined as an individual adopting an antisocial behavior, who
provokes and irritates other users of an online social platform with the intended
effect to derail the normal evolution of an online discussion and possibly to
stop it abruptly. To this aim, he/she can adopt an aggressive or offensive lan-
guage, with prolonged arguments and unsolicited personal attacks. Thus, the
term “trolling” refers to “a specific type of malicious online behavior, intended
to disrupt interactions, aggravate interactional partners and lure them into fruit-
less argumentation” [2].

To address this problem, online platforms like Twitter periodically release
new services and features, such as the functionalities that allow one to report
anti-social behaviors or to “mute” annoying users. However, all attempts made
till now have not been able to eradicate the problem, while the need to deal
with it is becoming more and more urgent. Hence, it is fundamental to create
automated methods to manage the complexity of the issue, possibly leveraging
on artificial intelligence, data mining and social-network analysis.

Therefore, some studies have been conducted to demonstrate the applicabil-
ity of various analytical tools and methods. For example, in [6], a set of objective
features extracted from social network logs has been identified as characteriz-
ing malicious trolling behaviors. Among these, features related with time and
frequency of actions appear to be the most relevant for troll detection.

This work aims at deepening the analysis of the impact of such temporal fea-
tures on troll detection. The final goal of our study is to improve the classifica-
tion accuracy achieved by the time-related features by themselves, by clustering
training data and substituting them with the centroid of their cluster. Clustering
is performed using a method, based on the Relevance Index (RI) metrics [22],
for preprocessing the data that have been used as the training set from which a
troll detector has been derived in [6].

In [12], we demonstrated that the Relevance Index metrics, which were orig-
inally developed for the analysis of the structure of complex systems, could also
be used effectively as a data clustering tool. While that paper was mainly a proof
of concept, in this work we evaluate the RI approach on a practical case which
we show can benefit from its application.

The rest of the manuscript is organized as follows: the next section shortly
introduces the state of the art of the research on troll detection along with
past usages of the RI metrics; then we describe the zI method and present a
zI-based preprocessing technique which improves the classification accuracy of
troll detection; finally, some concluding remarks seal up the article.

2 Related Work

Although the concept of Internet trolling may seem to be tied to concepts like
rudeness, arrogance, impertinence and vulgarity, the latter do not provide an
accurate description of the phenomenon since, typically, trolling also implies
keeping the real intent of causing problems hidden. It is clear that trolling is a
more complex problem than just provocative attacks. Accordingly, the task of
automatic troll detection needs to take many different aspects into account [6].
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Among the different viewpoints from which the phenomenon can be studied,
some researches show that temporal patterns of the online behavior can provide a
valuable contribution to automatic troll detection. Various studies have related
the frequency of publication of posts and comments to the quality of online
discussions. The behavior of users who would be later banned from some large
websites has been analyzed in [1], highlighting the features that characterize
such behaviors. In addition to the kind of text produced by users before being
banned, the paper also observes patterns of activity. In particular, among the
most useful features for detecting users likely to be banned in the future, an
important role is played by the frequency of some activities, like the number of
posts and comments per day. In [4], the authors use newsroom interviews, reader
surveys and moderators’ choices for characterizing the comments published on
a newspaper website. In particular, they note that the frequency of commenting
is a valuable indicator of low-quality discourse.

In [8], two classifiers are described, which detect two types of trolls: “paid
trolls”, who try to manipulate a user’s opinion, and “mentioned trolls”, who
offend users and provoke anger. Many features regarding sentiment and text
analysis are considered, based either on lexicon models or on bag-of-words mod-
els. Moreover, some metadata are considered, including the publication time. In
particular, the analysis distinguishes a worktime period and a nighttime period;
it also distinguishes workdays (Monday-Friday) and weekend days (Saturday
and Sunday). Quite interestingly, the analysis demonstrates that these features
provide the largest impact on accuracy.

Troll Pacifier, the holistic system proposed in [6], includes features which rep-
resent a breakdown of the daily activity into four-hour long time windows. This
time window interval has been chosen after an extensive comparison, in which
the authors have trained automatic classifiers based on different algorithms (K-
Nearest Neighbors (KNN), Näıve Bayes (NB), Sequential Minimal Optimization
(SMO), J48, etc.) using different time window lengths. Features measuring the
activities within four-hour long intervals provided consistently the best classi-
fication results. In TrollPacifier, the time intervals represent single days (from
Sunday to Saturday). In addition to these metrics, additional features consider
the frequency of actions in the recent timeline and during the whole time of a
user’s presence on the platform.

As regards the method we use in this paper, the Relevance Index was origi-
nally introduced in [5,21] as the Dynamical Cluster Index (DCI), an extension
of the Cluster Index (CI) defined by Tononi [17,18] in the ’90s. More recently,
the DCI has been applied to different scenarios to detect relevant subsets of
variables in several complex systems, such as abstract models of gene regula-
tory networks and simulated chemical [20] and biological systems [22], as well
as social networks [13]. This last work was a first attempt to apply the index
to a social network scenario, trying to reveal communities and subsets of users
within a specific Facebook group.

Along the years, the DCI has been gradually refined and paired with a proper
metaheuristics [11] and a GPU implementation [19], in order to face its intrin-
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sically high computational complexity. During this evolution, the DCI has been
termed Relevance Index (RI), while the iterative application of a sieve to the
results of the RI computation has allowed researchers to remove redundant vari-
able sets, as well as to merge the original variables according to an optimal
sequence, obtaining a hierarchical functional representation of the overall com-
plex system [23].

More recently, the RI has become a family of indexes (RI metrics) which have
been also used for purposes different from the detection of subsets in complex
systems. In particular, one of these indexes, the so-called zI, based on informa-
tion integration, has been employed for feature extraction [14,15], as well as for
pattern clustering and classification [12], with promising preliminary results.

3 Method

In this section, we describe the theoretical framework within which one can
define the zI index and its computation using a metaheuristic and an iterative
sieving procedure. Moreover, we also explain the variable-grouping action of the
zI and its usage for troll detection, which will lead to the results described in
the following section.

3.1 The zI Index

A system U , described by N random variables (RVs), can be characterized by
its state X̄U = [X1, ....,XN ], i.e., a random vector whose elements are the N
random variables which, within the context described in this paper, represent the
users. Given this scenario, we consider n independent observations of the state
{X̄U (i)}ni=1. Therefore, for each RV Xj , we have a sequence {Xj(1), ..,Xj(n)} of
independent random variables, identically distributed (iid). If we consider n to
be sufficiently large, we have that, from the Asymptotic Equipartition Property
(AEP) [3], the empirical entropy of a sequence of iid RVs, computed through the
relative frequencies, converges in probability (ip) to the real individual entropy.

We have referred to entropies because they are involved in the definition of
the integration, in turn at the basis of the computation of the zI. The integration
measures the mutual dependence among the k elements in Sk and is defined as
the difference between the summation of the entropies of the single variables
composing subset Sk and the total entropy of subset Sk itself:

I(Sk) =
k∑

j=1

H(Xj) − H(Xk) (1)

where H(Xk) is the entropy [3] of the sequence {X1, ....,Xk}. It can be observed
that I(Sk) ≥ 0 and it is zero when the RVs are independent, such that H(Xk) =∑k

j=1 H(Xj |Xj−1) =
∑k

j=1 H(Xj). On the other hand, the integration increases
with the decrease of the second term, i.e., with the increase of the correlation
among the random variables.
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Based on the integration, the zI metric can be defined as follows:

zI(Sk) =
2nI(Sk) − 〈2nI(SNULL)〉

σ(2nI(SNULL))
(2)

where n is the number of observations or instances of the whole system,
Sk a subset of k out of N variables and SNULL is a subset of dimension k
extracted from a null system Uh (i.e., a system within which all N variables are
independent).

It can be demonstrated that

2nI ≈ χ2
g (3)

under the null hypothesis of independent RVs and with n large enough.
Moreover, it can be demonstrated that the degrees of freedom of the Chi-

square distribution of Eq. 3 can be expressed as:

g = (
N∏

j=1

|Tj | − 1) − (
N∑

j=1

(|Tj | − 1)) (4)

where |Tj | is the cardinality of the alphabet of Xj . The second term of Eq. 4
is the number of degrees of freedom under the null hypothesis, while the first
term is the number of degrees of freedom in the opposite case, in which no RV
describing the system is independent of the others.

It is known [9] that the mean and the standard deviation of the chi-squared
distribution with g degrees of freedom are

μ = g (5)

σ =
√

2g (6)

Hence, the elements of Eq. 2 are all defined and can be computed easily.

3.2 zI Computation

The zI expresses the relevance of a group of variables for the system under
consideration: the higher the zI, the more relevant the group. A list of relevant
sets could be obtained in principle by enumerating all possible subsets of the
system variables and ranking them according to the zI values. However, this
exhaustive search is not feasible for systems described by a large number of
variables, because the number of subsets increases exponentially with the latter.
When large systems are analyzed, this issue makes it impossible to compute the
zI for every possible subset of variables, even using massively parallel hardware
such as GPUs.

Therefore, in order to quickly find the most relevant subsets and to effi-
ciently face the complexity of the exhaustive search, we used a metaheuristic
(HyReSS), which hybridizes a genetic algorithm with local search strategies,
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using the same configuration as in [11,16]. HyReSS maximizes, as its fitness
function, the zI expression reported in Eq. 2. The search procedure is guided
by the statistics, computed at runtime, on the results that the algorithm itself
is obtaining. HyReSS searches the Ns highest-zI sets by exploring many peaks
in parallel; this happens because the evolutionary search is enhanced through
a niching technique, which tries to maintain population diversity. The genetic
algorithm on which HyReSS is based is run first, to address the search towards
the basins of attraction of the main local maxima in the search space. Then, the
regions identified during the evolutionary process are explored, more finely and
extensively, by means of a series of local searches, in order to further improve
the results.

The zI computation, which is the most computation-intensive module within
the algorithm, is parallelized for large blocks of sets by means of a CUDA1 kernel
which fits the computational needs of this problem particularly well [19].

As a further and final step, a sieving algorithm [5], performed iteratively, is
used to reduce the list of Ns sets found by HyReSS to the most representative
ones. The filtering performed by the sieving algorithm is based on a reasonable
criterion: if set S1 is a proper subset, or superset, of set S2 and ranks higher than
S2 according to the zI, then S1 is considered more relevant than S2. Therefore,
the algorithm keeps only those sets that are not included in, or do not include,
any other higher-zI set. The sieve stops in case no more eliminations are possible,
i.e., the remaining subsets can not be decomposed any further.

The sieve allows one to analyze the organization of the variables in terms
of the lowest-level subsets. In order to deepen the analysis, considering also
the aggregated hierarchical relations among the identified sets, we employed an
iterative version of the sieve, acting on the data by iteratively grouping one
or more sets into a single entity. This is performed by iteratively running the
sieving algorithm on the same data, each time using a new representation of the
variables, where the top-ranked set, in terms of zI value, of the previous iteration
is considered atomic and is replaced by a single variable (group variable) [23].
In this way, each iteration produces a new representation made of both single
variables and of the group variables that have been previously detected.

3.3 zI-Based Clustering

As described in Sect. 3.1, the zI method relies on the analysis of a set of observa-
tions which can be represented as a matrix where each row represents the status
of the system at a certain time, while each column represents a status variable.
Analyzing these observations, the zI method is able to find groups of variables
(columns) that exhibit correlated properties or behaviors.

In [12], we demonstrated that the zI method, originally developed for complex
system analysis, can also be used effectively as a pattern clustering tool. In
that case, the columns of the data matrix represent the patterns while the rows
represent the features by which each pattern is described. Thus, when the zI is

1 https://developer.nvidia.com.

https://developer.nvidia.com
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computed, the iterative sieving algorithm operates by subsequently merging the
highest-zI set of patterns into a new cluster in each step.

In the following section, we present a practical case in which we apply the
zI-based clustering as a preprocessing step for troll detection.

3.4 zI-Based Preprocessing for Troll Detection

The problem has been approached in a supervised way, applying the iterative
sieving algorithm and computing the zI index from data regarding trolls and
legitimate users separately, to derive two specific models of the two classes. Thus,
we analyzed two dynamical systems, including 300 trolls and 300 standard users,
respectively. For each system, the zI analysis is intrinsically unsupervised and
aims at detecting different behavioral patterns of the same class of users, finding
clusters of trolls and clusters of non-trolls characterized by a similar dynamical
behavior.

Each observation (data matrix row) represents the frequency of the tweets
posted by each user (data matrix column) within a specific time interval during
the day (e.g., the frequency of user’s tweets posted on Monday from 00:00 to
04:00). The extremes of the four-hour long ranges have been chosen in order to
create non-overlapping intervals distinguishing worktime and nighttime periods,
but also working days and weekend days.

Given the large number of variables which describe the two systems, we used
HyReSS combined with the iterative sieving algorithm, as described in Sect. 3.2,
to identify the most relevant groups of trolls and legitimate users. Each group of
trolls (or legitimate users) corresponds to a behavioral prototype. Based on this
assumption, we created a new preprocessed dataset composed of the centroids
of the groups of trolls and legitimate users discovered by our method. As will be
shown in Sect. 4, this preprocessing phase allowed us to improve the classification
accuracy in the automatic troll detection task.

The main building blocks of our method are shown in Fig. 1, which also illus-
trates the data flow of the procedure by which we compared the classifications
obtained from the raw data and those obtained from the zI-preprocessed ones.

4 Experimental Results

In order to apply the zI method to the analysis of the dynamical behavior of trolls
and legitimate users on Twitter, we used the labeled dataset described in [6]. In
this section, we describe the dataset we preprocessed using the zI approach and
show the accuracy improvement that could be achieved using the new dataset
thus obtained to train different classifiers.

4.1 Dataset Description

The dataset described in [6] has been obtained using two cascaded approaches.
The first one is based on distant supervision [7] and allows one to obtain a
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Fig. 1. Troll detection on Twitter using the original dataset and the zI-preprocessed
dataset as training sets for automatic classification.

raw dataset. The second one consists in manually filtering the previous dataset
in order to improve the dataset reliability. In particular, users reported to the
official support channels have been classified as “trolls” after manually inspecting
both their recent timelines and their role and attitude in prolonged discussions,
where they were repeatedly mentioned as “trolls”.

The dataset contains six groups of features corresponding to six approaches to
troll detection, each of which relies on different kinds of information (sentiment
analysis, time and frequency of actions, text content and style, user behavior,
interactions with the community, advertisement of external content). In this work
we focus on the group of features related to time and frequency of actions, after
we observed in [6] that this set of features can give a significant contribution to
troll detection. In particular, we perform a dynamical analysis of the frequency of
users’ posts, to improve classification accuracy. As stated in Sect. 2, we measured
the considered features according to four-hour long intervals, starting at 00:00
daily (i.e., Sunday from 00:00 to 04:00, Sunday from 04:00 to 08:00, Sunday from
08:00 to 12:00, ..., Saturday from 20:00 to 00:00) since these intervals provided
consistently the best classification results in an extensive comparison campaign
carried out in [6]. In our experiments, we considered a four-level discretization of
the original frequency values (low, medium-low, medium-high and high frequency
of users’ posts in each time interval).

The dataset comprises data about 500 trolls and 500 non-trolls. The instances
have been split into a training set composed of 300 trolls and 300 non-trolls and
a test set composed of the remaining 200 trolls and 200 non-trolls.



86 L. Sani et al.

4.2 Troll Detection

In this section, we compare the results of troll detection obtained through clas-
sifiers trained using the original dataset with those obtained after zI-based pre-
processing of the same data.

The zI analysis identified 161 groups of trolls and 143 groups of non-trolls.
Considering the stochastic nature of HyReSS, it should be noticed that its out-
come was stable over five repetitions, repeatedly finding the same groups. The
preprocessed dataset is composed of the centroids of each group of trolls and
non-trolls detected using the zI-based approach. This preprocessing step aims at
polishing the original dataset by substituting groups of users behaving similarly
to the prototype which is closest to their dynamical behavior. After preprocess-
ing, the final dataset contains 304 instances (the 161 centroids corresponding to
the groups representing trolls, along with the 143 centroids of groups represent-
ing ordinary users).

The effect of this preprocessing on the detection of troll and non-troll users
has been tested using four different classifiers: Random Forest (RF), Näıve
Bayes (NB), Sequential Minimal Optimization (SMO), and K-Nearest Neigh-
bors (KNN). Table 1 shows the accuracies obtained by training the classifiers on
the original and on the preprocessed dataset.

To take into consideration the intrinsic stochastic nature of Random Forest
and Sequential Minimal Optimization, we repeated all experiments using such
classifiers five times; in the table, we report the average accuracy over the five
runs.

Table 1. Troll detection accuracies obtained by training different classifiers on the
original dataset and on the preprocessed one.

Dataset RF NB SMO KNN (k=1) KNN (k=5) KNN (k=10)

Original 76.95% 60.00% 65.00% 65.75% 70.75% 70.75%

Preprocessed 77.10% 63.25% 69.25% 69.25% 71.25% 72.75%

As shown in Table 1, the introduction of the zI-based preprocessing allowed
us to improve the accuracy of all the classifiers.

Since the preprocessed dataset is not perfectly balanced (161 trolls and 143
non-trolls corresponding to the centroids of the troll and non-troll groups), in
Table 2 we also show the F-measure of the classifiers for a fairer comparison.

The classifiers trained after the zI-based preprocessing tend to perform better
than the standard ones. The accuracy and F-measure improvements highlight
the importance of the dynamical analysis of users’ behavior for automatic troll
detection.
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Table 2. F-measure obtained by training different classifiers on the original dataset
and on the preprocessed one.

Dataset RF NB SMO KNN (k = 1) KNN (k = 5) KNN (k = 10)

Original 0.769 0.546 0.622 0.656 0.704 0.704

Preprocessed 0.771 0.594 0.678 0.689 0.709 0.725

5 Conclusion

In this work, we applied a dynamical analysis based on the zI metric to prepro-
cess the temporal data describing the users’ behavior, aimed at improving the
classification accuracy of troll detection. The dynamical analysis we propose is
based on the observation of the frequency of users’ tweets within different time
windows.

We compared the results of troll detection based on the raw dataset previ-
ously used with the same goal with those obtained after zI-based preprocessing
of the same data. The tests have been performed using four different classifiers.

The classifiers trained using the zI-based preprocessing performed better than
the standard ones, leading to an improvement in the classification accuracy and
F-measure. The results show that the zI analysis is able to detect significant
behavioral patterns for troll detection, finding clusters of trolls and clusters of
non-trolls characterized by a similar dynamical behavior.

As future work, we aim at using the zI to analyze also other features relevant
to the detection of trolls.
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di BIG DATA”, POR FSE 2014/2020, Obiettivo Tematico 10) within the “Piano trien-
nale alte competenze per la ricerca, il trasferimento tecnologico e l’imprenditorialità”
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Abstract. Differential Evolution for Neural Networks (DENN) is an
optimizer for neural network weights based on Differential Evolution.
Although DENN has shown good performance with middle-size net-
works, the number of weights is an evident limitation of the approach.
The aim of this work is to figure out if coevolutionary strategies imple-
mented on top of DENN could be of help during the optimization phase.
Moreover, we studied two of the classical problems connected to the
application of evolutionary computation, i.e. the stagnation and the lack
of population diversity, and the use of a crowding strategy to address
them. The system has been tested on classical benchmark classification
problems and experimental results are presented and discussed.

Keywords: Neuroevolution · Differential Evolution · Coevolution

1 Introduction

Differential Evolution (DE) is a well known evolutionary algorithm and its
behaviour as weight optimizer for neural networks has been studied in several
works, as described in [4]. Despite some results about the stagnation problems
[10], there are recent interesting works showing the efficiency of DE, and in gen-
eral EA approaches, to neural network weights optimization [2,3,8,12,14,16].

In this paper we focus on the DENN algorithm [3], which is a DE algo-
rithm for neural network optimization and which is able to solve classification
problems with a large number of parameters. DENN proposes a direct encod-
ing of neural networks into population elements, i.e each element contains the
connection weights and the bias of the corresponding network. It implements
several DE versions with different crossover and mutation operators. The objec-
tive of the evolution is to find the network that minimize the cross entropy
function. In order to reduce the computational cost of the fitness evaluation,
DENN employs a batch system similar to the limited evaluation technique pro-
posed by [8]. Although DENN has shown good performance also on networks
of moderate size, the number of weights is an evident limitation of this app-
roach. This is the main reason that led us to test the application of co-evolution
c© Springer Nature Switzerland AG 2020
F. Cicirelli et al. (Eds.): WIVACE 2019, CCIS 1200, pp. 90–99, 2020.
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strategies and to implement the system CoDE, with the idea to divide the effort
into different subpopulations that can evolve separately. In particular we tested
two different coevolutive strategies: CoDE-Layer, that implements the coevolu-
tion at the network layer level (a subpopulation for each network layer), and
CoDE-Matrix, that implements the coevolution at the network component level
(a subpopulation for each weights and bias matrix).

By analyzing the accuracy results obtained in preliminary experiments, we
found a problem with population diversity and we decided to implement the
crowding strategy [13] in order to maintain the population diversity and hence
to increase the possibility to find a better solution. The experiments over some
classification benchmark problems aim to study the impact of using the batch
system, coevolution and crowding on DENN.

2 Background

2.1 Differential Evolution

Differential Evolution (DE) is an evolutionary algorithm used for optimization
over continuous spaces, which operates by improving a population of N candidate
solutions evaluated by means of a fitness function f though a iterative process.
The first phase is the initialization, in which the first population is (randomly
or accordingly to a given strategy) generated. Then, for each generation a new
population is computed though mutation and crossover operators; each new
vector is evaluated and then the best ones are chosen, according to a selection
operator, for the next generation. The evolution may proceed for a fixed number
of generations or until a given criterion is met.

The mutation used in DE is called differential mutation. For each vector
target vector xi, for i = 1, . . . , N , of the current generation, a vector ȳi, called
donor vector, is obtained as linear combination of some vectors in the population
selected according to a given strategy [4,5]. There exist many variants of the
mutation operator (see for instance [4]). In this work we have implemented and
used the current to pbest (1) mutation operator, that is defined as

ȳi = xi + F (xpbest − xi) + F (xa − xb) (1)

where p ∈ (0, 1] and pbest is randomly selected index from the indices of the
best N × p elements of the population. Moreover, xb is an individual randomly
chosen from the set

{x1, . . . , xN} \ {xa, xi} ∪ A
where A is an external archive of bounded size (usually with at most N elements)
that contains the individuals discarded by the selection operator.

The crossover operator creates a new vector yi, called trial vector, by recom-
bining the donor with the corresponding target vector. There are many kinds of
crossover. The most known is the binomial crossover, but, considering previous
results showed in [1], we decided to use the interm operator.
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The interm crossover operator is a randomized version of the arithmetic
crossover. If xi is the target and ȳi is the donor, then the trial yi is obtained
in the following way: for each component x

(h)
i of xi and ȳ

(h)
i of ȳi, let a

(h)
i be

a vector of d(h) numbers randomly generated with a uniform distribution [0, 1],
then

y
(h)
ij = a

(h)
ij x

(h)
i + (1 − a

(h)
ij )ȳ(h)

ij

for j = 1, . . . , d(h).
Finally, the commonly used selection operator is the one-to-one operator,

that compares each trial vector yi with the corresponding target vector xi (by
means of the fitness function) and keeps the better of them in the population of
the next generation.

Another possible selection operator is the crowding operator, which was intro-
duced in [6] and then, among others, revived in [13]. The goal in crowding is to
preserve genetic diversity among population individuals, resulting in a better
coverage of the search space. In this selection operator each trial vector yi is
compared to the vector xclos(i), that is the vector in the current population
which minimizes the distance with yi. In this way, it is unlikely that the popu-
lation has similar elements and a greater level of diversity is maintained.

2.2 Cooperative Coevolution

Cooperative Coevolution (CC) has been proposed in [11] to introduce a notion
of modularity in the evolutionary algorithm theory. The underlying idea was to
introduce the interaction among adaptive subcomponents in order to facilitate
the evolution of a complex structure.

CC is a general framework for applying Evolutionary Algorithms to large and
complex problems using a divide-and-conquer strategy. The objective system is
decomposed into smaller modules and each of them is assigned to a species
(i.e. subpopulation). The species are evolved mostly separately with the only
cooperation happening during fitness evaluation.

The use of multiple interacting subpopulations has also been explored as
coevolution of species but, in this case the approach consider subpopulations
evolving competing (rather than cooperating) solutions.

According to [11], in a cooperative coevolutionary algorithm each subpopu-
lation represents a subcomponent of a potential solution, complete solutions are
obtained by assembling representative members of each of the subpopulations
and credit assignment at the subpopulation level is defined in terms of the fitness
of the complete solutions in which the species members participate. In order to
make the most of applying CC, a large problem should be decomposed into sub-
components having minimal interdependencies among different subcomponents.

Yang et al. [15] showed very good performances of their DECC-G in tackling
large optimisation problems with dimensions up to 1000.
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3 Algorithm

The algorithm CoDE here proposed is an extension of DENN [3] with two impor-
tant additional components: a cooperative coevolutionary mechanism [9], and a
crowding method [13] that penalizes too similar candidate solutions. The general
algorithm is called CoDE and it is shown in Algorithm1.

3.1 Problem Decomposition

At first, the problem has to be decomposed into smaller subcomponents that
can be separately handled and evolved. We have defined two different level of
decomposition: layer decomposition (CoDE-Layer) and matrix decomposition
(CoDE-Matrix).

Let Γ1, . . . , ΓP be the P subcomponents describing the neural network we
want to train, we will denote by γip the i–th element of Γp and by np the
cardinality of Γp.

In decomposition by layer, the neural network is decomposed in L layers and
there is a subpopulation for each layer. The subpopulation element γil is the
vector containing all the parameters in the lth layer.

In decomposition by matrix, each network layer is further decomposed in two
matrices, one for the connection weights and one for the biases, and there is
a subpopulation for each matrix. Thus, there are 2L subpopulations: the sub-
population elements γi,2l−1 and γi,2l are vectors containing, respectively, the
connection weights and biases in the lth layer.

3.2 Subcomponent Optimization

In this step, each subcomponent is separately evolved using DENN [1,3].
The training set TS is split in nb batches B0, . . . , Bnb−1 with the same size

and during the evolution the networks are evaluated using only the examples
belonging to one batch. The evolutionary algorithm is executed for G genera-
tions, starting from the first batch B0. Every gb generations, the next batch in
the sequence is selected, and all the individuals of all sub-populations Γi are
re-evaluated on that batch.

The evolution step is performed by using the mutation operator cur-
rent to pbest and crossover operator interm [7] to create a new offspring γ′

ip

for each element γip. We have chosen these operators since they demonstrated
the be a good combination in neural network weights optimization [2,3].

3.3 Subcomponents Recombination and Evaluation

In the evaluation of the offspring γ′
ip, a complete network Θ′

ip is built by com-
bining γ′

ip with the best element βr of each other subpopulation Γr, with r �= p.
We denote the components of Θ′

ip as [β1, . . . , βp−1, γ
′
ip, βp+1, . . . , βP ]. Θ′

ip is
compared, by means of the loss function, to Θip = [β1, . . . , βp−1, γip, βp+1, . . . ,
βP ] and the better of them is selected for the next generation.
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At the end of main loop, the current best solution Θ∗ = [β1, . . . , βP ] is
compared with the best solution found so far Θbest.

Finally, CoDE returns the best network Θbest found in all the generations.

Algorithm 1. CoDE : Cooperative Coevolutionary DENN
1: procedure CoDE(P, np, G, gb, nb, TS)
2: P is the number of subpopulations, np are the subpopulation sizes
3: G is the number of generations; gb is the number of generations for each batch
4: nb is the number of batches; TS is the training set
5: Initialize the population
6: Extract the nb batches B0, . . . , Bnb−1

7: for g ← 1 to G/gb do
8: Set the current batch as Bg (mod n)b

9: Evaluate all individuals of all populations
10: for z ← 1 to gb do
11: for p ← 1 to P do
12: for i ← 1 to np do
13: γ′

i,p ← apply mutation and crossover to γp,i

14: end for
15: end for
16: for p ← 1 to P do
17: for i ← 1 to np do
18: Θ′

ip ← [β1, . . . , βp−1, γ
′
ip, βp+1, . . . , βP ]

19: Θip ← [β1, . . . , βp−1, γip, βp+1, . . . , βP ]
20: if f(Θ′

ip) < f(Θip) then
21: γi,p ← γ′

i,p

22: end if
23: end for
24: end for
25: end for
26: Update β1, . . . , βP

27: Let Θ∗ ← [β1, . . . , βP ]
28: if f(Θ∗) < f(Θbest) then
29: Θbest ← Θ∗

30: end if
31: end for
32: return Θbest

33: end procedure

4 Experiments

The main purpose of the experiments is to investigate whether the presence
and the granularity of the coevolution affect the performances of the algorithm.
Another important aspect to be considered is the effect of employing the batch
system. Finally, we study if the crowding selection works, and if it is the right
choice to improve the quality of the solution.
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In order to make fair comparisons, we also implemented a third version of
the algorithm CoDE, called CoDE-Net, which has just one subpopulation rep-
resenting the whole network and does not use coevolution.

The experiments were performed on a machine equipped with 16 GB of RAM
and AMD 2700X CPU.

4.1 Datasets

The datasets used in our work are the same used in [14]: the Wisconsin breast
cancer (WBC) dataset, the Epileptic Seizure Recognition (ESR) dataset and the
Human Activity Recognition (HAR) dataset. The characteristics of each dataset
are shown in Table 1 following an increasing complexity order. More precisely,
WBC and ERS are two binary classification problems, with the latter being
much larger than the former both in terms of number of features and samples;
HAR is a multiclass classification problem with a even higher size, hence it is
the most complex problem among these three datasets.

Table 1. Datasets used in the experiments.

Dataset Class Features Instances Parameters

WBC 2 30 569 1652

ESR 2 178 4600 9052

HAR 6 561 7144 28406

Moreover, in order to show how the complexity increases, the last column
of the Table contains Table 1 the overall number of the network parameters for
each dataset.

4.2 Parameters

CoDE has 4 parameters to be set: the subpopulation size np, the number of
generations G, the number of generations for each batch gb, and the number
of batches nb. The number of subpopulations P is determined by the network
structure.

np is set to 20; the network is trained for 5000 generations on WBC, 1500
on ESR, and 2500 on HAR; nb is set to 100 on WBC, 500 on ESR and HAR;
finally, gb is set to 3 on the first dataset, to 5 on the second one and 10 on the
last one (as in [14]).

The network layout is the same for all the experiments, i.e. a MLP with one
hidden layer composed of 50 neurons with the sigmoid activation function.
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4.3 Experimental Results

In this section, some experimental results are presented and discussed.
In Table 2 the results obtained by all the CoDE settings without crowding

on all the datasets are reported, where the average accuracy obtained over 10
runs and the corresponding standard deviations are shown. From these we can
conclude that the best setting for the datasets WBC, ESR and HAR is CoDE-
Matrix, i.e. CoDE with the highest level of granularity.

Table 2. Results without crowding

Algorithm WBC ESR HAR

CoDE-Net 90.23 ± 2.47 80.91 ± 3.58 35.05 ± 6.62

CoDE-Layer 96.86 ± 1.11 86.37 ± 0.20 48.00 ± 3.59

CoDE-Matrix 94.70 ± 4.22 88.66 ± 0.91 67.17 ± 4.85

CoDE-Net (nb = 1) 93.64 ± 1.70 83.10 ± 4.23 50.39 ± 7.05

CoDE-Layer (nb = 1) 94.11 ± 0.96 86.52 ± 0.89 65.36 ± 1.06

CoDE-Matrix (nb = 1) 97.88 ± 1.37 87.59 ± 1.00 71.91 ± 1.45

It is worth noticing that, differently from [1], the use of the batching system
does not give positive contribution in terms of accuracy. It is probably due to
the dimensions of the tested datasets, that are not so big to require a batching
system.

Fig. 1. Average values of the distances among the population elements for each gener-
ation in the case of CoDe Layer (BS) on the HAR dataset for layer 0 without crowding
(plot A) and with crowding (plot B)

During this test phase we noted that after a certain amount of generations,
the evolutionary process often gets stuck because the heterogeneity of the popu-
lation suddenly falls down, i.e. all the population members tend to float around
a particular individual, likely a local minimum.
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So, we decided to implement the crowding method described in Sect. 2.1 and
we studied how the population is affected by it.

In Fig. 1 an example of the average distances between the elements of the
whole population for each generation on the HAR dataset are shown. The dis-
tances when CoDE is configured without and with crowding are shown, respec-
tively, in charts A and B. As visible in Fig. 1, crowding significantly increases
the average distance between the elements of the population, guaranteeing the
population diversity.

Table 3. Results with crowding

Algorithm WBC ESR HAR

CoDE-Net 88.11 ± 0.91 78.80 ± 4.51 31.61 ± 7.28

CoDE-Layer 96.07 ± 1.99 88.06 ± 1.03 46.98 ± 8.22

CoDE-Matrix 94.82 ± 2.53 88.18 ± 0.66 68.03 ± 4.96

CoDE-Net (nb = 1) 91.76 ± 2.35 84.43 ± 0.80 58.29 ± 11.08

CoDE-Layer (nb = 1) 93.33 ± 0.55 86.81 ± 1.03 65.45 ± 11.66

CoDE-Matrix (nb = 1) 97.17 ± 1.20 88.52 ± 1.39 66.83 ± 7.05

In order to understand the contribution of crowding in terms of classification
accuracy, we run another set of test across all the three datasets. In Table 3, the
results are shown and we can note that, also in this case, CoDE-Matrix turns
out to be the best configuration. Moreover, we can also note that, despite the
use of crowding seems to be of help to maintain the population diversity, the
training process does not seem to be in general positively affected.

5 Conclusions

In this work, we introduced an algorithm based on Cooperative Coevolutionary
Differential Evolution (CoDE) to train neural networks, and we studied how this
algorithm works on different classification datasets.

The experiments suggest that the best accuracy levels are obtained with the
CoDE-matrix configuration, i.e. with the finest level of granularity for problem
decomposition among the tested ones.

Moreover, we studied also the contribution of a batching system and a crowd-
ing method with respect to the base algorithm proposed.

In this case we can note that, despite of lower computational time, the batch
system does not help in term of accuracy. This is not surprisingly considering the
dimensions of datasets. Its impact on larger problems still has to be investigated.
Finally, about the use of crowding, we can say that it is very effective to maintain
population diversity even if this does not correspond to a significant improvement
of the classification accuracy. Moreover crowding selection increases convergence
times, suggesting that a larger number of generations is needed to find better
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solutions; further tests are hence required to understand whether crowding is a
good choice or not to overcome the problem of population stagnation.

As a future lines of research, we are planning to test other methods to reduce
the issue of population stagnation and to extend CoDE with higher levels of
granularity for problem decomposition, i.e. create cooperative subpopulations
by groups of neurons or single neurons.
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Abstract. Currently, the evolutionary computing techniques are
increasingly used in different fields, such as optimization, machine learn-
ing, and others. The starting point of the investigation is a set of opti-
mization tools based on these techniques and one of them is called evolu-
tionary grammar [1]. It is a evolutionary technique derived from genetic
algorithms and used to generate programs automatically in any type of
language.

The present work is focused on the design and evaluation of hardware
acceleration technique through PSoC, for the execution of evolutionary
grammar. For this, a ZYNQ development platform is used, in which the
logical part is used to implement factory modules and independents hard-
ware blocks made up of a soft-processor, memory BRAM, and a CORDIC
module developed to perform arithmetic operations. The processing part
is used for the execution of the algorithm. Throughout the development,
the procedures and techniques used for hardware and software design are
specified, and the viability of the implementation is analyzed consider-
ing the comparison of the algorithm execution times in Java versus the
execution times in Hardware.

Keywords: Evolutionary grammar · FPGA · PSoC · CORDIC

1 Introduction

Optimization problems are found in several areas, such as mathematics, com-
puter science, engineering, and even everyday life [2]. It is so, whenever is about
willing to improve profits, energy consumption, or minimizing errors and use of
resources, among others we talk about optimization problems.
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Today the use of techniques based on exact resolution algorithms, which end
in a finite number of steps, has been relegated to heuristic techniques, which are
non-traditional methods, which through the generation of candidates for possible
solutions deal with solving problems on different fields. Genetic algorithms are
part of heuristic techniques, these are algorithms that emulate natural evolution
and their goal is the searching for optimization of solutions to different problems,
solutions that have better qualities than other ones existing [2].

Evolutionary grammar (EG) is a technique derived from genetic algo-
rithms [3]. This technique is based on the concept of genetic recombination,
and can be used to automatically generate programs in any language according
to the specified grammar [12]. The GE uses “Backus-Naur” notation (BNF), by
means of which a context-free grammar is defined where a series of rules pro-
duction compound of terminal and non-terminal elements is established [4,11].

It is important to highlight that software solutions that implement heuristic
techniques present an inherently sequential processing, with which execution
times are directly proportional to the population and the complexity of the
algorithm process. It can cause a high demand for processor resources along
with long execution times, limiting the scalability of the application [5].

The objective of this work is to design and evaluate hardware acceleration
options in an optimization tool based on evolutionary grammars developed in
Java [6], making modifications in different classes and replacing them with hard-
ware blocks, to determine the benefits of including acceleration using a platform
PSoC.

The execution of the Java GE optimization tool is divided into 5 stages:
problem definition, operator definition, algorithm initialization, evaluation and
execution.
– Definition of the problem: The declaration of the number of individuals and

generations to be evaluated is made. Here the location of the files that con-
tain the description of the grammar, the training data set, and the compiler
configuration is defined.

– Definition of operators: According to the optimization problem, the type of
operators to be used is specified, which can be mutation, crossing, comparison
and selection.

– Initialization: A starting population is taken as starting point, created with
a random set of solutions, where each individual is formed by a genotype,
which is a sequence of values (genes) that constitute the coded information of
the individual. A phenotype is obtained from a genotype, which is the expres-
sion or program that is created based on a defined grammar, each individual
becomes a tree, which once decoded, can contain arithmetic expressions, pro-
grams, logical formulas, and others.

– Evaluation: Each individual of the population is evaluated independently with
respect to an adaptation function (fitness), which is defined by a set of inputs
and outputs training data.

– Execution: The individuals with the best results can pass intact to the next
generation or apply techniques of genetic operations (mutation and crossing),
until obtaining a new population, which will be evaluated again.
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The described process is repeated iteratively until the optimal solution is
obtained, or until the limit of established generations is reached.

In the evaluation stage, each phenotype must be evaluated for each of the
training values. The number of operations is equal to the product of the num-
ber of individuals by the number of training values, which in large populations
represents a significant time because in the original solution it is carried out
sequentially (individual after individual). The objective of the present design
is to parallelize this process through the development of independent hardware
blocks, which represent each of the individuals. This instances are reprogrammed
each generation according to the new solutions generated.

1.1 PSoC Platform

It is a platform based on the Zynq architecture of Xilinx, which integrates an
FPGA and a dual-core ARM Cortex-A9 processor, allowing a Hardware Soft-
ware co-design offering the flexibility of the hardware and the simplicity of the
software. This architecture is made up of two parts: Processing System (PS)
implemented with an ARM processor and Programmable logic (PL) based on
FPGA. The communication between PS and PL is done through AXI interfaces
(advanced extensible interface). The AXI specifications describe a master-slave
communication interface that allows the exchange of information between IP
modules [7].

The following section describes the design carried out, which is divided into
two parts, one dedicated to the Hardware design and the other to the Soft-
ware design, Sect. 3 shows the implementation of the design and the resources
used. A description of the results obtained is presented in Sect. 4, the results are
discovered in Sect. 5, finally, the conclusions and future work are presented in
Sect. 6.

2 Design

For the design of the solution proposed in this work, it is necessary to modify
the GE in Java to include the hardware acceleration in the execution sequence of
the algorithm. The modifications is carried out in the initialization stage in the
generation of the phenotype, where a change is made to the grammar in Java
so that the result can be compiled from the C language in order to translate
instructions to hexadecimal code. The new compiler must be executed from the
original library and be able to generate the algorithm instructions (hexadecimal
code) to be evaluated that can be interpreted by the PSoC. The evaluation stage
is implemented in both PS and PL domains as illustrated in Fig. 1 and whose
functions are detailed below.
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Fig. 1. Hardware diagram and connections

2.1 Design PL

It is made up of independent hardware blocks that process the instructions
generated in Java and determine the fitness function of each generation. Each
block called PBlaze consists of a memory, the KCPSM6 [8] processor of the
Picoblaze microcontroller and communication buses. Other hardware blocks used
are the DMA, BRAM blocks, interruption block and interconnection blocks.

The description of the design is made according to the order of the flow of
information for each of the modules.

Direct Access to Memory. The generated instructions are written in the
memory of each PBlaze. To reduce the use of the CPU, a direct memory access
block (DMA) [9] is implemented, the chosen IP block is a central memory access
AXI controller (AXI-CDMA), which allows the transfer of data to different mem-
ories mapped within an address list. The CDMA configuration is done through
an AXI4-lite slave bus connected to the ARM processor.

Memory. The selected memories are RAM blocks (BRAM)of 8KB capacity,
which allows a maximum of 2048 instructions of up to 32 bits for each PBlaze.
They are configured in “True Dual-port RAM” mode. Each of its ports operate
independently with reading and writing capability. Port A is connected to the
CDMA and port B to the PBlaze module.

PBlaze Evaluation Module. Continuing with the process, when the writ-
ing of the instructions is concluded, the evaluation stage is passed. The same
data must be sent from the PS and received by each of the PBlaze. Two types
of PBlaze modules are developed, one master (PBlaze m) and another slave
(PBlaze s). These are shown in Fig. 2 (a) and (b) respectively. The two modules
are constituted by a data sending bus, a memory access bus, a KCPSM6 pro-
cessing unit and a CORDIC module for arithmetic operations. The two types
differ because the master PBlaze module uses an AXI communication bus and
the slave PBlaze module uses a simple data reception bus.
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Fig. 2. IP core architecture custom PBlaze master (a) and PBlaze slave (b)

The connection between modules has a cascade structure, where in each clock
cycle the data is forwarded from one of the PBlaze to the next, through the data
transmission bus, the process is repeated until all the modules receive the data.
With the design it is not necessary that each module is connected to the PS
block, which represents time and area savings.

To perform the GE evaluation, the data received from PS is sent to the
processing unit in order to generate a response, which is compared with the
original response. The error is determined by adding the amount of values that
do not agree with the expected result. This error is finally the fitness of the
solution that is recorded in the same BRAM memory block waiting to be read
by the PS.

For its operation, 4 registers are implemented, each one with 32 bits: the
first three registers process decimal values with sign in fixed point, the accepted
range of values is:

− 524288 ≤ n ≥ 524287.9999 (1)

The last, serves as configuration record and Start-up.

BUS AXI4-Lite. It is the communication bus selected to be implemented in
the evaluation module [7]. It allows the transfer of a data of 32 bits for each
transaction, with 2 channels for reading and 3 for writing. Each channel has its
own “ready” and “valid” signals, with functions that depend on the source and
destination of the message.

KCPSM6. It fulfills the function of generating a response based on the inter-
pretation of the instructions stored in each BRAM block, and of the training
input data. The ports in the KCPSM6 processor are only 8 bits, but thanks to
“port id” we can work with up to 256 I/O ports. Using this feature, 32-bit data
is processed, mapping ports and registers.

Each record is divided into bytes and each byte is associated with a port id,
so, to read a complete data, it is necessary to read 4 instructions from the input
port changing the port id. The same criteria is applied to the output data, which
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is connected to two 32-bit output registers, used to perform arithmetic operations
using a CORDIC module.

CORDIC Module. It is a module developed to perform arithmetic operations
not included in the KCPSM6; the operations to be carried out, as well as the
loading of the data records, is the responsibility of the KCPSM6 module; the
operations implemented are multiplication and division, Sine, cosine, tangent,
logarithm base 10, exponential, and power.

In the case of multiplication, which is one of the most used operations, a
solution with a higher response speed is used, for which the multiplication module
of Xilinx “Multiplier” is implemented.

For the other operations, the CORDIC algorithm [10] is used to adjust it
according to the application’s need and data size. The algorithm performs a
vector rotation as a sequence of smaller successive rotations, for the implemen-
tation of the algorithm three variables are necessary (x, y, z) and the generalized
formula proposed by John Stephen Walther of Hewlett-Packard was used:

xi + 1 = xi + mαiyi2−i (2)

yi + 1 = yi − αixi2−i (3)

zi + 1 = zi + αif(2−i) (4)

where:
m = 1 circular rotation, 0 linear rotation, and −1 hyperbolic rotation.
α = Direction of rotation (1 or −1).
f(2−i) = arctg(2−i) circular rot., 2−i linear rot., arctgh(2−i) hyperbolic rot.

Interruption Block. It is another customized IP module in which all the status
signals of the PBlazes modules are connected. Its function is to notify the PS
that all PBlazes blocks have finished processing the data sent so that a new data
can be sent. The signal is connected to one of the PS interrupt ports.

2.2 Design PS

C language is used in a bare metal application; its main functions are:

– Addressing and sending the instructions of each PBlaze module to the CDMA
block.

– Sending training data to the PBlaze modules through the AXI bus.
– Fitness reading corresponding to each evaluated PB.
– Recognition of interruptions.

The blocks connected to the PS have physical addresses, included at the begin-
ning of the application, that allow the configuration of the block and the data
transfer to the PL and vice versa. The PL blocks which are mapped in mem-
ory are: the IP CDMA and the IP PBlaze m, blocks used for the transferring
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instructions and training data respectively. Other necessary addresses are those
that the CDMA uses to recognize the memories BRAM and DDR. Finally, other
parameters used are the number of training data and the port on which the
interruption block is connected.

The instructions for each individual are previously generated and stored in
a ROM.c file. Which is transferred directly to the DDR memory of the PS. The
CDMA points to the address of the DDR memory as a source and transfers the
amount of bytes set to the destination memory which can be any of the BRAMs
of the PBlaze modules.

Recorded all the instructions begin to transfer the data through the AXI bus
to the PBlaze m block. One by one the data is sent, including the control signal.
Each time that the processing of a data is finished, an interruption is generated
that enables the sending of a new data, the process is repeated until all the data
has been transferred. Once the data has been sent, the CDMA reads the fitness
stored in the first position of the BRAM blocks of each PBlaze and transfers it to
the DDR memory for use in the following stages of the evolutionary algorithm.

3 Implementation

The proposed system consists of 25 PBlaze modules (1 pblaze m and 24
pblaze s). One stage of the implemented design is observed in Fig. 3. The imple-
mentation is done on a Xilinx Zynq7000 SoC ZC706 Evaluation Kit. Figure 4
is a summary of the resources used, obtained from the implementation stage
in Vivado. It is observed that the critical data in the implementation is the
quantity of Slice LUTs used, for a population of 25 individuals it reaches 28%,
the critical parameter determines the maximum size of the generation that can
be implemented. Carried out a deeper examination determines the amount of
resources that each individual occupies. When evaluating the most used resource,
it is obtained that each individual occupies 0.82% of the maximum capacity of
the FPGA according to the data shown in Table 1. Considering the remaining
capacity, up to 100 individuals could be implemented per generation.

Fig. 3. Hardware diagram of the developed solution
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The most used resources are the Look Up Table (LUT), mainly due to the
logic used for the implementation of the Cordic algorithm. To optimize resources
only the operations necessary for the use of the grammar are considered.

Fig. 4. Total resources used

Table 1. Resources used by each individual.

Module Total LUT Logic LUT LUT RAM FFs RAM B36 DSP 48

pblaze m 0 1609(0.74) 1585(0.72) 24(0.03) 934(0.21) 0(0.0) 4(0.4)

(pBlaze S AXI insz) 53(0.02) 53(0.02) 0(0.00) 206(0.05) 0(0.0) 0(0.0)

(Proccesor v1) 1556(0.72) 1532(0.70) 0(0.00) 728(0.16) 0(0.0) 4(0.4)

axi bram ctrl 0 176(0.08) 176(0.08) 0(0.00) 183(0.08) 0(0.0) 0(0.0)

axi bram ctrlbram 0(0.00) 0(0.00) 0(0.00) 0(0.00) 2(0.4) 0(0.0)

TOTAL 1785(0.82) 1761(0.80) 24(0.03) 1117(0.3) 2(0.4) 4(0.4)

pblaze s 0 1520(0.70) 1496(0.68) 24(0.03) 796(0.18) 0(0.0) 4(0.4)

axi bram ctrl 0 176(0.08) 176(0.08) 0(0.00) 183(0.08) 0(0.0) 0(0.0)

axi bram ctrlbram 0(0.00) 0(0.00) 0(0.00) 0(0.00) 2(0.4) 0(0.0)

TOTAL 1696(0.78) 1672(0.76) 24(0.03) 979(0.26) 2(0.4) 4(0.4)

For the implementation of the PS design, the Vivado SDK is used, where the
main.c, ROM.h and data.h files are defined. In the first one is the declaration
of the application. The instructions to be recorded in each BRAM memory are
stored in ROM.h and finally the training data converted to fixed point are stored
in data.h.

4 Results

The evaluation of 25 solutions (phenotypes) generated by the application in Java
is performed and the times obtained in the PC and the FPGA are compared.
First, it is necessary to convert each phenotype in its equivalent in assembly
language and later to hexadecimal code to record each one of the memories.

The tests are carried out on the Zynq 7000 development card and on a PC
with the characteristics of Table 2.
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Table 2. Description of PC and PSoC features.

Device Features Frequency

PC Processor: Intel(R) Core(TM) i7-8750H (12 CPUs) 8th Gen 2.20GHz

Zynq-7000 Processor: ARM Cortex-A9 (2 cores) 650MHz

Programmable logic 125MHz

The phenotypes evaluated comply with the following structure:

‘ ‘ double r e s u l t = 0 . 0 ; i f ( ‘ ‘<LogExpr > ’ ’) { r e s u l t = 0 . 0 ; }
e l s e { r e s u l t = 1 . 0 ; } re turn r e s u l t ; ’ ’

Corresponding to the grammar used. A total of 300 data is used in the evaluation,
each data is formed by two input values and one result. At the end, the fitness
and the total time that takes the evaluation of each generation is obtained.

The evaluation of 10 generations of 25 phenotypes in the PC presents the
results shown in Fig. 5a, it should be noted that the time measured corre-
sponds only to the evaluation stage, the best fitness is 18, the minimum time is
2153.28µs and the maximum is 3142.96µs. The total time used to evaluate all
possible solutions is equal to the sum of the individual times of each generation.

For the test on the Zynq-7000 card, the generation that presented the worst
evaluation time is chosen, instructions are passed in hexadecimal code and the
bare metal application is run. The results obtained are shown in Fig. 5b.

(a) Software runtime (b) Hardware runtime

Fig. 5. Execution of the evaluation stage of GE

The best fitness is 18 and the total time to evaluate the generation is
1861.56µs, unlike the execution in the PC, in which the executions are sequen-
tial. In the FPGA, the time it takes each generation is determined by the max-
imum time it takes for one of the phenotypes to be evaluated.

A summary of the data obtained and a projection can be observed in Table 3,
in which the time that takes 10 generations to be evaluated in the PC is added
and the solution in the Zynq card is approximated to a greater number of gen-
erations.
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Table 3. Comparison of software and hardware execution.

Generation number Software solution JAVA Hardware solution Zynq-7000 (%)

1 3187.95µs 1861.56µs 41.55%

10 26.01ms 18.61ms 28.37%

In the case of 25 solutions, when comparing the results, it is obtained that
the times of the application running in the FPGA with respect to the solution
in the PC are smaller. By increasing the number of individuals per generation
these times tends to continue to improve.

5 Discussion

Currently, evolutionary grammars are being applied in different projects, such
as: automatic generation of neural networks [14], business analysis [15], short-
term blood glucose prediction model [16], among others. The implementation
of evolutionary techniques has traditionally been done in different types of lan-
guage [13], when these are executed on a CPU, the speed is one of the factors that
developers consider to decide on one type or another. Based on a Benchmarking
for evolutionary languages, it was demonstrated that Java is the language with
the best results [17].

In past years, the use of FPGAs in high-performance computers as replace-
ment of processors was investigated [18]. Studies showed the feasibility, however,
at that time the cost factor was a limitation that, at present, with the advance
and improvement of technology, has been reduced.

The use of an FPGA in the evaluation stage of the algorithm seeks to further
improve the execution speed, through the parallelism offered by these devices.
Parallelism that has been shown to give better results in tests carried out with
genetic algorithms, for example, in the resolution of the TSP (Traveling Sales-
man Problem), a problem that seeks to find the best route between different
nodes. It was determined that although for this type of problem with multiple
accesses to memory, the use of the FPGA was not the most appropriate, for
other types of genetic algorithms where there is a greater amount of computa-
tion and less access to memory for the fitness function is a good alternative [19],
characteristics that the current evolutionary grammar presents when process-
ing different instructions for each individual and facilitate obtaining the fitness
function through the sum of values that do not agree with the expected result.

Comparing the execution of Software versus Hardware, taking into account
only the evaluation stage and only 10 generations, it is obtained that overall for
a population of 25 individuals the times are reduced by an average of 28%. The
results can be improved if more individuals are implemented in the FPGA, or if
the amount of data to be evaluated is increased.

Applying Amdahl’s law [20] described by Ec (5) can obtain the total increase
in speed thanks to the improvement, for the analysis it is considered 10 gener-
ations and a population of 100 individuals, maximum allowed by the FPGA,
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which maintain the same time as the worst case evaluated in hardware. The
following values are considered:

– Fm: fraction of the time in which the improvement is made. Taking into
account that the execution time of the algorithm in software is 350 ms and
the time that takes the evaluation stage is 104.04 ms, Fm is equal to 29.73%

– Sm: Increase in speed during improvement. The increase is equal to the
improvement in time comparing the execution in software (104.04 ms) ver-
sus hardware (18.63 ms), which is approximately 5.58 times faster.

S = 1/[(1 − Fm) + Fm/Sm] (5)

S = 1/[(1 − 0.297) + 0.297/5.58] (6)

S = 1.32 (7)

As summary, the implementation of the evaluation stage in an FPGA with the
current design can return the algorithm up to 1.32 times faster than software
execution.

6 Conclusion and Future Work

The hardware design together with the standalone application demonstrated
that, in the case of evaluating the same number of individuals, the designed
solution had better results, in terms of execution time. Although, the use of the
Picoblaze microcontroller offers advantages in terms of size and ease of integra-
tion, its great disadvantage is that it is an 8-bit processor with a limited ISA.
This causes the number of instructions necessary to solve any problem to be 4
times larger than it would be with a 32-bit processor, which in turn increases
the execution time. Also, the syntax represents a bottleneck, due to the need of
external compilers in the case of passing from one type of language to another.

The resources offered by the PSoC platform is a factor that greatly limits
the real capacity of the solution, and increases the effort and time in the search
for an optimal solution that fits the platform.

As future work, the change of design in the evaluation module by a custom
ALU that fits the needs of the problem, including the syntax of the phenotype
itself is considered. Others, a little more ambitious are the modification of the
grammar syntax to fit the hardware solution. It is also possible to develop a new
own library for embedded systems.

In this work we have focused on the evaluation phase, but future efforts can be
focused on the development of hardware acceleration techniques for other stages
of the algorithm, such as the compilation or generation of new individuals.

Finally, we can consider the solution adopted for other algorithms and appli-
cations in the field of evolutionary techniques and others in which a high degree
of parallelism is required.
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Gómez-Pulido, J.A.: Genetic algorithms using parallelism and FPGAs: the TSP as
case study. In: Proceedings of the International Conference on Parallel Processing
Workshop 2005, pp. 573–579 (2005). https://doi.org/10.1109/ICPPW.2005.36

20. Hill, M.D., Marty, M.R.: Amdahl’s law in the multicore era. Computer (Long.
Beach. Calif) 41, 33–38 (2008). https://doi.org/10.1109/MC.2008.209

https://doi.org/10.1155/2007/93652
https://doi.org/10.1109/ICPPW.2005.36
https://doi.org/10.1109/MC.2008.209


How Word Choice Affects Cognitive
Impairment Detection by Handwriting

Analysis: A Preliminary Study

Nicole Dalia Cilia(B), Claudio De Stefano, Francesco Fontanella,
and Alessandra Scotto di Freca

Department of Electrical and Information Engineering (DIEI),
University of Cassino and Southern Lazio,

Via G. Di Biasio 43, 03043 Cassino, FR, Italy
{nicoledalia.cilia,destefano,fontanella,a.scotto}@unicas.it

Abstract. In this paper we present the results of a preliminary study in
which we considered two copy tasks of regular words and non-words, col-
lecting the handwriting data produced by 99 subjects by using a graphic
tablet. The rationale of our approach is to analyze kinematic and pressure
properties of handwriting by extracting some standard features proposed
in the literature for testing the discriminative power of non-words task
to distinguish patients from healthy controls. To this aim, we consid-
ered two classification methods, namely Random Forest and Decision
Tree, and a standard statistical ANOVA analysis. The obtained results
are very encouraging and seem to confirm the hypothesis that machine
learning-based analysis of handwriting on the difference of Word/Non-
Word tasks can be profitably used to support the Cognitive Impairment
diagnosis.

Keywords: Word and Non-Word · Handwriting · Classification
algorithm · Cognitive Impairment

1 Introduction

Traditional theories have postulated that cognitive processing and the motor
system were functionally independent so that one movement was the end result
of cognitive processing. However, it is increasingly evident that the two sys-
tems and their relations are much more complex than previously imagined. The
existence of such motor traces of the mind represents a great leap forward in
research; researchers have often been forced to look at the “black box” of cog-
nition through indirect, off-line observations, such as reaction times or errors. A
serious drawback of this approach is that behavioral results provide little infor-
mation on how the cognitive process evolves over time and how multiple pro-
cesses can converge and guide final responses. The motor activities have been
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investigated with increasing frequency in recent decades. In this context, the
knowledge within cognitive sciences has specialized in many application fields.
One of the most prolific is certainly the medical one in which both predictive and
rehabilitative research converge. For example, hand movements offer continuous
flows of output that can reveal the dynamics being developed and, according to
a growing body of literature, can be argued that hand movements can provide,
with a high degree of fidelity, traces of the mind.

Furthermore, recently, researchers have shown that some motor activities
can represent good indices of neurodegenerative disease. For example, patients
affected by Cognitive Impairment (CI) exhibit alterations in the spatial organiza-
tion and poor control of fine movements. This implies that, at least in principle,
some diagnostic signs of CI should be detectable by motor tasks. In this context,
alterations in the ability of writing are considered very significant, since writ-
ing skill is the result of complex interactions between the biomechanical parts
(arm, wrist, hand, etc.) and the control and memorization part of the elemen-
tary motor sequences used by each individual to produce the handwritten traces
[10]. For example, in the clinical course of CI, dysgraphia occurs both during
the initial phase, and in the progression of the disorder [11]. The alterations in
the form and in the characteristics of handwriting can, therefore, be indicative
of the onset of neurodegenerative disorders, helping physicians to make an early
diagnosis. Of course, in this case, these signs are not easily visible and need a
measure tools ad hoc to recognize movements and to analyze them.

Moving from these considerations, in this paper we present the results of a
preliminary study in which we have considered two copy tasks of regular words
and non-words, collecting the data produced by the handwriting of 99 subjects
recorded by means of a graphic tablet. The rationale of our approach is to use
the kinematic and pressure properties of handwritings by using some standard
features proposed in the literature for testing the discriminative power of non-
words to distinguish patients from healthy controls. For this aim, we considered
two effective and widely used classification methods, namely Random Forest
and decision trees, and a standard statistical ANOVA analysis. In particular,
the paper is organized as follows: Sect. 2 presents the related work. Section 3
describes the protocol developed to collect traits of patients. Section 4 shows the
structure of the dataset and feature extraction method. Section 5 displays the
experiments and presents the results obtained. We conclude our paper in Sect. 6
with some future work perspectives.

2 Related Work

To date, there are many studies that investigate how variations in handwriting
are prodromal indices of neurodegenerative diseases. An exhaustive review on
the subject has been proposed in [5]. In [3] and in [4] instead, an experimental
protocol was proposed that included various tasks which investigate the possible
impaired motor cognitive functions in the AD. However, in literature, there is a
difference between the type of task that seems promising to reveal some typical



How Word Choice Affects Cognitive Impairment Detection 115

characteristics of the patient suffering from dementia, which seem to deviate from
purely mnemonic functions. One of these types of tasks has been investigated in
[1] and in [2], in which authors studied the copy tasks to support the diagnose of
Alzheimer’s Disease. However, the choice of the type of task has a very specific
meaning. In fact, in copying tasks, unlike those of freewriting, stimuli are con-
stantly present, and subjects can have online feedback without having recourse
to memory. The cognitive impact could have consequences on the motor aspects
visible from the graphic traits. In the literature, hypotheses have been made on
the possibility of using words without semantic content to investigate cognitive
impairment. However, many of these studies do not use online measurement tools
but usually measure the final result of cognitive processing by investigating the
mistakes made in terms of substitutions or inversions of letters. For example,
[7] presented a literature review of the research investigating the nature of writ-
ing impairment associated with AD. They reported that in most studies words
are usually categorized in regular, irregular, and non-words. Orthographically
regular words have a predictable phoneme-grapheme correspondence (e.g., cat),
whereas irregular words have atypical phoneme-grapheme correspondences (e.g.,
laugh). Non-words or pseudo-words, instead, are non-meaningful pronounceable
letter strings that conform to phoneme-grapheme conversion rules and are often
used to assess phonological spelling. In [9] authors proposed a writing test from
dictation to 22 patients twice, with an interval of 9–12 months between the tests.
They found that agraphic impairment evolved through three phases in patients
with AD. The first one is a phase of mild impairment (with a few possible phono-
logically plausible errors). In the second phase, non-phonological spelling errors
predominate, phonologically plausible errors are fewer and the errors mostly
involve irregular words and non-words. The study in [8] investigated handwrit-
ing performance on a written and oral spelling task. The authors selected thirty-
two words from the English language: twelve regular words, twelve irregular
words and eight non-words. The study aims to find logical patterns in spelling
deterioration with disease progression. The results suggested that spelling in
individuals with AD was impaired relative to Healthy Control (HC). Finally, [6]
used a written spelling test made up of regular words, non-words and words with
unpredictable orthography. The purpose of the study was to test the cognitive
deterioration from mild to moderate AD. The authors found little correlation
between dysgraphia and dementia severity.

3 Acquisition Protocol

In the following subsections, the protocol designed for collecting handwriting
samples and the dataset collection procedure are detailed. The 99 subjects who
participated in the experiments, namely 59 CI patients and 40 healthy controls,
were recruited with the support of the geriatric ward, Alzheimer unit, of the
“Federico II” hospital in Naples. As concerns the recruiting criteria, we took into
account clinical tests (such as PET, TAC and enzymatic analyses) and standard
cognitive tests (such as MMSE). Finally, for both patients and controls, it was
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necessary to check whether they were on therapy or not, excluding those who
used psychotropic drugs or any other drug that could influence their cognitive
abilities. As previously said, the aim of the protocol is to record the dynamics of
the handwriting, in order to investigate whether there are specific features that
allow us to distinguish subjects affected by the above-mentioned diseases from
healthy ones. The two tasks considered for this study, namely the “word” (W)
task composed of two words and the “Non-Word” (NW) task composed of the
other two words, require to copy four words in the appropriate box. The words
chosen, as suggested in the literature, [6,9] are the two regular words of the
Italian language “pane” and “mela” (“bread” and “apple” in English), and the
two non-words “taganaccio” and “lonfo”, i.e. nonsense words. This task aims to
compare the features extracted from handwriting movements of these different
types of words. The criteria according to which the structure of protocols was
chosen concern:

(i) The copy tasks of NW allow us to compare the variations of the writing
respect to the reorganization of the motor plan.

(ii) Tasks need to involve different graphic arrangements, e.g. words with
ascenders and/or descendants, allow testing fine motor control capabili-
ties. Indeed the regular words (W) have different descender (the “p” of the
first word) and ascender traits (the “l” in the second word). The NWs pro-
pose the same structure: The first word have descender traits (the “g” in
“taganaccio”) and the ascender traits in the second one (the “l” and “f” in
“lonfo”). Note that the NWs have to be built following the syntactic rules
of language chosen.

(iii) Tasks need to involve different pen-ups that allow the analysis of air move-
ments, which is known to be altered in the CI patients.

(iv) We have chosen to present the tasks asking the subjects to copy each word
in the appropriate box. Indeed, according to the literature, the box allows
the assessment of the spatial organization skills of the patient.

The two W and the two NW chosen for this study, with different ascender
and descender traits, are shown in Fig. 1.

As concern the acquisition tool we have used a Graphic Tablet able to record
the movements of the pen used by the examined subject. X, y, and z (pressure)
coordinates are recorded for each task and saved in a txt file. The task was
printed on A4 white sheet placed on the graphic tablet.

4 Structure of Dataset and Methods

The features extracted during the handwriting process have been exploited to
investigate the presence of neurodegenerative diseases in the examined sub-
jects. We used the MovAlyzer tool to process the handwritten trace, considering
both on-paper and on-air traits. Their segmentation in elementary strokes was
obtained by assuming as segmentation points both pen up and pen down, as well
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Fig. 1. Esemples of tasks. Above the regular words and below the non-words.

as the zero-crossing of the vertical velocity profile. The feature values were com-
puted for each stroke and averaged over all the strokes relative to a single task.
We also merged the W tasks between them and NW tasks, considering them as
two repetitions of the same type of task. In our experiments we have included
the following features for each considered type of task, separately computed for
both on-paper and on-air traits: (i) Number Of Stroke; (ii) Absolute Velocity
Mean; (iii) Size Mean; (iv) Loop Surface; (v) Slant Max; (vi) Horizontal Size
Mean; (vii) Vertical Size mean; (viii) Total Duration; (ix) Duration Mean; (x)
Absolute Size mean; (xi) Peak Vertical Velocity; (xii) Peak Vertical Acceleration;
(xiii) Absolute Jerk; (xiv) Average Pen Pressure. We also included age and sex
of the subject.

We have analyzed this dataset into two steps: the classification and the stan-
dard statistical analysis. For both procedures, we designed the experiments orga-
nizing the data in three groups: data obtained by extracting on paper features,
data related to on-air features and data including both types of features. Thus,
for each type of task, we generated three different datasets, each relative to one
of the above groups and containing the samples derived for the 99 subjects.
For the classification step, we used two different classification schemes, namely
the Random Forest (RF) and the Decision Trees (DT) with C algorithm. For
both of them, 500 iterations were performed and a 5 fold validation strategy was
considered. For the statistical step, we have used the two-way ANOVA analysis
and a Multiple Comparison with Holm-Sidak correction as Post Hoc analysis
to understand which variables have a major effect on the results, following our
2× 2 experimental design (Patient - HC; Word - NonWord). In particular, the
two-factor ANOVA, used in these analyses, allows us to understand if there is
a main effect on the interaction of the two factors (Label or Task), that is, in
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other words, if the effects of the two factors are dependent or independent. The
obtained results with two-way ANOVA are:

(i) On the first independent variable, that is “Label” which includes Patients
and Healthy control that allow us to compare the mean of two independent
groups.

(ii) On the second independent variable, that is “task” that allow us to under-
stand if there is a significant difference in the mean of value of W and NW
tasks.

(iii) The two-way ANOVA which examines the influence of two different cate-
gorical independent variables (Patient - HC; W - NW) on one continuous
dependent variable (one feature) taken into account.

All of these analyses are calculated on the values of each feature, used as
a dependent variable, separately. Furthermore, the values are calculated on the
three groups of features shown above.

5 Experimental Results

As concerns the classification, in Fig. 2 we summarize the values of Accuracy
for each group of tasks. The first column reports the type of task considered,
the second one the classifier employed, while the following columns report, for
each task, the value of Accuracy using all features, on-paper features and on-air
features respectively.

From this table, we can point out that: firstly, in the large majority of cases,
for each task the value of the Accuracy is over 80.00%, reaching the best value
in the second group of tasks (NW) equal to 85.35 %. Secondly, we can observe
that, in the same condition of considered feature, emerges a better classification
using the RF classifier compared to DT. This is easily justifiable considering that
Random Forest, unlike DT, is an ensemble of classifiers. However, as reported
in the last row, the best-obtained result occurs with NW task. Indeed the clas-
sification accuracy of the second task is almost always 5% higher than the first
type of tasks. This means that copying a word with no meaning can be more
useful to diagnose CI than copying a regular word and that the same features
better predict CI in NW task than W task.

In the Fig. 3 we show, instead, the value of standard statistical analysis, with
two-way ANOVA, using R tool. In this table, we indicate, for each group of tasks,
the statistical significance results of each feature taken into account. We report
the value of the interaction of rows and columns (Label and Tasks) separately,
and the value of their interaction (in grey), according to the translation criteria
shown as footnote. Empty cells indicate that no statistical significance emerged
for these factors.



How Word Choice Affects Cognitive Impairment Detection 119

We can claim that there is a high significance value for almost all features
on the two factors separately. In particular:

Fig. 2. Accuracy of Words and Non-Words tasks

(i) As regards all features we can note that there is an interaction on Number
of Stroke, Absolute Velocity Mean, Total Duration and Jerk. As reported
in Fig. 4 and in detail in Fig. 7:

(i) the Variation of Number of Stroke is significant for each combination,
except for W:P vs NW:HC. Patients produce almost double Number of
Stroke of HC both for W and NW condition. Furthermore, HCs produce
fewer strokes in NW than Patients in W condition.

(ii) the Duration Tot is doubled both for P vs HC and W vs NW. But it is
worth noticing that HCs employ less time to complete NW task than P
to produce W task.

(iii) for the Absolute Velocity Mean and for Jerk the value of HCs increases
going from W to NW task but conversely, it decreases for patients.

(ii) As regards on-air features we can note that there is an interaction on Num-
ber of Stroke, Absolute Velocity Mean, Total Duration, Jerk and Loop Sur-
face Mean. As reported in Fig. 5 and in detail in Fig. 7:

(i) the variation of the Number of Stroke on air is even more evident than
in all features. Patients produce almost double Number of Stroke of HCs
both for W and NW condition. Moreover, HCs produce more stroke of
NW than Patients in W condition.

(ii) the Duration Tot is doubled both for P vs HC and W vs NW.
(iii) for the Absolute Velocity Mean and for the Jerk, the values show the same

relation compared to all feature but, in this case, the difference between
HC and Patient in W task in Abs Velocity Mean is irrelevant.
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(iii) Finally, as regards on paper features we can note that there is an interaction
only on Slant and Peak Acceleration Mean. As reported in Fig. 6 and in
detail in Fig. 7:

(i) The variation of the Slant is significant for almost all comparisons and
HC in NW is less than Slant in P in W condition.

(ii) Peak Acceleration Mean shows an opposite trend between HCs and
Patients in the comparison of W and NW tasks.

The second experimental setting has shown that some features can be partic-
ularly discriminative of the disease. For example, Absolute Velocity Mean and
Jerk on all features and on-air features show an inverted trend between HCs and
Ps in the passage from W tasks to NW tasks.

Fig. 3. Statistical significance with ANOVA
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Fig. 4. Results of Post Hoc analysis on all features

Fig. 5. Results of Post Hoc analysis on air features



122 N. D. Cilia et al.

Fig. 6. Results of Post Hoc analysis on paper features

Fig. 7. Results of Multiple Comparison with Holm-Sidal correction- Post Hoc analysis

6 Conclusion and Open Issues

In this paper, we presented a novel solution to diagnose Cognitive impairment by
means of only two writing tasks which included a copy of regular words and non-
words. The preliminary results obtained are very encouraging and the work is
in progress to increase general performance. As appeared from the experimental
results there are some features particularly discriminative of the disease. Then,
the next steps to be taken will include a classification experiment using just
these features. We could also include a feature selection approach to improve
overall performances.
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Abstract. The work focuses on the problem of multiple robots coordi-
nation in search and rescue mission. In particular, decentralized swarm
techniques, that use mechanisms based on Swarm Intelligence, are pre-
sented. Essentially, two approaches are compared. The first uses a one-
hop communication mechanism to spread locally the information among
the robots and a modified Firefly meta-heuristics is proposed. The sec-
ond approach, is based on a multi-hop communication mechanism based
on Ant Colony Optimization. We have conducted experiments for evalu-
ating what is the best approach to use considering different parameters
of the system.

Keywords: Multi robots coordination · Nature inspired techniques ·
Swarm Intelligence

1 Introduction

Over the past decade, the field of distributed robotics system has been inves-
tigated actively involving multiple robots coordination strategy design. The
field has grown dramatically, with a wider variety of topics being addressed,
where multi-robot systems can often deal with complex tasks, that cannot be
accomplished by an individual robot. However, the use of multiple robots poses
new challenges; indeed, the robots must communicate and coordinate in such a
way that some predefined global tasks can be achieved more efficiently. Swarm
robotics is a new approach to the coordination of multi-robot systems which
consists of large numbers of mostly simple physical robots. It gets inspiration
from Swarm Intelligence (SI) to model the behavior of the robots.

SI-based algorithms are among the most popular and widely used. There are
many reasons for such popularity, one of the these is that SI-based algorithms
usually share information among multiple agents, so that self-organization,co-
evolution and learning during iterations may help to provide the high efficiency
of most SI-based algorithms. Another reason is that multiple agent can be par-
allelized easily so that large-scale optimization becomes more practical from the
implementation point of view [1–4]. Recently, SI-based algorithms have applied
also in search and rescue operations to coordinate teams of robots [5].
c© Springer Nature Switzerland AG 2020
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Some years ago, a novel technique called Firefly algorithm has been pro-
posed to realize a multi-modal optimization for hard-decision problem [6]. Its
basic version has been modified and extended to fit search and rescue operations
in the field of mobile robots such as presented in [7,8]. Moreover, a distributed
wireless protocol has been also proposed in [9] to speed up the execution time
of multiple tasks such as exploring and disarming task. In the past years also
the exploration of unknown area through mobile robots has been considered
using Ant Colony Optimization (ACO) inspired approaches [10,11]. Some works
considered hazard environment with limited communication capability such as
in [12] andother works have been proposed for routing based on ACO [13,14].
However, few of the proposed strategies in exploration and target finding, con-
sidered energy consumption as evaluation metrics to estimate the effectiveness
of the proposed approach. Some distributed protocols applied in the context of
mobile ad-hoc networks where the energy issue is considered are presented in
[15–18]. Moreover, some multi-objective formulations for the path finding and
bio-inspired solutions have been proposed. Recent works considered also the SI
algorithms applied in the decision-making process and security such as presented
respectively in [19,20] and in routing and coordination issues such as in [21–26].

Main contributions of the paper are listed below:

– A math formulation for the search and rescue operations to mine disarming
in an unknown area is presented. This formulation considers some constraints
in the problem such as minimum number of robots to perform the disarming
task and the discovery of all cells in the unknown area.

– Two bio-inspired techniques have been introduced evaluating their perfor-
mance in terms of scalability for increasing targets and number of robots.The
first one is inspired by FireFly (FF) algorithm and it makes use of local com-
munication; the second one is inspired by ACO and it is based on a distributed
multi-hop wireless protocol to disseminate data.

– Two coordination techniques, FireFly based Team Strategy for Robot
Recruitment (FTS-RR) and Ant based Task Robots Coordination (ATRC)
are compared in terms of total time steps for completing the mission varying
the number of targets and the grid area size and in terms of average energy
for a robot varying the robots’ coalitions.

2 Problem Description

In this work, we consider a set R of homogeneous robots working in a discrete
domain [7–9]. Each robot has limited sensing capabilities. The communication
range of the robots is assumed to be limited, and a robot can reach another robot
by a sequence of communication links. Furthermore, the robots have a limited
computational power, so their cooperative strategies cannot involve complex
planning or negotiations. In the area, a certain number of different targets are
scattered randomly. Each target z requires a certain amount of robot (Rmin)
to be handled. It is assumed that there are no a priori knowledge about the
targets such as locations and numbers. When a robot detects a target, it is
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assumed that the sensing information is perfect. Since a single robot does not
have enough resources to handle the target, a coalition of robots may need to be
formed to jointly handle the target z safely. In the Fig. 1 a representation of the
considered environment and an example of robots’ coalitions are shown. In the
Table 1 the description of some variables of the system used in the mathematical
formulation is provided. The problem, accounting both the exploration time and
the coordination time, can be mathematically stated as follows:

Table 1. Variable of the system.

Variable Description

A grid map and A ⊂ �2

R set of robots

NR number of robots |NR| = R

Rmin number of robots needed to deal with a target

T set of targets

NT number of targets, NT = |T |

vkxy

{
1 if the robot k visits the cell of coordinates (x, y)

0 otherwise

Te Time to visit a cell

T k
coord,z Time to coordinate a target z

uk
z

{
1 if the robot k is involved in the target z

0 otherwise

Ek
m The energy consumed by the robot k for moving

Ek
tx The energy consumed by the robot k to transmit a packet

Ek
rx The energy consumed by the robot k to receive a packet

Ek
d The energy consumed by the robot k to deal with a target

Ek
coord Energy consumed by the robot k for coordination

minimize

NR∑

k=1

m∑

x=1

n∑

y=1

Tev
k
xy +

NR∑

k=1

NT∑

z=1

T k
coord,zu

k
z (1)

subject to

NR∑

k=1

vkxy ≥ 1 ∀(x, y) ∈ A (2)

NR∑

k=1

uk
z = Rmin ∀z ∈ T (3)
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vkxy ∈ 0, 1 ∀(x, y) ∈ A, k ∈ R (4)

uk
z ∈ 0, 1 ∀z ∈ A, k ∈ R (5)

Te, T
k
coord,z, E

k
m, Ek

coord ∈ R, ∀z ∈ T, k ∈ R (6)

Where Ek
coord =

∑NT

z=1(E
k
tx +Ek

rx +Ek
d ) · uk

z , is the the energy consumed for
the coordination task by the robot k that is involved in the target.

Equation 2 and Eq. 3 are respectively the constraints that assure that all
cells need to be visited (Eq. 2) at least by one robot and the minimum number of
robots requested to complete the demining task Rmin. In the considered problem
is evaluated the energy consumption of robots on the basis of the following
equation:

Etot =
NR∑

k=1

Ek
m +

NR∑

k=1

Ek
coord (7)

Equation 7 is useful to compute the total energy consumed by robots during
the movement and in the specific task of demining. This means that the contri-
bution of energy accounts for the movement and the search operations whereas
the second contribution considers that communication cost (transmission and
reception of recruiting packets) and the demining task when the robots reaches
the target location.

Fig. 1. (a) A representation of the considered environment. (b) Local coalitions of
robots formed through the recruitment’s processes.
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3 Multi-robots Architecture Design

We suppose that the robots explore the area using an algorithm such as presented
in [7–9]. The work treats only the problem of recruiting the needed robots in tar-
gets locations using only local spreading of the information about the detected
targets. A network architecture is created once a robot detects a target in the
area and from this point that initiates communication with neighbour to neigh-
bour. One approach uses only one hop communication and a Firefly based algo-
rithm is used to coordinate the robots. It is called FireFly based Team Strategy
for Robot Recruitment (FTS-RR). The other approach regards the development
of a protocol to coordinate the team. The strategy is called Ant based Task
Robots Coordination (ATRC) protocol. In this case the robots exchange sim-
ple information to avoid the redundancy in reaching the targets location. The
communication is multi-hop and higher number of robots can be reached to be
recruited.

3.1 Coordination Using a Firefly Algorithm (FTS-RR)

Concerning the considered problem, the robots that have detected a target, start
to behave like a Firefly sending out help requests to its neighbourhood. When
a robot k receives this request and it decides to contribute in the disarming
process, it stores the request in its list. If the list contains more requests, it must
choose which target it will disarm. Using the relative position information of the
found targets, the robot derives the distance between it and the coordinators
and then it uses this metric to choose the best target, that is usually the closer.
In this case, no forwarding of the packet is done and the communication is one
hop. The approach provides a flexible way to decide when it is necessary to
reconsider decisions and how to choose among different targets. For more details
related to the proposed technique please refer to our previous contribution [7].
Figure 2 illustrates a simplified flowchart of the ACO-based strategy applied by
each robot for the Firefly algorithm.

3.2 Coordination Using an ACO Routing Algorithms (ATRC)

The second approach presents a network architecture for multi robots system
where the information about the found targets can spread over the network of
robots in a multi-hop fashion. The idea is to use an ad-hoc routing protocol to
report the detected targets and the robots that want to help in disarming process
over a MANET. Also, in this case a bio-inspired routing protocol is proposed in
order to reduce the communication traffic in terms of packets and allows at the
same time a self-adaptive behaviour of the robots. More specifically, the protocol
takes inspiration from the ability of certain types of ants in nature to find the
shortest path between their nest and a food source through a distributed process
based on stigmergic communication. ACO based routing algorithms can usually
set multiple paths, over which data packets can be forwarded probabilistically
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Fig. 2. The flow chart of Firefly algorithm.

like ants. This can result in throughput optimization, automatic data load bal-
ancing, and increased robustness to failures. The network of robots is created
when one or more robots find a target. More specifically, the robot that has
detected a target sends announcement messages that are forwarded by the other
robots so that the information about the target can spread among the swarm.
The messages that a robot can send or receive are: Hello packets, Requiring Task
Forward Ant (RT-FANT) that is a packet sent by the robot that has detected
a target to know how many robots are available to treat the target; Requiring
Task Backward Ant (RT-BANT): it is a packet that a robot sends as response to
a RT-FANT; Recruitment Fant (R-FANT): it is a packet sent by a coordinator,
to the link from which came the higher number of RT-BANT responses; this link
has higher recruitment probability; Recruitment Bant (R-BANT): it is a packet
sent by a robot in response to a positive recruitment by a coordinator [9].

4 Simulations

In this work we want to compare the two approaches trying to understand what
is the best one. Performance metrics considered for the simulation are: Total
Time steps to complete the mission and the Average energy consumed by a
robot for accomplishing the mission. We suppose that for treating a target it is
required the work of 3 robots together. The convergence time and the energy was
averaged over 100 independent simulation runs. Regarding the parameter of the
techniques please refer to [7]. A computational study and extensive simulations
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have been carried out to assess the behaviour of the proposed approaches and to
analyse their performance by varying the parameters of the problem. Establish
what is the best approach, is very hard since it depends on the context and on
what is the metric most important. Figure 3 shows the main simulation results
described above, in order to try to understand, potentially, what is the best
approach to use. Although the protocol, generally, can offer more benefits in
terms of time, since it speeds up the mission, the consumed energy is grater
since there is more communication among the team. The best approach to be
used depends on many factors. Firstly, if the time is a critical variable thus using
the protocol could be better to speed up the mission. Secondly, if the resources
of the system in terms of energy are crucial using only local interaction among
the team may allow to minimize the consumed energy. Thirdly, it should be
considered the conditions of the environment where the team operates. If the area
is highly dynamic, hazardous and the conditions to maintain the network among
the robots are unreliable, it could be suitable adapt one hop communication. In
uncertain area, the robots may change decisions anytime. In these situations,
using a protocol the communication in terms of packets could increase and thus
lead to an overhead of communication. However, the designed protocol is based
on probabilistic mechanism to forward of the packets and make decision, so it
can offer a scalable and distributed solution.

Fig. 3. Comparison of FTS-RR and ATRC: a) Total Time Steps to complete the mis-
sion varying the number of targets; b) Total Time Steps to complete the mission con-
sidering varying the grid area size; c) Average Energy for a Robot in term of units of
charge considering a coalition of 20 robots; d) Average Energy for a Robot in term of
units of charge considering a coalition of 30 robots.
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5 Conclusions

A brief comparison between two bio-inspired strategy to perform demining task
has been proposed. The first approach (FTS-RR) is based on a local communi-
cation and it is inspired to FireFly (FF) algorithm whereas the second approach
(ATRC) make use of exploring ANTs to know the network topology in order
to speed up the completion of demining task. Both techniques can be useful in
search and recruiting tasks. However, by simulations it is possible to see as the
FF algorithm seems to be more scalable when the convergence time is not so
important in comparison with the energy consumption. This technique seems
to perform better in condition of higher number of robots or higher number of
targets especially in terms of energy consumption. On the other hand, ATRC
seems to be more performing in terms of task execution because the knowledge
of the topology and robots disposition can speed up the recruiting task reducing
the overall time to search and recruit. However, simulations show the degra-
dation of ATRC in terms of energy consumption because a protocol and more
communication among robots become necessary.
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Abstract. In this work we represent a techno-economic complex system
based on the agent-artifact space theoretical model. The objective is to
structure a methodology to statistically investigate the presence of hier-
archical order, as an emerging property of this system. To analyse the
agent-artifact space, two statistical methodologies are initially employed.
The first is a community detection method, employed with the objective
to detect groups of agents that are likely to intensively exchange infor-
mation within the considered complex system. The second is a natural
language processing method, the LDA topic model, employed with the
objective of identifying types of artifacts as technological subdomains
through textual information that describes the activities of agents. After
this initial part, we address the investigation of the structure of the agent-
artifact space by estimating the involvement of each community in the
detected topics. This is effectuated by means of a statistic that considers
the information flow percentage of agents, the fractional count of activ-
ities, and the probability of agents’ activities to belong to topics. We
then estimate the hierarchical order of the topics’ distribution in com-
munities, by computing its nestedness temperature, which is adopted by
studies on ecological systems. This statistic’s significance is finally eval-
uated with z -scores based on homogeneous systems. The case study is a
system consisted of economic agents (e.g. firms, universities, governmen-
tal institutions) patenting in the technological domain of photonics. The
analysis is effectuated over five time spans in the period 2000–2014. The
observed values of nestedness temperature are proved statistically signif-
icant, which suggests that hierarchical order is an emerging property of
the agent-artifact space.
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1 Introduction

The present work aims to investigate the emergent presence of physical order
in an observed techno-economic complex system. Initially, two parallel method-
ologies are implemented with the respective objectives of (i) detecting group
of agents that are likely to interact among themselves, and (ii) identifying the
technological thematic subdomains that emerge under the initially considered
technology, i.e. ‘photonics’. As described in the relevant literature regarding
the conceptualization of the agent-artifact space [19–21], two elements have to
be considered when analyzing evolutionary dynamics regarding innovation and
technological developments. The first element is the presence of interactive meso-
structures of agents, which in this work are investigated as communities of agents
(i.e. groups) intensively interacting among themselves. The second element is
the presence of different kinds of artifacts belonging to the same technological
domain. These are investigated in this study as thematic topics (i.e. technolog-
ical subdomains). From a methodological point of view, the first part of the
analysis is developed based on a community detection over a multilayer network
(MLN), while the second analysis is developed based on an unsupervised natural
language processing method, namely topic modeling.

After the detection of communities and topics, the distribution of topics in
communities is analyzed with an approach based on ecology [3,27]. In order to
look for the existence of any hierarchical structure, we investigate nestedness.
In ecological systems, one of the interpretations of the nestedness’s presence is
that: (i) species that are located in the largest number of different habitats,
are the only ones located in the habitat presenting the minimum diversity, and
(ii) species that are located in few habitats, are located in habitats that are
populated by a large diversity of species. When either of these cases occurs,
the system is hierarchically ordered. In order to measure this order, the nest-
edness is measured as the temperature of the matrix describing the presence of
species in habitats [3], where a lower temperature indicates a more nested system.
Finally, to assess the presence of order in the considered agent-artifact space, i.e.
a complex system of economic institutions patenting in photonics from 2000 to
2014, we refer to the previously introduced concepts. In the matrix describing
the involvement of communities of agents in the technological subdomains, we
compute the nestedness temperature. Then its statistical significance is evalu-
ated with computed homogeneous systems. The obtained results prove that the
detected levels of nestedness are statistically significant in the considered case
study.

The originality of this work is the development of a method to analyze techno-
economic complex systems towards two directions. The first is the use of the
conceptualization of the agent-artifact space in order to structure the analysis
of a techno-economic complex system. The second is the investigation of its
emerging properties and, more specifically for this work, the presence of physical
order, which is here measured in terms of nestedness. Therefore, we direct the
investigation of agents’ interactive groups (the communities) and of the existing
types of artifacts (the topics), towards the measurement of their intertwining.
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The economic implications of the implemented analysis and a prediction model
based on the obtained results, are not developed in this work. Both these will
be the subject of subsequent studies.

In Sect. 2, we introduce the methodology developed to detect communities
of agents and technological topics. In Sect. 3 we refer to nestedness temperature
to assess the involvement of the communities in the topics, and we measure its
significance. Finally, in Sect. 4 we implement the methodology in a real observed
system and we discuss the obtained results.

2 A Statistical Approach for the Representation
of the Agent-Artifact Space

The informational basis needed for the implementation of the proposed method-
ology is a bipartite network made of economic agents (e.g. companies, univer-
sities, research centers, local government institutions) participating in economic
activities related to innovation processes (in this work, for instance, we con-
sider patents). Apart from the aforementioned network structure, the requested
information is dual: the geographic location of the agents, and the textual infor-
mation describing the economic activities in which they are involved. On this
basis, two methodologies are implemented in parallel [25]. These are a (i) com-
munity detection based on a MLN structure, and (ii) a topic modelling based
on the textual technological information.

The first, i.e. the community detection, aims to detect groups of agents that
are likely to exchange information, due to proximity determined by interactions
in multiple dimensions. The second, i.e. the topic modelling, aims to identify
technological subdomains, in order to categorize the innovative economic activ-
ities based on their content. These two analyses are selected according to the
relevant literature regarding the conceptualization of the agent-artifact space
[19–21], in which innovation processes are explained to be the results of a series
of interactions that (i) occur among the agents involved in the system, and (ii)
whose core objective is the discussion about the content of a specific technolog-
ical artifact. In order, to pertinently develop the methodology with respect to
the considered theoretical approach, we investigate how agents interacted, and
about what they interacted. In the rest of the section, we present the two parallel
analyses that constitute the first part of our work.

A MLN Representing a Multi-dimensional Space of Interactions. The
initial bipartite network of agents and activities, conceptually agents and arti-
facts, is transformed in its one-mode projection. The result is a one-mode network
in which agents are connected among themselves based on the common activi-
ties they performed together. Then, two additional networks are generated. In
the first, the same agents of the aforementioned network are connected only
when belonging to the same geographical area, which in this work is described
as sub-regions. In the second, the same agents are connected on the basis of the
use of similar keywords in the patents they developed. These three networks,
which are formed by the same agents, are subsequently conceived as layers, and
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then a single MLN is generated. The MLN can be formally described as a graph
G = (V,E, J), where V = {1, 2, ..., x, ..., N} is the set of N agents (i.e. the nodes
of the graph), E = {1, 2, ...,m, ...,M} is the set of M edges, and J = {j1, j2, j3}
is the set of the three considered layers. As any edge is located in one and
only one layer, mutually exclusive subsets of E can be created so as to separate
the edges depending on the layer to which they belong. Formally, we have that
Ej = {m ∈ E : Γ(m) = j} ∀ j ∈ J , where Γ is the function that univocally
assigns any edge m to its corresponding layer j.

The scope of this MLN is to represent three dimensions of interaction in which
the agents are involved. These three dimensions acknowledge socio-economic and
biological complex system theories regarding the formation of bottom-up meso-
structures [5,20,21,23,25]. In particular, the three aspects that these theories
address as fundamental are: processes, structures and functions. With respect
to our work, the processes are determined by observed agents’ co-participations
in patents, which identify occurred exchanges of information. The structures
are determined by the agents’ location, which can determine concentration of
specific technologies and related know-how, according to theories regarding eco-
nomic districts [4,9,26]. The functions are determined by the agents’ technolog-
ical orientations, which can reveal agents’ semantic proximities and convergence
towards similar economic processes [11,13,16]. The objective of this MLN is to
represent agents in a multi-dimensional space and, more specifically, to infer
their potential interaction intensity based on their proximity.

Community Detection of Interactive Economic Agents. In order to iden-
tify groups of multi-dimensional interactive agents, a community detection infor-
mation theory based algorithm, namely Infomap [18,24,28], is implemented on
the MLN. The objective is the detection of groups of nodes, i.e. communities
of agents, that are likely to exchange information. The community detection
algorithm is selected not only for its implementability in MLNs [12], but also
for its core and basic functioning. The Infomap algorithm performs the detec-
tion of subsets of agents by simulating a spread of a flow throughout the MLN,
and minimizing the information needed to describe the circulation of the flow.
This allows the identification of meso-structures within which intense informa-
tion exchanges occur. As information management is an essential organizing
principle in the initial formation and in the life-cycle of economic and biologi-
cal systems [2,6,10,14,15,17,29], the groups detected by Infomap are likely to
activate and/or join adaptive bottom-up dynamics.

In order to balance the weight of the three layers, the weights of the con-
nections of each layer are scaled based on the following a ratio. This ratio is
computed between the sum of the weights of the connections that belong to
the considered layer, and the sum of the connections that belong to a selected
layer that is used as reference. For any edge m ∈ E, a weight ϕ(m) that defines
the intensity of the connection, is considered. The sum of the weight of the
edges of any layer can be computed as ϕ(Ej) =

∑

m∈Ej

ϕ(m). In addition, with

ϕ∗ = max
j∈J

ϕ(Ej) we refer to the weight of the ‘heaviest’ layer. Then, in order to
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normalize the layers’ weight, we compute a new edges’ weight, namely ϕ̃(m), as
follows

ϕ̃(m) = ϕ(m) · ϕ∗

ϕ(Ej)
(1)

where m ∈ Ej . As a result, we have that ϕ̃(Ej1) = ϕ̃(Ej2) = ϕ̃(Ej3), were ϕ̃(Ej)
is defined specularly to ϕ(Ej). Qualitatively speaking, the sum of the edges’ new
weight of any layer is equal to the sum of the new edges’ weight of any other layer.
ϕ̃(m) is the set of intra-layer edges’ weight that is considered when implementing
the community detection algorithm1. Thanks to this normalisation, the flow that
is simulated to circulate throughout the entire MLN structure has the same
probability to move to any layer.

The result of this part of analysis is that each agent x is assigned univocally to
a community c, as the algorithm is set to search for a hard-partition of G (i.e. non-
overlapping subsets of V ). In addition, Infomap provides also the information
regarding the percentage of simulated flow crossing each agent, namely q.

Topic Modeling of Technological Artifacts. In parallel, a second method-
ology is developed to investigate the agent-artifact space from the artifacts’
perspective. In particular, in order to explore their semantic content, an unsu-
pervised learning algorithm is implemented. The unsupervised generative model
that is used is the Latent Dirichlet Allocation (LDA) [8]. LDA classifies the col-
lected discrete textual information to a finite number of thematic topics, with the
conjecture that they represent combinations of technological subdomains. In this
scope, topic per document and words per topic models are established to obtain
the most probable thematic groups, or else topics, with Dirichlet multinomial
distributions. The assumptions that are made are the following:

– textual information, stored as documents, is a mixture of one or multiple
topics simultaneously (as in natural language words may belong to multiple
topics), which generate relevant words based on probability distributions

– a topic is a mixture of words from several documents [7,22,30]
– words’ order is not considered (exchangeability and bag-of-word assumptions)

[1,8,30].

This analysis provides a set of θk(y), each of which represent the probability
that the activity y belongs to topic k, using the textual information provided by
the activity. For each identified topic, the corresponding θk is computed.

3 Analysis of Hierarchical Order in the Distribution
of Communities and Topics

The second part of the outlined methodology is made of three stages, which are
described in the paragraphs contained in this section.
1 Regarding inter-layer edges, i.e. the edges connecting the layers, these are determined

by connections between different state-nodes of a same physical node (i.e. an agent)
[12]. In this work, their weight is set equal to the minimum value of ϕ̃(E), i.e. the
set of the intra-layer connections’ normalized weights.
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The Involvement of Communities in Topics: wc,k. In order to assess the
involvement of interactive communities of agents in activities’ technological sub-
domains, we compute the following statistic:

wc,k =
∑

x∈c

q(x) ∗
∑

y∈Yx

ξ(y) ∗ θk(y) (2)

where x is an agent belonging to community c, Yx is the set of activities in which
agent x is involved, y is an activity for which y ∈ Yx, ξ is the fractional counting
of the activities, q is the Infomap flow associated with the agents by the analysis
of the MLN, and θk is the probability that an activity belongs to topic k, as
computed by the topic modelling. The fraction counting, i.e. ξ, is a function
that computes the reciprocal of the number of agents involved in that activity2.
This function is used (i) to equally distribute the weight of the activity among
all the agents involved and, (ii) to ensure that all the activities have the same
weight in the system. In fact, if this was not implemented, the entire weight of
an activity would have been repeated for all the agents involved in it. Finally,
the values of wc,k are linearly scaled in the interval [0, 1]. In this way, the values
w̃c,k are obtained.

The Binary Matrix Bh and the Nestedness Temperature T . The W
matrix is determined, with c indicating the rows, k the columns, and w̃c,k the
value of the cells. Then, the presence of topics in communities, as described
by matrix W , is computed in a binary way using a threshold. If the presence
of a topic in a community, i.e. w̃c,k, is above a threshold h, where h ∈ R and
0 ≤ h ≤ 1, then the topic is considered to belong to this community. Commu-
nities with all topics below the threshold are discarded, hence not considered
to be part of the matrix. This allows to focus on the communities with a mini-
mum strength in terms of involvement in a topic. Based on this step, the binary
matrix Bh is generated from the matrix W , depending on the selected value of
h. Formally, the value of the elements of the matrix Bh is 1 if the corresponding
w̃c,k ≥ h, otherwise is 0.

Subsequently, the nestedness temperature T of the matrix Bh is computed, as
defined by Atmar and Patterson [3]. Rows and columns of the matrices are sorted
in decreasing order by the row-sums and the column-sums, respectively. T which
is within the range of [0, 100] degrees, measures the unexpectedness of the non-
empty cells that are detected below the anti-diagonal, and the unexpectedness
of the empty cells that are detected above the anti-diagonal. These cells are
considered as unexpected, as they contribute to increase the disorder in the
matrix3. The larger the disorder, the higher the nestedness temperature T .

The Statistical Significance of T . In order to assess the statistical signif-
icance of the computed nestedness temperature T , homogeneous systems are
2 If the activity y1 is performed by 4 agents, then ξ(y1) equals 0.25. If the activity y2

is performed by 1 agent, then ξ(y2) equals 1.
3 A perfectly ordered matrix would have all the non-empty cells above the anti-

diagonal, and all the empty cells below the anti-diagonal.
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used. Starting from the binary matrix Bh, 1,000 homogeneous matrices B′
h are

computed. In order to be homogeneous with respect to Bh, each B′
h presents

the following characteristic: the number of communities to which each specific
topic belongs is the same as observed in Bh. This means that B′

h are matrices
that are randomly generated, with the only constraint that the column-sums
are equal to the column-sums of Bh. The matrices B′

h represent homogeneous
systems because (i) each topic belongs to the same number of communities as
in the original system (Bh), and (ii) the communities to which the topics belong
are randomly determined. This stage allows the creation of a sample of matrices
to be used to investigate the significance of the nestedness temperature of the
original system. The distribution of the values of the nestedness temperature T
of the matrices B′

h is used to compute the z-scores of the nestedness temperature
T of the matrix Bh. This statistic, namely zT (Bh), is calculated as follows:

zT (Bh) =
T (Bh) − 〈T (B′

h)〉
σ(T (B′

h))
(3)

where 〈T (B′
h)〉 is the average temperature of B′

h matrices, and σ(T (B′
h)) is the

standard deviation of the temperature of B′
h matrices.

4 The Analysis over the Complex System of Photonics
Patents in 2000–2014

Based on a tech-mining approach, a set of 4,926 patents in the field of ‘photon-
ics’ of the period 2000–2014, are identified. This allows the initial definition of
our system, in which the agents are the 1,313 economic institutions (e.g. firms,
research institutes and governmental institutions) that were filing at least one
the detected patents. As the considered time period is sufficiently large to be
cut in smaller time spans, five distinct systems are defined, each of them refer-
ring to a different three-year period. The first system refers to the patents, and
the corresponding agents, filed in the period 2000–2002, the second system to
2003–2005, the third to 2006–2008, the fourth to 2009–2011, and the fifth to
2012–2014. For each of the five considered systems, a MLN is generated using
co-participations in patents to build the first layer (i.e. the one representing pro-
cesses in the agent-artifact space), the subregion as geographical level on which
to build the second layer (i.e. the one representing structures), and the use of
common keywords in the filed patents to build the third layer (i.e. the one repre-
senting functions). The weights of the connections are normalised according to
what described in Eq. 1. MLN community detection analyses are implemented
(1,000 simulations in any community detection), resulting in the identification of
65, 71, 79, 97 and 78 communities respectively (starting from the system referred
to the period 2000–2002, to the system referred to the period 2012–2014). In par-
allel, the topic modelling analysis, based on all the collected documents, allows
the identification of 15 topics.

According to Eq. 2, the computation of the values w̃c,k is performed for each
considered system, so as to obtain the corresponding W matrices. Then, in order
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Fig. 1. The five matrices represent the distribution of topics (columns) over commu-
nities (rows). The red cells indicate that the topic is developed by the corresponding
community. Each matrix presents the result of the community detection in a different
time span of the considered system, as indicated below each matrix. The anti-diagonals
are represented by black curves. Corresponding levels of detected nestedness temper-
ature are indicated in the bottom-right corner of each matrix. These matrices are all
obtained by using a threshold equal to 0.05. This threshold determines the binary allo-
cation of topics to communities, by comparing it to the linearly scaled (in interval [0, 1])
weight that measures the involvement of communities in topics. The statistical signifi-
cance of the obtained nestedness temperatures is independent from which threshold is
used out of the five considered. (Color figure online)

to generate the binary matrices Bh, five possible values of the threshold h are
considered, namely 0.01, 0.02, 0.05, 0.1 and 0.2. For each of them, nestedness
temperature T is calculated. In Fig. 1, the five matrices Bh, with h equal to 0.05,
are represented with empty cells in white (so as to represent a community non
intensively involved in the corresponding topic), and non-empty cells in red (so
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as to represent a community intensively involved in the corresponding topic). In
the same figure, in each matrix Bh also the corresponding value of T is reported.

Finally, in order to assess the statistical significance of the obtained T , z-
scores are calculated as described in Eq. 3, based on 1,000 B′

h for each Bh. The
zT (Bh) that are obtained for the five systems and the five currently considered
thresholds, which are presented in Table 1, are all lower than −2, except from two
cases. These are for the systems referred to period ‘2000–2002’ and ‘2012–2014’,
when h = 0.2 (the corresponding zT (Bh) equals 1.097 and −1.367, respectively).
The T (Bh) are proven to be significantly far from the mean values of T (B′

h) (at
least two standard deviations), which means that the nestedness temperature
is statistically significantly low. Therefore, the distribution of topics and com-
munities expresses a significantly high level of hierarchical order, independently
from the adopted threshold’s value (with only two non significant results both
associated to h = 0.2, i.e. the largest threshold considered).

Table 1. Values zT (Bh) computed for each considered system (rows), defined by the
period of reference, and by the value of the threshold h (columns) used to generate the
corresponding Bh matrix.

Period\h 0.01 0.02 0.05 0.1 0.2

2000–2002 −8.079 −7.172 −4.692 −2.658 1.097

2003–2005 −8.282 −8.326 −6.493 −5.984 −3.650

2006–2008 −12.067 −9.560 −7.761 −5.363 −2.475

2009–2011 −13.512 −11.021 −6.686 −4.121 −2.131

2012–2014 −12.280 −9.981 −6.575 −3.476 −1.367

5 Conclusions

For the developed work, an emerging property of the considered complex system
is detected and its statistical significance is confirmed. The analyses reveal that
(i) the topics with the minimum diffusion are associated to the communities
with the largest set of topics, and (ii) the topics with the maximum diffusion
are the only ones to be included in mono-topic communities. Given the obtained
results, the methodological approach here outlined to model the agent-artifact
space is proven to be pertinent to detect an emergent property of it, at least for
the considered case study. More specifically, this work provides statistical proofs
to support the presence of hierarchical order in the distribution of technological
subdomains (i.e. the topics) representing distinct types of artifacts, over inter-
active groups of agents (i.e. the communities) representing areas of the system
hosting intense exchanges of information.

The developed analysis has to be discussed in the context of economic the-
ories, regarding the distribution of different technological topics over different
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communities belonging to the same agent-artifact space. Further analyses will
consider the dynamic of the system, as the communities detected in each period
do not necessarily have continuity with those detected in the following period.
In fact, the presented work addresses the static analysis of five instances of the
same system. In addition, the ‘unexpected’ combinations observed in matrices
Bh is inviting to investigate the innovative dynamics. In this perspective, the
topological proximities of communities, as observed in the MLN, and the the-
matic proximities of topics will be considered in a subsequent analysis. Finally,
other case studies will be evaluated following the same methodological approach
outlined in this work.
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Abstract. We provide a practical construction to map (slightly modi-
fied) GOTO-programs to chemical reaction systems. While the embed-
ding reveals that a certain small fragment of the chemtainer calculus is
already Turing complete, the main goal of our ongoing research is to
exploit the fact that we can translate arbitrary control-flow into real
chemical systems. We outline the basis of how to automatically derive
a physical setup from a procedural description of chemical reaction cas-
cades. We are currently extending our system in order to include basic
chemical reactions that shall be guided by the control-flow in the future.

Keywords: Programmable chemistry · Compartmentalization ·
Biochemical engineering · Theoretical computer science

1 Introduction

In order to “program” chemical reaction systems, we provide a construction to
map procedural control-flow to chemical reaction systems.

The computational framework that we use to represent arbitrary control flow
is (slightly modified) GOTO programs. In Sect. 3 we give a short introduction
to the GOTO formalism. The results presented in this section are standard. The
related result presented in Lemma 1 (Sect. 4) is also considered to be known;
however, no corresponding reference was found.

The system to represent chemical reaction systems is the chemtainer calculus.
In Sect. 2, we give a short introduction to the relevant notions of the formalism.
For a more detailed account, the reader is referred to [16].

Section 4 is the main contribution of the present work. We discuss the actual
embedding of arbitrary GOTO programs into the chemtainer calculus. We also
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discuss a variation of the construction that solves some issues that render the
original embedding unsuitable for practical use in a “programmable chemistry”
setting. All of the work presented is original research.

In Sect. 5 we discuss our results, ongoing research, and future directions.

1.1 Related Work

Chemical reaction systems are formally described by chemical reaction networks
(CRNs) [1,2]. They can be used to facilitate the analysis of artificial chemistries
[3] and real chemistries. To name a few applications, CRNs have been used to
predict reaction paths [4], to model spontaneous emergence of self-replication
[5], to synthesize optimal CRNs from prescribed dynamics [6], and to design
asynchronous logic circuits [7].

In the European Commission-funded project ACDC, we are developing a
programmable artificial cell with distributed cores. An important feature of the
systems studied in the context of ACDC is compartmentalization. CRNs alone
are not suitable to model compartmentalization. However, formalisms with the
ability to express compartmentalization have been developped [8–16]. Our sys-
tems can be described particularly well with the chemtainer calculus [16], one
of the aforementioned formalisms. Thus, the chemtainer calculus is chosen for
emulating computations with chemical reaction systems in the present work.

2 The Chemtainer Calculus

As discussed in the previous section, the chemtainer calculus is a formal calculus
capable of describing compartmentalized reaction systems [16]. In this section,
the subset of chemtainer calculus necessary for the emulation of computations
with chemical reaction systems is introduced. It consists of the following objects:

– Molecules: Objects that can undergo reactions as specified in a CRN. Cap-
ital letters (A,B,C, ...a) are used to denote molecules.

– Chemtainers: Compartments that contain objects (including other chem-
tainers). The symbols � and � are used to indicate objects enclosed in chem-
tainers.

– Address tags: Tags that are in solution or attached to a chemtainer. Lower
case greek letters (τ, σ, ...) are used to denote tags.

The notion of space is implemented with discrete locations (x, y,mi, ...) at
which objects reside. A number of instructions are used to alter the system state.
They are introduced below by examples:

– feed(x, A, 3): A chemtainer containing 3 instances of molecule A is fed into
location x. Starting from an empty state, this yields:

∅ → x : �3A�
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– feed tag(x, σ, 1): One tag with address σ is fed into location x. Again pre-
suming an empty initial state, the instruction yields:

∅ → x : 1σ

– tag(x): Decorate chemtainer in location x with the tags surrounding the
chemtainer:

x : 1σ + �3A� → x : 1σ�3A�
– move(σ, x, y): Move any tag σ (including potentially attached chemtainers)

from location x to location y:

x : 1σ�3A� → y : 1σ�3A�
– fuse(x): Fuse chemtainers in location x:

x : �2A� + �2B� → x : �2A + 2B�
– flush(x): Remove any objects from location x:

x : �2A + 2B� → x : ∅
– burst(x): Burst chemtainers in location x, releasing any contained molecules

and leaving behind empty chemtainers:

x : �2A + 2B� → 2A + 2B + ��
Chemtainer programs are a sequence of such instructions that alter the sys-

tem state.

3 GOTO-Programs

We work with a slight variation of the standard syntax of GOTO programs as
presented in [17]. Our syntactic building blocks are as follows:

– Countably many variables x0, x1, x2, . . . ,
– literals 0, 1, 2, . . . for nonegative integers,
– markers M1,M2,M3, . . . ,
– separator symbols =, :,
– operator and relationsymbols +,−, >,
– and keywords GOTO, IF,THEN,HALT.

Instructions of GOTO-programs take one of the following forms:

– Assignments: xi := xi ± c where i ∈ N, c is a literal (for a nonnegative
integer), and ± stands for either + or −.

– Jumps: GOTO Mk where k ∈ N

– Conditional Jumps: IF xi > 0 THEN GOTO Mk where i, k ∈ N

– Halt instruction: HALT.
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A GOTO-program is a finite sequence of instructions, each of which is given
with a unique label of the form Mi where i ∈ N. In order to enhance readability,
we will generally write up GOTO-programs in vertical order

M1 : I1

...
Mk : Ik.

In Sect. 4, we observe how every computation of a GOTO-program can be
“emulated” by the state-transitions of a suitably constructed chemical reaction
system. As a result, we obtain that a suitable chemical reaction system can
emulate every computation (in the sense of Turing completeness).

To match GOTO-program computations with state-transitions of a chemical
reaction system, we introduce an operational semantics for the GOTO language
that captures the idea of a global state being mutated while instructions are
executed sequentially.

The state of a GOTO-program-computation is completely determined by
a marker (stating the “current” instruction) and the values held by relevant
variables (i.e. all variables occurring in the program at hand). Thus, for a given
GOTO-program P with variables x0, . . . , xn and markers M1, . . . ,Mk, the state
of a computation can be modelled as a tuple (X,y) where X ∈ {M1, . . . ,Mk,⊥}
indicates the “current” instruction and y ∈ N

n+1 holds the values stored in
the variables x0, . . . , xn. Cases where X = ⊥ indicate that the computation
has halted. The (deterministic) operational semantics is given by the following
transition relation:

Let P be any GOTO-program with variables among x0, . . . , xn, let y0, y1, . . .
range over natural numbers, and let lc stand for the literal associated with a
natural number c.

– If Mi : xr := xr ± lc is part of P , and if the following line is labelled with
marker Mk, then

(Mi, y0, . . . , yr, . . . , yn) P−−−→
{

(Mk, y1, . . . , 0, . . . , yn) if yr ± c ≤ 0
(Mk, y1, . . . , yr ± c, . . . , yn) otherwise.

– If Mi : xr := xr ± lc is the last line of P , then

(Mi, y0, . . . , yr, . . . , yn) P−−−→
{

(⊥, y1, . . . , 0, . . . , yn) if yr ± c ≤ 0
(⊥, y1, . . . , yr ± c, . . . , yn) otherwise.

– If Mi : GOTO Mk is a line of P , then

(Mi, y0, . . . , yn) P−−−→
{

(Mk, y0, . . . , yn) if Mk is a label in P

(⊥, y0, . . . , yn) otherwise
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– If Mi : IF xj > 0 THEN GOTO Mk is a line in P , and if yj > 0, then

(Mi, y0, . . . , yn) P−−−→
{

(Mk, y0, . . . , yn) if Mk is a label in P

(⊥, y0, . . . , yn) otherwise.

– If Mi : IF xj > 0 THEN GOTO Mk is a line in P , and if yj = 0 and the
following line is labelled with marker Mk, then

(Mi, y0, . . . , yn) P−−−→ (Mk, y0, . . . , yn)

– If Mi : IF xj > 0 THEN GOTO Mk is the last line in P , and if yj = 0, then

(Mi, y0, . . . , yn) P−−−→ (⊥, y0, . . . , yn).

– If Mk : HALT is a line in P , then

(Mk, y0, . . . , yn) P−−−→ (⊥, y0, . . . , yn)

– No other cases are considered.

Further, we write x
P, 1−−−→ y if x

P−−−→ y, and x
P, n+1−−−−−→ y if there is a state z

such that x
P, n−−−→ z and z

P−−−→ y. Since labels in G-programs are unique, the
resulting transition system is deterministic in the sense that x

P−−−→ y∧x
P−−−→

y′ implies y = y′ for all states x, y and y′. Therefore it is meaningful to write
xP,n for the unique state of P that satisfies x

P, n−−−→ xP,n.
Based on the given transition relation we can introduce the usual denotational

semantics for GOTO-programs; for every GOTO-program P and every k ∈ N

the (partial) function [P, k] : Nk → N is given from:

[P, k](y1, . . . , yk) = y ⇔ ∃n, z ((m, (0, y1, . . . , yk,0))P,n = (⊥, (y, z )) (1)

where m denotes the marker of the first line in P and 0 represents a sequence of
zeros, so that all variables in P are initialized properly. The equivalence stated
in (1) means that we evaluate a GOTO program P as a k-ary [P, k] function as
follows:

– Initialize the variables x1, . . . , xk with the input values (additional variables
of P are initialized with 0).

– Execute the program P starting with the first instruction and according to
the state transitions given above.

– If the execution halts, read the variable x0 to obtain the output of the function
[P, k] for the given input vector.

It is well known that GOTO is Turing complete with respect to this semantics
[17].
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4 Emulating Computations with Chemical Reaction
Systems

In this section, we rely on the notions of artificial cellular matrices, the chem-
tainer calculus as introduced in Sect. 2, and chemtainer programs. We refer the
reader to [16] for further details.

We demonstrate how given any GOTO-program P , we can construct an
artificial cellular matrix M together with a chemtainer program to simulate P .
In a first step, we will show how to match any state x of a GOTO-program to
a global state �x� of the chemtainer calculus, and then we will describe how to
translate the GOTO program P into a corresponding chemtainer program 〈〈P 〉〉,
so that all state transitions of P are simulated in M (Proposition 1).

4.1 Matching States of GOTO-Program-Computations with Global
States of the Chemtainer Calculus

For a given GOTO-program P with variables x0, . . . , xn and markers
M1, . . . ,Mk, we identify states (Mi,y) of the computations of P with global
states �(Mi,y)� of the chemtainer calculus as follows: We use tags τ0, . . . , τn, a
special “control-flow” tag σ, and locations m̃0,m1, m̃1 . . . ,mk, m̃k as well as a
special location halt to stipulate

�(Mi,y)� =
m̃0 : 0 ◦ m̃1 : 0 ◦ m1 : 0 ◦ · · · ◦ mi : τy0

0 . . . τyn
n �0� ◦ · · · ◦ mk : 0 ◦ halt : 0

and

�(⊥,y)� = m̃0 : 0 ◦ m̃1 : 0 ◦ m1 : 0 ◦ · · · ◦ mk : 0 ◦ halt : τy0
0 . . . τyn

n �0�
where τyi

i stands for the yi fold repetition of τi. An illustration of the correspon-
dence is shown in Fig. 1.

m̃0 m̃1

m1

m̃i

mi

m̃k

mk halt

τ2
στ3

τ3
τ0

τ2 τ2

Fig. 1. An illustration of the state (Mi, 1, 3, 2, 0, . . . , 0) of a GOTO-program-
computation interpreted as a global state of the chemtainer calculus.
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4.2 The Construction of the Chemtainer Program

The mapping of states defined in Sect. 4.1 now enables us to specify a construc-
tion enabling us to translate any GOTO program P to a chemtainer program
〈〈P 〉〉 that emulates the computation of P . Our general strategy is first to asso-
ciate lines (i.e., tagged instructions) Mj : Ij of the GOTO-language to simple
chemtainer programs 〈Mj : Ij〉, and then to show how the mapping can be
extended to translate complete GOTO programs consisting of several lines of
code.

The basic chemtainer programs 〈Mj : Ij〉 are specified by case analysis as
follows:

〈Mj : xi := xi + lc〉 = feed tag(mj , τi, c); tag(mj)
〈Mj : xi := xi − lc〉 = feed tag(mj , τ̄i, c)

〈Mj : GOTO Mi〉 = move(σ,mj , m̃i−1)
〈Mj : IF xr > 0 THEN GOTO Mi〉 = move(τr,mj , m̃i−1)

〈Mi : HALT〉 = move(σ, i, halt).

Next, we translate GOTO programs that are composed of several instructions.
In favor of a more concise description, we will here and henceforth assume
(without loss of generality) that GOTO program-lines are marked in order
M1,M2,M3, . . . , and that jump instructions may only lead to markers that
are present in the program at hand. We thus assume, that the given program P
is of the form

M1 : I1

...
Mk : Ik,

and we stipulate 〈〈P 〉〉 for the following chemtainer program:

〈M1 : I1〉;
〈M2 : I2〉;

:
〈Mk : Ik〉;
move(σ,m1, m̃1); . . . ;move(σ,mk, m̃k);
flush(m1); . . . ;flush(mk)
move(σ, m̃0,m1);move(σ, m̃1,m2); . . . ;move(σ, m̃k, halt);

Now, given a global state S of the chemtainer calculus, we write SP,n for
the global state (in order to obtain determinism, we here need to restrict the
original rule number 56 of the chemtainer calculus (as introduced in [16]) to only
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be admissible if the respective location is empty.) that results from S when the
program 〈〈P 〉〉 is applied exactly n times. In the next lemma, we state that the
correspondence declared in Sect. 4.1 is a simulation relation.

Proposition 1. Let P be any GOTO-program of the form

M1 : I1

...
Mk : HALT

such that all jump instructions in P refer to a marker M1, . . . ,Mk. If x is a
state in a computation of P , then for all n ∈ N,

�xP,n� = �x�〈〈P 〉〉,n.

Proof. Let P and x be as stated in the claim. Applying induction on n, we only
need to prove that �xP,1� = �x�P,1. Let x be

(Mi,y)

where y = y0, . . . , yn. The proof proceeds by case distinction on the instruction
Ii. We can assume that Ii is not the last instruction in P if Ii is not the HALT
instruction.

– If Ii is xj := xj + lc, then xP,1 is (Mi+1, y0, . . . , yj + c, . . . , yn) and thus

�xP,1� = m̃0 : 0 ◦ m1 : 0 ◦ m̃1 : 0 ◦ . . . ◦ mi+1 : τy0
0 . . . τ

yj+c
j

. . . τyn
n �0� ◦ · · · ◦ mk : 0 ◦ halt : 0.

When running 〈〈P 〉〉 with initial state

�x� = m̃0 : 0 ◦ m1 : 0 ◦ m̃1 : 0 ◦ . . .

◦ mi : τy0
0 . . . τyn

n �0� ◦ · · · ◦ mk : 0 ◦ halt : 0

the right number of tags are attached to the chemtainer in the “first part” of
the program, and the chemtainer is relocated to mi+1 in two steps resulting
in the same global state

�x�〈〈P 〉〉,1 = m̃0 : 0 ◦ m1 : 0 ◦ m̃1 : 0 ◦ · · · ◦ mi+1 : τy0
0 . . . τ

yj+c
j

. . . τyn
n �0� ◦ · · · ◦ mk : 0 ◦ halt : 0.

– The case where Ii is xj := xj −lc works essentially like the previous case, with
the difference that no tagging instruction is introduced and the released tags
bind to the complementary tags (that are already attached to the chemtainer).

– If Ii is IF xj > 0 THEN GOTO Mr and yj = 0, then the state xP,1 is
(Mi+1,y) and thus �xP,1� is

m̃0 : 0 ◦ m1 : 0 ◦ m̃1 : 0 ◦ · · · ◦ mi+1 : τy0
0 . . . τyn

n �0� ◦ · · · ◦ mk : 0 ◦ halt : 0
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On the other hand, if we run the chemtainer program 〈〈P 〉〉 with starting state

�x� = m̃0 : 0◦m1 : 0◦ m̃1 : 0◦ · · · ◦mi : τy0
0 . . . τyn

n �0� ◦ · · · ◦mk : 0◦halt : 0,

we note that since yj = 0 there is no τj on the surface of the chemtainer,
thus no transition in the first “half” of 〈〈P 〉〉 is effective at all. Thus, the only
instructions that have an impact on the global state �x� are move(σ,mi, m̃i)
and move(σ, m̃i,mi+1), resulting in the global state �x�P,1 = �xP,1�.

– If Ii is IF xj > 0 THEN GOTO Mr and yj > 0, then the state xP,1 becomes
(Mr,y) (we assume that the marker Mr exists in P .), and thus

�xP,1� =
m̃0 : 0 ◦ m1 : 0 ◦ m̃1 : 0 ◦ · · · ◦ mr : τy0

0 . . . τyn
n �0� ◦ · · · ◦ mk : 0 ◦ halt : 0.

Accordingly, if we run the chemtainer-program with initial state �x�, the
instructions of 〈〈P 〉〉 that actually alter the global state are 〈Mi : Ii〉 i.e.
move(τj ,mi, m̃r−1) and move(σ, m̃r−1,mr), thus we obtain

�x�〈〈P 〉〉,1 =
m̃0 : 0 ◦ m1 : 0 ◦ m̃1 : 0 ◦ · · · ◦ mr : τy0

0 . . . τyn
n �0� ◦ · · · ◦ mk : 0 ◦ halt : 0

as desired.
– Nonconditional jump instructions are handled exactly like conditional jump

instructions where the condition is satisfied.
– If Ii is HALT , then xP,1 is (⊥,y) and thus �xP,1� is

m̃0 : 0 ◦ m̃1 : 0 ◦ m1 : 0 ◦ · · · ◦ mk : 0 ◦ halt : τy0
0 . . . τyn

n �0�
Since the only relevant transition in 〈〈P 〉〉 when applied to

�x� = m̃0 : 0 ◦ m1 : 0 ◦ m̃1 : 0 ◦ . . .

◦ mi : τy0
0 . . . τyn

n �0� ◦ · · · ◦ mk : 0 ◦ halt : 0

is 〈Mi : Halt〉 = move(σ, i,halt) the states �xP,1� and �x�〈〈P 〉〉,1 coincide.

�
As a corollary we obtain that any (Turing) computable function can be eval-

uated by a suitable artificial cellular matrix together with an expression of the
chemtainer calculus.

Corollary 1. Given any recursive funtion f : Nk → N, then an artificial cellular
matrix, a natural number n and a chemtainer program P exist such that

(m̃0 : τy1
1 . . . τyn

n �0� ◦ m1 : 0 ◦ · · · ◦ mk : 0 ◦ halt : 0)P,n

= · · · ◦ halt : τ
f(y1,...,yn)
0 . . . �0�

holds whenever f(y1, . . . , yn) is defined.

Proof. This follows from Proposition 1 and Eq. 1. �
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4.3 Practical Considerations

While theoretically sound, we identified two main issues of our construction that
make it unsuitable for practical use in a “programmable chemistry” setting,
both of which have to do with how we encode natural numbers in quantities of
molecules:

– If a large number of variables occur in a program, then there might not be
a distinct (suitable) molecule for each variable to encode. We call this the
“finiteness of molecules problem”.

– It is generally infeasible to exactly count numbers of molecules (which means
that we cannot effectively read or write variables). We call this the “counting
problem”.

We can solve the finiteness problem by pointing out that there is a definite
natural number N0 such that every GOTO-computation can be realized by a
GOTO-program with no more than N0 many variables. This is equivalent to the
statement of the next lemma.

Lemma 1. A natural number N0 exists, such that for every GOTO program
P there is a GOTO program P ′ with no more than N0 many variables and
[P, 1] = [P ′, 1].

Proof. Since the GOTO language is Turing complete, a GOTO program I exists,
such that for a suitable encoding # of GOTO programs the equation

λx.[I, 2](#A, x) = [A, 1]

holds for every GOTO program A. Thus, given any GOTO program P a suitable
GOTO program P ′ that satisfies the claim is given from

Ma : x2 := x1 + l0;
Mb : x1 := l#P + l0;

I

where the markers Ma and Mb do not occur in I. �
In order to solve the counting problem, we have to modify our construction

slightly. Since exactly counting the numbers of molecules is not feasible, it is
not suitable to represent integer values by exactly matching numbers of specific
tags on the surface of a chemtainer. It is, however, simple to measure concen-
trations and thus to decide whether the concentration of a molecule is “high” or
“low” respectively. If not integer values, this enables us to code boolean values
effectively. The main idea is as follows:

Gbool-programs are obtained by restricting constant and variable values in
GOTO-programs to 0 or 1 respectively. In contrast to our first embedding, if
a variable xi holds the value 1, this is not translated in the sense that there is
exactly one tag τi on the surface of some vesicle, but rather that there are many
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i.e., that the vesicles surface is “covered” with corresponding tags. Accordingly,
states of Gbool-program computations are identified with global states of the
chemtainer calculus similar as in Sect. 4 but the τyk

k ’s stand for a very short
string of τk if yk = 0 and a very long string of τk otherwise. Similar to the
situation shown in Fig. 1, the state (Mi, 0, 1, 0, 1, 1, 0, 0, 0, 0) is represented by a
chemtainer in location mi with its surface populated by many σ, τ1, τ3 and τ4
tags and none or very few further tags.

The construction of simple chemtainer programs to emulate labeled instruc-
tions of Gbool-programs then essentially works as with GOTO-programs and is
given from

〈Mj : xi := xi + c〉 =

{
feed tag(mj , τi, ∞); tag(mi) if c = 1

ε otherwise

〈Mj : xi := xi − c〉 =

{
feed tag(mj , τ̄i, ∞); tag if c = 1

ε otherwise

〈Mj : GOTO Mi〉 = move(σ, mj , m̃i−1)

〈Mj : IF xr > 0 THEN GOTO Mi〉 = move(τr, mj , m̃i−1)

〈Mi : HALT〉 = move(σ, i, halt)

where feed tag(mj , τi,∞) means that the location mj is flooded with a non-
specific but abundant number of τi tags. The embedding of a Gbool program into
the chemtainer calculus remains exactly as in the case of GOTO programs.

5 From a Practical Embedding Towards a Higher Level
Programming Language for Chemical Reaction Control

Thus far, we have shown how to map modified GOTO-programs to chemtainer
systems and how those systems can simulate the computation of programs. While
these embeddings reveal that the chemtainer calculus is indeed Turing complete,
this does not come to a great surprise. However, our constructions are explicit;
they constitute an algorithm that translates given programs to actual chem-
tainer systems that can be executed chemically. In that sense, we have outlined
the construction of a very simple chemical compiler to capture the control-flow
of a simplified programming language in a setup of artificial cellular matrices.
Our current focus is now on adding proper chemical operations in the sense
of a library to our framework and to continue improving our system to denote
intended chemical reactions and products in a more declarative manner. In terms
of semantics, we are working on a probabilistic interpretation to capture the
nature of chemical reaction systems more accurately.

The embedding we have shown in this work is far away from what can be
done in a laboratory. Nevertheless, we claim that our work has some practi-
cal implications. From a mathematical perspective, the presented embedding
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is a solid starting point for further developments. Solid because Turing com-
pleteness allows referring to a large body of well- established results. Adding
further functions will not change the property of Turing completeness, but only
facilitate the implementation (additional functions may be chosen with partic-
ular attention to chemical practicability). We aim at a bi-directional way of
inspiration. Mathematical consideration may suggest specific functions to be of
high usability (e.g., because they facilitate compilation). It is then a question
for chemistry whether these functions can be implemented. Going in the other
direction, biology provides us with sophisticated mechanisms, e.g. for the syn-
thesis of branched oligosaccharides [18]. Given a mathematical framework, one
may ask how to translate such evolved functions into a formal framework and
to what extent they offer general tools.

One may even go a step further. In this work, we emphasize Turing complete-
ness. Comparing our embedding to what one finds in biology may shed light on
the role of Turing completeness. We don’t assume biological systems to exhibit
specific mathematical properties; it is, however, of interest to analyze in what
respect biological process control differs from the ideal one has constructed in
computer science.

Finally, we highlight the difference between procedural and declarative lan-
guages. The presented embedding follows the procedural paradigm. However,
chemical kinetics is, by its very nature a prime example for a declarative lan-
guage with a semantics that can be simulated by the Gillespie algorithm [19,20].
We claim that further progress towards the understanding of biological processes
and chemical process control has to include a shift from the procedural to the
declarative point of view in order to take account of the fundamental nature of
chemistry.
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Abstract. We present some work in progress on the development of a
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1 Introduction

Over the last decades, huge progress has been made in biochemistry. A large
amount of knowledge about the constituents and the processes within a cell has
been gathered [1]. Even a new research field of synthetic biology has evolved
[2], in which natural objects like the DNA in cells are purposedly altered or
replaced in order to achieve some desired outcome, like producing a specific drug.
Still, some questions remain unanswered so far, like one of the basic questions
for the origin of life: Which constituent of a cell came first, the RNA or the
cell membrane? Another problem turning up when considering the anthropic
principle in cosmology is the discrepancy between the age of the earth and the
time which would be needed by an ungoverned random evolutionary process to
allow for the existence of higher-developed beings like humans.

In our approach, which we intend to follow within the European Horizon
2020 project ACDC – Artificial Cells with Distributed Cores to Decipher Protein
Function, we do not consider fully equipped cells but the most simplified cell-
like structures, being droplets comprised of some fluid, containing some chem-
icals, and surrounded by another fluid. As an additional feature, we also allow
for droplets being contained within some outer hulls, playing the role mem-
branes have for cells. These droplets arrange themselves in a three-dimensional
way. Neighboring droplets, whose midpoints have a smaller distance to each
other than the sum of their original radius values, can form bilayers between
each other. Chemicals contained within the droplets can move to neighboring
droplets through pores within these bilayers. Thus, a complex bilayer network is
created, with the droplets being the nodes of this graph and the existing bilay-
ers being represented by edges between the corresponding droplets. This bilayer
network allows a controlled successive biochemical reaction scheme, leading to
the intended macromolecules.

We aim at developing a probabilistic chemical compiler for a portable bio-
chemical mini-laboratory, in which various desired macromolecules, like person-
alized antibiotics, can be produced on demand. Besides, we want to use this app-
roach in order to determine up to which complexity higher-order macromolecules
can be created by random agglomerations of droplets in order to make some
contributions to Alexander Oparin’s origin of life theory [3]. In small droplets,
some metastable intermediate compounds can survive with larger probability
than in the primordial soup, such that the generation of some macromolecules
becomes more likely. Consequently, the time needed according to this theory for
the development of life might be strongly reduced.

Summarizing, in the final stage of the project, our compiler for this biochem-
ical device shall be able to solve the task to provide a recipe for producing the
desired macromolecule, i.e., be able

– to determine the chemicals needed for the production of the macromolecule,
– to determine the gradual reaction steps leading finally to the desired macro-

molecule, with each reaction step being performed through a pore at the
corresponding bilayer,
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– to determine the bilayer network needed allowing for this reaction scheme,
with the nodes of this network being the droplets filled with the chemicals
determined in the first step and the edges being the bilayers, and finally

– to determine the experimental setup and parameters, leading to just this
desired bilayer network.

Of course, in order to get there, our research has to start at the last item, in
order to answer the question of how to design an experiment for generating and
agglomerating droplets in a desired way.

2 Droplet Generation

Fig. 1. Sketch of a so-called T-junction (schematically redrawn from [4]): the stream
of the inner fluid is broken up under appropriate conditions. Spherical droplets are
produced in the so-called dripping regime, in which the pressure within the fluid is
neither too small nor too large.

Droplet generation, especially in the field of microfluidics, has been exten-
sively studied over the past years [4–11]. A stream of fluid is broken up into
droplets within a T-junction or some other antechamber, as shown in Fig. 1.
The breaking-up of the stream is due to the fact that the shape of spherical
droplets is energetically favorable when compared to a continuous stream of fluid
under specific pressure conditions. The size of the droplets can be controlled by
the respective flow rates. Due to the development of 3D printing technologies,
producing such antechambers has become much easier and cheaper. Indeed, 3D
printing has become a widely used technique in the field of microfluidics [12–19].
We thus consider the general problem of producing droplets to be solved, except
that the compiler has to choose appropriate antechambers for the production
process or even to create them using the 3D printing technology.
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Fig. 2. Sketch of the initial and final states of the spatial rearrangement of droplets

3 3D Rearrangement of Droplets

In the experiments carried out by Jin Li, member of our collaborating group
of David A. Barrow at Cardiff University, the droplets leave the antechamber
and first enter a widening tube, in which they e.g. form a zig-zag line. Then
they move on to an expansion chamber, in which they rearrange themselves in
a three-dimensional way, where several of them are surrounded by some newly
generated hull [4], as shown in Fig. 2. Our first main task in this problem will
be to study and understand this rearrangement process at least so far that we
can simulate it to obtain the same types of three-dimensional arrangements of
droplets as found in experiments. We will of course never be able to reproduce
the experiments exactly, first of all, because not all experimental parameters are
known, secondly also because of lack of computing time.

Fig. 3. Resulting 3D arrangement containing bilayers: These two graphics show the
same configuration, but on the right, the size of the droplets is reduced in order to
visualize the bilayer network.

In some experiments, the resulting three-dimensional arrangements indeed
look like in Fig. 2: Jin Li managed to create configurations with up to roughly
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100 small droplets swirling around within an outer hull with a diameter smaller
than 1 cm [20]. We, on the other hand, are interested in those experiments in
which the droplets are rather densely packed and in which they are enabled to
create bilayers, such that resulting configurations look more similar to the one
shown in Fig. 3. Here one finds that the droplets more or less lose their spherical
shapes due to bilayer formation and that a complex graph is formed by these
bilayers which shall be used later on for the successive chemical reaction scheme.

4 Limitations of the Rearrangement Process

This rearrangement process does not allow for the formation of any desired
bilayer network, instead, it is restricted by mathematical and physical limita-
tions. The surface tension of the droplets is rather high compared with the other
forces (adhesion, inertial forces due to changes of the flow field) in the system,
so the shape of the droplets remains more or less close to spherical. Volume
changes can be neglected, as the velocity range is limited to incompressible flow,
far below 1/10 of the sound velocity of the fluids involved. Therefore, as starting
points of our discussion of examples for restrictions for the arrangement of the
droplets, the exact solutions of packing problems for rigid spheres are suitable,
and we will augment our discussions by taking into account deformations and
bounding layers in the next step where necessary.

Fig. 4. Kissing number problem in three dimensions: The maximum number of spheres
touching a sphere in their midst is 12. This configuration also resembles the optimum
packing of 13 spheres in a sphere in three dimensions.

The most prominent of these examples limiting the types of achievable bilayer
networks is related to the kissing number problem. The kissing number problem
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is stated as follows: given equal spheres of the same size in D dimensions, what
is the maximum number of spheres being able to touch a sphere in their midst?
While this problem is trivial to solve in one and two dimensions, for which
the kissing number is 2 and 6, rsp., it led to a famous dispute between David
Gregory and Isaac Newton at the end of the 17th century, whose details however
are still under debate [21]. According to the most widely accepted version of the
anecdote, Newton proposed that the number was 12, while Gregory argued that
the number had to be 13, as a further sphere could be placed close enough to
also touch the sphere in the midst. It took till the 1950s to prove that Newton
had been right [22], the space was just not sufficient to allow for a 13th sphere
to touch the central sphere. Thus, if the droplets keep their spherical shapes,
one droplet can only be touched by up to 12 other droplets of the same size.
However, if the droplets lose their spherical shapes due to bilayer formation, 13
or even slightly larger numbers of touching droplets can be obtained.

Fig. 5. One-dimensional sausage and two-dimensional pizza configuration for 13
spheres: The configuration on the right resembles the densest packing of 13 circles
in a circle.

The next example to be considered here is related to the problem of gaining
the densest configuration. If assuming that the volume enclosed in the con-
vex outer hull is to be minimized, the question arises why the droplets rear-
range themselves in a three-dimensional way at all. One wonders why they
do not stay in a one-dimensional lineup, which is also called “sausage”, or
form a two-dimensional configuration, called “pizza” [23], as shown in Fig. 5.
While it is trivial to determine the optimum one-dimensional lineup, the two-
dimensional arrangement is derived from the optimum packing for N circles
of equal radius r within a circumcircle of minimum radius R. The optimum
value for the radius of the circumcircle of this two-dimensional arrangement
was proven to be R2D = (2 +

√
5)r [24] for N = 13. Then the convex outer

hull does of course not need to be spherical, as depicted in Fig. 5, but it
could enclose e.g. the one-dimensional lineup in a cylindric way with two half-
spheres attached to the ends of the cylinder. For N = 13 spheres of radius
r, the enclosed volume of this one-dimensional lineup would only have to be



164 J. J. Schneider et al.

V1D = πr2 × 2r(N − 1) + 4π/3r3 = 251
3r3π, while for the corresponding three-

dimensional configuration shown in Fig. 4, the enclosed volume would almost
have to be V3D � 4π/3(3r)3 = 36r3π. (Please note that the minimum value
for the volume of the three-dimensional arrangement is slightly smaller than
this value, as some small parts of the surrounding spherical hull can be cut off
because surfaces over triangles of spheres can be made partially planar, while
the hull still remains convex.) Only at larger numbers N of spheres, like N = 56
[25], a three-dimensional cluster is more densely packed than the one-dimensional
sausage. This transition, which is also called sausage catastrophe, is still under
research debate. According to the sausage assumption, intermediate dimensional
structures like pizzas are never optimum. This can also be seen for our exem-
plary two-dimensional pizza configuration shown in the right half of Fig. 5: the
four inner spheres can be neglected when calculating the volume V2D of the
convex surrounding hull of this configuration. V2D consists of three parts: the
inner part is given by the area A within the polygon, formed by the midpoints
of the nine outer spheres, multiplied with the height 2r. To each of the nine side
planes, a half cylinder with radius r and a length corresponding to the length
of the edge between the midpoints is attached. These lengths sum up to the
length U of the closed polygon. At each node of the polygon, a spherical wedge
is attached, connecting the two half cylinders ending at that node with each
other. These spherical wedges add up to a sphere with radius r. Summarizing,
we get V2D = A × 2r + U × r2π/2 + 4πr3/3 ∼ 29.6 × 2r3 + 19.8 × r3π/2 +
4πr3/3 ∼ 94.5r3. Therefore, we have V1D < V2D < V3D. Thus, the minimization
of the volume within a hull has no dominating effect on the arrangement process,
on the contrary, one even finds in configurations resulting in experiments that
also the three-dimensional clusters are not most densely packed. They sometimes
even contain holes in which a further droplet could be placed [4].

Another picture is obtained if we aim at minimizing the surface of the sur-
rounding hull. If we again have a look at our example with 13 spheres, we find
S1D = 12 × 2r × 2rπ + 2 × 2r2π = 52πr2 ∼ 163r2 for the surface of the one-
dimensional sausage, S2D = 2 × A + πr × U + 4πr2 ∼ 134r2 for the surface of
the two-dimensional pizza, and S3D � 4π(3r)2 = 36πr2 ∼ 113r2 in the case of
three dimensions. Summarizing, we find that S3D < S2D < S1D, i.e., the min-
imization of the surface of the hull or, physically speaking, the surface tension
could have a large effect on the agglomeration process of the droplets. However,
the minimization of the surface does not totally dominate this process, as the
resulting shapes of the hulls as seen in the videos generated by Jin Li show per-
fectly spherical or elliptical shapes or sometimes oval shapes due to boundaries,
but never shapes with triangular planes. But one must not forget that on the
one hand not only droplets but also some fluid around them is contained within
the outer hull and that on the other hand the surface tension tends to minimize
local deviations from the average curvature radius.

Finally, we want to deal with the quest for the one and only central sphere.
The so-called ideal picture which is often drawn on blackboards depicts a central
sphere being surrounded by some number N −1 of other spheres touching it and
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Fig. 6. Configuration consisting of five spheres with their centers being placed on the
corners of a regular pentagon touching their neighbors and a sixth sphere touching all
other spheres

touching their neighbors, as shown in Fig. 6. This picture is motivated by its
two-dimensional analogon, in which six circles can be placed around a seventh
circle. However, this picture with a central circle is only valid for N ≤ 9 in
two dimensions, as there are at least two inner circles in optimum packings of
circles for N ≥ 10. Transferring this picture to three dimensions by replacing the
circles with spheres, the situation becomes unstable for N ≥ 7 spheres, as the
sphere in the center can move freely in the third dimension and would thus fall
through the ring, due to the law of gravity. The densest packing of seven spheres
within a spherical hull is obtained for R ∼ 2.59r but it does not contain a sphere
which could be classified as center sphere [26]. Stable configurations with N − 1
spheres being placed on a regular N − 1-gon and touching their neighbors and
an Nth sphere touching all the others can only be obtained for N = 4, 5, and
6, under the condition that the radius R of the outer hull has a specific value,
such that the Nth sphere at the bottom of the configuration neither drops down
nor presses the other spheres apart such that the connections between them are
destroyed:

If placing three spheres on the edges of an equilateral triangle with side length
2r and a fourth sphere centered below them, touching the other three spheres,
one gets the densest packing of four spheres in a sphere, which remains stable
in a spherical hull with radius R = (1 +

√
6/2)r ∼ 2.22r.

If placing four spheres on the edges of a square with side length 2r and
a fifth sphere centered below them, touching the other four spheres, one gets
the densest packing of five spheres in a sphere [26]. It remains stable within a
spherical hull with radius R = (1 +

√
2)r ∼ 2.41r. One can even place a sixth
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sphere symmetrically to the fifth sphere on the opposite side of the center square,
thus achieving the densest packing of six spheres in a sphere.

If placing five spheres on the edges of a regular pentagon with side length
2r and then a sixth sphere below them, touching all of them, as shown in
Fig. 6, one has to make a larger effort to determine a radius R of the spher-
ical surrounding hull to get a stable configuration. The radius of the pen-
tagon formed by the midpoints of the spheres can be easily determined as
r
√

2/(1 − cos(2π/5)) ∼ 1.7r geometrically or as r
√

50 + 10
√

5/5 making use
of the golden ratio. If imagining the pentagon formed by the midpoints of the
five spheres being placed in the xy-plane centered around the origin, one can
place the sixth sphere, which is supposed to touch all the other spheres, on the
z-axis at z6 = −r

√
4 − 2/(1 − cos(2π/5)) ∼ −1.05r. In order to get a stable

configuration in which this sixth sphere does not drop down, we need to blow up
the radius of the surrounding hull to R = r − 2r2/z6 − z6 ∼ 3.95r, its midpoint
lies at zM = −2r2/z6.

Thus, mathematically speaking, for each of these scenarios, there is only one
exact value R for the radius of the surrounding spherical hull, for which the inner
configuration of hard spheres is stable. But, of course, if allowing some amount
of deformation of the spheres and also of the hull, one gets a range of possible
radius values instead of one exact sharp value only.

5 Simulating the Rearrangement Process

After these initial considerations, we now describe how we intend to simulate
the rearrangement process. We will perform macroscale Monte Carlo movement
simulations, imitating the movement behavior of the droplets being first lined
up in an almost one-dimensional structure within the T-junction or some other
antechamber and then entering the expansion chamber, in which they rearrange
themselves in a three-dimensional way within some outer hull, as shown schemat-
ically in Fig. 2. During this rearrangement process, some droplets touching each
other will form bilayers [27]. These bilayers can be reshaped, broken up, and
newly formed, depending on the stability of the bilayers [28]. When bilayers are
created, the droplets lose their spherical shape. We will test various ways to
simulate the formation, change, and destruction of bilayers and the change of
the shape of the cores in a computationally not too expensive way. A cheap way
would be to place the particles on a regular or irregular lattice [29,30] and even
to make use of a cellular automata approach as in traffic dynamics [31,32], but
this approach is not feasible as it restricts the possibilities for resulting bilayer
configurations too much. We intend to invent an entirely new method of Monte
Carlo movement simulations of such droplets, as existing methods like in [33]
put too much emphasis on the resulting network of droplets, introducing springs
between these particles already from the very beginning, while these droplets
move rather independently of each other at first in the experiments, as seen
in movies generated by Jin Li [20]. Only at a later stage when they are already
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surrounded by some hull, the droplets gradually settle down, reducing their indi-
vidual behaviors, and start to move coherently. While the specific spatial setup
of an experiment with preset values for widths and lengths of various parts of the
junction can be easily employed also in the Monte Carlo simulation, it is a harder
task to find appropriate values for the probabilities for braking and acceleration
of droplets as well as for bilayer formation and destruction and also for some
introduction of random movement. These values depend on various experimental
parameters, like pressure and viscosity. We intend to adjust the parameters for
the Monte Carlo simulation in a way that the resulting configurations reflect the
three-dimensional arrangements of droplets as found in experiments.

In order to perform fast simulations with our limited computing time, we
will at first consider spherical droplets only. If two droplets form a bilayer with
each other, we will compensate the overlapping volumes by increasing the radii
of the corresponding droplets. Furthermore, we will either select particles in
random sequential order and ask the process which move to perform with them
(but then some larger gaps in the configurations could occur and only be slowly
resolved) or we start off with the outermost droplet at the right (if they are
moving from left to right), then the second rightest droplet, and so on, until at
last the outermost left droplet is chosen. Furthermore, we retain the information
whether a droplet is connected to other droplets via bilayers, such that they
can move with each other, or already part of a group of droplets, with which it
moves more and more coherently within an outer hull. In this case, all droplets
within such a group are simultaneously updated. The movement of the various
droplets within a group is split in a movement process for the center of mass of
that group and a movement process for the specific droplet relative to the center
of mass.

Summarizing, we need to implement the following processes in the Monte
Carlo movement simulation:

– acceleration process: With some probability, a droplet is accelerated until it
reaches its desired velocity.

– braking process: If walls or other droplets provide obstacles for the movement
of a droplet, it of course has to brake. Otherwise, there is also some probability
for braking.

– random movement process: We will to some extent also allow random move-
ment, i.e., the velocity vector can be slightly altered.

– bilayer formation process: With some probability, droplets touching (or in the
simulation even overlapping) each other can form bilayers. The probability
for bilayer formation increases with increasing overlap and increasing time
for which the overlap already lasted.

– bilayer destruction process: With some probability, a bilayer formed can also
be destroyed again. This probability could depend on the length of time for
which the bilayer was in existence.

Related to these processes, we thus have the probabilities paccelerate, pbrake,
prandommovement, pbilayerformation, and pbilayerdestruction. Thus, our simulations will
not contain experimental parameters like viscosity in an explicit way, but we
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will find that implicitly e.g. the probabilities for braking and acceleration will
depend on viscosity and other parameters, such that one task will be to find an
appropriate mapping between experimental input values and parameters in the
computer simulations.

6 Summary

In this paper, we described the first step to be undertaken in the development
of a chemical compiler for a biochemical micro-laboratory device, with which
e.g. macromolecules shall be produced on demand. For this device, we want
to make use of the ACDC technology, i.e., systems of droplets which agglom-
erate in a three-dimensional way, forming bilayers between them. This bilayer
network will allow for a step-wise generation of some desired macromolecules,
which are gradually constructed from smaller units, being contained in the vari-
ous droplets, with the successive chemical reactions being enabled via the bilay-
ers formed between neighboring droplets. Such a compiler has been exemplarily
already developed for one specific molecule [34]. In this project, this compiler has
to be generalized and also made probabilistic because of the variability in the
rearrangement process. When performing simulations for the three-dimensional
rearrangement of droplets as seen in experiments, our objective is not to find
e.g. the densest configuration possible [35,36], but to find configurations most
similar to those resulting in experiments.
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Abstract. We present some work in progress on the development of
a small portable biochemical laboratory, in which spatially structured
chemical reaction chains in a microfluidic setting shall be created on
demand. For this purpose, hierarchical three-dimensional agglomerations
of artificial cellular constructs are generated which will allow for a gov-
erned gradual reaction scheme leading e.g. to desired macromolecules. In
this paper, we focus on the task of investigating the bilayer networks via
which the chemical reactions are performed, both from experiment and
from simulation.

Keywords: Microfluidics · Replica symmetry breaking ·
Ultrametricity

1 Introduction

Within the European Horizon 2020 project ACDC – Artificial Cells with Dis-
tributed Cores to Decipher Protein Function, our group aims at the development
of a cheap and small portable biochemical laboratory being able to e.g. pro-
duce any desired macromolecule, like antibiotics, on demand. For this purpose,
biologically inspired structures, namely droplets comprised of some fluid and
being surrounded by another fluid, shall be used. The droplets may also contain
chemicals and can be enclosed within some outer hulls, mimicking the role mem-
branes have for cells. Neighboring droplets can form bilayers and can exchange
the chemicals within them through pores in these bilayers, thus allowing for
chemical reactions. A specific three-dimensional arrangement of droplets and a
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resulting bilayer network is then intended to produce a desired chain of reactions,
e.g. resulting in a macromolecule via a gradual biochemical reaction scheme. In
order to govern the process of creating a specific three-dimensional arrangement
of droplets within the biochemical laboratory, a control unit is needed which
is termed ’chemical compiler’ by us. This chemical compiler must be able to
define with which chemicals the various droplets need to be filled and to deter-
mine which bilayer networks could be used for the desired biochemical reaction
chain. It also needs to foretell how to create a three-dimensional arrangement of
droplets from the originally one-dimensional lineup of droplets [1], leading to one
of the required bilayer networks. For the development of such a compiler, still a
lot of research has to be invested. We already proved that the existence of such
a compiler is possible, both by showing for an example that it can be created [2]
and by providing a general mapping from a computer program written only with
the commands if-then-else and goto onto a biochemical reaction scheme [3].
But we also already showed that not any bilayer network desired for a specific
biochemical reaction chain can be created, due to physical and mathematical
limitations to achievable three-dimensional arrangements of droplets [4].

In order to finally be able to build such a device and to control it by means
of such a compiler, we have to get a better understanding of the consequences of
experimental settings and other input parameters of experiments, of the exper-
imental progress, and also of the outcome of the experiments. The process of
creating droplets is in the meantime very well understood and can be governed
at will [1,5–11], especially by the usage of 3D printing technology, which has
become a widely used technique in the field of microfluidics [12–19]. We thus
consider the general problem of producing droplets to be solved, except that the
compiler has to choose appropriate antechambers for the production process or
even to create them using the 3D printing technology.

Fig. 1. Sketch of the initial and final states of the spatial rearrangement of droplets.

However, the process of creating three-dimensional arrangements of droplets
from original one-dimensional lineups, as shown in Fig. 1, is not yet fully under-
stood and is still a current research project. Our collaborating experimental
group at Cardiff University currently extends the boundaries of this field, now
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being able to include more than 100 droplets swirling within a droplet of a
diameter of roughly 1 cm [20]. Thus, in one part of our project, we want to
understand how this transition works and to perform Monte Carlo simulations
mimicking the experimental setup, as described in [4]. We will of course never
be able to accurately reproduce the overall experiment in our simulations, due
to lack both of computing time and of information about experimental param-
eters. However, we intend to adjust the parameters for the simulation in a way
that the resulting configurations reflect the three-dimensional arrangements of
droplets as found in experiments. But of equal importance is the question of the
outcoming three-dimensional configurations, which are not always the same, as
seen in movies generated from experiments [20]. Instead of a one-and-only final
configuration, various arrangements are achieved. But when looking closely at
the resulting configurations, one finds that they are not entirely random and
are often rather similar to each other and that maybe even some configurations
might be identical.

As already mentioned, we will finally have to rely on the existence of bilayer
networks allowing for the complex gradual reaction scheme in order to produce
the desired reaction structures. Therefore, we have the task to closely investigate
the resulting three-dimensional configurations both from experiments and from
simulations, which proves to be a very difficult problem, as described in the next
sections. In Sect. 2, we start off with describing when we consider two differently
looking configurations to be identical. In Sect. 3, we continue this considera-
tion by describing how to detect that two configurations are indeed identical.
But as already mentioned, the resulting configurations from experiments are
not always identical, such that we continue with various approaches dealing
with differences among them. If there are only small differences among various
configurations, which are caused by single droplets that might be differently
connected and placed, then searching for a network core might be the suitable
strategy as mentioned in Sect. 4. But if the resulting configurations are more
than only slightly different, a strategy called Searching for Backbones detecting
network parts common to all configurations, which are called backbones, has to
be applied as described in Sect. 5. However, there could be so many differences
among the resulting configurations that not even a single larger backbone can
be found. But still, there could be various groups of configurations with only
little differences among the configurations within each group and larger differ-
ences between configurations in different groups. Sections 6 and 7 provide two
approaches for detecting such groups and ways how to merge them into even
larger supergroups.

2 Comparing Resulting Configurations

Two exemplary three-dimensional arrangements of droplets are shown in the
upper half of Fig. 2. At first sight, they look different, but this might be the
case for any two three-dimensional spherical objects consisting of various con-
stituents. Usually, one would claim that two such three-dimensional objects are
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Fig. 2. Top: Two resulting three-dimensional arrangements of droplets filled with vari-
ous chemicals. Bottom: Corresponding bilayer networks between the droplets. We made
these bilayer networks visible by reducing the size of the droplets and printing a con-
necting edge between a pair of neighboring droplets if they have formed a bilayer.

identical if they can be made congruent by rotation and mirroring. However, in
our problem, the various droplets can be more or less deformed, such that the
congruency method has to fail. And we do not need to care about what the over-
all configuration exactly looks like, all we need to care about is the underlying
bilayer network formed by the bilayers between pairs of droplets, allowing for or
denying the complex gradual reaction scheme we have in mind.

Concluding, for our problem, two three-dimensional arrangements are identi-
cal if their underlying bilayer networks are identical, because due to their identity,
they lead to identical possibilities for chemical reactions and thus to identical
reaction results.

3 The Graph Isomorphism Problem

Thus, the question arises how to show that two such bilayer networks are
identical. At first, one might think that it must be easy to see that two such
networks are identical, but this is not the case, as we want to demonstrate at a
simple example shown in Fig. 3. This example consists of two graphs (Through-
out this paper, we will use both the term network, which is used in physics
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Fig. 3. Simple example for the graph isomorphism problem: The two graphs shown are
not identical at first sight. But using the isomorphism E = 3, A = 5, B = 4, D = 1,
and C = 2, one finds that these two graphs can be transferred one into the other by
this isomorphism and can thus be considered to be identical.

and biology, and the term graph, which is used by mathematicians. Both terms
describe the same.) with five nodes and seven edges each. At first sight, these two
graphs seem to be different. This seemingly difference could be caused by e.g.
rotating and mirroring the droplet configuration, such that we could be misled
by eyesight. In order to avoid this effect, usually, the adjacency matrix ηG of
graph G is considered with

ηG(i, j) =

⎧
⎪⎨

⎪⎩

1 if nodes i and j are connected
by an edge in graph G .

0 otherwise
(1)

For the left graph (lg) and the right graph (rg) in Fig. 3, we thus get the corre-
sponding adjacency matrices

ηlg =

⎛

⎜
⎜
⎜
⎜
⎝

0 1 1 0 1
1 0 1 0 0
1 1 0 1 1
0 0 1 0 1
1 0 1 1 0

⎞

⎟
⎟
⎟
⎟
⎠

and ηrg =

⎛

⎜
⎜
⎜
⎜
⎝

0 1 0 1 1
1 0 0 0 1
0 0 0 1 1
1 0 1 0 1
1 1 1 1 0

⎞

⎟
⎟
⎟
⎟
⎠

, (2)

rsp., with the node orderings 1 − 2 − 3 − 4 − 5 used for the left graph and
A − B − C − D − E used for the right graph.

As we see in Eq. (2), having a look at the adjacency matrices does not help
much. Nevertheless, as already mentioned in the caption of Fig. 3, an isomor-
phism can be found, mapping the nodes of the right graph onto their correspond-
ing counterparts in the left graph and thus showing that these two graphs are
identical according to our definition.

Thus, the task is to find a permutation σ of the nodes in the way that

ηlg(σ(i), σ(j)) = ηrg(i, j) for all pairs of nodes(i, j). (3)
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So far, there is no exact algorithm solving this problem in polynomial time,
although some progress has been made to reduce the computing time needed
to find the one correct permutation among the N ! possible permutations [21].
However, mostly, there is no need to make use of a brute force attack testing
all N ! permutations for whether it is the correct one describing an isomorphism
between the graphs. Usually, one can make some tricks for significantly reducing
the time for finding this permutation or for showing that no such permutation
exists. One of these approaches is to consider the degrees DG of the various
nodes. A node i in graph G has degree

DG(i) =
∑

j

ηG(i, j). (4)

The degree of a node counts the number of edges attached to this node, i.e., it
measures the number of nodes with which it is directly connected via an edge.
For our example in Fig. 3, we thus have Dlg(1) = 3, Dlg(2) = 2, Dlg(3) = 4,
Dlg(4) = 2, and Dlg(5) = 3 for the left graph and Drg(A) = 3, Drg(B) = 2,
Drg(C) = 2, Drg(D) = 3, and Drg(E) = 4 for the right graph. Thus, we already
know at this point that the permutation σ, if it is to describe an isomorphism,
has to map node 3 onto node E, as these are the only nodes with degree 4.
Then we can either map node 1 onto node A and 5 onto node D or map node
1 onto node D and 5 onto node A. And analogously we have two possibilities
for mapping the nodes with degree 2, we can either map node 2 onto node B
and 4 onto node C or map node 2 onto node C and 4 onto node B. Thus, from
the original number 5! = 120 of possible permutations, only 2 × 2 = 4 possible
permutations remain which have to be checked whether one of them provides
the correct isomorphism.

For bilayer networks comprised of edges connecting droplets filled with dif-
ferent chemicals, the situation is even better. These droplets filled with different
chemicals correspond in graph theory to so-called colored nodes. There is a whole
bunch of famous problems dealing with colored graphs and graph coloring [22],
e.g., the question how many colors are needed at least to color the countries on
a map in the way that no two neighboring countries share the same color. While
for a globe of the earth and for a map in an atlas, a minimum of four colors is
required, seven colors would be needed for the corresponding problem on a torus
[23]. If we add the requirement that no two nodes connected by an edge in a
bilayer network have the same color, an even larger minimum number of colors
could be needed, depending on the network topology.

For our problem of finding out whether two configurations are identical, i.e.,
whether the underlying bilayer networks can be mapped onto each other by
an isomorphism σ, we only need to consider those permutations which map the
nodes in a way that they stay with the same color, i.e., that they contain the same
chemical molecules. Together with approaches like the degree measurement, the
computation time needed for finding the isomorphism σ or for proving that the
two configurations differ can be strongly reduced.
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4 Searching for a Network Core

However, the situation is not so easy. As already mentioned, differences between
resulting three-dimensional arrangements can be observed very often, such that
it is not too likely that we will one day be able to govern the experiment in a
way that all resulting three-dimensional arrangements of droplets share exactly
the same underlying bilayer network.
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Fig. 4. Simple example for four graphs sharing the same network core but also con-
taining one node attached in various ways to other nodes

Instead, we will have to deal with different bilayer networks. In the simplest
case, it will be one droplet or a small number of droplets leading to differences
between the various resulting networks. As an example, four different possibilities
are shown in Fig. 4. In this figure, the new node with No. 6 is located at (almost)
the same place in the first three examples, either it is attached to one of the two
neighboring nodes or it is even attached to both. But it could also be, as depicted
in the fourth example, that such a node is sometimes located at one place and
sometimes at another, thus being able to form bilayers with various nodes.

These graphs are of course not identical, no isomorphism exists to map one
of these graphs onto another graph, except for the second and the fourth graph
between which an isomorphism can be found. Thus, we at first sight seem to be
unable to follow the approach described in the last section. Nevertheless, we see
that these graphs are almost identical. They share some common core network.
The question is how to find out whether networks only differ slightly and share
a common core.

One simple approach to this problem of finding a network core was applied by
Kirkpatrick and coworkers [24], who simply tried to cut off those network parts
which would most likely cause these differences. The idea behind this approach
is that the likeliest candidates would be those with minimum degree. For our
example in Fig. 4, if we cut off all nodes with degree 1, we would mostly find
that the resulting networks share the same core. Only the third example would
seemingly have another core. But if we went on also to cut off all nodes with
degree 2, then we would e.g. mostly also cut off node No. 2. This shows the
limitations of this approach. Another approach suggested by Kirkpatrick would
be to successively cut off all nodes with degree 1. Thus in the second iteration
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of this idea, one would only cut off those nodes which had degree 2 in the
original network, but already lost one neighbor which was connected only to it.
However, this approach would also not help for resolving the network core in the
third example depicted in Fig. 4.

If assuming that the differences between various configurations are indeed
so small and of a kind that a common network core exists and can be found,
then one still faces the graph isomorphism problem again. However, here an
isomorphism has to be found not for the whole graph but only for the assumed
network core. If there are larger differences, other strategies, like Searching for
Backbones, have to be used which focus on similarities.

5 Searching for Backbones

For various complex optimization problems, like the traveling salesman prob-
lem, the vehicle routing problem, and the problem of finding ground states for
spin glasses, it has been found that different quasi-optimum configurations share
entirely identical backbones [25–29], i.e., parts which are identical in all these
configurations.

For finding this backbone summarizing the common parts of different con-
figurations, an overlap measure Q(σ, τ) has to be defined. Due to the differences
between the various configurations on the one side and the graph isomorphism
problem on the other side, we cannot simply make use of the adjacency matri-
ces as in [27] for our bilayer network problem. Instead, here an overlap measure
Q(σ, τ) would need to count all common properties between the configurations
σ and τ . For example, if both configurations share an edge between a red and
a green node, then the overlap is incremented by 1. Of course, such an overlap
measure gets maximal if a configuration is compared with itself. However, the
various Q(σ, σ) might have slightly different values in our problem, as this app-
roach depends strongly on the number of edges in the bilayer networks, such
that the third example in Fig. 4 would have the largest overlap value with itself.

Nevertheless, we could make use of the “aristocratic” approach to the back-
bone searching problem as described in [29] and only compare those configu-
rations with each other which have large overlap values with each other. Here
we would need to study whether all these configurations share a large backbone
in the way that some subgraph of the bilayer network is always identical and
could be used to perform a gradual reaction scheme for e.g. generating a desired
macromolecule. Then one would simply fill all other droplets with e.g. water
only, such that they would not disturb the overall reaction processes.

However, it could also turn out that such common properties are not com-
monly shared among the configurations but that some properties turn up with
some larger probabilities, as found for dense packings of multidisperse systems
of hard discs [30]. We will see what the outcome of our investigations will be.



Investigating Three-Dimensional Arrangements of Droplets 179

6 Ultrametricity

Complex systems often exhibit the property of ultrametricity in configuration
space or at least in a subspace of quasi-optimum configurations. As it was also
found for a related hard disc packing problem [31], we expect this property also
to turn up for this problem.

In order to understand the term ultrametricity, let us first refer to a standard
metric. A standard metric like the Euclidean metric is defined as follows:

– All distances between pairs (i, j) of nodes are nonnegative, i.e., d(i, j) ≥ 0
∀(i, j).

– The distance of a node to itself is d(i, i) = 0.
– In the case that a metric is symmetric, we have d(i, j) = d(j, i) for all pairs

of nodes.
– The most important property of a metric is the triangle inequality: d(i, j) ≤

d(i, k) + d(k, j) for all triples (i, j, k) of nodes, i.e., making a detour via a
third node k can never be shorter than traveling directly from i to j.

For an ultrametric, the triangle inequality is replaced by the condition

d(i, j) ≤ max{d(i, k), d(k, j)} (5)

for all triples of nodes (i, j, k).
If permuting i, j, k and applying the ultrametricity condition to all permuta-

tions, one finds that the nodes have to be placed on triangles which are either
equilateral or at least isosceles with short base line, if the ultrametricity condition
is fulfilled.

The question is now how to derive distances between bilayer networks. Here
we can make use of the overlaps we defined earlier. By normalizing the overlap
to

qστ = Q(σ, τ)/Qmax, (6)

we can e.g. define a distance by

d(σ, τ) = 1 − qστ , (7)

i.e., the larger the overlap is, the smaller is the distance between the corre-
sponding configurations. As demonstrated in [31], the existence of ultrametric-
ity can then be proven by having a look at the joint probability distribution
p(d(σ, υ), d(υ, τ)) for various fixed values of d(σ, τ). If this joint probability distri-
bution exhibits when plotted a significant peak along the diagonal and if this sig-
nal remains also if subtracting the product of the probabilities for the correspond-
ing distance values, i.e., if considering p(d(σ, υ), d(υ, τ))−p(d(σ, υ))×p(d(υ, τ)),
then we find that the system really exhibits the property of ultrametricity.

If this property is fulfilled, then one knows that the resulting three-
dimensional arrangements can be gathered in groups, which can be combined to
supergroups, those again to hypergroups, and so on. By this successive gathering
process, we basically generate an ultrametric tree, which is also well known from
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other fields of research, like the problem of constructing a phylogenetic tree. In
order to construct such a tree, we can make use of the neighbor-joining method,
which is a standard tool to reconstruct phylogenetic trees [32,33]. Another pos-
sibility would be to generate a clustered ordering of configurations [34].

7 Replica Symmetry Breaking

Ultrametricity in turn is related to iterated replica symmetry breaking (RSB).
In order to derive RSB, let us start off with the replica symmetric assumption.
As a simplification, it is assumed that the matrix (qστ ) of normalized overlap
values has the form

(qστ ) =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

1 q q q q q q q q q q q
q 1 q q q q q q q q q q
q q 1 q q q q q q q q q
q q q 1 q q q q q q q q
q q q q 1 q q q q q q q
q q q q q 1 q q q q q q
q q q q q q 1 q q q q q
q q q q q q q 1 q q q q
q q q q q q q q 1 q q q
q q q q q q q q q 1 q q
q q q q q q q q q q 1 q
q q q q q q q q q q q 1

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

, (8)

i.e., all overlap values between different configurations are equal to one value
q with 0 < q < 1. This concept of replica symmetry (RS) is often used in
theoretical physics as a first step to approximately calculate some properties
[35].

In the next step, one allows for a first breaking of the replica-symmetry
(RSB1), such that the overlap matrix e.g. looks like

(qστ ) =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

1 q0 q0 q1 q1 q1 q1 q1 q1 q1 q1 q1
q0 1 q0 q1 q1 q1 q1 q1 q1 q1 q1 q1
q0 q0 1 q1 q1 q1 q1 q1 q1 q1 q1 q1
q1 q1 q1 1 q0 q0 q1 q1 q1 q1 q1 q1
q1 q1 q1 q0 1 q0 q1 q1 q1 q1 q1 q1
q1 q1 q1 q0 q0 1 q1 q1 q1 q1 q1 q1
q1 q1 q1 q1 q1 q1 1 q0 q0 q1 q1 q1
q1 q1 q1 q1 q1 q1 q0 1 q0 q1 q1 q1
q1 q1 q1 q1 q1 q1 q0 q0 1 q1 q1 q1
q1 q1 q1 q1 q1 q1 q1 q1 q1 1 q0 q0
q1 q1 q1 q1 q1 q1 q1 q1 q1 q0 1 q0
q1 q1 q1 q1 q1 q1 q1 q1 q1 q0 q0 1

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

, (9)
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with two overlap values 0 < q1 < q0 < 1. Thus, we find block matrices with
a larger overlap value along the diagonal of the matrix. In the second replica-
symmetry breaking step (RSB2), the overlap matrix would e.g. look like

(qστ ) =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

1 q0 q0 q1 q1 q1 q2 q2 q2 q2 q2 q2
q0 1 q0 q1 q1 q1 q2 q2 q2 q2 q2 q2
q0 q0 1 q1 q1 q1 q2 q2 q2 q2 q2 q2
q1 q1 q1 1 q0 q0 q2 q2 q2 q2 q2 q2
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⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
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⎠

, (10)

with three overlap values 0 < q2 < q1 < q0 < 1. Thus, the block matrices along
the diagonal are enclosed in even larger block matrices. This approach can be
iterated ad infinitum. Using this approach, Parisi was able to find the minimum
energy for the Sherrington-Kirkpatrick spin glass model [36,37]. By using the
clustering approach as described in [34], we could also try to find an ordering
among the various different three-dimensional arrangements of droplets, such
that an overlap matrix could look this way. Then we would know that we have
groups of resulting bilayer configurations which have many properties in common
or that we even have groups of configurations which allow for a small number of
parallel evolving successive chemical reaction schemes.

8 Summary and Outlook

Within the European Horizon 2020 project ACDC, we aim at the development
of a chemical compiler being able to govern biochemical reactions in a cheap and
portable biochemical laboratory, intended to e.g. create specific macromolecules,
like antibiotics. For this purpose, a microfluidic system is used in which droplets
are generated which arrange themselves in a three-dimensional way and form
bilayers with neighboring droplets. These bilayers form a network which can be
used for some specific successive biochemical reaction scheme. Besides trying
to understand and to simulate this spatial transition [4] in order to foretell the
experimental outcome, we also have to investigate the final droplet arrangements
and their corresponding bilayer networks, achieved in experiments and from
computer simulations, in order to later on be able to design experiments in a
way that some specific bilayer networks are created being able to produce the
macromolecules desired.

In this paper, we have dwelt on thoughts about how to characterize differences
between various three-dimensional agglomerations of droplets and their corre-
sponding bilayer networks. If there are only small and few differences, searching
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for a network core might be a suitable strategy. Then all the configurations
exhibit the same core network, which can then be used for the reaction scheme
instead of the overall network. If this strategy is not successful, we can use the
Searching for Backbones algorithm in order to detect parts which are common
to all configurations and then determine whether it is possible to use the various
ways in which these common parts are connected in the various bilayer networks
in order to create the desired macromolecules. But if comparing all configu-
rations in parallel, one might overlook that there might be groups consisting
of configurations which are rather similar to each other within each group but
exhibit larger differences to configurations in other groups. It might even be that
not only various configurations can be merged to groups but that we can iterate
this strategy, thus finding supergroups and hypergroups. For various complex
problems, such successive mergings of configurations have already been detected
by investigating ultrametric properties and replica symmetry breaking, which
we also intend to use.

If we have been able to create configurations in Monte Carlo simulations simi-
lar to those found in experiments and even to foretell which configurations will be
created if changing the experimental situation as described in [4], and if we have
achieved this second part of our objective of understanding and predicting the
outcome of an experimental setup, i.e., the various groups of three-dimensional
arrangements of droplets generated, then we will be able to create a probabilistic
chemical compiler in the final stage of this project. We aim at creating plans for
e.g. a step-wise generation of some desired macromolecules, which are gradually
constructed from smaller units, being contained in the various droplets, with
the successive chemical reactions being enabled via the bilayers formed between
neighboring droplets. Such a compiler has been exemplarily already developed
for one specific molecule [2]. In this project, this compiler has to be general-
ized and also made probabilistic because of the variability in the rearrangement
process which is to be expected.
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