
Marié Hattingh · Machdel Matthee · 
Hanlie Smuts · Ilias Pappas · 
Yogesh K. Dwivedi · Matti Mäntymäki (Eds.)

LN
CS

 1
20

67

19th IFIP WG 6.11 Conference on 
e-Business, e-Services, and e-Society, I3E 2020
Skukuza, South Africa, April 6–8, 2020
Proceedings, Part II

Responsible Design, 
Implementation and Use 
of Information and 
Communication Technology



Lecture Notes in Computer Science 12067

Founding Editors

Gerhard Goos
Karlsruhe Institute of Technology, Karlsruhe, Germany

Juris Hartmanis
Cornell University, Ithaca, NY, USA

Editorial Board Members

Elisa Bertino
Purdue University, West Lafayette, IN, USA

Wen Gao
Peking University, Beijing, China

Bernhard Steffen
TU Dortmund University, Dortmund, Germany

Gerhard Woeginger
RWTH Aachen, Aachen, Germany

Moti Yung
Columbia University, New York, NY, USA

https://orcid.org/0000-0001-9619-1558
https://orcid.org/0000-0001-8816-2693


More information about this series at http://www.springer.com/series/7409

http://www.springer.com/series/7409


Marié Hattingh • Machdel Matthee •

Hanlie Smuts • Ilias Pappas •

Yogesh K. Dwivedi • Matti Mäntymäki (Eds.)

Responsible Design,
Implementation and Use
of Information and
Communication Technology
19th IFIP WG 6.11 Conference on
e-Business, e-Services, and e-Society, I3E 2020
Skukuza, South Africa, April 6–8, 2020
Proceedings, Part II

123



Editors
Marié Hattingh
University of Pretoria
Pretoria, South Africa

Machdel Matthee
University of Pretoria
Pretoria, South Africa

Hanlie Smuts
University of Pretoria
Pretoria, South Africa

Ilias Pappas
University of Agder
Kristiansand, Norway

Yogesh K. Dwivedi
Swansea University
Swansea, UK

Matti Mäntymäki
University of Turku
Turku, Finland

ISSN 0302-9743 ISSN 1611-3349 (electronic)
Lecture Notes in Computer Science
ISBN 978-3-030-45001-4 ISBN 978-3-030-45002-1 (eBook)
https://doi.org/10.1007/978-3-030-45002-1

LNCS Sublibrary: SL3 – Information Systems and Applications, incl. Internet/Web, and HCI

© IFIP International Federation for Information Processing 2020, corrected publication 2021
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of the
material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation,
broadcasting, reproduction on microfilms or in any other physical way, and transmission or information
storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology now
known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this book are
believed to be true and accurate at the date of publication. Neither the publisher nor the authors or the editors
give a warranty, expressed or implied, with respect to the material contained herein or for any errors or
omissions that may have been made. The publisher remains neutral with regard to jurisdictional claims in
published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Switzerland AG
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland

https://orcid.org/0000-0003-1121-8892
https://orcid.org/0000-0002-6973-1798
https://orcid.org/0000-0001-7120-7787
https://orcid.org/0000-0001-7528-3488
https://orcid.org/0000-0002-5547-9990
https://orcid.org/0000-0002-1981-566X
https://doi.org/10.1007/978-3-030-45002-1


Preface

This book presents the proceedings of the 19th International Federation of Information
Processing (IFIP) Conference on e-Business, e-Services, and e-Society (I3E 2020),
which was held in Skukuza, Kruger National Park, South Africa, during April 6–8,
2020. The annual I3E conference is a core part of Working Group 6.11, which aims to
organize and promote the exchange of information and co-operation related to all
aspects of e-Business, e-Services, and e-Society (the three Es). The I3E conference
series is truly interdisciplinary and welcomed contributions from both academics and
practitioners alike.

The main theme of the 2020 conference was “Responsible design, implementation
and use of information and communication technology.” In line with the inclusive
nature of the I3E series, all papers related to e-Business, e-Services, and e-Society were
welcomed.

The age of digital transformation opens up exciting new avenues for design and
application of ICTs. Yet, with the ubiquitous connectedness of a digitally transformed
world, come unintended, unpredictable, and often adverse consequences for individ-
uals, societies, and organizations – in developed and developing contexts. Security,
privacy, trustworthiness, exploitation, and well-being are some of the pressing concerns
resulting from new digital realities.

There is need for responsible design, implementation, and use of information sys-
tems (IS) based on critical awareness and ethical practices. As rightly put by Schultze
(2017:65): “As IS researchers we need to examine our own practices – including the
questions we ask, the methods we deploy and theories we adopt – to understand and
critically review our world-making.”

The IFIP I3E 2020 was held during April 6–8, 2020, and brought together contri-
butions from a variety of perspectives, disciplines, and communities for the advance-
ment of knowledge regarding responsible design, implementation, and use of
information and communications technology. This was evident by our variety of
keynote speakers and topics for the panel discussions. We were delighted to welcome
three distinguished keynote speakers:

– Mr. James van der Westhuizen who is the founder and managing partner of
KnowHouse, founded 20 years ago out of a passion to work differently with the
challenge of learning and change in organizations. He is a global consultant and
facilitator working across the African continent, the Middle East, Europe, and Asia.

– Prof. Irwin Brown is a full Professor and Head of the Department of Information
Systems (IS) at the University of Cape Town. His research interests relate to the-
orizing about IS phenomena in developing countries.

– Prof. Dr. Shirish C. Srivastava is a tenured full Professor and holds the GS1 Chair
on ‘Digital Content for Omni Channel’ at HEC Paris. His rich experience includes
coaching senior executives on issues related to managing technology emerging
technologies (such as big data, blockchains, and artificial intelligence), technology



enabled innovation, entrepreneurship, and managing cross-border business
relationships.

The conference held two panels to facilitate discussions on important topics. The
first panel on “Blockchain – hope or hype? Blockchain as a disruptive force” was
chaired by Dr. Matti Mäntymäki. Blockchain is surrounded by considerable optimism
and enthusiasm among businesses and academia. This enthusiasm is evidenced by the
numerous calls for papers in journals and dedicated blockchain tracks in conferences.
The purpose of the panel was to make sense of the actual significance of the blockchain
phenomenon and provoke discussion and exchange of ideas among the I3E commu-
nity. To this end, the panel paid homage to the heterogenous nature of the I3E com-
munity and invited a diverse of group of expert panellists to share their distinctive
perspectives on blockchain.

The second panel, made up of a panel of editors, was chaired by Dr. Shirish C.
Srivastava. The panel consisted of six journal editors from international and local
(South African) publications. Each editor gave an explanation on the requirements for
authors when submitting to their journal.

The Call for Papers solicited submissions in two main categories: full research
papers and short research-in-progress papers. Each submission was reviewed by at least
two knowledgeable academics in the field, in a double-blind process. The 2020 con-
ference received 191 submissions. Out of the 191 papers, 91 papers were selected to be
presented at the conference. Four of the accepted papers were not included in the final
proceedings because the authors decided to withdraw it. Thus, the acceptance rate was
45.5%.

Following the conference, two special issues were organized for selected best papers
of the I3E 2020. The two special issues are in the International Journal of Information
Management (IJIM) and the International Journal of Electronic Government Research
(IJEGR).

The final set of 87 full and short papers submitted to I3E 2020 that appear in these
proceedings were clustered into 14 groups, each of which are outlined below.

Part I: addressing the area of Blockchain. Three papers were grouped under this
theme. One of the papers proposed a framework for the adoption of blockchain whilst
another reported on the application of blockchain technology in Healthcare. The third
paper examined the potential disruptive impact of cryptocurrencies.

Part II of the book addressed papers on the Fourth Industrial Revolution. Nine
papers were grouped under this theme. Paper details range from a systematic literature
review on the incompatibility of Smart manufacturing for SMMEs to the development
of models and frameworks through the application of Smart technologies. One paper
included a bibliographic coupling and co-occurrence on the topic of Smart City and
Economy, whilst another reported on robotic automation and the consequences for
knowledge workers. The final paper reported on the co-creation for digitalization in
Norwegian business clusters.

Part III of the book addressed e-Business. 12 papers were grouped under this theme.
The papers presented works on online banking quality, a conceptual framework for
digital entrepreneurship, mobile applications, online switching behavior, and how
games are used in business. Three papers reported on systematic review of literature on
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eWOM, mobile shopping acceptance predictors and social commerce adoption pre-
dictors. The final paper presented a review of papers published from 2001 to 2019 by
I3E.

Part IV of the book addressed Business Processes. 10 papers were grouped under
this theme. The papers presented works on governance achieved through business
process management, how IT is being used in Fintech Innovation, a meta model for
maturity models, and a strategic model for the safeguarding the preservation of busi-
ness value. In addition to these themes, papers were presented on using the story-card
method for business process re-engineering, using Zachman’s framework as an IS
theory and a review of the Task-Technology Fit Theory.

Part V of the book addressed Big Data and Machine Learning. Seven papers were
grouped under this theme. The papers presented work on using machine learning in the
field of healthcare, data governance, using a deep learning neural network model to
predict information diffusion on Twitter, and big data visualization tools.

Part VI of the book addresses ICT and Education. Seven papers were grouped under
this theme. The papers presented work on mobile learning, new considerations for
flipped classroom approach, and eModeration system considerations.

Part VII of the book addressed eGovernment. Six papers were grouped under this
theme. The papers presented work on the use of social media in eParticipation,
enterprise architectures in eGovernments, and eGovernment implementation frame-
work. Other themes included were digital innovation in public organizations, imple-
mentation challenges in eProcurement, and a case from Ghana on the effects on
National Health Insurance digital platform development and use.

Part VIII of the book addressed eHealth. Six papers were grouped under this theme.
Papers presented work on the use of technology for diabetic patients, factors
influencing community health workers, wearable devices, and a Twitter social network
analysis of the South African Health Insurance Bill.

Part IX of the book addressed Security. Four papers were grouped under this theme.
Papers presented work on cyber-harassment among LGBTQIA+ youth, online identity
theft, cybersecurity readiness of e-tail organizations, and the ethics of using publicly
available data.

Part X of the book addressed Social Media. Six papers were grouped under this
theme. Papers presented works on a conceptual framework for media use behavior,
metaphors of social media, credibility of online information (fake news), and prob-
lematic media and technology use.

Part XI of the book addressed Knowledge and Knowledge Management. Three
papers were grouped under this theme. Papers presented work on knowledge transfer
science education, a knowledge asset management implementation framework, and a
conceptual knowledge visualization framework for knowledge transfer.

Part XII of the book addressed ICT for Gender Equality and Development. Nine
papers were grouped under this theme. Papers presented work on the rural vs urban
digital divide, socio-economic factors in Internet usage in Nigeria, and enablers and
barriers of mobile commerce and banking services among elderly individuals.
A methodology for addressing the second-level digital divide, gender equality in the
ICT context, digital competence requirements, and the influence of culture on women’s
IT career choices were also presented.
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Part XIII of the book addressed Information Systems for Governance. Four papers
were grouped under this theme. Papers presented work on the use of machine learning
on financial inclusion data for governance in Eswatini, ordinance-tweet mining to
disseminate urban policy knowledge for smart governance, open technology innovation
in healthcare services, and multi-stakeholder-centric data analytics governance
framework.

Part XIV of the book addressed User Experience and Usability. Three papers were
grouped under this theme. Papers presented work on the use of machine learning and
eye tracking to predict users’ ratings on the aesthetics of websites, a systematic review
on designing for positive emotional responses in users of interactive digital tech-
nologies, and a methodology to compare the usability of information systems.

The success of the 19th IFIP I3E Conference (I3E 2020) was a result of the enor-
mous efforts of numerous people and organizations. Firstly, this conference was only
made possible by the continued support of WG 6.11 for this conference series and for
selecting South Africa to host it in 2020, for which we are extremely grateful. We
received many good-quality submissions from authors across the globe and we would
like to thank them for choosing I3E 2020 as the outlet to present and publish their
current research. We are indebted to the Program Committee, who generously gave up
their time to provide constructive reviews and facilitate the improvement of the sub-
mitted manuscripts. We would like to thank the Department of Informatics of the
University of Pretoria for their support in enabling us to host this conference. Thank
you to AfricaMassive that assisted us with all the logistical arrangements with hosting
the conference in Skukuza located in the Kruger National Park. Finally, we extend our
sincere gratitude to everyone involved in organizing the conference, to our esteemed
keynote speakers, and to Springer LNCS as the publisher of these proceedings, which
we hope will be of use for the continued development of research related to the three
Es1.

February 2020 Marié Hattingh
Machdel Matthee

Hanlie Smuts
Ilias Pappas

Yogesh K. Dwivedi
Matti Mäntymäki

1 Due to the global COVID-19 pandemic and the consequential worldwide imposed travel restrictions
and lock down, the I3E 2020 conference event scheduled to take place in Skukuza, South Africa, was
unfortunately cancelled.
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Abstract. Enterprise Architecture (EA) is an important tool when developing
e-governments and smart cities as it can help improve the alignment between
business goals and Information and Communication Technologies (ICT) im-
plementations. Although some studies have been performed to study the
applications of EA in public sectors, governments, and cities, most of such
studies are scattered and there is no strong research stream. As a result, it is
difficult to effectively accumulate relevant knowledge and experiences. In this
research, we attempt to explore research streams and trends by analyzing why
existing studies were conducted, what outcomes were produced, and what
methods were used in these studies. Starting from these three questions, a
thematic framework was developed, and a literature synthesis was presented.
The result shows the complexity of this area, the importance of balancing
technical factors and non-technical factors, the challenges brought by non-
functional requirements. Despite the importance of EA frameworks, few studies
have been found in which government or city relevant requirements were
addressed in a general way. Such findings are expected to provide useful
insights for possible future research in this area.

Keywords: Enterprise architecture � E-government � Public sector � Smart
cities

1 Introduction

More than half of the world’s population lives in cities [1]. And it was predicted that by
2050, the world population will reach nearly 10 billion [2]. By leveraging the power of
Information and Communication Technologies (ICT) in public sectors or governments
and making a city “smart”, e-governments and smart cities are emerging as a strategy to
mitigate problems generated by the urban population growth and rapid urbanization,
improve the efficiency of urban management and bring better life to residents. How-
ever, as a giant system which involves various kinds of stakeholders, new technologies
and complicated ICT subsystems, challenges such as complexity, interoperability and
alignment between business goals and ICT implementations have been met [3, 4].
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Especially, with the ever-expanding scale of cities, the continuous updating of ICT, and
the higher expectations of people for a better life, how to make the advantages of ICT
more effective and efficient becomes a problem. Enterprise Architecture (EA) has been
adopted as an important tool to tackle such challenges [5] as they can help integrate
ICT to achieve urban management, business operations and personal life goals.

Although some earlier studies on applying EA in public sectors, e-governments and
smart cities have been performed, existing studies in this area are scattered and no
strong research stream has been formulated [6]. As a result, general knowledge
regarding EA in e-governments is difficult to be accumulated and be reused elsewhere.
And in return, practices cannot be improved efficiently accordingly. To address this
problem, we propose to characterize existing studies in this field by answering three
important questions: why one research on applying EA in e-government or smart cities
was required (motivation), what kind of outcome was contributed (contribution), and
how the research was performed (method). These three questions have been thought
fundamental and used widely to get an overview of studies in specific fields [7–9].
Starting on this characterization theme, we developed a framework and performed
initial explorations by analyzing and grouping a set of studies in this area based on the
framework. The result was presented as a literature synthesis. Findings from this
synthesis are expected to bring some insights for possible future research directions.

The rest of this article is organized as below. In Sect. 2, we introduce how we
developed the thematic framework and selected scientific articles to perform the lit-
erature synthesis. In Sect. 3, we present the literature synthesis. We then discuss the
synthesis result and present some findings accordingly in Sect. 4. Later, Sect. 5
introduces some related works. Lastly in Sect. 6, we talk about limitations of this study,
point out some possible future research directions, and conclude this paper.

2 Methods

We aim to disclose fundamental knowledge about main research streams, critical
issues, and possible future trends in the area of applying EA when developing ICT
systems for public sectors, governments, and cities. To address this, widely used three
questions, namely Why, What, and How were employed in this study. These three
questions have been used in various domains such as [8, 10, 11] to help organize and
analyze existing studies. Starting from them, we extracted four or five answers to each
question through a simplified research synthesis [12] based on a sample of ten highly
relevant studies. Because we have read these papers previously, we are familiar with
the depth and breadth of the evidences in these studies. Further, with the three ques-
tions as the structure, we then identify specific segments of text for each question, label,
reduce overlap, and translate them into enumerated answers. The three questions
together with the enumerated answers constitute a framework for further literature
synthesis.

Later, we applied this framework to a larger set of studies and performed grouping
and analysis. We searched keywords in titles of scientific articles to find relevant
studies in Google Scholar. The keywords include combination of “Enterprise Archi-
tecture” and “cities”, “government”, or “public sector”. Although our original interest
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domain is smart city, papers regarding applying EA in smart cities are rare. We expand
the domains to e-government and public sectors as they are highly relevant, and the
concepts started to be used interchangeably during recent years [13]. Due to time and
resources constraints, we put our focus on more recently published and highly qualified
papers by restricting publication years and checking the relevance with this study. We
searched papers that have been published between 2009 to 2019. After excluding
duplicated papers and papers that were not written in English or full texts are not
available, we collected 35 scientific papers. The overview of the synthesis framework is
presented in Table 1. And the detailed meaning for each category (answer) in the
framework will be introduced together with the literature synthesis in Sect. 3.

3 Literature Synthesis

The studies on the application of EA in public sectors, e-governments, and smart cities
were examined based the following themes: RQ1: Why a study was performed (mo-
tivation); RQ2: What was produced from the study (contribution); and RQ3: How the
study was conducted (methods) (see Table 1). The following subsections provide an
overview of each theme.

3.1 Why (Motivations)

Research motivation describes why a study has been initiated. In addition, it provides
information regarding which problems were expected to be solved by conducting the
research. Five types of motivations were identified as summarized in Table 2.

• Gaining general knowledge: This is to gain some general knowledge (definition,
scope, challenges, and etc.) in the area;

• Technical motivation: This is to solve some technical problems;
• Non-technical motivation: The research was performed to solve some non-technical

(managerial, social, or economic, and etc.) problems;
• Improving performance: The motivation was to improve some aspects (e.g.,

interoperability) of the performance;
• Gaining insights to studies: This is to analyze studies in the area (e.g., by per-

forming a literature review).

Table 1. A framework for a literature synthesis

Why (Motivation) What (Contribution) How (How)

• Gaining general knowledge
• Technical motivation
• Non-technical motivation
• Improving performance
• Studies analysis

• Perspectives
• Review
• Design artifacts
• Frameworks

• Literature analysis
• Case studies
• Survey & interview
• Others
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Gaining General Knowledge
Some studies were performed to obtain general knowledge of applying EA in gov-
ernments. Such knowledge includes what has driven the adoption and use of EA in the
Danish government [14], how EA was understood by public sector organizations in
Finland [15], prominent reasons for investment failure in Nigerian government [16],
challenges faced by the Malaysian public sector agencies [17], root causes of chal-
lenges faced by the organizations and important requirements for smart cities [18, 19],
and if EA was useful as a reference for smart city development [20].

Technical Motivation
Some studies have been motivated to satisfy technical requirements. Such efforts are
like an agile EA framework proposed to support government transformation with cloud
technology enabled [21], an EA based approach to manage state-level data in real time
in the Indian public sector of healthcare [22], a method to find patterns for enterprise
information architecture in governments [23], a proposal for a framework for ICT
governance [25], and a government EA framework to support big and open linked data
and cloud computing [24, 26].

Non-technical Motivation
On the other side, some studies emphasized the importance of non-technical aspects
when applying EA in governments. It was underscored that simply taking an IT per-
spective is a serious mistake [27], EAs were primarily product oriented while
sociopolitical aspects were often neglected [29]. Non-technical factors were ignored or
considered less significant than technical ones [30]. To address such non-technical
issues, institutional aspects of applying EA in governments were investigated [28, 31,
32]. EA did not create administrative or political transformation by itself. Instead,
fundamental transformation can only be achieved when the institutional force at the
micro and macro level promotes transformation [28]. How institutional change helped
practitioners legitimize EA practices [32] and how EA programs have been institu-
tionalized in Vietnam [31] were investigated. Inductive communication and the
deployment of experts to local contexts could be introduced to overcome struggles
when applying EA to US governments.

Improving Performance
More studies looked at both technical aspects and non-technical aspects and focused on
how to improve the overall performance. Ways of improving e-government perfor-
mance in developing countries [39], lessons learned from the case of Finnish and
Colombia government EA [37, 38] were investigated. Further, key factors for raising

Table 2. Motivation of the researches

General
knowledge

Technical Non-
technical

Improving
performance

Gaining
insights to
studies

Literature [14, 15, 16,
19, 17, 18,
20]

[21, 22,
23, 24,
25, 26]

[27, 28,
29, 30,
31, 32]

[33, 34, 35, 36, 37,
38, 39, 40, 41, 42,
43]

[44, 45, 46,
47, 6]
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the maturity of government EA practices, such as management commitment and par-
ticipation of business units, which were influenced by the perceived usefulness of the
government EA efforts [35] were explored.

In particular, some studies focused on improving the interoperability. This could be
achieved by means of a procedure to provide guidance on how to rationally specify
scope dimensions for a complex enterprise such as a government [42] and a meta-
model approach to design government EA database and communication with agencies
[36]. EA was also introduced as an information systems architecture approach to solve
interoperability challenges at different levels of government [33].

In addition to interoperability, architectural design principles to better support the
decentralization/centralization relationships among central and local governments in
the Netherlands (1980s–2004) [34], nation-wide strategy and holistic guiding plans to
better support broad government integration and alignment between business processes
and IT implementations [43], an EA framework to better align IT needs and organi-
zation business [40] and to enhance the support of transparency of processes, infor-
mation and applications in public organizations were investigated [41].

Gaining Insights to Studies
Several articles were motivated to gain insights of existing studies themselves. Thus
efforts have been done to review government EA papers published in China [44] and
71 articles about applying EA in public sectors published during the past 15 years [6].
More specifically, smart city frameworks were reviewed [46, 47] from an EA per-
spective or based on EA requirements, several EA frameworks were compared and
mapped to provide guidance on how to choose EA frameworks [45].

3.2 What (Contributions)

In the information system field, there are primarily two main research genres, namely
behavior science and design science [48]. For behavior science, people are trying to
better understand the world and usually contribute with some perspectives. For design
science, people usually construct complicated artifacts such as a model, a method or an
application to extend the ability to manage the world. Specifically, the literature review
can be thought as one specific way to understand the world. And EA frameworks can
be thought as specific artifacts. More information is presented in Table 3.

• Perspectives: The research was performed by providing some perspectives to
understand the world;

• Review: Some literature analyses was provided;
• Design artifacts: Artifacts were proposed to extend the ability to manage the world;
• Frameworks: Some EA frameworks used in governments were proposed.

Table 3. Contribution of the studies

Perspectives Review Artifacts EA frameworks

Literature [33, 27, 28, 14, 29, 35,
15, 16, 19, 30, 17, 18, 32]

[45, 44,
46, 6,
47]

[34, 36, 39,
23, 31, 43,
42]

[38, 37, 21, 22, 41,
40, 24, 25, 20, 26]
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Perspectives
Some studies contributed by presenting understandings on the problem of interests,
such as the role of EA in aligning business and IT in Nigerian government [16] or the
statement that EA in government was to a large extend driven by fashion while
compliance and imitation primarily drove the EA adoption [14, 28]. Therefore, fun-
damental transformation to organizational tasks can only be achieved when transfor-
mation is promoted by institutional forces. Similarly, it was reported that current EAs
were primarily product oriented, with their sociopolitical aspects neglected often [29],
and simply taking an IT perspective on EA as a prerequisite to e-government imple-
mentation was a serious mistake [27]. Both technical and nontechnical factors should
be considered [30], and two key institutionalization techniques, inductive communi-
cation and deployment of experts to local contexts, might help overcome the struggles
of translating new practices [32].

More concrete contributions were produced in some studies such as how EA was
understood by public sector authorities [15], twenty challenges faced by the public
sector agencies [17], sixteen problems and eight root causes in the context of public
sectors [18] when developing and implementing EA. Such contributions also include
important quality and functional requirements and a conceptual architecture framework
to address requirements [19], key factors for raising the maturity of the government EA
practice [35] and a conceptual framework addressing different interoperability types in
institutional level, sector level, and national level [33].

Review
Some studies review scientific articles on the area of applying EA in governments or
public sectors [6, 44], published in China in particular [44]. Some studies classified or
compared artifacts such as four EA frameworks [45] and smart city frameworks [46, 47].

Design Artifacts
For design science studies, principles, guidelines, models or methods have usually been
produced as the contributions. For instance, architectural design principles were
identified [34], meta-models to design government EA database were presented [36].
Further, an EA development life cycle [43], a procedure to specify critical aspects in
scoping government EA efforts [42], and a method to find enterprise information
architecture patterns [23] were introduced. More such artifacts include a benefit model
to measure government performance [39] and how rules, norms, and values influenced
EA programs in different phases institutionally [31].

EA Frameworks
In several papers, government EA frameworks have been presented as the main con-
tribution of the studies. For instance, government EA frameworks that have been used
in Colombia [38], Finland [37], Indonesia [20], Brazil [41] were presented. More
specifically, the EA framework including the architecture and methodology to support
using big data and cloud computing was described [24, 26]. Similarly, the use of an
agile EA framework to develop and implement the cloud-enabled government was
proposed [21]. An government EA framework developed based on TOGAF and SONA
that have been used in Indonesia was presented [40]. The modified EA of the health
management information system at India was studied [22]. What is more, an ICT

8 H. Guo and S. Gao



governance framework [25] and a theoretical framework to manage information sys-
tems at different levels in government were introduced.

3.3 How (Methods)

Methods to perform a research or evaluate contributions were identified in Table 4.

• Literature analysis: The research was performed by comparatively in-depth litera-
ture analysis (classification, comparison etc.) and usually resulted in a table for
better visualization;

• Case study: Case studies were performed, or examples were provided, usually in
labs, and in a qualitative way;

• Survey and interview: Surveys, questionnaires, interviews, focus group, and etc.
were utilized, usually outside labs, and in a quantitative way;

• Others: Research methods other than above were used.

Literature Analysis
In addition to typical literature review studies [6, 44], some other studies performed
comparatively in-depth literature analysis for smart cities frameworks [46, 47] and EA
frameworks [45]. For some studies such as [32], although literature analysis was also
performed, we do not include it in this group as its primary method was interview.

Case Studies
Performing case studies is a frequently used method in this area. Examples, demos or
case have been presented regarding the practices of applying EA in governments of
different countries such as Indonesia [20, 43], Korea [36], Australia [21], Colombia
[38], Finland [37], Brazil [41], and Portugal [23].

Some studies employed theories to improve the rigorous of research methods. For
instance, activity theory was used to help revealing the importance of non-technical
factors in the deployment of EA [30]. Action design was used when performing the
longitudinal case study of government EA adoption in Finnish public sector [24].
TOGAF and SONA were used to develop EAs in the case of the volcanoes monitoring
system [40] and EA score card was used for validation and assessment. In some
studies, Design Science Research (DSR) approach was adopted as the overall method
while validation and verification of the proposed framework was performed with more
specific methods [26].

Table 4. Methods of the studies

Literature
analysis

Case study Survey & Interview Others

Literature [44, 45,
46, 6, 47]

[15, 16, 36, 21, 38, 37,
30, 41, 23, 40, 24, 20, 43,
26]

[34, 28, 14, 35, 29, 19,
22, 39, 18, 31, 17, 32, 25,
42]

[27,
33]
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Most studies in this group have been performed in a qualitative way except for [16]
and [15]. In [16], IT investments by Nigerian government was studied and according to
the quantitative result, the reasons of investment failure were identified. While in [15],
a content analysis was conducted (both qualitatively and quantitatively) on the state-
ments of public sector organizations about the proposed EA in Finland.

Survey & Interview
A survey or a questionnaire is widely used to quickly and efficiently gather as well as
analyze data from a population. More quantitative studies were performed in this group
than in the Case Studies group. In these studies, a survey to identify smart city
important requirements [19], a questionnaire to identify the maturity level in city
councils for visualizing the governance maturity model [25], a survey to disclose the
fact that current EAs were primarily product oriented [29] and a survey involving 33
agencies to figure out maturity factors of the government EA practice were conducted.

Interviews were also employed to obtain open and unstructured opinions from a
population [18, 22, 28, 31, 32]. In some studies, interviews were utilized in addition to
case studies. In [17], a multiple case study was utilized in addition to data collected
through interviews. One instance is the comparative case studies together with semi-
structured interviews used to gather data [34]. In addition, interviews have been used
together with other methods such as surveys [39] and focus groups [14]. A field demo
was another way to help gather on-spot data [42].

Others
In some studies, no specific research method has been explicitly specified such as [27,
33]. In the studies, some discussion and arguments were presented.

4 Discussion

By identifying and grouping motivations, contributions, and methods of existing
studies, some research streams and trends can be found below.

Basing on the synthesis of motivations of existing studies, we found that, despite of
the fact that applying EA in e-governments is not a new tradition, there have been
continuously studies aiming to achieve understandings about some general knowledge,
such as challenges, problems, and root causes. This might indicate the potential
complexity of EA and EA application. As a result, more studies have been done in a
quantitative way in order to gain more objective, generic, and precise insights. In
addition to technical factors, non-technical factors also play important roles when
applying EA in e-government development. However, along with the development of
new technologies such as big data and cloud computing during recent years, how to
apply them in this area has also become a rising hot spot. Another stream of research is
about achieving non-functional requirements. Around one third of selected studies have
described their efforts to improve specific aspect of the overall performance of e-
governments, which involves both technical factors and/ or non-technical factors
generally.

Concerning research contributions, we found many studies were performed and
some perspectives were produced as the results. This was partly caused by the
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motivation of gaining general knowledge of such studies. On the other hand, compared
to proposing general design artifacts, proposing EA Frameworks has been a continuous
research stream for the past five years. For this part, most studies focused on how to
improve the practice of using EA, while few studies addressed how to improve EA
according to the practices.

Further, the synthesis on research methods disclosed that, case studies, surveys&
interviews have been the dominant methods that have been adopted. This might be due
to the fact that non-functional factors, including human factors, play important roles in
this area. Due to limited and unmatured benchmark and evaluation methods that are
available, achieving satisfaction of stakeholders are important. Particularly, we found
that in many studies, EA frameworks were proposed in local contexts. However, it was
not intensively clarified that what unique characteristics such a framework had com-
pared with other widely used ones, and what was the use of such a framework in a
general scenario. Despite that new requirements of e-government development have
arises when cities are expected to be smarter and more sustainable, few studies were
found which addressed such government or city specific requirements.

5 Related Work

There are some related works. For example, [44] reviewed literature that have been
published in Chinese journals about EA in government departments during past six
years until 2013. In [16], the authors focused on investments of information tech-
nologies. And in [6], the authors collected and analyzed articles regarding applying EA
in public sectors that have been published until 2017. Compared with them, present
research collected more recently published articles. In [6], it was mentioned that studies
in the area of interests have been quite scattered and there was no main stream of
research. As a result, knowledge and experiences cannot be accumulated in an efficient
way. In present research, we selected articles and analyzed motivations, contributions
and methods, and provided insights on the streams and trends based on the review
results.

6 Conclusions

In this article, we propose to answer three fundamental questions (why, what, and how)
on studies regarding applying EA in public sectors, e-governments and smart cities to
gain fundamental knowledge for future research. By analyzing and grouping motiva-
tions, contributions, and methods of researches presented in 35 selected articles, some
findings are disclosed based on a literature synthesis. The result shows the complexity
of this area, the importance of balancing technical & non-technical factors, the
importance and challenges brought by non-functional requirements. Despite the
importance of EA framework, few studies have been found in which government or
city specific requirements have be addressed in a general way. Such findings are
expected to provide useful insights for future possible research in this area.
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There are limitations for present research. We provided a literature analysis and
synthesis on 35 articles that were selected from a literature search. It is possible that
some research streams and trends could not be disclosed due to the restricted scope.
Therefore, we plan to expand the scope and validate our results by performing a
systematic review. In addition, based on the results of this article, we have scoped and
defined several more specific and concrete research projects in this area.
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sortium for Informatics and Mathematics (ERCIM).
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Abstract. The implementation of Information and Communication Technology
(ICT) is seen globally as a means to efficient and effective delivery of business and
organisational mandates. Governments, in their quest to serve citizens, harness
ICT to streamline their service delivery processes. e-Government transforms
administrations into “smart governments” enhancing the social, political and
economic inclusion and the quality of life of its citizens. However, the govern-
ments of developing countries are still facing challenges regarding transformation
due to a myriad of obstacles, which include the lack of interoperability of
e-government, lack of resources and lack of management commitment. There-
fore, the aim of this study is to define an e-government implementation frame-
work for developing countries. The 12 critical success factors identified for
developing countries were mapped to the variables of Diffusion of Innovation
(DOI) Theory in order to create the proposed implementation framework. The
framework was then applied in a single case study at a government department in
South Africa (SA) where the opinions of 110 managers were collected through an
on-line questionnaire. By considering the e-government implementation frame-
work, government departments are guided and enabled to prioritise specific ele-
ments in their implementation plan focusing on improved e-government delivery.

Keywords: e-Government implementation framework � Diffusion
of Innovation

1 Introduction

e-Government is one of the key priorities of governments worldwide to increase efficacy
in service delivery and to advance interaction and collaboration across government
departments [1]. e-Government refers to the process that governments utilise to achieve
efficiency and effectiveness in government, allowing citizens greater access to services,
while bringing more government accountability to the public [2, 3]. e-Government has
therefore developed beyond just electronic service delivery and introduction to web-
based technologies in government [2]. e-Government implementation is also considered
to be a complicated societal system which includes organizational, social and economic
issues [4].
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There are several constraints that must be addressed for the successful imple-
mentation of electronic public services [5]. The failure rate of e-government projects,
especially in developing countries, are significant and the gap between developed, and
developing countries, is vast [6, 7]. Slow adoption to ICT has been the result of limited
resources, such as poor ICT infrastructure, and insufficient Information Technology
(IT) human capital to spearhead ICT advancement and improvement [6, 8]. Other
factors cited that impact the adoption of e-government in developing countries include
top management support, organisational size, ease of use, competitive pressure, com-
patibility, competitive pressure, strategic relevance and IT support infrastructure [2, 3,
8, 9]. Furthermore, slow adoption of an e-government approach is impacted by the fact
that it is a long term project that requires an integrative implementation framework
approach, more so in developing countries [10].

In an attempt to address the slow rate of e-government adoption, scholars considered
critical success factors (CSFs) specifically pertaining to developing countries [6, 11].
The concept of CSFs point to the limited number of key areas where the implementation
of e-government must be accomplished in order to achieve improved service delivery,
making the difference between success and failure for the government department or
team [2]. Therefore, in order to guide the implementation of e-government in developing
countries, this research study considers the following research question: what are the
components of an e-government implementation framework for developing countries?
We reflect on this research question by considering the CSFs for developing countries
and by mapping the CSFs to the DOI theory for guiding the e-government implemen-
tation programme. Thereafter, we evaluated the proposed framework in a single case
study of a government department in SA.

The remainder of the paper is structured as follows: in Sect. 2 we provide the
background to the study presenting an overview of e-government, as well as the DOI
theory. The approach to this study is discussed in Sect. 3 where after we provide an
overview of the findings in Sect. 4. In Sect. 4 we present the CSFs for improved
service delivery mapping and conclude in Sect. 5.

2 Background

e-Government is influenced by a combination of factors, such as; political conditions,
cultural dimensions, technological advances, and organizational changes all designed to
support and drive transformation in government departments [5]. It involves providing
transparency, simplified processes and efficiency by rethinking government through the
introduction of models for business management, increased public involvement in
decision-making processes and by using ICT for the successful adoption of adminis-
tration- and government services [12]. Furthermore, e-government depends on the
effective directing of e-government stakeholders, the coordination of many government
department activities, close cooperation among employees, managers, IT specialists,
citizens and industry, as well as ICT application [8, 13].

ICT is an enabler from 2 perspectives: firstly, ICT facilitates government efficiency,
provides infrastructure for better decision-making, improves service offers and enhance
communication. Secondly, ICT improves access and utility for citizens [8]. It is more

16 A. Apleni and H. Smuts



difficult to realise government growth, economic growth, poverty reduction, the pros-
perity of citizens as well as a nation’s sustainability, without e-government operating
effectively [14]. Public sector restructuring, and its transformation into a digital public
sector, is a necessity to achieving both of these perspectives [15, 16]. Furthermore,
public sector digital transformation is context specific [16–18] and to identify factors
influencing the success of e-government, this study suggests the use of CSFs [19].

In the next sections we present a high-level synopsis of e-government with specific
focus on developing countries, an overview of the DOI theory in the context of
e-government service delivery, and an overview of CSFs in the context of
e-government in developing countries.

2.1 e-Government and ICT Implementation in Developing Countries

In the context of global economic integration and competition, ICT implementation is
increasingly important to sustainable economic growth of developing countries in
particular [20]. Diffusion of e-government innovation in developing countries was
observed during the last two decades benefitting citizens and governments [20, 21]. For
citizens, ICT implementation managed data, enhanced public service delivery and
expanded communication channels. For governments, ICT implementation increased
productivity, grew the business economy, shared global knowledge and automated
business processes and communications [21].

Improved delivery of government services and products is the ultimate goal for
e-government adoption and the role of ICT in providing these public activities of
government improves efficiency and effectiveness, consequently reducing bureaucracy
[22]. e-Government allows accessibility of up to date services bringing access and
convenience to the citizens, thereby empowering them [16]. Furthermore, the trans-
parency of government activities is enhanced through e-government actions, as well as
through digital literacy development and the fostering of citizen appreciation of
information technology [7, 23].

Readiness for e-government in developing countries is dependent on a number of
favourable political, cultural, social, economic and technological conditions that need
to exist for the e-government paradigm shift to take hold [7]. In countries where
e-government is competingwith other significant factors such as housing, health services,
and a high unemployment rate, these conditions are difficult to establish in the short term
[7]. In this context, at the turn of the century, SA started out as an e-government leader
among developing countries. However, a decade later, states that were much less
developed have surpassed SA [7].

The proponents of e-government have promised many benefits to those who adopt
and implement e-government systems and standards [23]. Such standards, consisting of
technical specification sets, constitute a common foundation of advanced technological
knowledge, presented in an easily transferrable form for extensive acceptance [20].
These standards and standardisations facilitate the diffusion of innovation and describes
the rate at which a new product or service is accepted. The DOI theory assist with a
better understanding of how trends emerge, and may serve as early indication of
success or failure of the new introduction [16, 20]. Therefore, we discuss DOI theory in
the next section.
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2.2 Diffusion of Innovation (DOI) Theory

The DOI Theory is a well-known framework where new technologies are being
investigated for adoption [24, 25] and DOI Theory can be applied in terms of guiding
e-government implementation [26]. In the context of this paper, innovation refers to the
e-government implementation which in most cases, also include an aspect of ICT.

For the diffusion of a new idea, the DOI framework consists of 4 main elements: the
innovation itself, communication channels, time and social systems. Diffusion, in the
context of the DOI theory, is the process whereby an innovation is communicated over
a period of time. Rogers [25: 172] described the innovation-decision process as “an
information-seeking and information-processing activity, where an individual is
motivated to reduce uncertainty about the advantages and disadvantages of an inno-
vation”. This innovation-decision process involves five steps in a time-ordered manner:
knowledge, persuasion, decision, implementation, and confirmation [27]. Firstly, citi-
zens form an opinion of an innovation based on knowledge they have about the
innovation. Secondly, citizens decide if they want to adopt or reject the implementation
of the innovation. The final stage of communication is the confirmation stage where
citizens evaluate the outcomes of the innovation-decision that is considered [27].
Communication during the innovation implementation takes place within a social
system through multiple channels, where stakeholders create and share the information
with one another in order to reach a mutual understanding of the adoption of the
innovation. The adoption process is the stages through which citizens decide on the
acceptance or rejection of an innovation [25].

The adoption rate of an idea is determined by five characteristics, namely: the
relative advantage of the innovation compared to the advances it supersedes; com-
patibility to existing needs and past experiences, complexity in relation to the difficulty
and use; trialability with respect to the limited experimentation; and the observability
of results of the innovation to the citizens within the social system [25, 27]. Prior
conditions focus on the conditions that increase or decrease the likelihood that an
innovation or new idea will be adopted by citizens and include previous practices,
norms of the social system and needs or problems experienced [25, 27].

In order to apply CSFs as a means to improve e-government service delivery, we
consider CSF categories in the next section.

2.3 e-Government Critical Success Factors

In order for nations to remain competitive in a globalised world, it is required to fully
utilize e-government, and factors influencing e-government adoption are relevant in
both the government internal and external environment [15]. Incompatible systems,
complex organizational systems, initial cost increase associated with non-conformities,
lack of integration guidance, lack of resources, lack of management commitment, the
demand for training and cultural change compromises e-government initiatives [28].

A mechanism utilised to consider this government internal and external environ-
ment, is CSFs referring to a limited number of conditions, variables or characteristics
that have a direct and significant impact on objectives such as effectiveness, efficiency,
and viability of a government [29]. To achieve the intended overall objectives,

18 A. Apleni and H. Smuts



activities related to the CSFs must be performed at the highest possible level of
excellence [30]. As a result, we extracted CSFs relevant to developing countries as
shown in Table 1.

Any e-government initiatives require funding to initiate and maintain e-government
projects. e-Government services are provided through ICT infrastructure that is able to
automate and digitise e-government services. The e-government ICT infrastructure may
consist of a number of components forming the backbone of e-government imple-
mentation, namely infrastructure application server environment, infrastructure secu-
rity, operating systems, application development tools, data and content management
tools, and hardware.

New legal issues arise through e-government implementation processes as
e-government implementation often requires the development and implementation of
new legislation and policies, through a series of legislative updates. Accountability and
transparency mechanisms are attributes of good governance-focussed regimes, and
includes elements like best practice standards, quality controls, administrative law, and
regulatory bodies as watchdogs such as auditors and ombudsmen. Therefore, good
governance practice for e-government implementation requires all stakeholders to
implement their programs in such a way that accountability and transparency is
included, that it complies with all relevant laws, standards and best practice, and that it
accommodates audit, quality assurance and recordkeeping programs that support sound
administration and responsibility.

Awareness in e-government refers to the process of pro-actively and earnestly
marketing the benefits of e-government services to citizens in both rural and urban
areas. Raising awareness of e-government early on in the programme and at the initial
stage of the e-government implementation, resistance may be avoided and growth and
adoption may be fostered. In addition, senior management support and commitment is a

Table 1. Critical success factors for e-government service delivery in developing countries

Critical success factor References

Funding [5, 6, 13, 19, 31, 32]
ICT infrastructure [2, 4–6, 18, 31]
Adequate legal and policy formulation [2, 19, 31]
Awareness [3, 4, 9, 32]
Top management and government support [2, 3, 6, 32]
User computer efficacy [4, 5, 32]
Stakeholder involvement [2, 5, 9, 32]
Communication and change management [3, 4, 32]
Clear vision and strategy [2–4, 6, 9, 31]
Training [2, 19, 32]
Government departmental goals [2, 4, 9, 32]
Citizen empowerment (as opposed to marginalising groups) [2, 4, 5, 9, 33]
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priority and is required throughout the entire e-services implementation life cycle in
order to provide and allocate sufficient resources.

The ability of users – both citizens and civil servants - to use and cope with new
technology, must be attended to for e-government implementation. Such skills typically
include digital literacy skills such as information literacy, identity management,
learning skills and ICT literacy skills normally associated with access to the Internet.
These citizen skills are commonly classified into abilities needed in order to acquire
and understand e-government services information, and the ability required to make
decisions, solve problems, and collect and disseminate information. In addition, as
e-government may be a new concept for citizens and civil servants in developing
countries, e-government should provide incentives for stakeholders to support these
new systems. Therefore, stakeholder involvement should focus on and encourage
participation at a significant level of work.

Potential resistance to change by citizens is a concern and attention should be given
during the e-government implementation to ensure that citizens understand the benefits
of the new e-services. Some reasons for resistance that must be addressed may be fear
of new technology, lack of understanding of the e-process and trouble-shooting (un-
derstanding outcomes and the course of action should processes go awry). The out-
comes of e-government implementation transform traditional establishments and
inevitably include changes to patterns of communication, work practices, organisa-
tional structures, procedures and processes enabled by the ICT implementation. In
order to ensure the success of e-government initiatives, potential changes that may
transpire must be anticipated and addressed. For this purpose, a well-designed com-
munication and change management strategy needs to be developed and implemented.
Components of this communication and change management strategy includes ICT
education and ICT impact, as well as a clear vision and strategy for the e-government
implementation. Successful e-government considerations entail a clear vision and
strategy that leads and supports the entire e-government implementation process and
focuses on the realisation of specific and well-articulated e-government goals.

Training is an important element to improve the overall success of e-government
and goes hand in hand with communication and change management, as well as coping
with new technology. Training is associated with endowing citizens with the hard,
technical skills required to use technology and leads to the increased diffusion of
e-government services into societies. Training and confidence in using technology, also
impact the rate at which citizens adopt e-government. For democratic and participative
decision-making, e-government facilitates citizen empowerment by providing infor-
mation, as well as opportunities, to take part and contribute to public policy-making.
Different forms of online forums enhance citizen participation and involvement. Such
public discussions and the aggregation of differing citizens’ interests, is an important
requirement that is emphasized by democracy models.

In the next section we consider the research approach before we present the data
analysis and findings.
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3 Research Approach

Our overall objective of this paper was to define an implementation framework for
e-government in developing countries. A means to identify and achieve this enabling
environment, is to consider CSFs focussing on the underlying enabling and inhibiting
conditions. In order to achieve this outcome, we conducted quantitative research and
employed a case study research strategy [34]. The case study environment consisted of
a government department in SA (GDSA). Within the SA context, e-government is
sectorial according to government functionalities such as health, education, home
affairs, etc. This is based on the political will of the SA Government with regards to
enhancing its processes and systems through ICT implementation and adoption.
A large sample of participants from a predetermined population of interest was selected
[35, 36]. The rationale used in identifying the research participants, was the manage-
ment level of the GDSA as this organisational level is accountable for decisions
regarding ICT implementation.

An online questionnaire was used for data collection as it enabled us to obtain the
similar data from a large group of people, in a homogenous format [37]. In order to
structure the online questionnaire, we proceeded to map the CSFs (Table 1) to the DOI
theory (Sect. 2) as shown in Fig. 1. The mapping was done based on the specific
definitions of the CSFs and how it relates to the DOI theory definitions.

Prior conditions
1. Funding
2. Legal and policy framework
3. Government departmental goals
4. Clear vision and strategy

5. Training
6. Awareness

7. Stakeholder 
involvement

8. User computer 
efficacy

9. Top management 
and government 
support

10.ICT 
Infrastructure

11.Citizen 
empowerment

12.Change management

Fig. 1. CSF’s-Diffusion of Innovation mapping for e-government implementation
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Prior conditions that need to be met before embarking on the programme, includes
4 CSFs namely, funding, legal and policies, departmental goals and a clear vision and
strategy. These CSFs were identified as they would increase or decrease the likelihood
that the e-government implementation will materialise or not. The innovation-decision
process starts with the knowledge stage where the citizen attempts to deduce what the
innovation is and how it works. In order to create new knowledge during this stage,
technology education and practice should provide both how-to and know-why expe-
riences. Therefore, two CSFs, namely training and awareness, are relevant to both civil
servants and citizens at this stage. The next step, a feeling-centred stage, is persuasion
and during this stage an individual has a negative or positive attitude toward the
innovation. Two CSFs are important at this point – one civil servant related and one
citizen related. The stakeholder involvement CSF applies to civil servants acknowl-
edging the IT skill that they require and bring to the innovation, and user computer
efficacy points to citizens where efficient execution plays a major role. The third stage is
the decision phase where an individual chooses to adopt or reject the innovation.
The CSF focus for this stage is top management and government support that is mainly
focused on civil servants and visible government support, calling on citizens to
embrace the e-government service delivery innovation. The implementation stage is the
fourth stage and the innovation is put into practice in this stage. An innovation may be
modified by a user during the process of its adoption and implementation, and this
usually takes place during the implementation stage. Based on the degree to which an
innovation is changed, the implementation stakeholders may need technical assistance
to reduce the degree of uncertainty about the consequences and subsequently placing
emphasis on the ICT infrastructure CSF. The last step is the confirmation stage where
the individual looks for support for his or her decision by seeking reassuring messages
that confirm his or her decision. The CSF significant here is citizen empowerment
enticing citizens to stay involved, to apply the innovation and assist with enhancing and
improving it. The final CSF is change management which is relevant across all 5 stages
of the innovation-decision process where change agents may increase the predictability
of the rate of adoption of innovations.

Respondents had to provide demographic data and rate the CSF statements (Fig. 1)
using a 5-point Likert rating scale. Based on the specific criteria used to identify
potential research participants, 46% of respondents were male and 54% female as
shown in the respondent profile in Table 2.

Table 2. Profile of questionnaire respondents (N = 110)

Gender Age Tenure Education

Male 51 (46%) <25 yrs 0 (0%) <5 yrs 9 (8%) High School 0 (0%)
25–35 yrs 14 (12%) 5–10 yrs 34 (31%) Diploma 9 (8%)

Female 59 (54%) 36–45 yrs 42 (38%) 11–15 yrs 38 (35%) Degree 75 (68%)
46–55 yrs 38 (35%) >15 yrs 29 (26%) Post-Graduate 26 (24%)
>55 yrs 16 (15%)
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Most respondents (42%) were in the age group 36–45, followed by 35% in the 46–
55 age group. None of the respondents were younger than 25 years which is expected
as only managers were included in the sample of 140. Of the respondents, 35% had a
tenure of 11–15 years, while 31% indicated a tenure of 5–10 years. Only 8% had a
tenure of less than 5 years. All respondents reported tertiary qualifications as 68%
indicated that they hold a degree, followed by 24% that indicated post-graduate
qualifications.

In the next section, we discuss the analysis of the data collected in order to derive a
prioritised e-government implementation plan for the GDSA.

4 Case Study Data Analysis and Findings

The main aim of this paper was to define an implementation framework for
e-government in developing countries by using CSFs mapped to the DOI theory as a
framework. Data was analysed quantitatively and Table 3 depicts the opinion of the
110 respondents based on the questions related to the CSFs.

The respondents confirmed that funding and ICT infrastructure are the priority
factors for successful e-government adoption in the GDSA with ratings of 93% and
84%, respectively. Adequate legal and policies formulation for e-government service
delivery in the public sector provides a healthy platform for successful implementation
highlighted by 58% of respondents. 53% of respondents stressed that in order to
achieve successful adoption of e-government, civil servants ought to be aware of ICT
capabilities to improve service delivery to citizens, as well as optimisation of their
processes. 62% of respondents emphasised that top management and government
support are essential for successful adoption of e-government service delivery, while
30% emphasised the importance of user computer efficacy. In order to curb the skills
flight of GDSA IT staff to better paying private sector jobs, which is an existing public
service problem that hampers e-government service delivery implementation, IT per-
sonnel at GDSA should have an attractive stakeholder involvement plan to retain them.
Hence, 40% of the respondents prioritised this CSF. Communication and change
management focuses on addressing resistance to change – from both civil servant and
citizen perspectives - and 56% of the respondents agreed this CSF is essential for the
successful adoption of e-government in the GDSA. A clear vision and strategy
attracted a rating of 74% while training was prioritised by 40% of respondents. 68% of
respondents highlighted the importance of department goals and 75% of respondents
emphasised the significance of empowering citizens.

In order to visualise the priorities identified by the GDSA respondents for their
particular implementation plan, a diagram was utilised shown in Fig. 2. As all CSFs are
important as a means to guiding implementation of the GDSA e-government service
delivery programme, the rating shared by 110 GDSA managers may now guide
implementation focus and priority. By tallying the somewhat important and very
important categories, an importance rating per CSF pertinent to the GDSA is shown in
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Fig. 2. Respondents identified the top 6 prioritise for the particular GDSA with a rating
of more than 60% as top management and government support (62%), clear depart-
mental goals (68%), clear vision and strategy (74%), empowerment of citizens (75%),
ICT infrastructure (84%) and funding (93%).

Table 3. GDSA critical success factors importance rating

Critical success factor Very
unimportant

Somewhat
unimportant

Neutral Somewhat
important

Very
important

Funding 2 2% 2 2% 3 3% 45 41% 57 52%

ICT infrastructure 6 5% 7 6% 6 5% 54 49% 39 35%

Adequate legal and policy
formulation

6 5% 6 5% 35 32% 43 39% 21 19%

Awareness 8 7% 11 10% 43 39% 31 28% 18 16%

Top management and
government support

6 5% 12 11% 24 22% 41 37% 28 25%

User computer efficacy 15 14% 17 15% 45 41% 23 21% 10 9%

Stakeholder involvement 13 12% 15 14% 37 34% 28 25% 17 15%

Communication and change
management

10 9% 6 5% 33 30% 48 44% 13 12%

Clear vision and strategy 4 4% 8 7% 17 15% 37 34% 44 40%

Training 28 25% 14 13% 24 22% 26 24% 18 16%

Government departmental
goals

14 13% 9 8% 12 11% 57 52% 18 16%

Citizen empowerment 7 6% 13 12% 8 7% 47 43% 35 32%

N = 110

93%

84%

58%

44%

62%30%

40%56%

74%

40%

68%

75%

Funding

ICT Infrastructure

Adequate legal and
policy formula on

Awareness

Top management
and government

support
User computer

efficacy
Stakeholder
involvement

Communica on and
change

management

Clear vison and
strategy

Training

Department goals

Ci zens
empowerment

Fig. 2. Priority rating of CSFs for the GDSA e-government implementation plan (N = 110)
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In order to achieve e-government service delivery improvement at the GDSA, an
enabling environment is necessary. When considering the proposed framework in
Fig. 1 and the prioritisation in Fig. 2, a clear implementation plan may be designed for
the GDSA. There is a priority requirement for government to provide adequate funding
that will ensure that IT skills are retained, ICT infrastructure is put in place, and clear
goals are set on how e-government will roll out across interactive stages. Furthermore,
better government support will ensure that priority is given to ICT implementation
initiatives. It is important that SA citizens are aware of, and understand, the
e-government products that the GDSA offers so they can benefit from utilizing them.
A large number of citizens in developing countries live in rural areas, often away from
technology and infrastructure. The GDSA implementation project needs to be executed
in such a way that it does not marginalise any group of SA citizens as these imple-
mentation plans should empower citizens and civil servants with the necessary
knowledge and skills for the implementation and usage of e-government systems.
Initiatives for road shows in rural areas on how citizens can register online should be
done for the benefit of ordinary citizens. IT education to citizens is another way of
dealing with the digital divide to ensure digital literate citizens. For the implementation
of the GDSA project, high priority must be allocated to the approval of adequate
budgets and funding from national government.

5 Conclusion

In order to address the requirement of e-government implementation in developing
countries, this research proposed an implementation framework derived from CSFs for
e-government implementation in developing countries mapped to DOI theory for the
adoption of new ideas. Twelve relevant CSFs were identified and mapped across the DOI
innovation-decision process. These CSFs give a comprehensive view of what a gov-
ernment department specifically needs to address when implementing an e-government
programme.

The proposed e-government implementation framework was applied in a govern-
ment department in SAwhere 110managers utilised the framework to prioritise the focus
areas of their e-government implementation. In addition, by considering specific CSF
priorities within the government department as illustrated by the case study example,
precedence can be given to the real enablers and a fit-for-purpose e-government
implementation plan can be designed.

Although our starting point with identifying CSFs was related to e-government
implementation in developing countries and evaluated in one government department
in SA, further research is required on how the proposed implementation framework can
be extended at a government level across multiple departments.
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Abstract. The purpose of this study is to understand institutional effects on
digital platform development and use for national health insurance in a devel-
oping country. Information systems research on digital platforms for the health
sector has focused more on healthcare. Less research exists on health insurance.
This study, therefore, addresses the research gap by focusing on digital platform
for national health insurance service in a developing country. The study employs
qualitative, interpretive case study as methodology and institutional theory as
analytical lens to investigate regulative, normative, and cultural-cognitive
institutional effects on digital platform development and use for national health
insurance in Ghana. The findings show the institutional enablers as: (1) health-
seeking culture; (2) mobile network penetration and use; and (3) appropriate
laws and regulations. Conversely, the constraints are (1) Unstructured supple-
mentary service data (USSD) functionality; and (2) extended family system.

Keywords: Digital platform � Mobile platform � Institutional theory � Health
insurance � Interpretive case study � Developing country � Ghana

1 Introduction

The purpose of this study is to understand institutional effects on digital platform
development and use for national health insurance in a developing country. Digital
platforms are characterised as having layered modular architecture with a core module
and loosely-coupled components [1]. By their nature, digital platforms facilitate change
and evolution of their use through re-configuration of their architecture and compo-
nents. There is widespread use of digital platforms in various organisations and sectors
[2, 3]. Within the developing country health sector, some health insurance organisa-
tions have implemented digital platforms while others are in the process of doing so
amidst some challenges.

Digital platform development for health insurance is underpinned by the need for
efficient operational processes and effective service delivery [4]. Unlike traditional
information systems (IS), which limit access to internal users for specified times, digital
platform extends access to external users [5, 6] such as subscribers anytime anywhere.
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Generally, literature on digital platforms for the health sector has focused more on
health care [7, 8]. Less research, therefore, exists on health insurance as an important
sector for providing health care financing, especially in relation to national health
insurance in developing country context. Following this research gap, the research
question for this study concerns how regulative, normative and cultural-cognitive
institutions affect digital platform development and use for national health insurance in
a developing country.

To address the research question, the study employs institutional theory [9] as
analytical lens and qualitative, interpretive case study [10] as methodology to gain
insight into digital platform development and use for national health insurance system
in Ghana, as a developing country. Ghana was chosen because it has recently migrated
its national health insurance from traditional information system environment onto a
digital platform to improve its operational processes and service delivery.

The rest of the paper is structured as follows. The following section reviews rel-
evant literature on digital platforms and the health sector. The next section presents
institutional theory as the analytical lens for data analysis. The section after describes
the research setting and the methodology. The subsequent section reports on the case
description. The section after focuses on analysis and discussion, while the final section
presents the conclusion.

2 Digital Platform and Health Care

Digital platform is a facilitator of multi-sided activities. IS research views digital
platform as an organisational and technological innovation for product development
and transactions [1]. Several digital platforms have emerged over the last several years
in different sectors [8]. These platforms are underpinned by computing and network
infrastructure that allow distributed actors to interact and transact [11]. The architecture
builds on components that have well-defined application programming interfaces
(APIs). The APIs allow interconnection and uses in new ways than initially intended
[12], which make them engine for innovation in service delivery.

Vassilakopoulou et al. [7] examine the introduction of e-health platform to under-
stand how inclusiveness was pursued in relation to the political orientation of platform
development, coordination of work among multiple contributors, and handling of
technical heterogeneity. Furstenau and Auschra [8] also investigate strategies to
implement and scale digital platforms in highly-regulated settings such as health care.
The authors observed that openness on code and content layers fuel platform growth and
contribution. However, financial risks and uncertainties in health care regulations can
result in platform failure and avoid opportunities to achieve potential benefits. Imple-
menting and scaling digital platform – especially in health care-based organisations – is
a difficult task and requires the resolution of tensions around autonomy-related benefits
and control [8, 13].

Digital platforms exhibit four dimensions: infrastructure, core module, ecosystem,
and service dimensions [14]. This research focuses on the service dimension. The
service dimension is the application of specialised competences (knowledge and skills)
through deeds, processes, and performances for the benefit of another entity or the
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entity itself [15]. Because an organisation can always do better at serving clients, the
service dimension views digital platform development and use as a continuous process
directed at improving service delivery.

Despite the benefits offered by digital platforms, we are still less informed about
how they support health insurance, as the focus has so far been on the health care
sector. In the words of Rye and Kimberly, “We still do not know as much as we would
like, and what we do know, we may not know for sure” [16, p. 254].

3 Theoretical Foundation: Institutional Theory

The theoretical foundation for this study is institutional theory of organisations [9, 17].
The fundamental concept of the theory is institution, which refers to established social
structures such as laws, norms, culture and practices that influence people’s thinking
and behaviour in societal and organisational contexts [9]. Moreover, institutions are
classified into three pillars, namely regulative, normative, and cultural-cognitive.

First, the regulative pillar explains how laws, rules and regulations enable or
constrain behaviour of actors [18]. It explains how people need to conform to rules or
attract punishments if they break the rules [9]. As this study concerns health insurance,
regulative institutions are the acts of parliament and laws that regulate behaviour in the
sector.

Second, the normative pillar is based on agents’ social obligations, which are
observable through values and norms [18] with the aim of guiding and promoting certain
preferred behaviours [19]. They specify how things should be done, how goals should
be set and legitimate means to pursue them [9]. In this study, normative institutions refer
to established norms, traditions and practices in national health insurance services.

Finally, cultural-cognitive institutions are the taken-for-granted customs, traditions,
and assumptions that control the thinking process and actions of social actors [20]. In
this study, cognitive institutions refer to the thinking and decision-making patterns of
actors in the national health insurance sector.

In theory, the three pillars are only separated for analytical purpose [9]. In practice,
they work in combination. Within a given context, one pillar may dominate the others.
In IS research, institutional theory has been recognised as useful for analysing change
and stability related to information technology and organisational elements [21]. The
motivation for choosing it as the theoretical foundation in this study is based on its
useful concepts to understand the effects of normative, regulative and cultural-cognitive
factors on digital platform development and use for national health insurance in a
developing country.

4 Research Setting and Methodology

This study forms part of a larger research project into health insurance platformisation
in a developing country. The current study focuses on a digital platform initiative and
the regulative, normative and cognitive institutional effects on the process and the
outcome. This research is based on a single case study method of the national health
insurance in Ghana.
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4.1 Methodology

Following the interpretive paradigm [10, 22], this study seeks to understand the
interaction between digital platform development and use in health insurance and the
effects of the institutional environment. Interpretivists argue that organisations are not
static and that the relationship between people, organisations, and technology evolve.
The motivation for choosing qualitative, interpretive case study approach is based on
the understanding that the research phenomenon and its context can be understood
through the meanings that participants assign to them within and their institutional
environment [23, 24].

4.2 Data Collection

Data collection occurred from June 2018 to September 2019. In line with the inter-
pretive case study tradition [10], this study obtained data from multiple sources,
including interviews, documents, observations, and websites. The multiple data sources
included semi-structured interviews with key informants who had knowledge and
experience with the digital platform initiative, its implementation, and outcomes. The
key informants were selected through purposive and snowball sampling [25] based on
the relevance of their role in understanding the phenomenon.

A total of thirty-two (32) interview participants were selected for this study. The
participants included one director of MIS, two deputy directors for business systems
and claims management, respectively. Other participants were ten regional ICT coor-
dinators, two data center administrators, one database administrator and one senior
manager ICT for business systems. Additional data came from discussion with ten
district MIS officers and five health insurance subscribers. Interviews lasted between
45 min and two hours, were tape-recorded, transcribed and verified by participants.

The researchers also obtained further data from observing the digital platform
modules through demonstrations and walkthroughs organised by the national health
insurance IT staff. In addition, documentary data were gathered from project docu-
mentation and reports as well as from websites.

4.3 Data Analysis

Based on the interpretive tradition, data analysis occurred alongside data gathering
[10]. The analysis occurred at two stages. The first stage was based on inductive
thematic analysis. The process involved inductively deriving concepts from the col-
lected data to identify themes related to the development, use and outcome of the
digital platform and the roles of stakeholders to inform the case description.

The second stage was theory-based analysis. Under this approach, concepts from
institutional theory were used as sensitising devices to identify regulative, normative
and cultural-cognitive institutions as enablers and constraints of the development and
use of national health insurance digital platform. From the interpretive analysis
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perspective, the goal of the analysis was not to test the theory, but use it as a sensitising
device to guide the analysis [26]. Where necessary, follow up with the interview
participants were undertaken to verify emerging findings or seek additional data in line
with the hermeneutic circle.

5 Case Description

Ghana, with an estimated population of 29 million as of 2018 and classified as a
middle-income country, is a developing country in Africa. Health care financing has
gone through a chequered history in Ghana since independence in 1957 where all
governments have pursued, with varying degrees of success, several policies, and
programmes to accelerate economic growth and raise the living standards. The national
health insurance scheme (NHIS) was established under Act 650 of 2003 by the
Government of Ghana to provide essential health care services to persons’ resident in
the country through district mutual health insurance scheme (DMHIS) and private
health insurance schemes. The mission of the scheme has been towards securing the
implementation of the national health insurance policy that ensures access to essential
health care services for all residents of Ghana and drive universal health coverage [27].

5.1 Pre-digital Platform

In order to qualify as a member with the national health insurance, residents need to
register first with the scheme and be given some form of identification to visit the health
provider and receive health care for free. At the onset of the scheme in 2003, DMHIS
used manual means to register and identify members or subscribers as they are known.
From 2005 to 2008, DMHIS attempted some level of automation with mix results. The
software installed at the DMHIS were on standalone computers with no network
connectivity to undertake data entry.

With the exponential growth in membership of the scheme from 2008 came
problems with accessing health services. From 2008, the NHIS introduced several
digital interventions including a centralised database and a biometric system (BMS) to
address operational challenges which included dwindling or stagnated growth. More-
over, the systems introduced produced unintended consequences of long queues and
citizens waiting several hours and sometimes days in rural areas at the DMHIS to
register to access health care. Essentially the systems introduced up to 2016 were not
client-side friendly (for health insurance subscribers to access services) resulting in
long queues and waiting times at DMHIS offices.

The members of the NHIS have been mostly at the receiving end of unintended
consequences resulting from digital technology led attempts at digital service inno-
vation. First, the non-portability of the scheme and silos of client-facing systems
rendered accessing health care problematic for NHIS members. As a result, the scheme
recorded stagnated or dwindling growth. There were also the intermittent shortages of
consumables needed to ensure a very smooth registration process as well as the con-
stant breakdown of biometric equipment. A senior management official with the
scheme recounts:
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“We are at the crossroads if you ask me as a scheme where technology is driving the way things
ought to be done; so, services, services, services is something that we want to take to the very
next level.”

5.2 Digital Platform Development (Mobile Renewals and Digital
Authentication)

Conceptualised in 2017, the digital platform development received funding from the
international labour organisation (ILO) to boost membership registration in order to meet
the united nations universal health coverage goals. A prototype version of the platform
was initially developed from which it was scaled to pilot and production. Modules of the
platform include a payment system linked to a mobile service aggregator. The payment
module channels payments between NHIS members using the mobile renewal appli-
cation on their mobile devices and NHIS digital platform over the mobile telecommu-
nications network of the participating telecoms companies Vodafone, MTN and
AirtelTigo. It also includes an application programming interface (APIs) to integrate
with health provider platforms for authentications. The mobile renewal application was
piloted successfully in two districts in Ghana and eventually rolled out nationwide from
December 2018. The mobile renewal part of the solution uses unstructured supple-
mentary service data (USSD) to provide messaging service to health insurance members,
including the renewal of their membership and payment of premium.

The mobile application sends SMS reminder before the expiration of the sub-
scribers’ eligibility. The reminder offers the option to complete payment of the
insurance premium immediately after the SMS. Insurance subscribers can check when
their policy is due to expire. Other features available within the application is the ability
to view the benefits packages as well as a comprehensive list of medicines. Service
benefits to members expected from the platform include improved member renewal and
registration, and reduced waiting times at DMHIS offices. In driving the schemes
overall policy goal of attaining universal health coverage, the digital platform is also
expected to eliminate process bottlenecks to increase NHIS penetration in Ghana by
allowing members to renew their policies at the comfort of their homes without having
to queue at district offices.

5.3 Post-digital Platform Development

The NHIS continued to implement the mobile membership renewal and digital
authentication system across all its district offices nationwide since the national roll-out
in December 2018. The response from the NHIS membership and providers on the use
of these initiatives have been very positive. Membership and claims check code
authentication are helping to improve upon the validity of membership numbers and
cost containment in claims payment. Through this process, a comprehensive analysis of
membership and claims validity checks can be undertaken from which appropriate
punitive measures for invalid claims submission can be taken. There is now the pos-
sibility to link legacy data to new data generated from the project’s implementation to
drive more timely and actionable insights, significantly improving efficiency of NHIS
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operations and service accessibility. Importantly, more wide-reaching policy reforms to
bring the scheme back to full sustainability can be attempted.

A number of key challenges have, however, been observed. First is differences in
how mobile telecommunications companies present their USSD menu following the
shortcode issued by the health insurance member to access the service. For example,
whiles MTN has been adjudged simpler in terms of plugging in by the mobile platform
aggregator and presenting a much simpler interface for approving payment out of
health insurance members mobile wallet without leaving the screen, Vodafone and
AirtelTigo are said to have a complicated menu system. This process involves the
health insurance member first generating a code called a voucher number. After the
code is received, the health insurance member will have to dial another shortcode to
complete the health insurance renewal process, resulting in two separate steps for the
subscriber. Even though the mobile telecommunications companies such as AirtelTigo
claim the voucher system is more secure and clients more protected, this presents
challenges for easy adoption by health insurance members.

Secondly, resulting from degraded network connectivity from the mobile telecom-
munications network, health insurance members have had to contend with trying
multiple times before the transactions eventually get completed to renew their mem-
berships. At other times, health insurance members have money deducted from their
mobile wallet without a corresponding renewal of their membership. This has been
attributed to integration challenges between the other platform partners such as the
mobile aggregator, the mobile telecommunications provider, including the NHIS where
system handshakes are not completed. Lastly, digital illiteracy, the inability to use and
access digital information and tools have resulted in the situation where some health
insurance members are unable to use the service and rely on third parties, including
mobile money vendors with the unintended consequence of giving out their personal
information.

6 Analysis and Discussion

The findings of the case study present us with a number of interesting issues for
analysis and discussion. Based on the research question and institutional theory as a
lens, this section discusses the regulative, normative and cultural-cognitive institutional
enablers and constraints. Enablers generally mediate the successful achievement of
organisational goals whiles constraints makes an action difficult or impossible to act
upon [28].

6.1 Institutional Enablers

The findings show that the initial objective of the national health insurance was to
provide a digital platform to address service accessibility problems leading to increased
enrolment towards meeting universal health coverage targets. International non-
governmental normative institution funded and drove the digital platform initiative.
First, the normative health-seeking culture in the country supported the need for a
digital platform that could facilitate expanded coverage and access to health service.
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This normative health-seeking behaviour is manifested in the increased utilisation of
health services under national health insurance.

For example, active membership has risen from 10 million as at the end of 2016 to
11.7 million in 2019. Mobile renewals under the platform continue to account for about
65–70% of total renewals recorded. As at the end of September 2019, the cumulative
(January to September) mobile renewals was 3,970,408. The total revenue generated
from these renewals is GHS 52, 463, 584 or approximately $9.5 million accounting for
53.58% of total transactions (mobile & BMS renewals and new registrations) and
68.78% of all renewals (mobile and BMS). Again, as at the end of September 2019, a
total of 4,553 health providers are using the authentication module regularly. Within the
same period, a total of 23,975,774 health care attendances have been validated digitally.
As noted in the literature, despite the relatively high percentage of its gross domestic
product (GDP) on health [29], universal health coverage remains a long way from being
attained as a result of service accessibility problems [30]. Nevertheless, digital platforms
offer several advantages for health seekers, health provider and payer [31].

Another normative institution that enabled the digital platform initiative was the
penetration and use of mobile technology. Mobile network penetration continues to
surge in the country at 75%, as at 2016 [32] meaning an estimated 75 out of every 100
Ghanaian adults own a mobile phone. These include some of the over 11 million
currently active members of national health insurance. These normative factors
encouraged the NHIS to seek the development of digital platform capabilities that apart
from facilitating access to health care also provides online payment services. Normative
use and growth of mobile banking and payment systems for economic transactions and
exchange [33] further ensured the integration of the payment system into the NHIS
digital platform. The outcome is a more efficient and transparent means of accounting
for cash inflows to the scheme from premium payments.

A regulative institution would ascertain whether the organisation is legally estab-
lished and whether it is acting in accord with relevant laws and regulations. The
research findings suggest that the principal regulative institution establishing the NHIS
is Act 852 that replaced Act 650 in October 2012 to consolidate the NHIS. The
objective of the revised law is to remove operational bottlenecks and drive transparency
towards the attainment of universal health insurance coverage. The regulative pillar’s
legitimising influence supports and authorises individuals within the NHIS to take
specific actions, in this case, the development and implementation of a digital platform
to boost membership registration in order to meet the united nations universal health
coverage goals. The design and construction of digital artefacts and technologies are
mandated by regulative authorities often in the interests of the larger society [9].

6.2 Institutional Constraints

Digital platform has the potential for increased levels of health insurance member
engagement, a model of participatory health care that could improve service outcomes
while also lowering cost. However, normative constraints embedded in USSD interface
across mobile telecommunications provider platforms poses challenges to continued
adoption and use of the service platform. Health insurance members experiencing
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challenges will revert to travelling to DMHIS offices to renew their health insurance
memberships defeating the goal of improving service experience using the platform.

The extended family system, which is deeply embedded in the Ghanaian culture is
a group consisting of close kin organised around either patrilineal or matrilineal rela-
tives or lines. The extended family system results from the communal rather than
individualistic social network based on a fundamental need to care for other members
of the extended family [34]. This system typically includes a man, his wife, children or
offspring in addition to other kin. By extension of this system, reverence is accorded
family heads and community leaders. In practice, family heads can register for national
health insurance membership on behalf of an entire household while community
leaders do same for community members. In secondary schools, mass registration of
students unto the national health insurance can be linked to a single phone number of a
school head. Within the NHIS mobile authentication platform, when a member visits
the health provider to access health care, the member after consultation receives a
notification on their mobile device asking them to confirm whether they were at the
health provider on a given day and time to access health care. This verification system
is for purposes of enabling the NHIS to link attendance to claims received from the
health provider, many of which are fraudulently sent for payment.

In most cases, these notifications are not responded to because the receiver has no
knowledge of a visit to the health provider by an individual family member on whose
behalf, he/she undertook the NHIS member registration. This cultural-cognitive insti-
tution is a major constraint on the NHIS ability to obtain proper feedback to validate
claims received from health providers. This constraint goes to the heart of the schemes
cost containment and financial sustainability drive.

7 Conclusion

The purpose of this study was to understand how institutional effects enable or con-
strain digital platform development and use in national health insurance from a
developing country context. By applying institutional theory to analyse digital platform
in national health insurance, our work contributes to digital platform research in the
health sector in general and health insurance in particular. The findings show that
digital platform is a promising means to help health insurance organisations in
developing countries to achieve national coverage. However, to derive the benefits,
health insurance managers should pay attention to institutional enablers and constraints
that affect digital platform development and use.

The study contributes to research, practice and policy. For research, the study reveals
regulative, normative, and cultural-cognitive enablers and constraints and how they can
shape the development and use of digital platform for health insurance in a developing
country context. By identifying these institutions, this study extends existing knowledge
on digital platform development and access in developing countries.

For practice, the study shows that health insurance managers should not only
address technical issues related to digital platforms but also focus on social issues such
as institutional enablers and constraints that affect digital platform development, use
and outcomes. The findings offer practical lessons on how institutions can facilitate or
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promote successful deployment and use of digital platforms for national health
insurance. For policy, the study calls on developing country governments to create the
appropriate institutional environment and frameworks to support digital platform
development and use for health insurance and the public sector in general.

For future research, there is the possibility of uncovering other institutional enablers
and constraints to enhance our understanding of digital platforms and their institutional
environments. We encourage future research to explore how private health insurance
develop and use digital platforms and the institutional factors that affect them.
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Abstract. Innovation is important for development in the private sector, but
inevitably public sector also needs innovation to enhance services and processes,
with research on employee-driven digital innovation in public organizations
being limited. We propose a study in a public organization based on action
design research (ADR) methodology to enhance theoretical knowledge and
develop practice in relation to employee-driven digital innovation. This
research-in-progress study follows the divided stages of ADR, where the stage
of problem formulation is to be conducted through semi-structured interviews.
Findings from stage 1 will provide knowledge about the phenomenon with a
public organization as a context and make up the problem definition within
ADR. The stage of building, interventions and evaluation is to be conducted
with interventions in focus groups where we will investigate how to increase
adoption of employee-driven digital innovation and how introducing digital
tools can support employee-driven digital innovation as an innovation practice.
The study aims to contribute by creating general solution concepts about
employee-driven digital innovation.

Keywords: Employee-driven innovation � Digital innovation � Employee-
driven digital innovation � Public organization � Action design research

1 Introduction

To enhance innovation organizations have increasingly started to recognize the inno-
vation potential their employees represent [1]. Employee-driven innovation is founded
upon the argument that organizations cannot ignore the innovative resources and
potential of ordinary employees [2]. This new approach to innovation, although the
underlying elements are not new, has been attracting more interest in recent years [3].
Looking into the subject shows that most of the research in the quest to understand
employee-driven digital innovation has been done towards private organizations. But
there exist knowledge gaps to the understanding of the phenomenon with regard to
public organizations, not at least in relation to digital innovation. This brings us to our
research questions for our study:
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R.Q.1: How do employee-driven digital innovation work in a public organization?
R.Q.2: How to increase employee-driven digital innovation in a public
organization?
R.Q.3: How to introduce digital tools to support employee-driven digital
innovation?

To address these research questions, we intend to use the ADR methodology [4].
One of the strengths of this research method is that it contributes both to building
theoretical knowledge in the field being investigated as well as solving practical
problems. In Sect. 2 we present a background on employee-driven digital innovation,
in Sect. 3 we present details about the methodological approach, before presenting the
expected contribution and potential further research in Sect. 4.

2 Background

Organizations, private as public, are increasingly facing global competition, ever-
changing environments, new technology and more informed and demanding customers
and users. Some researchers claim that organizations that are not interested in inno-
vation to face the dynamic environments will apparently disappear [5]. Organizations
seek to exploit the opportunities to innovate in pursuit of competitive advantages.
Innovation is more than just a creation of an idea, it is also about idea-creation and
idea-development (exploring), and how these can be utilized (exploited) through new
product and service offerings [6]. Innovation in the public sector however is an area
that has not been extensively studied before, and there is no common understanding of
what innovation in public organizations is or developed a framework for understanding
innovation within [7]. One reason for this might be the fundamental differences
between public and private organizations that might affect their interest and ability to
innovate, such as purpose and innovation focus. In recent years, several new approa-
ches to innovation have emerged, including user-driven innovation and open innova-
tion [8]. Lately we have also seen the emergence of employee-driven innovation [9].
The understanding of innovation, and how innovation develops in the organizations, is
no longer limited to R&D units or experts. Innovation processes initiated by
employees, and often in collaboration with the external ecosystem, are recognized.
Because of these new approaches improved explanatory models are required to
innovation.

Employee-driven innovation research concentrates on how organizations can create
innovative practices among ordinary employees [10]. In employee-driven innovation,
the focus is on utilizing the innovation potential that the organization has overall and,
not least, the knowledge, skills and experience that the ordinary employees possess.
Organizations increasingly recognize that innovation does not just happen exclusively
through top-down decisions, internally by investing in R&D units or externally by
pursuing open innovation or creating innovation hubs [11]. The core idea of employee-
driven innovation is that by inciting cooperation between employees and managers,
companies’ innovation performance will improve greatly [1]. A bottom-up approach,
like employee-driven innovation, might produce value to the organization by utilizing
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employee’s knowledge, experience and ideas to provide continuous innovation.
Changing environment and conditions in work life also underpin employee-driven
innovation, as a growing number of innovations will be intangible and service oriented
[12]. These changes, together with increasing focus on digital innovation, has created
what we have chosen to call employee-driven digital innovation. Digital innovation can
be understood as using digital technology during the process of innovation or that the
outcome of the innovation is fully or partly digital [13]. When ordinary employees,
through involvement in the innovation process, creating ideas and contributing to the
realization of these, with elements of digital innovation, one can talk about employee-
driven digital innovation. Despite the emerging interest in digital innovation, it emerges
as a research area to the extent that it is not fully developed [14]. Digital innovation
initiatives still need further theorization [14].

The need for more theorizing and understanding of employee-driven digital inno-
vation also applies to the context of public organizations. Increasing focus on digital
transformation has seen the rise of a new type of innovation which influences not only
private but also public organizations [15]. Many have the misperception that the public
sector does not engage in innovation practices, and at least not through the involvement
of ordinary employees. However, the fact that public organizations do not have tra-
ditional R&D units, can emphasize the advantages employee-driven digital innovation
can create [16]. Therefore, there seems to be a greater need to include these activities
into the daily activities of these organizations. Knowledge is needed both in relation to
the phenomenon in public organizations, and not at least how to make use of this way
of practicing innovation throughout organizations.

3 Research Methodology

Within Information Systems research there is a consensus for the need to both make
theoretical contributions and solve the current and anticipated problems addressed by
practitioners [17, 18]. The field of Information Systems earlier relied on design research
[19] and action research [20] to address these challenges. The emergence of ADR [4],
as a variant of design science research [19], privileges organizational influences on the
design and evolution of the design artifact, emphasizing concurrent building, inter-
vention and evaluation [21]. In our study the aim is to both contribute to theory and
practice, and to elucidate our research questions, we have chosen to use the method-
ology of ADR. ADR is a research method for generating prescriptive design knowledge
through building and evaluating ensemble IT artifacts in an organizational setting [4].
This methodological approach deals with two seemingly disparate challenges: (1) ad-
dressing a problem situation encountered in a specific organizational setting by inter-
vening and evaluating; and (2) constructing and evaluating an IT artifact that addresses
the class of problems typified by the encountered situation [4]. Employee-driven digital
innovation has knowledge gaps when it comes to application in public organizations.
Our aim is to study employee-driven digital innovation through the use the ADR
method in the context of a public organization (theoretical contribution) and increase
the use of employee-driven digital innovation and implement digital tools to support
the innovation practice (practical contribution).
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We are studying employee-driven digital innovation in a large public organization
with about 13000 employees. In this organization, there are several digital innovation
projects that are already employee-driven, and they have an ambition to increase the
impact of digital innovation through new and better services for their inhabitants. The
management has expressed a desire to increase adoption of employee-driven digital
innovation, as an innovation practice, to the whole organization. We therefore think
that using ADR is an appropriate approach to the problem. Our research approach can
be attributed to the four stages in the ADR methodology (Fig. 1). Through this
approach we will be both gaining an understanding of the problem as well as gener-
ating interventions in the innovation practice and adoption and support of employee-
driven digital innovation. According to [4] the ADR research method can be broken
down into four different stages:

Problem formulation (problem perceived in practice or anticipated by researchers).
Building, Intervention, and Evaluation (building of artifact shaped by organizational
use).
Reflection and Learning (continuous stage that parallels all stages).
Formalization of Learning (development of general solution concepts).

Design science addresses research through the building and evaluation of artifacts
designed tomeet the identified business needs [20]. In our research design this is precisely
what we are trying to do in stage one, before we in stage two try to solve the problem by
increasing the prevalence of employee-driven digital innovation and the introduction of
one or more digital artifacts to support innovation in the public organization. There are
still uncertainties about how the ADR method is being used in practice [21]. This relates
to two conflicts: (a) how to balance the competing interests of the organizational stake-
holders and the research team, and (b) how to balance the situated implementation of the
design artifact against the need to produce generalized knowledge outcomes.

3.1 Problem Formulation

At stage one in ADR our aim is to build knowledge about employee-driven digital
innovation in the context of a public organization (Fig. 1). This is a diagnostic phase

Fig. 1. Intended contribution of our research in relation to the stages in the ADR method.
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and contribute to the problem definition of employee-driven digital innovation. The
problem formulation stage in ADR identifies and conceptualizes a research opportunity
based on existing theories and technologies [4, 20]. Here we do that through the use of
existing theory of employee-driven digital innovation. The data collection is done
through the use of semi-structured interviews with respondents, including project
leaders and project members, from three different ongoing employee-driven digital
innovation projects. There will also be conducted semi-structured interviews with
people holding other positions across the organization close to the different projects
(support positions). These respondents both include the strategic level in the organi-
zation, as well as at the IT-department (programmers) who interact across the various
digital innovation projects. This also gives us opportunities to compare between the
different projects and increases the validity of the potential findings. This acquisition of
knowledge will also be important when we face the stage of intervention later in the
research design. These innovation projects are at different stages in the innovation
process, which gives us different perspectives on the innovation process.

3.2 Building, Intervention and Evaluation

After building knowledge and framing the problem in relation to employee-driven
digital innovation in this specific context, we will move on to stage two in the ADR
methodology (Fig. 1). This stage consists of building, intervening and evaluating [4]
around the construct of employee-driven digital innovation, and will be a therapeutic
phase. This stage heavily rests upon the framing and theoretical premises adopted at
stage one [4]. Through this stage we will build further knowledge about the phe-
nomenon of employee-driven digital innovation and do interventions through the use of
focus groups to increase adoption in parts of the organization that have not yet adopted
and implemented the innovation practice. This stage will create knowledge about best
practices of employee-driven digital innovation in public organizations that also can be
used in stage four to create general solution concepts. The design of the
model/construct/approach for how to increase the adoption of employee-driven digital
innovation in the organization must be done in close collaboration with the employees
and management of the organization. This also applies for introduction of digital tools
to support this innovation practice. The outcome of stage two of the ADR is the
realized design of the artifact [4]. This type of research is aimed at changing the
organization’s practice, and not just studying the phenomenon from an outside per-
spective [19]. There is also conceivable to apply iterations to the ADR method at stage
one and two. This will give the possibilities of further developing knowledge and
practices about adoption of employee-driven digital innovation in the organization and
how introduction of digital tools to support it can be done [22]. This building of
knowledge and practices will also contribute to the reflection and learning in stage three
in the ADR method.

The ambition is to use the acquired knowledge through stage one and two to
implement digital tools that can support the innovation process associated with
employee-driven digital innovation in the public organization (Fig. 1), e.g. to gather
innovative ideas, collaborating with development of ideas, seeing ideas through towards
realization and so on. This may include utilizing existing artifacts in the organization,
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implementing new artifacts or developing customized artifacts for the organization. This
also contributes to the building, intervention and evaluation in stage two in the ADR
methodology [4]. This will be based on knowledge in relation to how employee-driven
digital innovation takes place in this organization (stage one and two) and general theory
of how organizations can be supported through the use of digital tools.

3.3 Formalization of Learning

At stage four the ambition is through knowledge and practical experience from all stages
to formalize learning through the development of general solutions concepts [4] for
employee-driven digital innovation that can be used across public organizations. This is
based on the initial problem definition in stage one, the interventions in stage two and
the continuous reflection and learning in stage three of ADR. Reflection and learning
recognize that the research process involves more than just solving a problem [4].
Conscious reflection on the problem framing, the theories chosen, and the emerging
ensemble is critical to ensure that contributions to knowledge are identified [4].

4 Expected Results, Conclusion and Further Research

This research-in-progress paper describes the intended research design for our study of
employee-driven digital innovation in a public organization. Our main goal of the study
is to increase the knowledge and understanding of employee-driven digital innovation
in a public organization. There is reason to believe that employee-driven digital
innovation in private and public organizations might have differences in terms of
factors (e.g. innovation focus and tasks) affecting employees’ willingness to participate
in the innovation process. One of the reasons for this may be that innovation in public
organizations is based on providing the best and most effective services to the citizens,
while in private organizations it is based on innovating with a view to products and
services that will maximize profits. These differences in basic assumptions in the
organizations can influence how innovation processes are adopted, implemented and
practiced, and not least the outcomes. It may also be that factors known as basis for
creating employee-driven innovation in private organizations; as autonomy, organi-
zations innovation focus, willingness to collaborate, etc., may appear different in the
context of public organizations. We believe that using ADR, with the possibilities of
numerous iterations at stage two, will give a better understanding of employee-driven
digital innovation in a public organization, and provide the ability to create general
solution concepts of how to increase adoption and digital supporting tools that are more
applicable then the use of any other research methods.
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Abstract. Challenges faced in public e-procurement implementation are not
well understood despite past studies focusing on the phenomenon. This paper,
which is based on a systematic literature review of academic papers, seeks to
synthesize and examine the key challenges impeding public e-procurement
implementation. These challenges are categorized using the Technology-
Organization-Environment (TOE) framework as follows (1) Technological
challenges: e-procurement acceptance and usage, disruptive innovation char-
acteristic of e-procurement, use of digital signatures, security and privacy of
technology and technical aspects of e-procurement (2) Organizational chal-
lenges: stakeholders’ behavior, leaders’ behavior, shortcomings in leadership,
lack of training and skilled personnel, resistance to change, organizational power
and politics and the creation of public value underlying e-procurement (3)
Environmental/Contextual challenges: regulatory framework for public pro-
curement, Small-and-Medium-Size Enterprise issues, and context of the country.
Key e-procurement implementation challenges are grounded in human and
contextual issues. So we recommend more case studies on public e-procurement
implementation in the future.

Keywords: Public e-procurement � Implementation challenges � TOE

1 Introduction

Public e-procurement, commonly referred to as e-GP, is an inter-organizational system
(IOS) that is intended to facilitate Government-to-Business (G2B) and Government-
Government (G2G) electronic communication, information exchange, and transaction
support [53]. E-procurement, which is part of public procurement reform, is a powerful
tool to reduce corruption in public procurement as it reinforces transparency, account-
ability, and integrity in procurement functions [38]. Several developed countries such as
Singapore, Australia, the UK, the USA, and Japan have successfully implemented
public e-procurement systems and are reaping its benefits [37]. However, in many
countries, the implementation of public e-procurement systems is perceived as daunting
[9, 16, 18, 34, 37, 52] and it is not used to its full potential.

Sub-Saharan African countries, which on average have low scores on the cor-
ruption perception index [51], have expressed enthusiasm and interest in adopting
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e-procurement to help to curb corruption and make significant economic impacts.
However, these countries face several e-procurement implementation challenges,
which if not addressed, can firstly, delay the implementation process which has cost
implications and; secondly, motivated leaders can lose interest and enthusiasm in
driving implementation if there are too many challenges to be addressed.

Given that public e-procurement implementation is still problematic implies that
implementation challenges of public e-procurement have not been well understood to
date. To this end, this paper aims to provide an in-depth examination and synthesis
from an information system (IS) perspective of the challenges to public e-procurement
implementation using a sequentially-phased qualitative systematic literature review
approach as informed by Okoli [39]. The research question, “What are the imple-
mentation challenges to public e-procurement?” will thus be addressed.

2 Conceptual Background

Public e-procurement implementation is a complex endeavour characterized by multiple
Government-to-Business organizations (G2B), and private sector companies. These
stakeholders have interests and power that can influence the outcome of the Inter-
Organizational Information System (IOIS) implementation [9]. Under the assumption of
information system (IS) as a socio-technical endeavour, the interplay between the
implementation of e-procurement and the public-private sector context is deemed to be
challenging [55]. These implementation challenges should be understood in order to
formulate effective strategies to contain them. Furthermore, unlike e-procurement in the
private sector context, public e-procurement is expected to reflect public values such as
accountability and transparency.

Public e-procurement can be understood as a hybrid of e-government, information
systems, and public administration. Thus, it is highly likely that e-procurement chal-
lenges are documented in papers published in these different domains. So far, there is a
lack of an integrated approach to the synthesis of e-procurement implementation
challenges; and when there is an attempt to do so, it is carried out in a rather fragmented
manner. Researchers have seldom stepped outside a specific discipline in e-procurement
literature reviews. For example, Patrucco [43] undertook a systematic literature review
on public e-procurement, focusing only on papers published in the Journal of Public
Procurement. While this provides an initial view of e-procurement, such studies fail to
provide a holistic view of the phenomenon given that e-procurement spans works in
e-government, information systems, and public administration. To address this short-
coming, this paper offers a systematic approach to synthesizing e-procurement imple-
mentation challenges by including publications from the three domains mentioned
above. The Technology-Organizational-Environment (TOE) framework [50] which is
popular in studies of adoption and implementation of innovations, will be used to
present the e-procurement implementation challenges. The TOE framework [50] allows
the identification of the main factors influencing the adoption and implementation of
innovations within different organizational contexts and therefore serves a good starting
point for structuring the study – specifically the identification of technological, orga-
nizational and environmental challenges constraining e-procurement implementation.
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3 Research Methodology

3.1 Research Approach

A sequentially-phased, qualitative systematic literature review approach informed by
Okoli [39] is used in this paper. It is characterized by a sequence of activities starting
with article search, followed by practical screening, a full reading of papers, synthesis,
and analysis.

3.2 Data Collection

A Desktop search of relevant articles was systematically done using a timeline from
2001 to date. Based on Google Scholar, the earliest case studies on public e-procurement
were published around the year 2001. Data collection was focused consistently around
the aim of the research, and the keywords used were specific to the goal of the study, as
shown in Fig. 1, which depicts the different systematic passes used in the search and
selection of relevant articles:

1. The first pass: articles were searched and selected from top-rated journals in the
streams of information systems, e-government, and public administration, e.g.:
– Basket of eight leading Information Systems (IS) journals: European Journal of

Information Systems, Information Systems Journal, Information Systems
Research, Journal of Association of Information Systems, Journal of Manage-
ment Information System, MIS Quarterly, Journal of Strategic Information
Systems and Journal of Information Technology.

– Given that in several developing countries including those in Africa,
e-procurement implementation is an important issue, the top 3 IT4D journals, i.e.,
Electronic Journal of Information System in Developing Countries (EJISDC), IT
for Development and IT for International Development were also searched.

– IS conference proceedings focusing on emerging e-procurement implementation
challenges that are found in research-in-progress in the respective afore-
mentioned streams. The AIS top 4 conferences (ICIS, ECIS, PACIS, and
AMCIS) were searched as well as IFIP conferences.

– Leading top-rated e-government journals consulted were: International Journal
of E-Government Research (IJEGR), Journal of E-Government, Journal of
e-Governance, Government Information Quarterly

– In public administration stream: the Journal of Public Administration and Public
Administration Review were searched.

2. The second pass was a backward search after the initial search yielded few papers.
The purpose of the second pass was to look for additional relevant conference
papers and journal articles in other domains.

3. The third pass involved searching for adoption-focused e-procurement papers that
were previously eliminated in the first-pass. This pass increased the likelihood of
gathering additional secondary data on implementation challenges of e-procurement
because some adoption-focused papers were case studies of post-acquisition of
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e-procurement software and thus were likely to contain facts on e-procurement
implementation challenges.

3.3 Analysis

The data corpus, which now stood at 165 articles after the previous process, was
subjected to a ‘Practical Screening’ phase to remove irrelevant articles [39] using a

Fig. 1. Search and selection of articles (after the fashion of Gunther et al. 2017)
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process of inclusion and exclusion criteria. This process required the principal
researcher reading the article’s Title, Abstract, Introduction, and Conclusion, as
explained in Table 1. Following the screening, 45 papers were retained for full reading
and 34 for the final analysis as shown in Table 2. After this analysis process, relevant
arguments that explain the implementation challenges faced in e-procurement imple-
mentation were extracted from the 34 papers. The key arguments were then subjected
to thematic analysis in NVIVO. Emergent themes generated from common patterns in
the data corpus are shown in Table 3. These themes were then structured as per the
TOE framework [50] for easier conceptualization.

Table 1. Screening of papers – exclusion criteria

Exclusion criteria Rationale underlying exclusion Exclusiona

B2B/private sector The study focused only on public e-procurement [31]
E-procurement
adoption focused
research

All e-procurement adoption papers focusing on pre-
acquisition of the software were excluded because,
in this study, implementation is understood as a
stage of post-acquisition of the software

[8]

E-procurement
research papers with
theory-focused or with
focus on a specific
process of
e-procurement

(1) Articles that focus on a specific theory were
discarded, for example, the economic aspects of
e-procurement, use of knowledge management
approach to understand e-procurement
implementation and issues, evidence of good
governance in public e-procurement
(2) Articles focusing in detail on a specific process
or aspect of e-procurement such as reverse auctions
were also excluded

[14, 22],
[42, 48]
[12]

aExamples of papers that are excluded as part of the screening process

Table 2. Breakdown of selected articles by publication outlet

Journals Reada Retained

AIS basket of eight leading IS journals (MISQ, ISR, JMIS, JAIS, ISJ,
JSIS, EJIS JIT); ICT4D Top 3 (EJISDC, IT4D and ITID)

4 2

Information Technology & People 1 1
Electronic Commerce Research 1 0
Scandinavian Journal of Information Systems 2 2
Journal of Information Technology Teaching Cases 1 1
IFIP Advances in IS Research, Education and Practice Proceedings 1 1
Information Systems Frontiers 1 1
Management and Labour Studies 1 0
Electronic Journal of Electronic Government 2 1
Journal of Public Procurement 5 4
Public Administration Quarterly 1 1
Emerging Markets Finance and Trade 1 1

(continued)
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Table 2. (continued)

Journals Reada Retained

International Review of Administrative Sciences 1 1
International Journal of Public Administration 2 2
Journal of Purchasing and Supply and Management 1 1
International Journal of Production and Operations Management 1 1
Journal of Enterprise Information Management 1 0
Strategic Change 1 1
AIS Conference Proceedings (ICIS, ECIS, PACIS, AMCIS) 5 4
Other Conference proceedings and papers 8 6
Vikalpa: Journal for Decision Makers 1 1
Advances in e-Government, Digital Divide & Regional Development 3 2

45 34
aFull length paper read

Table 3. Empirical findings of public e-procurement implementation challenges

Implementation challenges Authors

Technological Acceptance and usage issues [3, 5, 7, 9, 16, 20, 24, 33, 37, 55]
Disruptive nature of e-procurement [4, 35]
Digital/Electronic signature [17, 40]
IT security issues [23, 37, 46, 52]
Complicated system [34]
Multi-platform [5, 17]
Lack of system integration [2, 16, 17, 23, 34, 36, 46, 47]
Shortcomings in online product
catalogue

[16, 34]

Challenges for software specifications [46]
Inadequate IT & networking
infrastructure

[2, 46]

Organizational Stakeholders’ issues [15, 33, 36]
Leaders’ behavior [56]
Shortcomings in leadership [24, 34, 36]
Change management problems [1, 24]
Lack of a project champion [56]
Lack of training and skilled personnel [17, 24, 30, 34, 46, 52]
Resistance to change [2, 5, 16, 28, 53, 56]
Slow-to-change culture [6, 36]
Departmentalism [6]
Major reforms through ICT [36, 45]
Value-driven outcome [6, 37, 53]

Environmental Regulatory frameworks [21, 29, 57]
SME issues [3, 17, 24, 36, 41, 54, 55]
Country context [46, 54, 56]
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4 Findings and Discussion

4.1 Technological Challenges

Key technological challenges that deserve due attention given that they are tied with
human and contextual issues are acceptance and usage issues, disruptive innovation,
digital signature, and IT security issues. The remaining ones pertain to the technical
aspects of e-procurement, and they are grouped as ‘other technological challenges’ in
the discussion below.

Acceptance and Usage Issues. The findings indicate that acceptance and usage is an
important challenge for e-procurement. The reasons were vast, ranging from techno-
centric issues to broader dimensions such as dissatisfaction with e-procurement systems
that do not meet the needs of users with the consequence of emergence of multiple
workarounds [37]; Lack of user-friendliness of e-procurement [5, 34]; Complicated
systems [5, 20]; Inability to enlist sufficient suppliers in a timely manner to encourage
IS use [53]; The use of technology which is in tension with cultural histories of IT
usage, bureaucratic processes and business practices [55].

Disruptive Innovation. E-procurement is viewed as a disruptive innovation [4, 35]
that can drive a radical transformation, thereby uprooting some institutionalized work
practices. It may conflict with the slow-to-change culture of G2G stakeholders of
e-procurement [36].

Digital Signature/Electronic Signature. Costa, Arantes, and Tavarez [17] found that
digital signature, which is mandatory for e-procurement, is complex to use and is
costly, whereas Ojha and Pandey [40] found that the digital signature is a means of
excessive security on e-procurement causing exclusion of some suppliers. Beyond
these techno-centric aspects, the use of digital or electronic signatures can directly clash
with the stakeholders’ values, beliefs, and customs associated with manuscript signa-
tures [49].

IT Security issues. Mc cue Roman [37] found that IT security and authenticity was the
major challenge in e-procurement as stakeholders had concerns and demanded more re-
assurance with regards to the robustness of the security aspect of the e-procurement
platform in terms of IT security measures implemented for access control, backup and
recovery [22].

Other Technological Challenges. Other technological challenges include amongst
others, system integration problems with legacy and suppliers’ systems, which is an
important technical issue and is underpinned by the use of different enterprise software
systems to handle each stage of the procurement cycle [2, 34]; the presence of multi-
platforms for tendering which confuse bidders [5]; excessively complicated systems
and; different data formats [5, 17].
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4.2 Organizational Challenges

Organizational issues in e-procurement implementation are interlinked. Lack of a
project champion and problems of change management are associated with short-
comings in leadership. Resistance to change is explained alongside other challenges,
including departmentalism, major reform through ICT and organizational power and
politics.

Stakeholders’ Issues. Drawing from e-government studies, scholars advocated the
importance of sustained engagement of stakeholders in e-government implementation
to enhance IS acceptance [13]. The review findings indicate a lack of stakeholder
engagement in e-procurement implementation [15, 33, 36]. Scholars advised imple-
menters to convince stakeholders to get their buy-in to improve IS usage [15, 34, 52].

Leaders’ Behavior. Williams-Elegbe [56] argues that public sector leaders often
exhibit unethical behaviours which can hamper the implementation of e-procurement.
Leaders’ behavior was associated with the failure of past e-government projects [25,
28]. Some leaders played overt rationality whilst having buried agendas [18], and
obfuscated the objectives behind e-government to achieve their interests [44].

Shortcomings in Leadership. In some cases, public sector leaders are genuinely
committed to achieving success in e-procurement implementation, but they may lack
leadership skills [24, 34] to address change management problems [1, 24], and become
good project champions which is a critical success factor in any e-government
implementation [56].

Lack of Training and Skilled Personnel. Inadequate staff training on e-procurement
results in low e-procurement usage ([17, 24, 34]). Furthermore, lack of skilled ICT
personnel on-site to deal with technical e-procurement issues, service-level agreements,
and operationalization of the private-public partnership model of e-procurement imple-
mentation are serious impediments to e-procurement implementation ([30, 40, 46]).

Resistance to Change. Resistance to change is a significant e-procurement imple-
mentation challenge with multiple underlying causes. Small and Medium Enterprises
(SMEs) resist to e-procurement because they require equitable access to government
business [55]. Besides, the reforms driven through e-government projects often conflict
with reforms prescribed in public policies which follow the New Public Management
(NPM): Somasundaram [46] found that centralization ideas underlying e-procurement,
conflicted with the decentralization ideology [46] which challenged the norms of
Danish local authorities; while Barca and Cordella [6] found that e-procurement faces
departmentalism challenges which are perceived as a strong cultural and organizational
barrier [6]. Resistance to change is also grounded in organizational power and politics
[2] that shadowed the benefits of e-procurement: purchase managers were unwilling to
use e-procurement despite agreeing with the economic arguments of cost-saving, and
reduction of direct procurement costs related to the new e-procurement platform [29].

Value-Driven Outcome. Unlike the private sector, implementation of public
e-procurement is expected to reflect public values of transparency, integrity, and
accountability [6, 37, 53]. If the government expects e-procurement to enforce
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accountability and transparency for good governance, implementation will be called a
success when stakeholders make sense of these public values and embrace them, which
is indeed challenging to achieve.

4.3 Environmental Challenges

E-procurement implementation yielded different outcomes in different countries, with
varying success in Italy, Australia and, Scotland [55] but failure in Turkey whereby
expected results of increased competition and lower procurement prices were not
achieved [27]. Regulatory frameworks, SME issues, and the country context are among
the key environmental challenges that have been found as relevant in this review.

Regulatory Framework. Public procurement regulatory frameworks may present
significant challenges in e-procurement implementation [21, 29, 57], the most pertinent
ones being the mandated use of e-procurement; and the laws governing the use of
digital signatures which limits the participation of SMEs in government bids.

SME Issues. The difficulties that SMEs face with respect to e-procurement and public
procurement process are amongst others: exclusion of SMEs [17, 54]; SME lack of
investment in ICT infrastructure [3, 27]; lack of financial capabilities and contract
guarantees as needed by government procurement; insufficient competence in terms of
standards and technical qualifications set by the market [41]. The business context of a
country, therefore, poses a challenge to the success of e-procurement implementation
especially if SMEs make a substantial contribution to the GDP. In Turkey, exclusion of
SMEs negatively affected competition in the market and caused a rise in prices which
ran contrary to the proclaimed expectations from public e-procurement implementation
[27].

Country Context. The federal-state dynamic, especially in big countries has been
found to be a key challenge for e-procurement [46], whereby the best practices
underlying the success of e-procurement in a specific state were not replicated to other
states as it could compromise the degree of autonomy of the other states. Considering
cultural challenges, some developing countries continue with corrupt practices despite
e-procurement because corruption has become entrenched in the culture. Overt and
covert corruption has become the norm in these countries [56]. It is challenging to
achieve the expected objectives of e-procurement, i.e., transparency, accountability and
curbing corruption.

Other Country-Related Challenges. E-procurement which is a G2B e-government
project and is based on e-commerce technology, faces similar country-context chal-
lenges of e-government implementation in developing countries such as poor ICT
infrastructure, language barriers, impact of local customs, norms and national culture,
lack of financial instruments such as debit/credit card to facilitate e-commerce [11, 32].
These contextual challenges are beyond the scope of this review but are directly
relevant to e-procurement.

The key e-procurement implementation challenges are interlinked, as presented
under the TOE typology [50] in Fig. 2. The arrows indicate the relationship between
the key challenges identified and discussed in this study.
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5 Conclusion

This study aimed to synthesize and examine the implementation challenges to public
e-procurement. A multi-disciplinary qualitative systematic literature review was done
based on papers published in the e-government, information systems and public
administration domains. The study identified (1) technological challenges of acceptance
and usage, e-procurement as a disruptive innovation and technical issues with
e-procurement; (2) organizational challenges of stakeholders’ issues, leadership, inad-
equate training, and skilled personnel, resistance to change and value-driven outcome
and (3) key environmental factors of procurement regulatory framework, the country
context and, the problems faced by SMEs. These findings enlighten practitioners and
policy implementors with information on the possible hindrances to successful
e-procurement implementation. Building upon this awareness, future studies can
embark on explaining the causal mechanism of these challenges and how best to address
them in a context-specific manner. This research work focused on e-procurement
implementation challenges as a whole and excluded challenges pertaining to specific e-
procurement processes such as e-tendering and e-reverse auction. The proposed
framework in this paper can be used in future case studies to examine e-procurement
implementation challenges under each focus area of the TOE [50] and their relationship.
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Abstract. The literature illustrates that technology will widen health disparity
if its use is restricted to patients who are already motivated and demonstrate
good self-management behaviours. Additionally, despite the availability of free
mobile health (m-health) applications for diabetes self-management, usage is
low. There are also limited studies of m-health acceptance in South Africa. This
research is delineated to the Western Cape, South Africa. The populace suffers
from increasing numbers of diabetic patients. Segments of the population also
suffer from technological forms of exclusion, such as limited internet access.
Therefore, the objective of this study was to identify challenges for user
acceptance that discourages the use of m-health applications. This study anal-
ysed 130 semi-structured interviews, using thematic content analysis. Respon-
dents were predominantly female with type 2 diabetes, older than 50, residing in
the Western Cape. It used key constructs from the Unified Theory of Acceptance
and Use of Technology (UTAUT) model. The results confirmed that all four
UTAUT constructs; performance expectancy (“the degree to which an indi-
vidual believes that using the system will help him or her to attain gains in
performance”), effort expectancy (“the degree of ease associated with the use of
the system”, social influence (“the degree to which an individual perceives that
important others believe he or she should use the new system”) and facilitating
conditions (“the degree to which an individual believes that an organisational
and technical infrastructure exists to support the use of the system”), explains
the challenges for m-health acceptance in low socio-economic areas. Factors
such as technology anxiety, resistance to change and a lack of trust in the use of
devices for self-management need to be considered when implementing future
interventions.

Keywords: Unified Theory of Acceptance and Use of Technology (UTAUT) �
Challenges for user acceptance � Mobile health (m-health) � Diabetes
self-management � Low socio-economic areas � South Africa

1 Introduction

The use of technology is warranted due to the increasing number of patients with
diabetes, especially in Low- and Middle-Income Countries (LMIC). Diabetes is the
leading cause of mortality, of which 80% of deaths occur in LMIC [1]. Many of the
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deaths directly attributable to diabetes occur before the age of 70 [2]. Low socioeco-
nomic status has been associated with the prevalence of type 2 diabetes [3, 4]. Research
indicates that there are inequalities in diabetes control amongst “racial/ethnic minorities
and those with low socioeconomic status” [4].

Therefore, the Western Cape (WC), a province in South Africa, provides the
geographical area where challenges for use can be studied. This is due to the fact that
10.4% of the WC population has succumbed to diabetes [5]. Type 2 diabetes mellitus
(T2DM) is the leading underlying cause of death in women (7.2%) and second amongst
both genders and people of all ages [5]. It is forecasted that by the year 2040, one in
every ten adults residing in LMICs will be living with diabetes [6]. Therefore, self-
management is an important part of the treatment in Non-Communicable Diseases
(NCD) [7] such as diabetes. Diabetes self-management is crucial to ensure that long-
term complications are decreased. Diabetes self-management is based on seven self-
care behaviours [8]. These include; healthy eating, being active, monitoring, taking
medication, problem-solving, healthy coping, and reducing risks [8].

It is estimated that 49.2% of the South African adult population lives below the
upper-body poverty line [9] with less than R 1 183 (nearly $79) per person per month
[10]. Additionally, the digital divide remains evident as parts of this populace expe-
rience technology inequalities [11].

Research indicates that the use of smartphone technologies and mobile phone
applications, such as mobile health (m-health), may facilitate diabetes self-management
[12]. This is due to m-health being an interactive, inexpensive and dynamic means of
supporting diabetes patients with self-care behaviours [13]. Thereby reducing mortality
rates by delivering effective interventions to patients [14]. However, despite the
availability of m-health for diabetes self-management, the overall uptake of m-health
diabetes management was low [12] and continued use is low [15].

2 Challenges for User Acceptance

Models for user acceptance demonstrates that individuals’ reaction to information
technology drives their intention to use information technology, such as m-health. This
then ultimately determines their actual use. Research indicates that an individuals’
intention to use a system such as m-health may explain the actual use of information of
a system [16] or alternatively can be used to explain the challenges when use behavior
is low. For example, if using the information technology is slow and difficult to use,
this may influence individuals to use it less frequently or abandoning the technology
[16].

The UTAUT model is an established user acceptance model with eight models used
to develop it, including the Theory of Reasoned Action, the Technology Acceptance
Model and the Theory of Planned Behaviour, explained between 17% and 53% vari-
ance in user intentions to use technology [16]. The UTAUT model explained 77% of
the variance in behavioural intention to use technology and 52% of the variance in
technology use.

The UTAUT (Fig. 1) includes four core constructs (performance expectancy, effort
expectancy, social influence and facilitating conditions) that are direct determinants of
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behavioural intention and use. These constructs are moderated by gender, age, expe-
rience, and voluntariness of use [16].

This paper’s authors have conducted a study on user acceptance of Information
Communication and Technology (ICT) for diabetes self-management in the Western
Cape, South Africa. This study also used the UTAUT model [16]. The research found
that behavioural intention did not translate into usage [17]. This was due to the fact that
almost 70% of respondents did not use forms of ICT, such as m-health applications, for
their diabetes self-management. Disparities in use have been identified in the literature
for older adults, low income and racial/ethnic minorities [18, 19]. Therefore, this
paradox serves as the problem in this study, which focuses on analysing challenges to
the acceptance and usage of mobile health applications.

Based on the areas identified by the study above [17], the objective of this study is
to determine barriers for the acceptance of diabetes m-health applications, given the
currently low levels of m-health use for diabetes self-management in the Western Cape.

The literature indicates that context may impede the acceptance and use of m-health
applications [20]. Research already indicates mixed findings on reaching at-risk pop-
ulations as most apps focus on high-cost populations [21], leaving unexplored the reach
to the most at-risk population groups in South Africa, who will then remain disad-
vantaged because the actualisation of mobile phones for aiding service access will
remain confined [22]. It is imperative to address the cost-effectiveness challenges
inherent in implementation [22, 23]. Designers of interventions must recognise the
constraints of the South African health system and consider appropriate options for this
context.

Fig. 1. Unified theory of acceptance and use of technology (Source: [16], p. 447)
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2.1 Effort Expectancy

For patients aged 50 years or older, effort expectancy was identified as a key factor for
diabetes applications [24]. The positive impact of effort expectancy on behavioural
intention is supported by other studies that analysed consumer usage of health infor-
matics [25]. However, the impact of effort expectancy on behavioural intention is more
prominent for older users as a study with younger and well-educated users found that
this relationship was not significant [25]. Therefore, diabetes applications should be
designed so that they are easy to use and understand, especially for older users.

2.2 Performance Expectancy

Research indicates that performance expectancy is an important determinant of the
intention to use diabetes management apps [25]. The finding is supported by a study
that indicates performance expectancy’s significant impact on the users’ behavioural
intention to adopt mHealth services in Bangladesh [19].

Performance expectancy may be low as the perception of medical professionals is
that technology use and data capture is a low-status activity. Hence, the task is dele-
gated to junior personnel [26]. The negative perception and delegation may lead to user
resistance [26].

2.3 Social Influence

Social influence is found to be a significant determinant of the intention to use diabetes
management apps [25]. This finding is supported by the fact that supportive health care
professionals and family members are core to m-health acceptance [27].

M-health data on applications, such as Glucose buddy, can be shared with health
care providers. However, this may leave patients to feel vulnerable when their health
care providers do not provide empathy or solutions when they are sharing their high
glucose readings [28]. A lack of empathy and concern by the people who patients deem
as important may lead to the discontinued use of m-health applications.

2.4 Facilitating Conditions

Only 25.8% of Western Cape residents have access to the internet at home [29].
Additionally, 61.7% of people in the Western Cape have access to the internet using
their mobile devices of which 26.8% of people in the rural have access to the internet
[29]. With the increasing inequalities amongst different ethnicities, there are disparities
between income, access, education and health literacy amongst LMICs. Subsequently,
it may impact diabetes self-management as access to information is essential for suc-
cessful self-management [30].

Additionally, South African m-health services are based on unsustainable business
models due to the dependence on donor funding [22, 23]. There is a high risk for
discontinuation of services. Therefore, there is a need for innovative business models
that are based on best practice [31, 32].
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There are limited information technology (IT) skills and training especially among
older users [33]. Health apps are downloaded and used without guidance [34].
Therefore, to raise the level of acceptance among older users, allow for personal contact
persons during the initial phase of use [24] and training.

3 Methodology

This research used an interpretivist paradigm [35]. Interpretivism highlights the view
that reality is socially constructed and subjective [36]. Therefore, it is a suitable
paradigm for this research seeks to interpret the perception of individuals’ acceptance
and use of m-health to identify barriers.

3.1 Data Collection and Analysis

This research used qualitative data collected from 26% of respondents used in the
initial study, User acceptance of ICT for diabetes self-management in the Western
Cape, South Africa [17]. The initial study analysed quantitative data from 498
respondents using an online survey. Respondents resided in predominantly low socio-
economic areas, such as Mitchell’s Plain, Belhar, Khayelitsha, Athlone, Delft as well as
Gugulethu, in the Western Cape. For this study, 130 diabetic respondents who par-
ticipated in the initial study were selected using random sampling and semi-structured
interviews [37]. Interviews were conducted by third-year Information Systems students
working as field workers, using an interview guide.

Interview questions included the following to gain insight into the broader use of
Information Communication and Technology (ICT), including m-health applications,
as it could not be assumed that the lack of m-health application usage meant that no
alternative ICT options were being used:

“Which technology (ICT) do you use to help manage your diabetes?
Prompt if required: Do you use a glucose testing machine? Do you search for diabetes-related
information on the internet? Do you use an application on your mobile phone?
What prevents you from using ICT, including mobile applications, for managing your diabetes?
Prompt if required: If they don’t use ICT such as mobile applications, ask them if it’s related to
cost or whether it’s too difficult to use. Is it anything else?
Do you find ICT, including mobile applications, useful for managing your diabetes?
Prompt if required: Does it help you achieve better results when you go to the doctor?
What do you like or dislike about the current technology for managing your diabetes?
Prompt if required: Is it easy to use and understand? Is it easy to incorporate into your life?”
[30].

The study used thematic content analysis, using Atlas.ti software. The data analysis
was based on the key thematic areas identified in the theoretical framework (Fig. 1).
The steps for thematic content analysis included the preparation, organisation and
reporting of the transcribed interviews [38].
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3.2 Ethical Considerations

The study was subjected to the protocols for ethical clearance by the Human and Social
Sciences Research Ethics Committee at the University of the Western Cape. In this
regard, a high level of attention was paid to observing the strictest levels of confidence
during the data collection exercise. All respondents were advised of their rights and had
to consent to participate in the research. It should be noted though, that the nature of the
questions was restricted to issues of m-health acceptance and use, rather than on
specifics of an individuals’ personal and private health situation.

4 Results

The results commence with demographics and conclude with thematic content analysis
findings.

4.1 Demographics

The demographics below indicate that the majority of the respondents are females
(52%). The predominant respondent age group is older than 50 (36%) (Table 1).
A limited number of respondents (17.69%) used mobile health applications while the
highest percentage (30.76%) preferred to use glucose testing machines.

4.2 Themes Identified from the UTAUT Model

To reach the objective, themes were coded according to UTAUT constructs. It was
found that all four constructs explain the challenges experienced for acceptance in low
socio-economic areas.

Table 1. Demographics

Frequency Percentage

Gender Male 55 42.31
Female 67 51.54
Unknown 8 6.15
Total 130 100

Age Between 16 & 24 10 7.69
Between 25 & 34 17 13.08
Between 35 & 49 43 33.08
Older than 50 47 36.15
Unknown 13 10
Total 130 100
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4.2.1 Performance Expectancy
Respondents indicated that they did not believe that using m-health applications would
assist them to attain better health. This was highlighted by the following quotation:

“I don’t see the purpose. I receive everything from my testing machine” and “I don’t want to
play with my health and get things wrong and end up making myself sick. I’m comfortable with
the doctors handling the heavy work.”

Older respondents use their mobile phones to make phone calls and thus their
willingness to use m-health is lower. Respondents also mentioned that there is no need
for m-health apps because their condition is manageable. This was summarised by the
following quote “I don’t use anything else because I don’t see the need to. I have my
family to help me, and if I need more info I will ask one of them to find out for me, or I
will get the information when I go to the doctor again”.

4.2.2 Effort Expectancy
Respondents indicated that they dislike using technology as it is too complex for older
people as well as being too difficult for them to use. One respondent mentioned, “For
the older generation, technology can be a bit complex to use”.

Evidence shows that respondents that they are unable to complete self-management
activities, using m-health. Respondents mentioned that using m-health is intimidating
to them. The intimidation is due to respondents having limited ICT experience and
skills to use m-health. This was prevalent for older respondents and resulted in lower
usage. Therefore, the design of the m-health application is seen as a challenge as
patients do not have the ability to use the m-health on their own.

Furthermore, respondents identified that using m-health will be easier than using
the traditional approach to seek medical consultation. Attending health care facilities is
inconvenient for elderly patients as they will have to wait for hours or even a full day to
be examined by a professional. Therefore, using m-health will allow more time for
other activities.

A respondent stated, “I really do not know, I take it from myself, it’s difficult for me
because my eyes are blurry”. Thus, the interface should be user-friendly for older
patients to incorporate into their daily lifestyles. Moreover, respondents use other tools
such as glucose meters rather than m-health as it is easy to use and understand.
Furthermore, individuals mentioned that operating m-health was not easy at first and
after many attempts, it became easier. This is summarised by the following comments,
“Found it challenging in the beginning” and “I struggled at first but I think I’m getting
better now”.

4.2.3 Social Influence
Respondents stated that family and friends encouraged m-health usage to manage their
diabetes. However, the results also indicated that respondents preferred the assistance
and social support of family and friends as opposed to using a device for self-
management activities.

Respondents also indicated that having in-person consultations with healthcare
professionals provides a more accurate representation of their illness than managing it
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using m-health. This is summarised by the following statements: “Feel like the doctor
is more accurate at giving results” and “the doctor learns [teaches] you more”.

4.2.4 Facilitating Conditions
Cost was identified as a determining factor for m-health acceptance across all the
respondents in all age groups. This is due to data being too expensive for people
residing in low resource areas to afford. This is a salient factor as many people prefer
spending their funds on supporting their families with their basic needs as to spending
on m-health. This was summarised by one respondent who stated that “They [m-health]
are quite costly & being a family man, it can be hard to afford”.

Respondents stated that they have access to technology. Yet, it is mainly used for
social media such as WhatsApp, Facebook and phone calls as opposed to diabetes self-
management. Despite having access to a cell phone, respondents do not have the
necessary resources to download m-health applications as it requires certain software
and data/WIFI to download, update and track the results on an application.

Interoperability was identified as a challenge for the acceptance of m-health.
Respondents mentioned that m-health is not compatible with other systems, such as
glucose testing machines. Therefore, in order for patients to monitor their self-
management activities, they have to use more than one ICT tool. Respondents men-
tioned that privacy and security is a concern. They fear that others can potentially
obtain their personal information.

Lack of training is identified as a reason for the lack of use or the discontinuation of
use. This further illustrates that respondents will accept and use m-health provided that
a specific person is available for assistance with m-health difficulties. Respondents
indicated that they are unable to afford to pay for training. Respondents further indi-
cated that when training is provided, they are not aware of it. Respondents mentioned
that they “Don’t have the right training for it”, “People can’t afford to learn” and “do
not know when it [training] is available”.

5 Implications for the Design of M-Health Interventions

Practical approaches to privacy and security need to be implemented as patients are
entering personal health information [39]. Personal contact persons, especially during
the initial phase of use, are essential to reduce the fear of data loss or erroneous data
input. This may raise acceptance among older patients [43]. Additionally, elderly
patients should be included as part of the stakeholder group to design health applica-
tions so that the needs and limitations of the target user group into consideration [57].
This will result in m-health applications designed in a way that is easy to use and
understand by older patients.

Results show that patients prefer social support from family and friends as opposed
to seeking information from a mobile application. This may be linked to factors such as
technology anxiety, resistance to change and a lack of trust in the use of devices for
self-management. Therefore, interventions such as personal contact during the initial
phase of use should be leveraged as this will allow the acceptance of use amongst
patients, especially older adults [24]. Respondents stated that face-to-face consultations
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provide more accurate information than a self-management tool such as m-health
applications. To overcome the challenge of inaccurate information provided by health
applications, a single framework should be developed to evaluate the role of m-health
and e-health tools in strengthening the health system.

Affordability and access to ICT are identified by authors as an important factor for
acceptance and use for m-health [39–41]. Access as a barrier may be difficult to
overcome as many of the WC population are living below the poverty line with limited
device and internet access, failing to consider these factors may result in a limited reach
of at-risk patients. Literature supports the view that training is necessary to improve
usage for patients as well as health care staff [42, 43]. However, funding will be
required to implement training initiatives and health care in the Western Cape has
experienced significant downsizing of personnel as well as population growth
exceeding funding growth [44]. Essentially, training among older users is required as
participants mentioned that they would accept m-health application given that assis-
tance is available for any m-health difficulties. To raise the level of acceptance among
older users, personal contact persons should be available during the initial phase of use.
Despite having access to technology, patients are unable to complete self-management
activities on their own due to lack of resources to download m-health applications.
Interventions should take into account the constraints of South African’s health system
and consider the use of open-source options [24, 45].

6 Conclusion

This study set out to investigate the barriers to user acceptance of m-health applica-
tions. Drawing on the literature, the UTAUT model was used as a basis to inform this
study. In particular, the four key constructs of the UTAUT model, performance
expectancy, effort expectancy, social influence and facilitating conditions were used to
determine the barriers for user acceptance of mobile applications discourage use and
prevent behavioural intention to be converted into use. The results indicate that all four
constructs of the UTAUT model can explain the barriers for user acceptance of m-
health applications for diabetic patients in the Western Cape.

Despite the many barriers, the study has found that diabetic patients stated that
using m-health will be easier than using the traditional approach to seek medical
consultation. This is due to m-health applications being more convenient. Furthermore,
diabetic patients mentioned that operating m-health became easier after many attempts.
Therefore, interventions such as training should be implemented.

The barriers identified in this study is limited to diabetic patients residing in the
Western Cape and may not be generalised to the entire South African population.
Further research into the reasons for the lack of trust and not identifying a need to use
m-health, by patients in the low socio-economic areas in the Western Cape, is required.
There may also be other challenges identified by using the themes from another
acceptance model, such as the Innovation Diffusion Model [46].
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Abstract. This research investigates the impact of socio-demographic factors
such as age, gender, income and location on ICT acceptance for diabetes self-
care. The investigation is due to the increasing number of diabetic patients in
South Africa, where large segments of the population experience technological
forms of exclusions. The context warrants research in geographical areas where
ICT use is not pervasive yet. This research, used the UTAUT model with pur-
posive sampling for 497 diabetic respondents, residing in low socio-economic
communities. It analysed survey data using linear regression. It found that age
had a strong moderating effect on all four UTAUT constructs. Gender only had a
moderating effect on performance expectancy and social influence. In contrast to
findings in the extant literature, income and location had no significant moder-
ating effect in this context.

Keywords: Socio-demographic factors � ICT acceptance � Diabetes self-care �
UTAUT � Western Cape � South Africa

1 Introduction

The Western Cape, one of the nine provinces in South Africa, [1] has a history of racial
segregation, officially implemented by the Group Areas Act in 1950 [2]. The Act issued
identity cards, which indicated has five racial groups; Black, Coloured, Indian, Malay
and White [2]. Coloured people are typically mixed race, descendants of Malaysian
slaves or Khoisan descendants [3]. ‘Non-white’ groups were forcibly removed from
areas in the City, such as District Six, and placed in township areas such as Khayelitsha
and Mitchells Plain [4]. These areas are regarded as the Cape Flats [4]. Approximately
63% of households in the Khayelitsha and Mitchells Plain have incomes of less than
R4166 per month (approximately $296), of which 16.5% have no income [5].

The Western Cape reports a decline in the number of households connected to the
mains electricity supply, from 93.5% in 2008 to 87.9% in 2018 [6]. Also, 19% of the
Western Cape population live in informal dwellings [6]. Informal dwellings may not
have access to water and electricity. However, it was found that “having adequate
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access to appropriate forms of energy is critical for improving living standards, health
and reducing poverty” [7]. Therefore, the demographics of the province reflect that the
socio-economic plight of a substantive population is bleak.

The Western Cape includes large segments of the South African population who
experience “technological forms of exclusion” as well as educational and income
inequalities [8]. Despite the penetration of mobile phones (95.5%) in the Western Cape,
25.8% had internet access at home [6]. Therefore, the resulting digital divide between
rich and poor is substantial [8]. This may impact the achievement of diabetes self-
management as access to information is a key component in managing chronic con-
ditions [9].

The Western Cape Government has recognised that broadband costs are still
unaffordable to many citizens, so the Broadband Game Changer aims to provide all
residents with access to affordable high-speed broadband infrastructure [10]. Also, the
City of Cape Town is providing public Wi-Fi zones in more than 100 public buildings
such as clinics, administration buildings and traffic departments, across Cape Town.
Also, Wi-Fi is available in several public spaces, such as the Company Gardens. Wi-Fi
services are also being implemented at public transport interchanges such as Athlone,
Atlantis, City Centre, Langa, Nyanga, Uitsig and Valhalla Park. Users are allowed
50 MB per day and may purchase more data after that [11]. This improvement in the
access layer provides a fertile ground for citizens, even from low socio-economic
demographics, to harness m-health apps for various personal uses, including that of
diabetes self- management.

According to the annual trends for diabetes incidence by province, 2013/14–
2016/17, the Western Cape is indicating a rapid increase [12]. The Overberg West has
the highest average (1.4) of diabetes incidence per 1000 total population, followed by
Cape Town (1.2) [12]. It is also the leading cause of mortality in this province [13].

Therefore, there is a significant disease burden that requires comprehensive health
care to manage these conditions [14]. However, health care in South Africa experiences
severe staff shortages in the public health sector [15]. These shortages are particularly
prevalent in rural and underserved areas [15]. Therefore, there is an increased need for
patients to practice self-care.

Self-care involves “the ability to make decisions and perform actions directly under
the control of the individual, and is influenced by a variety of individual characteris-
tics” [9 p. 1734]. Diabetes self-care is multidimensional and includes a range of
activities such as self-monitoring of blood glucose, diet and foot care [16]. It is found
that self-care is situationally influenced [9].

The use of Information, Communication and Technology (ICT) as an enabler for
self-care activities, performed by the patient, includes the use of the Internet (47%),
cellular phones (32%), telemedicine (12%), and decision support techniques (9%) [17].
Also, ICT interventions can also be used to reduce diabetes risk factors by improving
physical inactivity and smoking [18].

However, despite increased access to ICT in developing countries like South
Africa, the promise of ICT to deliver diabetes self-care improvements will be limited
by uptake and high attrition rates [19]. The use of ICT, such as mobile health
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(m-health) applications for diabetes, is low [20]. The low usage is prevalent, especially
amongst older patients [20]. A population study in Germany supports this finding. It
revealed that age and socio-economic status led to disparities in m-health usage [21].
However, the most prominent type of diabetes (90%) is type 2 diabetes [22]. Type 2
diabetes is most often diagnosed in older patients [22]. Therefore, the introduction of
ICT, will not lead to the improvement of self-care unless it is accepted and used by the
intended user population, i.e. older patients with diabetes [23].

In order to assess the acceptance and use of technology, the literature points to a
number of models such as the Theory of Reasoned Action (TRA) [24], Theory of
Planned Behaviour (TPB) [25], Technology Acceptance Model (TAM) [26] and the
Unified Theory of Acceptance and Use of Technology (UTAUT) [27]. It was found
that the eight models used to develop UTAUT, including TRA, TPB and TAM,
explained between 17% and 53% variance in user intentions to use technology [27].
However, the UTAUT model explained 77% of the variance in behavioural intention to
use technology and 52% of the variance in technology use [28]. The UTAUT model
was therefore applied in this study, given that it outperforms other models of
acceptance.

More recent research provide evidence of 1,267 UTAUT citations including new
exogenous, endogenous or moderation variables [28]. This research provides new
moderation variables in the South African context. Additionally, it was used in a study
conducted in the Western Cape on the usage of ICT for diabetes self-management [29].
In that study, it was found that despite a high behavioural intention, there is low usage
to almost 70% of the target population not using forms of ICT, such as mobile health.
However, the Petersen et al. [29] study did account for how socio-demographic factors
(e.g. age, gender, income or location), could explain the lack of use. Consequently, the
main research question that forms the basis of this paper is ‘what is the impact of socio-
demographic factors on the acceptance of ICT for diabetes self-care?’

2 Objectives

Behavioural intention has a direct influence on the usage of technology [27]. The extant
literature indicates that low levels of ICT for DM self-management amongst the
elderly. Therefore, for succinctness, only behavioural intention was examined. This is
due to the main objective is to understand the impact of socio-demographic factors on
technology acceptance for diabetes self-care. This study, therefore, expands on the
original study [29], and seeks to determine if the following factors affect the acceptance
of ICT for diabetes self-care in the Western Cape, South Africa using constructs
identified by Venkatesh et al. [28]:

• Age,
• Gender,
• Income and
• Patient’s location, i.e. rural/urban [28].
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3 Methodology

This research was framed within a positivist paradigm which posits that at an onto-
logical level, knowledge is quantifiable and objective [30]. Positivist methodology uses
quantitative methods and quantitative analysis [31]. Purposive sampling [32] was used
in this research to select patients with diabetes (n = 497) living predominantly within
low socio-economic communities in Western Cape.

Quantitative data from online surveys were analysed via descriptive statistics and
linear regression, using SPSS software [33]. A 6 point Likert scale (strongly disagree to
strongly agree) was used. The survey questions were based on the core constructs
inherent in the UTAUT model [27] and adapted for this research. The survey questions
are provided in Table 1.

Based on [34], no clinical data or unique identifiers (such as names or ID numbers)
were collected to ensure anonymity and the protection of the identities and interests of

Table 1. Survey questions

Construct Survey question

Performance
expectancy

I find that using Information, Communication and Technology (ICT),
such as glucose machines and mobile applications, useful tools in
managing my diabetes
Using ICT enables me to accomplish tasks, such as insulin
administration, carb counting and glucose testing, more quickly
Using ICT increases my productivity as I spend less time on diabetes
activities
Using ICT increases my chances of getting a good HBA1c reading

Effort expectancy My interaction with ICT, for my diabetes, is clear and understandable
It is easy for me to become skilful at using ICT for my diabetes.
I find ICT easy to use for my diabetes
Learning to operate ICT for my diabetes is easy for me

Social influence People who influence my behaviour (e.g. family, friends, doctor, etc.)
think that I should use ICT to manage my diabetes
People who are important to me think that I should use ICT to manage
my diabetes
My health care team, e.g. doctors, nurses, have been helpful in the use
of ICT to manage my diabetes
In general, my peer support group/community has supported the use of
ICT to manage my diabetes

Facilitating
conditions

I have the resources necessary to use ICT to manage my diabetes
I have the knowledge necessary to use ICT to manage my diabetes
Using ICT is compatible with other systems I use, such as my mobile
phone
A specific person (or group) is available for assistance with ICT
difficulties

76 F. Petersen et al.



those involved. The researchers respected the confidentiality of the data supplied by all
parties involved by storing data in a restricted access folder on Google drive.

4 Research Model

The UTAUT model includes four independent variables [27]:

1. Performance expectancy (PE): “is the degree to which an individual believes that
using the system will help him or her to attain gains in job performance” (p. 447).

2. Effort expectancy (EE): “is the degree of ease associated with the use of the system”
(p. 450).

3. Social influence (SI): “is the degree to which an individual perceives that important
others believe he or she should use the new system” (p. 451).

4. Facilitating conditions (FC): “is the degree to which an individual believes that an
organisational and technical infrastructure exists to support the use of the system”
(p. 453).

The relationships between the key constructs and moderators were hypothesised as
follows (Table 2):

Table 2. Research hypotheses

No. Hypothesis

H1 Performance expectancy will have a positive influence on behavioural intention to use
ICT for diabetes self-care

H2 Effort expectancy will have a positive influence on behavioural intention to use ICT
for diabetes self-care

H3 Social influence will have a positive influence on behavioural intention to use ICT for
diabetes self-care

H4 Facilitating conditions will have a positive influence on behavioural intention to use
ICT for diabetes self-care

H5A Age will positively moderate the influence of performance expectancy on behavioural
intention to use ICT for diabetes self-care
Age will positively moderate the influence of effort expectancy on behavioural
intention to use ICT for diabetes self-care
Age will positively moderate the influence of social influence on behavioural
intention to use ICT for diabetes self-care
Age will positively moderate the influence of facilitating conditions on behavioural
intention to use ICT for diabetes self-care

H5B Gender will positively moderate the influence of performance expectancy on
behavioural intention to use ICT for diabetes self-care
Gender will positively moderate the influence of effort expectancy on behavioural
intention to use ICT for diabetes self-care
Gender will positively moderate the influence of social influence on behavioural
intention to use ICT for diabetes self-care
Gender will positively moderate the influence of facilitating conditions on behavioural
intention to use ICT for diabetes self-care

(continued)
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The conceptual model, based on the UTAUT model [27], was developed to achieve
the stated research objectives (Fig. 1).

Table 2. (continued)

No. Hypothesis

H5C Income will positively moderate the influence of performance expectancy on
behavioural intention to use ICT for diabetes self-care
Income will positively moderate the influence of effort expectancy on behavioural
intention to use ICT for diabetes self-care
Income will positively moderate the influence of social influence on behavioural
intention to use ICT for diabetes self-care
Income will positively moderate the influence of facilitating conditions on
behavioural intention to use ICT for diabetes self-care

H5D Location will positively moderate the influence of performance expectancy on
behavioural intention to use ICT for diabetes self-care
Location will positively moderate the influence of effort expectancy on behavioural
intention to use ICT for diabetes self-care
Location will positively moderate the influence of social influence on behavioural
intention to use ICT for diabetes self-care
Location will positively moderate the influence of facilitating conditions on
behavioural intention to use ICT for diabetes self-care

Fig. 1. Conceptual framework to identify moderators affecting the acceptance of ICT for self-
management, using the UTAUT model
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5 Results

The 497 Western Cape respondents, who participated in this research, were predom-
inantly females (55.9%) older than 50 years (40.6%) who had type 2 diabetes (89.1%).
They resided in low socio-economic areas on the Cape Flats such as Mitchell’s Plain
(11.4%), Belhar (10.8%), Khayelitsha (9.4%), Athlone (6.0%), Delft as well as
Gugulethu (4.6%).

A series of regression analyses were run to examine the relationships between effort
expectancy, performance expectancy, social influence and facilitating conditions.
Table 3 shows the univariate statistics, correlations of each variable with behavioural
intention, and the regression weights for the socio-demographic moderators added.

The strength of the linear fit is explained by R-squared (R2). This explains the
amount of variation of the independent variables on the dependent variable, beha-
vioural intention [33]. The full model had an R2 = 0.534 and p < .0001.

Table 3. Research hypotheses

Hypotheses R2 P – value Changes when
moderator added

Result

R2 P

H1 PE ! BI 0.363 0.000 – – Accept
H2 EE ! BI 0.414 0.000 – – Accept
H3 SI ! BI 0.343 0.000 – – Accept
H4 FC ! BI 0.406 0.000 – – Accept
H5A
PE*Age ! BI 0.384 0.000 0.021 None Accept
EE*Age ! BI 0.426 0.004 0.012 0.004 Accept
SI*Age ! BI 0.363 0.000 0.022 None Accept
FC*Age ! BI 0.414 0.021 0.008 0.021 Accept
H5B
PE*Gender ! BI 0.364 0.040 0.007 0.040 Accept
EE*Gender ! BI 0.413 0.424 0.001 0.424 Reject
SI*Gender ! BI 0.348 0.021 0.009 0.021 Accept
FC*Gender ! BI 0.411 0.110 0.004 0.110 Reject
H5C
PE*Income ! BI 0.348 0.982 No change 0.982 Reject
EE*Income ! BI 0.405 0.072 0.005 0.072 Reject
SI*Income ! BI 0.343 0.857 No change 0.857 Reject
FC*Income ! BI 0.405 0.334 0.001 0.334 Reject
H5D
PE* Location ! BI 0.363 0.803 No change 0.803 Reject
EE* Location ! BI 0.416 0.261 0.002 0.261 Reject
SI*Location ! BI 0.345 0.312 0.002 0.312 Reject
FC* Location ! BI 0.407 0.532 0.001 0.532 Reject
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Despite high behavioural intention and the socio-demographic factors investigated,
67.4% of respondents indicated that they did not use ICT such as diabetes applications
on their smartphone, insulin pump, continuous glucose monitoring (CGM).

6 Discussion

This discussion will address the significant and non-significant factors affecting the
acceptance of ICT for diabetes self-care.

6.1 Significant Factors

The summarised table of findings indicates that the strongest moderating factor was age
(Table 3). Age had a significant effect on all four of the constructs but reduced the
p-values. However, the relationships were still significant at a 95% confidence interval.
Gender affected PE and SI but also reduced the original model p-values. However, it
was still significant at a 95% confidence interval. Age and gender have been identified
in previous studies as a critical factor for the acceptance and use of ICT, such as
m-health applications in developed [21] and developing countries [35].

Literature also indicates that the digital divide is more prevalent for people older
than 65 years [36], an age group that is linked to patients with Type 2 (non-insulin-
dependent) diabetes [37]. The needs of diabetic patients may be varied due to varying
previous knowledge, education, age, income, type of diabetes and therapy [38, 39].
Interventions should include the elderly as part of the stakeholder group, or critical
factors that are necessary to address the real problem may be overlooked. This may
result in poor adoption and inefficient use of technology [40]. Interventions should
include new perspectives and use patients’ tactic knowledge [40].

6.2 Non-significant Factors

Diabetes is a non-communicable disease that affects disadvantaged populations more
than in higher-income countries [41]. This constitutes a challenge to the achievement of
the third SDG, focusing on the health and wellbeing of all [42]. Literature indicates that
people of low socioeconomic status may not have the capability to achieve optimal
health functioning [43]. Low income is identified as a barrier to achieving diabetes
treatment goals [44]. This is prevalent for medication non-adherence being higher
among minorities groups and those with low socio-economic status [45].

However, in this research, income and locations proved not to be significant for any
constructs. This finding is contrary to research conducted in urban China, that indicates
that age and location have strong moderating effects on acceptance [46]. This suggests
that findings in respect of technology acceptance are not necessarily transferable
between different geographical locations.
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7 Conclusion

The research aimed to expand on an exploratory study [29] by investigating additional
socio-demographic factors which affect the acceptance of ICTs for diabetes self-care.
Despite findings that indicate age is a significant moderating variable, income and
location were not. Intervention design, including co-design strategies, should consider
highlighting the additional benefits of using ICT interventions. This could result in
making m-health applications easier to use, especially for older users.

It is possible that acceptance may be influenced by other factors. For instance, in
lower-income groups where medication non-adherence is common, patient engagement
is crucial for an intervention’s success [45]. Research suggests, for patients 50 years or
older, the lack of additional benefits and ease of use are significant factors for the
acceptance of diabetes m-health applications. Therefore, intervention design in the case
of ICT applications for diabetes self-management should take into consideration these
factors.

Further research should use qualitative methods to examine why location and
income are not moderating factors, despite research indicating this in other contexts.
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Abstract. In low-and-middle-income countries (LMICs), community health
workers (CHWs) are often seen as a connecting bridge between two dynamic and
overlapping systems- the community and formal health systems. Although the
importance of CHWs is acknowledged, there is minimal aggregated evidence
contributing towards understanding their position, technological capabilities,
barriers and facilitators of their effectiveness in the South African context.
Despite the widespread enthusiasm around the potential that mobile health
(mHealth) technology holds in extending healthcare through CHW to under-
served communities, an understanding of mHealth’s various implications in a
developing world context is imperative to appreciate both the community and
health systems context. The CHWs within this context need to assume multiple
roles as they work and live amongst and in the community. The study argues that
by examining their multiple roles as part of the healthcare continuum and from
within the community setting, appropriating technological solutions can be
conceptualized to facilitate and enhance their impact and visibility. This research
article then aims to articulate the key conceptual factors which should be con-
sidered when implementing technological solutions for CHWs within the South
African context. The aim is operationalized by means of the best-fit framework
synthesis method to explore the body of knowledge towards presenting a con-
ceptual understanding through a categorization of Factors Influencing Commu-
nity Health Workers from a Socio-Technical Systems Perspective.

Keywords: Community health worker � Social system � Technical system �
Technological solutions � Concepts � Factors

1 Introduction

The constitution of South Africa enshrines the provision of healthcare access as a basic
human right for all its citizens. However, the South African healthcare system is
fraught with challenges, some of the major ones include the inadequacy of human and
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equipment resources [1], difficulties in synergizing and collaborating policies and lack
of legislative commitment to improving the public health sector [2]. According to the
World Health Organization, the shortage of healthcare workers is a major challenge in a
country’s ability to overhaul its healthcare system and ultimately, achieve universal
healthcare coverage [2]. Given South Africa’s limited resources, the need for cost-
effective strategies is paramount. Recent studies [3, 4] identify an adequately competent
workforce with multi-faceted roles as having the potential to relieve some of the
healthcare system burdens by bridging the healthcare equity gap.

Several authors [1, 2, 4] have suggested that CHWs as a workforce could be ben-
eficial in the South African context. In addition, it is noted that CHWs are considered a
dependable vehicle to provide quality contextual health services both in urban and rural
settings within the South African context [5]. The South African government has
introduced various initiatives to address the historic disparate healthcare system [1]. One
such initiative is the National Development Plan for 2030 that involves building human
resources to ensure shared competencies for the health system as part of its plan of
action. Part of this plan includes a goal of employing and training between 700 000 and
1.3 million CHWs to implement community-based primary healthcare [5]. Regardless
of the effort needed to reach this goal quantitively, it can be argued that the potential
benefits of CHWs have not to be realized. This can be attributed to a misalignment in
national policies and standards to their work practices, and the significant barriers in
training CHWs to function at the expected level of competence [2, 6].

With the widespread use of mobile technology in Sub Saharan Africa over the past
years, there is an estimated increase to 40% of mobile internet penetration [7]. There is
mounting evidence that suggests the use of mobile health has the potential to enable
CHWs to mitigate some of the challenges faced [7]. Consequently, the utilization of
technology as a viable solution for CHWs has steadily gained significant popularity.
Despite this, various authors’ calls for research specifically focused on investigating
mHealth implementation for CHWS in low-and-medium-income countries (LMICs).
The definition of LMICs adopted was according to the World Bank classification with
the study focusing more on the Sub-Saharan region [8]. Winters et al. [9] articulate this
as a call for more robust evidence on mobile technology implementation strategies as a
means of supporting CHW practices [9]. Granja et al. [10] suggest the successful
implementation of technological solutions interventions can be improved through the
identification of factors that influences the intervention’s outcomes.

From these insights, it can be inferred that an in-depth understanding of the
healthcare domain and the processes of technology adoption and use by CHW are a
needed step towards achieving the full potential of mHealth. In this regard, various
studies have identified factors influencing CHWs. These factors include their perceived
performance, motivation and job satisfaction [6, 10]. However, verification of how
these factors affect the implementation and evaluation of technological solutions for
LMICs has not sufficiently been documented. This study aims to articulate the key
conceptual factors which should be considered when implementing technological
solutions for CHWs within the South African context. The paper outline is as follows:
method, descriptive statistics of the results, discussion and construction of the frame-
work, and the conclusion.
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2 Method

2.1 Methodological Approach

The study is grounded in social and technical perspectives as it facilitates the duality of
the CHWs’ work and community role, further adopts the technique of the “best-fit”
framework synthesis method in the exploration. The best-fit framework synthesis is
defined in [12] as “a means to test, reinforce and build on an existing model, conceived
for a potentially different but relevant population”. This method involves creating or
employing a framework with priori themes and using it to code the data obtained from
the relevant studies as a means to produce a rapid and pragmatic form of synthesis [12].
It advises the use of criteria; one for identifying the models and theories to generate a
priori framework, and one for populating the scoping review of primary qualitative
research studies. In this study, only one set of the literature search and a study selection
was considered for the scoping review as the socio-technical system (STS) framework
was used as a priori framework. Figure 1 illustrates the methodology approach applied.

2.2 The Case for STS as a Priori Framework

Davis et al. [13] describes the STS framework as a system which considers the people
involved with distinct social behaviors and skills, working within a physical infras-
tructure, using a range of technologies and tools to achieve a set of goals and metrics by
following sets of processes and practices under a set of cultural assumptions and norms
[12, 13]. STS is defined as an approach to complex work design consisting of technical
systems; social systems with an interplay of human agents employing social depen-
dencies that either hold or emerge between them; and finally, organizations that are
heterogeneous within unpredictable operational environments, which are autonomous
and poorly controllable [14].

The STS theory premises on the combination of social and technical aspects to
design a functional work system that can cope with the complexities of the environ-
ment within which the system operates in, as well as the dynamics introduced by new
technological interventions [15]. Hence, to account for the delicate dynamic relation-
ships within the CHWs’ work system, the STS framework was used to diagnose,
identify and categorize the literature into the factors and interactions between the social

Fig. 1. Methodology approach
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and technical elements, and a summary of the study characteristics was transferred to
Excel for further synthesis, where they were categorized as either technical or social to
generate key inferences regarding the factors which should be considered. The six
interrelated elements used are people, infrastructures, goals, technologies, culture, and
processes embedded within an external environment [13]. Having overviewed the
methodology approach the following section outlines the search strategy employed. In
[13], six interrelated elements were presented in the conceptualization of an STS and
were used to evaluate the initiatives documented in the literature, from which relevant
factors related to each element were identified.

2.3 Search Strategy and Inclusion Criteria

A broad literature search was conducted on Scopus, Google, Research Gate, and
Google Scholar to identify studies related to CHW initiatives and technology imple-
mentation previously conducted in LMICs. The keywords used for the search were:
CHWs, framework, technology, healthcare innovation ecosystem, social factors,
technical factors, socio-technical systems approach in healthcare, and LMICs. Fig-
ure 2 illustrates how the selected inclusion criteria were applied to identify the relevant
articles. An iterative process facilitated the addition and removal of studies that were
not explicitly addressed by the inclusion criteria. The data extraction process involved
recording the full-text articles into publication year, region setting, study type,
methodology and key findings after which the six elements were used to identify the
relevant factors from the selected literature and categorize them under social or tech-
nical perspective [13].

3 Descriptive Statistics Findings

Of the 20 articles included for full-text analysis, most of them used qualitative and
mixed methods inquiries involving interviews, focus group discussions with CHWs,
healthcare systems stakeholders from government and non-governmental initiatives.
The studies were conducted in LMICs including South Africa, Uganda, Ethiopia,
Kenya, Mozambique, India, and Zimbabwe. The type of publications resulted in 10
articles on reviews, 6 articles on empirical and 4 on analysis studies.

Fig. 2. Flow diagram of the applied inclusion criteria
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4 Discussion: Synthesis and Categorization of Factors

The conceptualization of an STS presented in [13] was adapted and applied to the
categorization in this study. The following discussion reflects on the analysis and
synthesis deduced from the identified literature studies and used to categorize the
relevant factors.

4.1 Social Aspect

A study by Naimoli et al. [16] posit that the health outcomes achieved through CHWs
programs are a function of a robust, high performing health and community sectoral
systems. The study further postulates that the programming activities categorized under
social, technical and incentives support functions are influenced by a range of contextual
factors in both community and health sectoral systems [16]. However, the narrative
presented in the previous studies alludes there is unbalanced attention on the impact of
the complex and diverse context-specific nature within which CHWs work and live in
[17]. As a result, De Neve et al. [17] propose the need for countries to develop coherent
and context-specific approaches to ensure optimal performance by CHWs through the
consideration of the broader context, including demographic, socioeconomic, political,
legislative, ecological, sociocultural, and technological factors contributing towards
facilitating or inhibiting the success of many CHWs initiatives [18, 19]. Some of the
solutions to achieve what is postulated in the studies include coordinating the health
system and community system to prioritize factors that inhibit or facilitate the under-
standing of CHWs programs’ compatibility with community structures, cultural values,
and perception, socio-economic context and support system [20].

In addition, integrating and adopting interventions supported by technological
solutions, and the sustainability of these interventions should be considered when
exploring efforts until the desired health outcomes are achieved to gain a better
understanding of CHWs programs and their roles in LMICs [17]. Previous research that
was focused on CHWs and their performance placed emphasis on developing frame-
works that provide a broad context of the CHW’s position in a larger environment by
describing the interrelations of intrapersonal, family, community, and organizational
settings as health professionals [6, 10]. This perspective to a larger extent provides a
limited understanding of the impact of the ecological environment on CHWs [20].
Most programs have not been able to effectively address the gap between research
evidence and the routine practicality of CHWs as health professions, hence the poor
integration of CHWs within the healthcare system and an even poorer understanding of
their roles within their communities. Subsequently, the implication of this postulates
the need for a comprehensive approach to plan and design programs that can be
integrated with the formal healthcare system’s approach to healthcare service delivery
through CHWs roles and organizations [17].

Moreover, the CHW system requires an interface with the formal healthcare and the
community systems involving the political structures, civic groups, faith-based orga-
nizations. Schneider and Lehmann [21] argue that integrating CHWs into the primary
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healthcare systems while embedding and supporting them through the community is
vital to realize their potential. Contrarily, most studies emphasize the need for CHWs to
be integrated within the formal healthcare system whilst placing minimal emphasis on
understanding how they are embedded within the community system [21]. Moreover,
minimal work has been done locally in terms of implementing universal guidelines to
guide the integration strategies required to resolve the above-stated implications. Pre-
vious research has proved that the effectiveness of CHWs holds the potential to increase
access to equitable health in LMICs [20]. As a result, CHWs’ understanding of the
socio-cultural norms of their communities, their unique intermediary position between
communities and the health system places them in a central setting in delivering key
health interventions. On an individual level, their effectiveness is influenced by con-
textual factors, such as socio-cultural factors, gender, traditions and norms, training and
supervision, health policies combined with intervention-related factors [22].

Furthermore, it is postulated in [16] that support for CHWs has to be strategic,
collaborative and well-coordinated to enhance CHWs performance between the two
overlapping dynamic systems they are expected to function within. Among the key
challenges presented in the study, the definition and optimization of the impact of the
CHWs’ roles are highlighted as an influence on CHW performance. Also, [3] argues
that government and non-governmental institutions are continuously adding functions
and tasks to CHWs, which buttresses the need to inform the type of tasks and position
they hold within the healthcare system through competency-based or educational
qualification rather than on functionalities. In most LMICs such as South Africa, the
roles and responsibilities of CHWs with regards to technical and social capital is
limited and yet to be understood [11]. Khalala et al. [23] state that understanding the
nature of the work CHWs do, enables researchers to explore the relevant technologies
that can be exploited to facilitate and support their daily work. This understanding
potentially provides information with regards to the choice of technology and how it
can be implemented to support the roles of CHWs. Regardless of the evidence on the
social factors influencing CHWs, the exact mechanisms on how to assess the inter-
dependencies of social and technical dynamics’ influence on CHWs outcomes remains
understudied.

4.2 Technical Aspect

Technologies are not neutral or passive objects but rather shape the environment and
provoke social dynamics as a result of their existence and necessity for human survival.
Previous studies reveal that technologies have the potential to influence social, cultural
and economic contexts and improve healthcare quality for communities when
employed in the healthcare domain [24]. Expectedly, the use of mobile technology in
South Africa in the healthcare system has also increased, particularly among CHWs
[25]. Despite CHWs having limited formal education and training, with poorly defined
roles in using technologies within their line of work, it has been emphasized in [4] that
most research has focused on the usability and reliability of technologies with minimal
emphasis on the users and the important aspect that they are social beings who interact
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with their immediate and remote communities. Iluyemi et al. [26] state that to con-
ceptualize technological solutions and their policy interventions, it is important to start
by gaining an understanding of the context of use and needs for the technology from
the CHWs’ perspective. In addition, the challenges of technology’s usability and
supportive structures. Existing literature have focused on the reliability, functionality
and infrastructure of the technology while paying minimal attention to the end-users
perception on the usability and intentions to use the technology, as a result most of the
research focus on the technical characteristics whilst neglecting the impact of the social
characteristics of both the individual and community setting where the technology is
utilized [27].

Nonetheless, this implies there is a need to conceptualize the appropriate tech-
nologies which can both fit the task they are used to as well as have the capabilities to
perform the task. Moreover, technology and policy interventions are deemed as nec-
essary developments to enhance technological effectiveness and efficiency, and to
ensure sustainability and scalability through the initiatives whilst amplifying their
impact [28]. Thus, the technology acceptance dimensions are considered in describing
the understanding of the technological capabilities of CHWs, their ability to access and
utilize the appropriate technologies applicable to their social backgrounds. There is
undeniable evidence from previous studies about the importance of considering the
sociotechnical determinants in developing implementation and evaluation conceptual
models for technological solutions. Determinants including technological appropri-
ateness and socio-cultural sensitivity, political infrastructures, the technology end-
users’ attributes and variables of ecological settings [29]. In a formative study about the
adoption and usage of mHealth by CHWs in India, Kaphle et al. [20] hypothesized that
individual characteristics of end-users such as education, experience of care, and
demographics hold the potential to influence the uptake of technological adoptions and
quality of care. In addition, Kim et al. [30] reinforces that the attitude of health
professions to use technology influences the behavioral intention to use it.

As a result, the relationship between technology and CHWs’ performance is
associated with their readiness to align their behavioral intention to use the technology.
Important to note, technological solutions and processes are not autonomous vehicles,
but rather are embedded within systems in a social world where they are used to
perform activities which have consequences and influences changes on human
behavior, social constructs, and cultural meanings. Thus, the effect of this is that not
only does the interaction between the technical and social systems exhibit complexity
and unpredictable behavior; it inevitably increases the complexities of dynamic and
autonomous relationships, which can be detrimental to the system in place. From the
above sections, the following is presented in summary to illustrate the factors identified
in the discussion using the STS hexagon for illustration as provided in [13]. Figure 3
illustrates the social and technical perspectives identified from previous literature
according to [13].
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4.3 Integrating Factors into Concepts

From the discussion above, the factors (see Fig. 3) were categorized into concepts
according to their similarities to allow for a reasonable number of concepts to be
considered. The approach followed in this study desired that the design activities
involve gaining understanding and specification of the context in which the system will
be used by referring to the social factors, cultural factors, working practices factors, and
the structure of the organization [31]. Thus, the terminologies for the concepts were
adapted from this standpoint and were cautiously selected by the author through
interpretation about the relevant literature as a means to preserve the relevance of the
factors. The concepts were grouped under technical and social context depending on
the interpretation of the author, from there, they were categorized under the two social
dimensions: health and community systems context depending on whether the influ-
ence of the factor on the CHWs was related and reflective of the context in question.
This study considers the following fundamental areas under the social system: the
individual’s needs, humans’ social behaviors in work systems, internal and external
environmental factors and support systems of the work system under investigation [15].

Fig. 3. Identified factors influencing CHWs using STS perspective
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Whilst the technical system focuses on the processes, tasks, infrastructures, and
technologies required and used in the work system to achieve the set goals [14].
Additionally, the technical dimensions included technology readiness which was con-
cerned with categorizing the factors related to the technological solutions characteristics
and compatibility to be used. The second dimension was technology acceptance and
utilization which was concerned with factors concerning the CHWs perspectives and
readiness to use and accept the technological solution within the environment they work.
Finally, the compatibility/fit element was considered as a means to provide the measures
required to ensure a balanced joint optimization of both the technical and social aspects
[31]. Figure 4 illustrates the concepts classed under social and technical context.

5 Conclusion

This research article aimed to articulate the key conceptual factors which should be
considered when implementing technological solutions for CHWs within the South
African context. The STS framework was used for the categorization of the factors
which were integrated into concepts. For future work, each of these concepts will be
evaluated and the categorization refined to present a broader conceptual framework.
This study forms part of a dissertation project and the findings in this study form part of
the first high-level conceptual framework which will be used in conducting scoping
literature review to identify additional components for the secondary-level conceptual

Fig. 4. Overview of the factors categorized as concepts
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framework. In addition, future plans involve exploring the task-technology fit model to
identify the relevant technological solutions fit for peri-urban and rural contexts in
South Africa.
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Abstract. The use of consumer wearable health device (CWHD) for fitness
tracing has seen an upward trend worldwide. CWHDs support individuals in
taking ownership of their personal well-being and keeping track of their fitness
goals. However, there are genuine concerns over the accuracy of the data col-
lected by these devices. In this study, we investigated the factors that influence
the accuracy of the data collected by CWHDs for heart rate measurement,
physical activity (PA), and sleep monitoring using a systematic literature review.
Forty-seven papers were analyzed from five electronic databases based on
specific inclusion and exclusion criteria. All 47 papers that we analyzed were
published by authors from developed countries. Using thematic analysis, we
classified the factors that influence the accuracy of the data collected by CWHDs
into three main groups, namely (i) the tracker and sensor type, (ii) the algorithm
used in the device, and (iii) the limitation in the design, energy consumption,
and processing capability of the device. The research results point to a dearth of
studies that focus on the accuracy of the data collected by CWHDs by
researchers from developing countries.

Keywords: Consumer wearable health device � CWHD � Wearable health
device � Wearable health device data accuracy � Systematic literature review

1 Introduction and Background

Physical inactivity is listed as one of the major contributors to mortality, resulting in an
estimated 3.2 million deaths worldwide [1]. Adults are advised to engage in a minimum
of 150 min of moderate-to-vigorous-intensity physical activity (PA) per week to reduce
the risk of chronic diseases like hypertension, diabetes, and obesity [2, 3]. Physical
inactivity can be reduced by walking, which is an inexpensive form of exercise for
many adults and requires no special equipment [2, 4]. The adoption and use of con-
sumer wearable health device (CWHD) for PA tracking is increasing. This increase is
evident in wearable health technologies retaining the top-three global fitness trends
since 2016, taking the first spot in 2016, 2017, and 2019 [5].

CWHDs support individuals to take ownership of their personal well-being and
keep track of their fitness goals. To do this, CWHDs have features that support con-
tinuous monitoring and recording of physiological (e.g. heart rate, sleep pattern, blood
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sugar levels, and so on) and PA data (e.g. duration of PA, distance covered, energy
expended, and so forth) [6, 7]. To promote healthy habits, CWHDs incorporate
behavioural change techniques like goal setting, self-monitoring, feedback, social
influence, and reward [8]. In South Africa, the uptake of CWHDs are on the rise,
especially among health-conscious individuals in the urban areas. This increase can
partly be attributed to new practice by health insurers who use incentives to motivate
their members to use wearable health device to track their PA [9].

In addition to the increase in the adoption of CWHDs by health-conscious indi-
viduals to track PA, wearable health devices are also used for remote monitoring of
people with chronic disease conditions [6, 10, 11]. In both of these usage conditions, it is
important that the data collected by the device is accurate. Inaccurate data from wearable
health devices could lead to dire consequences, especially when the device is integrated
with healthcare applications [12]. Manufacturers of CWDHs often make strong claims
about the accuracy and reliability of their devices [13]. However, there are genuine
concerns over the accuracy of the data collected by CWHDs [14]. For example
accelerometer and pedometer-based CWHDs are known to be inaccurate in their esti-
mation of energy expended (EE), and are unable to accurately track the number of steps
in PA like cycling [6, 7]. Users of CWHDs expect, and are increasingly demanding that
manufacturers deliver on their promises. The two class action lawsuits filed by users
against one of the major manufacturers of CWHD in 2016 underscore the importance of
accurate and reliable data collected by CWHDs [15]. Hence, it is no surprise that many
researchers from developed countries [16–18] are focusing on the accuracy of the data
collected by CWHDs. As discussed later in Sect. 3, all the papers analyzed in this
systematic literature review (SLR) were published by authors from developed countries.
This points to an apparent dearth of studies that focus on the accuracy of the data
collected by CWHDs by researchers from developed countries, including Africa. To
address this gap, this research investigates the factors that influence the accuracy of the
data collected by CWHDs. More specifically the research focuses on the accuracy of the
data generated from heart rate measurement, PA, and sleep monitoring. The research
question that we address in the paper is: “What are the factors that influence the
accuracy of the data collected by consumer health wearable devices?”.

The remaining sections of the paper are structured as follow: In Sect. 2 we present
the process that was followed in the SLR. This is followed by detailed discussions of
our analysis of the papers included in the SLR in Sect. 3. In Sect. 4, we discuss the
study contribution, limitations, and the implications for the manufacturers of CWHDs.

2 Systematic Literature Review Process

In order to scope the SLR process, research articles were retrieved from the following
scientific databases, based on their publication of quality and high impact research
journals and conference papers: IEEE, PUBMED-NCBI, ScienceDirect, MDPI, and
Springer. To ensure that we retrieve relevant papers, we used the following search
phrases: “Consumer wearable health device” OR “wearable health device” OR
“wearable health technology” OR “Personal health device” AND “Data Accuracy” OR
“Reliability”.
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Inclusion and Exclusion Criteria. Only candidate papers that met the inclusion cri-
teria, specified in Fig. 1, were screened for possible inclusion in the SLR. Papers were
excluded based on the criteria specified in Fig. 1.

Source Selection. The search period for the SLR was between April and October
2019. An initial search on Google Scholar returned more than 22 000 results. To ensure
a more realistic number of potential papers to screen for eligibility, we focused
specifically on five databases, namely IEEE, PUBMED-NCBI, ScienceDirect, MDPI,
and Springer. A total of 1393 papers were retrieved from the five databases. An
additional 20 papers were retrieved from other sources (see Sect. 3 for the list of other
sources), thus yielding a total of 1413 candidate papers for screening. Details of all
1413 papers were extracted and copied into an Excel worksheet with the following
columns: Title, Author, Publication type, DOI, Abstract, Relevance, Included/Excluded
1st Screening, and Included/Excluded 2nd Screening.

In Excel, a Vertical Lookup (VLOOKUP) was performed on the papers’ Title and
DOI to check for duplicates. This process resulted in 1214 unique sources. Thereafter,
the 1214 sources were reviewed against the inclusion and exclusion criteria specified in
Fig. 1, resulting in 465 papers. We then screened the 465 papers for relevance based on
their title, keywords, and abstract. Of the 465 papers, 311 were excluded based on their
title and 70 were excluded based on their abstracts. Thus, the remaining 84 papers were
marked as relevant and eligible for further screening.

We carried out a first level screening on the remaining 84 papers by reading the
abstracts, findings, and conclusion sections of the papers. After reading the three
sections, we assigned a priority level of ‘high’ (focus is on accuracy of CWHDs with
comparisons/validation between various devices), ‘medium’ (focus is on accuracy of
CWHDs but no comparisons/validation between various devices) or ‘low’ (focus is on
CWHDs but with emphasis on big data, mobile health apps, smart cloth technologies,
etc.) to the relevance column of each paper. Following the first level screening, a total

Inclusion 
criteria 

• Studies published in the English language
• Studies published between 2010 and 2019
• Peer-reviewed studies (journals, conference proceedings, 

and book chapters)
• Studies that focus on data accuracy of consumer health 

wearables
• Studies that focus on the validity of consumer health 

wearables
• Studies that focus on the sensors and technologies used in 

consumer health wearables

• Studies not in English 
• Studies published earlier than 2010
• Studies that are not related to  the research question
• Duplicate studies (title, abstract, content)

Exclusion 
criteria

Fig. 1. Inclusion and exclusion criteria.
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of 36 papers were assigned ‘low’ priority and thus excluded from the study. The second
level of screening involved full text reading of the remaining 47 papers. Figure 2
illustrates the source selection process.

3 Results

In this section, we present the results obtained from the analysis of the 47 papers
included in the SLR.

Quantitative analysis of the 47 papers using descriptive statistics showed that 17
were published in IEEE, 16 in PUBMED-NCBI database, five were published in
ScienceDirect, and two were published in MDPI and Springer databases respectively.
The remaining six were papers from BMC Public Health, PLOS Medicine, Routledge,
Albany Law Journal of Science & Technology, and USENIX. Table 1 shows the
distribution of the papers across the databases.

Excluded based on 
abstract
(n = 70)

Full text ar cles 
assessed for 

eligibility
(n = 83) Full text ar cles 

excluded with 
reasons
(n = 36)

Records a er 
removing duplicates

(n = 1213)
Addi onal records 
iden fied through 

other sources 
(n=20)

Records iden fied 
through database 

search 
(n=1393)

Excluded based on 
exclusion criteria           

(n = 749)

Records screened
(n = 464)

Excluded based on 
tle 

(n = 311)

Studies included in 
SLR

(n = 47)

Fig. 2. Source selection process.

Table 1. Distribution of research papers per database.

Database No of papers % of papers

IEEE 17 36%
PUBMED-NCBI 16 34%
ScienceDirect 4 9%
MDPI 2 4%
Springer 2 4%
Others 6 13%
Total 47 100%
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Our analysis of the papers according to year of publication shows that the majority
of papers were published between 2016 (13) and 2017 (12). The number of publica-
tions tapered down to eight in 2018, with only one of the papers analyzed being
published in 2019. These statistics show increasing interest of researchers in the
accuracy of the data collected by CWHDs. The limited number of papers in 2019
should not be construed as waning interest in the topic. Rather, it can be attributed to
the search period for sources that were included in the SLR.

Our analysis of the papers included in the SLR shows that all authors are from
developed countries. The majority of the papers (13) were published by authors from
the United States of America (USA). There were six papers from Australia, five from
China, and four from Korea. Three papers were published by authors from Italy and
Japan respectively. There were two papers published by authors from Denmark, the
United Kingdom, and Germany respectively. Authors from Argentina, Canada, India,
Malaysia, Netherlands, Portugal, and Spain published one paper each. Based on our
analysis, authors from African countries are conspicuously absent in the publication of
papers that focus on the accuracy of the data collected by CWHDs.

Following the quantitative analysis, we identified common themes in the papers and
grouped them into three categories. In the following sub-sections, we discuss the three
main factors that influence the accuracy of the data collected by CWHDs.

3.1 The Tracker and Sensor Types

The type of sensor technology fitted into CWHD and the body part where the device is
attached can influence the accuracy of the data collected by the device. [10, 11, 19].
Our analysis of the papers included in the SLR showed that the sensor type that
typically comes with CWHDs include one or a combination of the following:

• Photoplethysmography (PPG) sensors: PPG sensors are used in CWHD to monitor
heart rate. Using optical sensors, changes in the blood volume of body tissues can
be detected by shining light on the surface of the skin to detect discoloration when
oxygen-rich blood is ‘flushed’ underneath the skin [12, 20].

• Pedometer and accelerometer: Pedometer is a lightweight device with sensor that
measures the number of steps taken or the distance covered. Accelerometer mea-
sures PA by detecting movements across three planes (side-to-side, up-and-down,
or forward-and-backward) [21].

• Actigraphy: This is a non-invasive, wrist-worn device that comes with
accelerometer to measure sleep pattern by distinguishing between the states of
wakefulness and sleep unobtrusively. This is based on the premise that limited
movement is associated with sleep while increased movement is linked with
wakefulness [22, 23].

PPG sensors can be attached to various body parts, including the upper arm, the
earlobe, the forehead, the wrist, or the finger. The part of the body where a PPG sensor
is attached can influence its level of accuracy. Signals from finger-based PPG sensors
have higher wavelengths compared to other sites. This makes finger-based PPG sensors
more accurate. However, wearing a finger-based PPG sensor can interfere with daily
routines, which makes their use less practical compared to other PPG sensors [19].
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Another factor that could influence the accuracy of PPG sensors is the colour of the
light emitting diode (LED) light that comes with the sensor. The majority of CWHDs
that utilize PPG sensors for monitoring heart rate come with green light PPG (gPPG)
[12, 24, 25]. However, red light PPG (rPPG) sensors (i.e. pulse oximeters) are com-
monly used in clinical environments [12, 25–27]. rPPG sensors have a number of
advantages over gPPG sensors. The green light in gPPG sensors emits shorter wave-
lengths and does not penetrate deeper into the innermost layer of the skin. In contrast,
rPPG sensors can penetrate deeper into the skin because the human body does not
absorb the red light [25, 26]. This property enables rPPG sensors to detect other
biological signals like the arterial oxygen saturation, respiration, and blood pressure
[24, 26, 27]. In addition, rPPG light is not absorbed by melanin (the pigmentation that
is responsible for the colour of the human skin) but gPPG light absorbs melanin.
Therefore, the skin colour does not influence the accuracy of heart rate measurements
when using rPPG sensors. In contrast, darker skin colours influence the accuracy of
gPPG sensors [19, 26, 28].

A drawback of rPPG sensors is that they are more susceptible to background noise
generated from the body part that the device is attached (for example, hand waving or
rubbing), often referred to as ‘motion artefact’. Motion artefacts are known to have
negative influence on the accuracy of rPPG sensors. This is not the case for gPPG
sensors, which are less vulnerable to the effects of motion artifacts [19, 25, 29].

Sleep, increased PA, and good nutrition are integral parts of maintaining personal
well-being. Prior to the pervasive adoption and use of CWHDs, monitoring and tracking
of sleep can only be carried out in specialized sleep laboratories using polysomnography
(PSG). PSG measures sleep quality by collecting data on eye movements, heart rates,
muscle tones, brain activities, and physical movements [13, 22]. The unnatural setting
and the need for a sleep technologist to set up PSG equipment make its use impractical in
a home setting. Consumer wearable sleep monitoring sensors, called actigraphy, is a
non-invasive wrist-worn device that comes with accelerometer, heart rate, and respi-
ratory monitor to detect and record the movements of the wearer at regular intervals in
order to estimate sleep and wakefulness [13, 22, 23, 30, 31].

Actigraphy has been shown to be accurate in detecting the state of sleep, but less so
in sensing wakefulness. For example, lying down could be misinterpreted as sleep due
to the absence of movements, thereby leading to overestimation [13, 23, 32]. This
deficiency is primarily due to the fact that actigraphy associates reduced movements
with sleep. As such, actigraphy is not very effective in monitoring the different stages
of sleep.

CWHDs are equipped with sensors to track PA in the form of pedometer or
accelerometer. Previous studies show that while CWHDs with pedometer sensors are
effective in estimating step counts, they typically underestimate energy expenditure
(EE). Accelerometers on the other hand are deficient in their accurate measurement of
steps taken in PA like cycling [3, 6, 7, 33]. The placement of a PA sensor and the speed
of walking are some of the factors that could influence its accuracy. Pedometers are less
accurate when the sensor is attached to the wrist or hip, compared to ankle-based
pedometers. Similarly, slower walking speed, unsteady and uneven gaits influence
accuracy [33–36]. In the case of accelerometers, Nelson et al. [6] found that wrist-worn
accelerometers are more accurate than hip-worn sensors. However, Simpson et al. [36]
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suggest that better accuracy could be achieved when an accelerator sensor is place
around the ankle, especially for individuals that walk at slower speeds.

3.2 The Algorithm Used in Consumer Wearable Health Devices

The algorithm used to monitor health parameters by CWHDs is another factor that
influence the accuracy of the data collected by the devices [37]. The built-in algorithms
in CWHDs support the measurement of bio-sensory and PA data, their processing, and
the communication of the outcome of the measurements to the user. Manufacturers of
CWHDs do not disclose the algorithms that are used to track and measure bio-sensory
and PA for proprietary reasons [17, 33, 38, 39]. This makes it difficult for users to
objectively make comparison between devices. In this section, we summarize the
algorithms that could be used to monitor heart rate and PA. The discussion of algo-
rithms is limited to the ones reported in the papers that were included in the SLR.

Algorithms for detecting and monitoring motion and PA, developed or proposed by
researchers, include pedestrian dead reckoning (PDR) and zero velocity update (ZUPT)
algorithms [38, 40, 41]. PDR algorithm estimates walking distance by sensing the
number of steps taken and the length of each step. PDR algorithms are more accurate in
their estimation of distance covered when the tracking device is attached to the foot
[40]. ZUPT algorithm is used to detect and bound static position errors that are
accumulated when calculating distance covered using a PDR algorithm. The ZUPT
algorithm then detects the periodic static states when the foot returns flat to the ground
during walking [40, 41].

Researchers like [27, 41–44] have proposed algorithms that could improve signals
from PPG sensors, thereby improving their accuracy. As discussed in Sect. 3.1, the PPG
sensors used to monitor heart rates are susceptible to background noise from ‘motion
artefacts’, which could affect the accuracy of heart rate measurements. In their study,
Yang et al. [27] develop an Adaptive Spectrum Noise Cancellation (ASNC) algorithm
that significantly improve accuracy when ‘motion artefact’ increases. Yousefi et al. [41]
also propose a motion-tolerant algorithm to improve signals from PPG sensors by
removing ‘motion artefacts’. Similarly, Tang et al. [44] use the Empirical Mode
Decomposition (EMD) and Discrete Wavelet Transform (DWT) algorithms to enhance
and reduce noise from PPG signals. These authors provide evidence that demonstrate
the ability of the algorithms to improve the accuracy of heart rates captured by PPG
sensors.

Another element that is closely linked to the algorithms used to measure bio-sensory
and PA data is the firmware installed on CWHDs. Firmware updates are necessary to
ensure optimal performance and the security the data collected by the device. However,
CWHDs can become vulnerable to privacy and security threats during firmware updates.
The authors, Fereidooni et al. [45] and, Lin and Sun [46] provide evidence that it is
possible for people with the technical wherewithal to inject arbitrary or malicious codes
into CWHDs’ firmware during updates. The ability to modify firmware by unauthorized
persons can affect the integrity of the data collected by CWHDs. Another concern about
firmware updates is that the same CWHD could provide different measurements,
depending on the firmware applied. Thus distorting the measurements even if other
variables remain unchanged [39].
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3.3 Limitations in the Design, Energy Consumption, and Processing
Capabilities

Based on our analysis of the papers included in this SLR, the third main factor that
could influence the accuracy of the data collected by CWHDs relates to inherent
limitations in the design, energy consumption, and the processing capability of a
device.

CWHDs are increasingly becoming part of the evolving Internet of Things
(IoT) ecosystem. IoT-enabled wearable health devices provide opportunity for con-
tinuous monitoring of patients from the comfort of their homes and the transfer of
health data to healthcare providers. However, the performance, energy consumption,
and the form factor could influence the success of IoT-enabled CWHDs [47]. The
convenience and usefulness of a CWHD is dependent on the balance between the
device’s size and its battery life. Smaller devices are easier to carry, but do not always
have longer battery life. Conversely, longer battery life is commonly associated with
bigger size devices [47, 48]. Additional strain is placed on the energy requirements of
CWHDs due to continuous collection and exchange of physiological data between a
CWHD, other connected IoT devices and applications (apps) [49].

The quality of the components (battery, storage capacity, Bluetooth module, etc.)
fitted unto CWHDs can influence the accuracy of the data collected by the device. In a
study by Haghi et al. [50], the authors confirm the influence of high-quality compo-
nents on the performance of CWHDs. Components such as high storage capacity, long
wearing battery, Bluetooth, and Wi-Fi compatibility performed better and were more
accurate than devices with low quality components.

4 Conclusion

This paper presents a SLR of 47 papers that focus on the accuracy of the data collected
by CWHDs. The results of our analysis showed that the highest number of papers were
published in two high-quality databases, namely IEEE (36%) and PUBMED-NCBI
(33%). 10% of the papers were published in ScienceDirect, while MDPI and Springer
were at 2% respectively. The remaining 13% papers were published in journals such as
BMC Public Health and PLOS Medicine. All 47 papers analyzed in the SLR were
published by authors from developed countries, with the majority from the USA,
followed by Australia and China. None of the authors are from developing countries,
including Africa. This points to a gap in studies that focus on the accuracy of the data
collected by CWHDs by authors are from developing countries. Based on our analysis,
there are three main factors that influence the accuracy of the data collected by
CWHDs. These are (i) the tracker and sensor type, (ii) the algorithm used in the
CWHD, and (iii) the limitation in the design, energy consumption, and the processing
capability of the device.

The study has a number of limitations. Firstly, the search and extraction of sources
were based on specific key phrases that include consumer wearable health device and
data accuracy. This meant that papers that could potentially have been relevant were
excluded from the study because they did not use our search phrases in their keywords.
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Secondly, the study focused specifically on the accuracy of the data generated from
heart rate measurement, PA, and sleep monitoring data. Research papers that focused
on the accuracy of CWHDs in general were excluded from the study. The inclusion of
such papers could have increased the number of factors beyond the three identified in
this study. Finally, the proprietary nature of algorithms used to track and measure bio-
sensory and PA data meant that the algorithms reported on in the study were those
developed or proposed by researchers.

This study contributes to the number research that focus on the accuracy of the data
collected by CWHDs. Given the increasing trend in the use of CWHDs across the
globe, and the limited number of studies from developing countries that focus on the
topic of accuracy of the data collected by CWHDs, it is imperative that more research is
done to better understand the factors that influence their accuracy. The study also has
implications for the manufacturers of CWHDs. It is important that the manufacturers of
CWHDs take into account the factors that influence data accuracy in the design and
development of their devices. This will enable users and healthcare professionals to
make meaningful use of the data generated by these device, thus contributing to
improved personal well-being and the quality of healthcare service delivery.
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Abstract. Studies have shown that daily exercise has a positive effect on the
prevention of heart disease. However, many South Africans do not have a
healthy lifestyle. Some forms of gamification have been applied in health-related
programmes in South Africa such as Multiply’s Active Dayz™ and Discovery’s
Active rewards. This study looks at the motivational aspects of gamification in
healthcare. It investigates the impact of gamification on clients’ use of activity
rewards programmes, and aims to identify the core motivational factors that
would drive people in South Africa to improve their health through exercise. We
use Yu-Kai Chou’s Octalysis framework of motivation in gamification as guide.
The results show that time is a barrier for engaging in exercise, rewards pro-
grammes lead to more health check-ups, knowing the benefits of exercise not
enough motivation to engage in exercise, and members of rewards programmes
have different motivational factors for their behaviour than non-members.

Keywords: Gamification � Motivation � Healthcare � Hear disease � Exercise �
Rewards

1 Introduction

Sustainable healthcare is attained when people are motivated to proactively take care of
their health before it deteriorates [1]. In a survey of over 2000 South Africans con-
ducted by Pharma Dynamics in 2017 [2], more than 46% of respondents acknowledged
that they indulge in activities that put their health at risk. Some important results of this
study were that 21% of young adults do not take any interest in improving their health,
whereas 88% of older adults have actively sought a change in lifestyle to improve their
health. Of these older people, 69% make an effort to exercise regularly. This study also
claims that 215 South Africans die every day from heart disease and even though
genetic factors are at play, living a healthier lifestyle can avoid about 80% of these
deaths.

Exercise can help prevent heart disease by: decreasing blood pressure; increasing
good high-density lipoprotein cholesterol that transports fat away from arteries;
reducing low density lipoprotein cholesterol that can form fatty deposits in arteries;
improving blood circulation; increasing fat loss; and building muscle mass [3]. One
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aim of our study was to determine if South Africans are aware of the positive effects of
exercise on heart disease.

Gamification has the potential to motivate a more active lifestyle. Gamification has
also been successfully used in marketing [4], e-learning [5] and business [6] to moti-
vate individuals to accomplish a goal. Pokémon Go, for example, is an augmented
reality game that positions virtual Pokémon characters at different places where gamers
have to move around, locate and capture them. Pokémon Go users are twice as likely to
achieve the recommended goal of 10000 steps a day, with some achieving 7600 more
steps on average [7]. Pokémon Go is not a health-related app, it is merely a game that
increases physical activity, thereby improving players’ health.

The second part of our study focused on understanding what factors used in
gamification would motivate South Africans to exercise. The motivational factors that
emerged were analysed with reference to Yu-Kai Chou’s Octalysis Framework [8] to
gain an understanding of the ways in which people can be motivated to improve their
health.

The results of this research will be of value to designers of gamified health
applications by showing which motivational factors to address in their designs. It will
also be of particular value to organisations such as health insurance companies who
want people to sign up for rewards programs aimed at motivating customers to pursue a
healthy lifestyle.

2 Related Work

2.1 What Is Gamification?

According to Chou [9], gamification is “the craft of deriving all the fun and addicting
elements found in games and applying them to real-world or productive activities”.
Gamification applies game-like elements and mechanics, but is a serious business.
Companies in the healthcare and banking industries, amongst others, are increasingly
adopting gamification in their operations.

The concept of gamification emerged in the 1800 s when S&H Green Stamps
started selling stamps to retailers to reward loyal customers [10]. Nelson [11] argues
that gamification originated in the early to mid-20th century in Soviet Union to
motivate workers without capitalist-style financial incentives. Modern gamification was
driven by airline loyalty programmes that reward customers with free “air miles” [12].

Different theories of gamification provide different views on gamification based on
the industry where it is applied. One theory is that gamification is more effective than
branding because of the emotional effect it has on the audience that leads to a longer
relationship [13]. Another theory is that games create a natural reward compulsion loop
driven by its effect on dopamine levels in the brain [14]. The origins and mechanics
may differ, but the concept is simple: users are rewarded for certain behaviour based on
their performance.

Gamification in Healthcare: Motivating South Africans to Exercise 109



2.2 The Octalysis Framework

Chou [9] views gamification as a part of human-focused design. He acknowledges that

users of a system have feelings, insecurities, and reasons why they do certain things or
not. His Octalysis Framework (Fig. 1) represents eight core drivers that inspire,
empower, manipulate or make us obsess, but ultimately drive us toward a particular
action. The eight drivers are:

1. Epic Meaning and Calling: People feel they have a purpose that is greater than
themselves, or they feel unique and that they can achieve a certain task.

2. Development and Accomplishment: A person feels challenged and is constantly
developing. Points and badges validates that they have overcome the challenge, and
feel rewarded for it.

3. Empowerment of Creativity and Feedback: A person is able to try different things
and given the opportunity to explore. They receive feedback and are able to use this
feedback positively.

4. Ownership and Possession: When people can own something, they will be keener to
grow or improve it. This is often seen when people customise their personal space
or their avatars.

Fig. 1. Octalysis framework [15]
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5. Social Influence and Relatedness: A person feels accepted, part of a group, or in
esteemed company. Competitiveness is at play here. Relatedness applies to objects,
places, activities, as well as people.

6. Scarcity and Impatience: A person has a limited time period in which to achieve
goals. When they cannot, they constantly yearn for it.

7. Unpredictability and Curiosity: A person wants to find out what happens next, at the
next level or what challenge they might face.

8. Loss and Avoidance: A person feels like they will lose out or fail. The fact that
something negative might happen keeps them going.

A person becomes motivated and the gamified concept becomes more effective when
one or more of these drivers have been triggered [15].

2.3 Examples of Gamification in E-Health

The World Health Organization (WHO) defines health as “a state of physical, mental
and social well-being” [16]. Although we focused on heart disease, exercise or physical
activity has an overall positive impact on health. WHO claims that the leading causes
of global mortality are blood pressure (13%), tobacco use (9%), high blood glucose
(6%) physical inactivity (6%) and obesity (5%). They say that physical activity has a
positive effect on blood pressure, blood sugar levels and weight loss, which help
prevent cardiovascular disease, diabetes and cancer [16]. Physical activity can also help
with mental disorders, such as depression, anxiety and low self-esteem [17, 18].

The following are international examples of successful use of gamification in
healthcare [9]: The Mango Health app encourages patients to take their medication
because busy lifestyles make people forget to take their medication. They are motivated
by earning monetary rewards such as gift cards at Target and GAP or a donation to the
SPCA. The app includes Core Drivers 2 and 4 listed in Sect. 2.2. Respond Well’s
platform uses a virtual animated trainer. Patients can choose a trainer, music and a 3D
environment and can even get their friends and family involved. It uses Microsoft
Kinect, a motion-sensor technology that analyses the movement of patients and reports
back to the patient and their doctors on their progress. This app includes Core Drivers 4
and 5. Pact users are paid by making a pact to exercise and eat healthier, and they lose
money if they fail to do so. Users decide how much money to put into the pool with
their friends and the person who reaches their goals receives the pay-out. This app
reflects Core Drivers 2, 5 and 8.

A number of insurance companies in South Africa uses gamified rewards pro-
grammes to motivate health insurance policyholders to be more active. Momentum’s
Multiply Active Dayz™ (MAD) tracks physical activity using wearable devices, phone
apps and gym visits. If members achieve certain daily milestones, they are awarded
with “active days”. Active days earn a discount on their medical aid premium and a
cash back in medical savings (up to R1 000 a month) [19]. Since the launch of MAD in
2016, clients covered a distance of 98 million kilometres through their steps until
October 2017 [19]. Seventy-four percent of clients have improved their cholesterol
levels and 54% reported weight loss. Multiply also claims to have a lower claims rate
for chronic illnesses as a result of Active Dayz™ [20]. Discovery’s Vitality Active
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Rewards allows members to set personalised fitness goals and tracks them against the
goals on a weekly basis. Members are rewarded with discounts on partner products,
free rewards such as coffee or smoothies and fitness points to enhance their Vitality
Status. Old Mutual’s Greenlight Gym Benefit is available to all Greenlight policy-
holders and their family members. Members receive discounts on gym membership
fees for certain gyms.

Our research aimed to uncover which factors motivate or will motivate South
Africans to join such gamified systems.

3 Research Question and Objectives

Our main research objective was to determine which motivational factors in gamifi-
cation would encourage South Africans to exercise and thereby reduce their risk of
developing heart disease. We investigated the following questions:

1. How active are people on gamified health programmes compared with people who
are not?

2. Do people on gamified health programs care more about their health than those who
are not?

3. Do people on gamified health programs know more about their health than those
who are not?

4. What factors derived from the Octalysis Framework will motivate people to start
exercising and to take care of their health?

4 Research Methodology

4.1 Research Strategy and Data Collection

We used an online survey to study the phenomenon of interest – gamification in
eHealth systems that promotes a healthy lifestyle, with specific focus on factors that
motivate adoption. We targeted two groups in the survey, namely current members and
non-members of activity rewards programmes.

Two separate, but similar, questionnaires were used – one for members and one for
non-members of some rewards programme. Both groups answered questions about
their frequency of exercise and knowledge of their health. Members were asked about
factors that motivated them to join their activity rewards programme, and non-members
about factors that would motivate them to join such a programme. We based the
questions relating to motivational factors on the Octalysis Framework. The question-
naires included multiple choice, yes/no, open ended and ranking questions. We com-
piled them using Google FormsTM. We recruited participants through our own social
media networks. In particular, we posted a link to the questionnaire on Slack and
Facebook, and sent out an e-mail (with permission) to employees at a large company
where one of the authors is employed. There were 100 responses – 50 members and 50
non-members.
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4.2 Data Analysis

An advantage of Google Forms is that we could easily export data in graph format or as
an Excel spreadsheet. The data analysis involved reading the responses to each
questionnaire individually, collating the results per question of members and non-
members respectively in graph format, and comparing the results of the two groups.

Two open-ended questions in each of the questionnaires required manual analysis
of the data. For the questions, “If you exercise, why do you exercise? If not, why don’t
you exercise?” and “What health conditions do you think can be positively affected by
exercise? If possible, list 5.” each response was transferred into a Word document. We
analysed these through simple descriptive statistics (e.g. counting the number of times a
specific answer appeared).

5 Results

There were two data collection instruments used, Multiply Active Dayz and the
questionnaire results. The results of each of these instruments will be discussed in turn.

5.1 Multiply Active Dayz™ Results

Since the launch of Active Dayz™, Multiply clients would have covered a distance of
98 million kilometres through their steps taken. This is equivalent to approximately 70
000 trips from Johannesburg to Cape Town. The calories burned by Multiply clients
through Active Dayz™ would be enough to power 100 households for a year.
According to Multiply, 74% of clients have improved their cholesterol levels since
joining, with a further 54% reporting weight loss. Multiply also claims to have a lower
chronic claims rate as a result of Active Dayz™ [20]. Active Dayz™ is linked to Core
Driver 2 – Development and Accomplishment, and Core Driver 8 – Loss and
Avoidance.

5.2 Questionnaire Results

This section gives the results of both sets of participants. The age distribution of the
two groups of respondents appear in Table 1. The biggest difference between the two
groups is that the members are older. Of the 50 non-members, 21 fall in the 18 to 25
range while only four members fall in that range.

Table 1. Age distribution of questionnaire respondents

Age range (years) 18–25 26–35 36–45 46–45 55+

Non members 21 (42%) 22 (44%) 5 (10%) 2 (4%) 0
Members 4 (8%) 26 (52%) 18 (36%) 2 (4%) 0
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The members had to indicate to which activity rewards programme they belong.
The results are as follows: Discovery Active Rewards – 53%, MAD – 43%, Old Mutual
Greenlight – 2%. Three respondents had both MAD and Active Rewards, and one
answered the question incorrectly.

The remainder of the discussion is organised according the questionnaire questions.

How Aware Are You About the State of Your Health? The answers to this question
are summarised in Figs. 2 and 3. An equal number of members either go for a check-up
when something is wrong or they go once a year – together 80% of the group. Most
non-members (64%) only go when they think something is wrong. Only 16% of
members and 14% of non-members have regular check-ups and are well-informed
about their health. Twelve percent of non-members blame time constraints. Overall the
activity rewards group members are more proactive when it comes to monitoring their
health than the non-members.

Fig. 2. Members’ awareness of their health status

Fig. 3. Non-members’ awareness of their health status
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Which of These Best Describes Your Exercise Routine? More than half (52%) of
members of an activity rewards programme visit a gym or exercise four or more times a
week, while only 12.2% of the non-members fell into this category. The most popular
response among non-members was that they do not gym but try to take the stairs
(44.9%). Seventy-eight percent of members exercise at least once a week. Of the non-
members, 18.4% do no exercise at all. None of the members chose this option. Fig-
ures 4 and 5 summarise the results for this question. Belonging to a gamified pro-
gramme doubles the likelihood that a person will exercise.

Fig. 4. Members’ exercise routine

Fig. 5. Non-members’ exercise routine
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If You Exercise, Why Do You Exercise? If Not, Why Don’t You Exercise?
Respondents could provide multiple answers to this question. We received 74 responses
from members. All but one gave reasons for doing exercise. Forty-five percent (45%) of
responses were members. All but one gave reasons for doing exercise. Forty-five percent
(45%) of responses were “to keep fit and healthy”. The next most popular reasons were
“weight loss” and “to look good” (12% each). In the “Other” category reasons such as
“to test myself” and “it was recommended by my doctor” were mentioned. The one
member who does not exercise said the reason was lack of time.

Fifty non-members responded to the question – 29 said they do not exercise.
Twenty-three of these (79.3%) claimed that they had no time, while 13.8% admitted
laziness. The remaining participants said they have commitment issues or that they are
already fit. Twenty-one non-members said they do exercise. Thirteen (59.1%) do it “to
stay healthy”. Two responses each were recorded for “managing stress levels” and
“because I play sport”.

This question has uncovered two key outcomes: (1) people, whether on an activity
rewards programme or not, want to be fit and healthy; and (2) time is the biggest barrier
to exercising.

Forty-one participants in the non-member group responded to this question giving
134 responses. These participants also named 18 different groups of health conditions.
Of the responses, 14.5% included “heart disease” as a condition that could be positively
affected by exercise. “Diabetes” appeared in 13.7% of the responses and “cholesterol”
in 12.1%. There is not a considerable difference in the knowledge about health con-
ditions that can benefit from exercise. Both groups recognised that exercise is important
and plays a positive role in their health.

Choose ALL of the factors listed that motivated you to join your active rewards
programme.

Member Responses. Respondents had to choose between the eight factors of the
Octalysis Framework listed in Sect. 2.3. All fifty respondents answered. “Development
and Accomplishment” was the most selected reason for joining an activity rewards
programme, selected by 70% (35 participants). The second and third most selected
options were “Social Influence and Relatedness” (30%) and “Loss and Avoidance”
(24%). This could be related to peers comparing steps, calories burned, etc. in social
situations, as well as to the fact that on activity rewards programmes, one could miss
out on discounts, points and status if the required number of activities are not
completed.

Non-member Responses. We first asked the non-members if they had heard about
rewards programmes such as Active Dayz. More than half (56%) said they had. We
asked all of the non-member respondents which of the eight factors would motivate
them to join. Fifty-nine percent (59%) chose “Development and Accomplishment”,
while “Epic Meaning and Calling” and “Empowerment of Creativity and Feedback”
were each selected by 34%. We can link this to the earlier outcome that non-members
do not exercise as much as members, and they may want to be empowered or require
feedback on whether their exercise is done correctly and is not a waste of their time.
Ten percent said outright that they would not join an activity rewards programme.
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6 Discussion and Conclusions

This paper aimed to understand which motivational factors in gamification will
encourage people to exercise. We investigated four sub-questions. We next provide the
answers to each, highlighting the lessons learnt. Firstly, we asked how active people on
gamified health programmes are versus people who are not. The findings show that
those on activity rewards programmes are more than twice as active as those who are
not. We can conclude that these programmes are beneficial in improving healthcare.
These findings are in line with previous studies who found that gamification of health
programmes positively influenced users’ emotional experiences and as a consequence
improves their self-esteem [21, 22]. Furthermore, it supports Marshedi’s [22] finding of
gamification motivating users to adapt their health habits for the better. However, it has
been shown that users might lose interest in the gamification aspects over time [23].
A key outcome from non-members are that time is a significant barrier to exercising.

Secondly, do people who are on gamified health programmes care more about
their health than those who are not? The answer is yes, they are more proactive in
checking up on their health. Because they will be more likely to identify issues related
to their health sooner, they will be more likely to take preventative measures. Members
are incentivised with rewards for completing tests, which could be the reason they have
more check-ups with a doctor than the non-members. This result could mean that health
conscious people are more likely to sign up for these programmes, but the answer to the
next question contests this.

Thirdly, do people who are on gamified health programmes know more about
health issues than those who are not? This answer is no. The respondents in the non-
members group could name nearly as many health conditions as the members. The
percentage of each condition listed was very similar between the two groups. The key
outcome of this question is that even though people know how beneficial exercise is, it
is not enough of a motivation to ensure that they exercise. Added benefits are required
to ensure that they do. Some people openly claimed they were lazy and that they are
okay with that, despite knowing the health risks.

Finally, what factors derived from the Octalysis Framework will motivate people to
exercise and take care of their health? “Development and Accomplishment” was the
most chosen option for both groups. This finding is in line with the findings of a
systematic review of gamification in e-Health [24] who found that the gamification
elements that were most often used were “feedback, rewards, progression and social
features”. Another key outcome was that members and non-members need to be
motivated differently. The members want to ensure they do not lose their points and
statuses – an element of fear might drive them. The social aspect is also important to
them, and it will be beneficial to add concepts that encourage competition or challenges
between friends. This outcome supports the research of Roa and Pandas (cited in [24])
who reported that “developing positive social relationships and promoting a feeling of
integration are the key social benefits noted for gamification”. For the non-members, it
is more important to receive feedback and be empowered. Another important factor for
this group was “Epic Meaning and Calling”, which could be attributed to the fact that
they want to know these goals are achievable. It should not waste their time, and the
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rewards should be immediate and notable. They have to be convinced that the value
justifies the effort or money invested.

Health insurance providers and games designers can use the above results when
designing programmes or apps that are aimed at making people more active. As a
starting point, they should acknowledge that different kinds of users will be motivated
by different factors and their products should cater for all.

This study was conducted in one African country among people who are customers
of health insurance organisations. The results thus apply to countries where people use
such health assurance. The adoption of health insurance programmes is influenced by
the socio-economic context and often poor people working in the informal sector do
not subscribe to health insurance at organisations with rewards programmes such as
those investigated here [25]. Research therefore needs to be done to determine how, for
example, community health insurance programmes that are aimed at low income
workers can incorporate gamification to attract users.
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Abstract. The process of extricating relationships and interchanges via visual
mapping refers to Social Network Analysis (SNA). Through social network and
graph theory lenses, this study explore Twitter data shortly after the announce-
ment of the National Health Insurance (NHI) Bill to the South African parlia-
ment. An instrumental, single case study design and SNA secured contextual and
timely Twitter interchanges of 4 112 tweets of the hashtag “NHI”. Given the
growing call for the comprehension of social media network interactions in
different contexts, this paper use the underutilized tool for social media analytics,
‘Network Overview, Discovery and Exploration for Excel Pro’ (NodeXL Pro) to
extract and visually present knowledge from pairwise relations between actors in
the #NHI social media network. The findings explain the data dispersion and
network structure of the #NHI case. The results clearly identifies the influencers –
mostly the South African government, specific Twitter users and gatekeepers in
the announcement of a highly controversial healthcare bill that will affect all
South African citizens. The paper contributes theoretically by adding graph
theory to the social media research field and to a less studied social media
research cluster, namely social media during critical events. The practical con-
tribution of the study is the use of NodeXL Pro, a unique SNA tool for advanced
social media crawling, SNA and advanced network metric analysis.

Keywords: Social network analysis � Twitter � NodeXL Pro

1 Introduction

Innovations in information and communication technologies, more specifically the
extensive proliferation of social media tools, has proofed to have the possibility of
greatly contributing to “open government” by providing not only public information
disseminating forums, but also stakeholder participation avenues [1]. Considering that
the consequences of social media as a major source of influence grows, extant inquiry
to explore who takes the lead in information sharing, and more importantly the patterns
of information exchange among these users become more prevalent. Therefore, the data
from online social networks affords fresh opportunities and views regarding the cre-
ation and influence of large-scale social networks and communities and the evaluation
of these networks. In recent times, social networks have evolved into influential
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platforms of human communication, conducting business, information sharing and
various countenances of normal facets of life [33].

Social media in general has received substantial attention from researchers across
information systems and marketing disciplines, as social media affects a range of
stakeholders. In a study of 132 social media research papers between 1997 and 2017,
the literature landscape ranges mostly from the examination of social media behaviour
to its marketing possibilities and resultant organisational impact [37]. Also, social
media’s information sharing and exchange capabilities are shared unanimously.
However, there is a particular cluster of studies, which distinguish its efficiency during
important events [37]. This paper falls into this cluster, and follows the use of Twitter
analysis from other available social media information sources [37–40].

In particular, this study makes the following practical and theoretical contributions:
Most studies utilize social exchange theory, network theory and organisation theory
[37]. Firstly, this study use social network theory, but adds a graph theoretical lens, a
lesser used theory to enrich the existing body of knowledge. Secondly, it adds to the
existing group of studies which focuses on social media research during an important
event – in this case, the emergence of a new idea (the South African National Health
Insurance Bill hand-over to parliament - #NHI). The third contribution, is that it
considers both the network topology and the behavior of network actors in the com-
prehensive #NHI networked system. This study therefore not only considers the pre-
dominant behavioural examination of social data, but it enables the use of the combined
knowledge of network structure and behaviour which is substantially distinct from the
“straight-forward analysis” of single limited graphs [11, 12]. The fundamental research
objectives in this study can be listed as:

1. To model the emergence of a new idea (i.e. the South African National Health
Insurance Bill announcement in parliament - #NHI), based on Twitter users and
their interactions on Twitter.

2. To determine the key influential actors in Twitter as social network in the #NHI
conversation.

3. To describe the degree distributions of the relationships between Twitter users in the
#NHI Twitter conversation.

Among the sections to follow, the next section briefly reviews the broader social
media literature and how this study is positioned therein, followed by the methodological
framework of this inquiry, with a brief discussion of the #NHI case. The next section
describes the data collection and analysis of this inquiry. This is followed by the results
section of the SNA of the #NHI case. The paper concludes with a discussion of the
findings and their implications for using social media to offer not only public information
dissemination platforms, but also stakeholder participation and interaction opportunities.

2 Literature Review

Social media has developed beyond mere platforms for socialisation or virtual con-
gregation, to being acknowledged for its abilities to encourage aggregation. Similarly,
information systems are developing beyond organisational boundaries, to come to be a
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part of the larger societal context, necessitating strategic information system research to
explore the competitive setting of dynamic social systems. Literature on social media
over the past years abounds, whereas an agreed definition of the concept, is less
clarified [37]. In this study, social media is defined as a collection of user-defined
platforms which allows for information interactivity and diffusion between users of
open platforms which enables them to expand social relationships with their social
networks [2, 9, 10, 34, 37]. Social media literature is synthesised into twelve clusters.
These clusters are as follows [37]: (1) Social media usage, behaviours and conse-
quences; (2) Reviews and recommendations on social media platforms; (3) Organisa-
tional impact of social media; (4) Social media for marketing; (5) Participation in social
media communities; (6) Social media risks; (7) Stigmatisation of social media usage
behaviour; (8) Value creation through social media; (9) Social media during an
important event; (10) Support-seeking through social media; (11) Social media in the
public sector; and (12) Traditional/social media divide.

From these clusters, it is evident that clusters one to eight have received consid-
erable attention in information systems research. Cluster nine is where this paper is
situated, as indicated in the introduction. However, it could also be argued that there is
an overlap with cluster 11, as the event studied for the purpose of this paper is within
the realm of the public sector. Little research has been carried out lately in cluster 12,
which could be as a result of the widespread acceptance of social media beyond the
traditional media age.

Consequently, it comprises the field of social network analysis (SNA), where this
inquiry focuses on the connections and exposure of the relations between the networks
and actors. SNA models “relations and associations, developments and associations
and dynamic forces in networks and activities on social media platforms” [2].
Although SNA has been used more so in social and behavioural sciences [3, 4], more
recently it has also been applied to “more complex areas” including economics,
business and medicine [5]. SNA is also observed as a group of theories, practices and
instruments [6]. This phenomenon is well summarized as being typically rooted in
three main beliefs [7]: (1) Networks’ structure and characteristics influence system
performance; (2) Actors’ position in a network impacts their behaviour; and (3) Actors’
behaviour is in conformity with their network environment.

Moreover, in this study, the use of SNA is proposed to facilitate (based on graph
theory) the identification of social networks consisting of nodes with which actors are
linked to each other through their shared ideas, values, visions, social contacts and
disagreement. This study argues that when social networks are successful, it has wider
societal impact, which can affect programs, projects, policies, strategies, and partner-
ships (including its designs, implementations and results) [8] through access to human,
social and financial information [5]. Therefore, social media grew central to civil
society discourse – a platform where public debate and disputes, as well as knowledge
exchange occur. As the public pulpit, social media exchanges are as important to note
as any other large public gathering. Network maps of public social media discussions in
services like Twitter can provide insights into the role social media plays in our society.
These features and the size of online social networks puts SNA central to address many
problems globally. This prevalence of increased user activities among social media
users allow people to be more connected than ever before across the globe [13].
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3 Methodology

3.1 Methodological Framework

This quantitative inquiry follows an instrumental, single case study design. In an
instrumental case study, the case (#NHI) is selected as it represents some other issue
under investigation (i.e. social network analysis) which can provide insights in that
issue [14]. However, as a case study design could be regarded as a rather loose design,
and as such, the methodological choices are addressed in a principled manner [15].
Therefore, these choices are outlined in Table 1:

The following section offers a brief overview of the South African National Health
Insurance case, followed by an overview of NodeXL Pro as SNA tool applied for
sampling, data collection and data analysis in this inquiry.

3.2 The Case: Announcement of the South African NHI Bill
in Parliament

The functioning of the South African bicameral health system (public and private) has
long been deteriorating. Politicians directed the decline in specifically the public health
sector, to countless problems (claiming no responsibility). “However, the real reasons
place the blame firmly at their door” [17]. In December 2015 the South African
Government’s White Paper of the NHI was announced which proposed a single,
compulsory medical aid scheme which would cover all South African citizens and
permanent residents, with private medical schemes being reduced to “complimentary
services” [16]. On 8 August 2019, the highly anticipated and controversial South
African National Health Insurance Bill was unveiled by the Health Minister Zweli
Mkhize in parliament. The Bill proposes that the government will provide a package of
comprehensive health services for free at both private and public health facilities in their
bid to more equitable quality healthcare access [17]. But, since the introduction of the
NHI Bill in the South African parliament, an “enormous amount” [18] of commentary,

Table 1. Methodological considerations and choices for this inquiry

Methodological
consideration

Methodological choice

Research paradigm Quantitative research
Research design Instrumental, single case study design
Sampling strategy Case selection
The case #NHI: The South African National Health

Insurance Bill hand-over to parliament for debate
Sampling units 4 112 tweets: #NHI
Data collection Social media mining through NodeXL Pro API
Data analysis NodeXL Pro social network analysis and NodeXL Pro advanced

network metrics
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analysis, interpretation and trepidation has played out across media platforms and
society. Within hours of the unveiling of the NHI Bill, Twitter users were actively
tweeting – the most popular hashtag, #NHI.

3.3 NodeXL Pro for SNA

To address the research questions, this inquiry conducted a SNA, using NodeXL Pro,
the licence-based software developed by the Social Media Research foundation.
NodeXL (Network Overview for Discovery and Exploration in Excel) includes two
versions: NodeXL Basic, and NodeXL Pro, which enable social network and content
analysis [19]. It is a well-structured workbook template in Word Excel consisting of
multiple worksheets required to denote a network graph. An ‘edge list’ denotes the
network relationships (named ‘graph edges’) and contains all the pairs of entities which
are linked in the network. It also includes matching worksheets with information about
each cluster and vertex [2]. The visualisation features of the NodeXL software can
illustrate various network graph representations, as well as chart data features to
visualise aspects such as shape, size, colour and location [20].

NodeXL Pro, offers more advanced features, building on those in NodeXL Basic.
These features include, inter alia [19], advanced network metrics, content analysis,
sentiment analysis, time series analysis, text analysis, top items, and most importantly
access to the application programming interfaces of various social networks. For this
study, only network visualisation, social network APIs, the data import and export
functions and SNA were used.

3.4 Data Collection and Analysis

Data Description and Dispersion. For the purpose of this inquiry, the Twitter data
was imported on 20 August 2019 through NodeXL Pro’s Twitter Importer, which
passes a query (in this case #NHI) to the Twitter API focusing on relevance, not
completeness [21].

The mined #NHI data is then routinely entered in the NodeXL Pro Excel template in
keeping with edges and vertices. The edges and vertices are central concepts in network
theory [22], one of the theories grounding this inquiry. Firstly, ‘edges’ (similarly
termed ‘links’, ‘ties’, ‘connections’, or ‘relationships’), involve social interactions,
organisational structures, physical immediacies or abstract connections (for example
hyperlinks). Secondly, vertices (similarly termed ‘agents’, ‘nodes’, ‘items’ or ‘entities’)
can include individuals, locations, events, social structures, and content (for example
keyword tags, videos or web pages) [23]. From a network theory perspective, an edge
therefore links two vertices in the social network [24].

Network Structure Analysis. After the dispersion of the #NHI was created, the next
step was to analyse the network structure quantitatively and represent it visually. The
network was presented visually using Clauset-Newman-Moore cluster layout algorithm
and Harel-Koren Fast Multi-scale layout algorithm to reduce the number of visible
elements, so as to lessen the visual complexity of the graph [26, 27]. This allowed for
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improved intelligibility and concurrently it increased the execution of layout and
interpretation [25]. The next step in the social network analysis involved the calculation
of each of the vertices’ relevant network metrics. For the purpose of this inquiry, the
following metrices were calculated, to describe the network structure of the gathered
#NHI data.

One of the key characteristics of SNA is finding prominent, influential “players” in
these social media networks. This concept of identifying the important vertices in a
graph based on the ranking, which in turn produced by the values is called centrality
[28]. As the #NHI network is directed, it calls for the calculation of both in-degree and
out-degree centrality. Similarly, the number of other accounts that have arrows
pointing towards each Twitter account, is known as in-degree centrality. In this context,
in-degree is regarded as a measure of popularity [29]. Out-degree centrality then refers
to the number of arrows directed away from the Tweeter. The Tweeter with the highest
out-degree calculation is then referred to as the main influencers in the network.

From a social network theory perspective, another centrality metric that should be
considered, is betweenness centrality. Betweenness Centrality is a measure of how
often a given vertex lies on the shortest path between two other vertices [20]. The
Tweeter with the highest betweenness centrality is referred to as the bridges in the
network. Closeness centrality describes the mean distance between a vertex and every
second vertex in the social network [2]. Presuming vertices can only deliver messages
to or effect its existing linkages (vertices), low closeness centrality requires the Tweeter
to be directly linked to, or “just a hop away” [20] from, the majority other vertices in
the social network. Eigenvector centrality (contrary to degree centrality), explicitly
supports vertices that are connected to other similar vertices. Eigenvector centrality
network metric considers, not only the number of vertex connections (its degree), but
moreover the vertices’ degree to which it is connected [30]. Lastly, with NodeXL Pro,
the clustering coefficient is calculated and analyzed using a community detection
algorithm [31], which resulted in visible clusters. Based on the data analysis, the results
and the discussion thereof, follows below.

4 Results and Discussion

4.1 Prevalence and Patterns of #NHI Twitter Users

NodeXL Pro’s sophisticated ‘crawling’ (extraction of data) of the ‘#NHI’ resulted in
the mining of 4 112 tweets. The resultant data set of 4 112 tweets were “cleaned”
through eliminating tweets which are not applicable to tweet relationships vital to the
study. The mined #NHI network contained 1902 distinctive vertices and 4110 edges
among them. The mined edges in this inquiry included original tweets, comments and
mentions and were all directed. Figure 1 illustrates the ‘overall graph’, showing the
#NHI social network according to the Harel-Koren multiscale layout algorithm [32].
Therefore, Fig. 1 is a visual representation of the overall networked data from by the
#NHI Twitter users and Table 2, provides a summary of the overall graph metrics of
the case.
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4.2 Influence and Network Analysis Results

This section reports on the internal connectivity and the size of the #NHI social
network. It further reports on the characteristics of every vertex, based upon in-degree
and out-degree, closeness, betweenness, and eigenvector centrality.

In-Degree and Out-Degree Centrality Results. Tables 3 and 4 represents the in-
degree and out- degree centrality of #NHI.

Fig. 1. Overall social media network structure of #NHI Twitter users

Table 2. Overall graph metrics of #NHI Twitter case (Source: NodeXL Pro version 1.0.1.419)

Graph type Directed

Total edges 4110
Unique edges 4110
Reciprocated edge ratio 0,026842105
Self-loops 310
Connected components 155
maximum edges in a connected component 3888
Vertices 1902
Single-vertex connected components 106
Maximum vertices in a connected component 1672
Reciprocated vertex pair ratio 0,013603628
Average geodesic distance 4,01792
Maximum geodesic distance (diameter) 10
Modularity 0,605805
Graph density 0,001050972
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The in-degree value is the number of Twitter users that replied to or mentioned
#NHI. Based on the in-degree values generated by NodeXL Pro, the top 3 vertices had
over 100 arrows pointing towards them. The top 3 most popular accounts included
from highest to lowest in this inquiry, were (1) The Minister of Health – an in-degree of
215; (2) What appears to be a general citizen “Leon” – an indegree of 164; and (3) A
highly regarded South African investigative journalist with an indegree of 160.
Therefore, the Minister of Health, Dr Zweli Mkhize appears to be the most popular
account in this inquiry. The remaining members in this social network occupy various
“in-between” position.

Popularity is not the single suggestion of impact in a social media network. For the
purpose of this inquiry, the influential accounts (out-degree centrality) were considered.
Firstly, there were only 10 accounts that interacted directly with the Minister of Health
on Twitter. However, when the out-degree Twitter accounts were ranked, the top
Twitter account was “Velloccerosso” – appearing from the Twitter account data to be a
citizen. However, what this also say, is that this is an influential account, which is quite
vocal and mentions many others in the account’s discussion on #NHI. Therefore, by
referring to others, the authoring account is extracting them into the linkage or

Table 3. #NHI: In-degree centrality

Minimum in-degree 0
Maximum in-degree 215
Average in-degree 2,161
Median in-degree 0,000 
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Table 4. #NHI: out-degree centrality

Minimum out-degree 0 
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engaging with them for a second time, if they were previously in the network. The out-
degree of a Twitter account refers to mentions in the network, i.e. the number of arrows
pointing away from it or the number of accounts it replies to. It is thus an indication of
attention which an account points to others [30].

Closeness Centrality Results. As indicated earlier in this paper, closeness centrality
measures calculate the shortest paths between all nodes, then assigns each node a score
based on its sum of shortest paths. This type of centrality is used for finding the
individuals who are best placed to influence the entire network most quickly. There-
fore, closeness centrality can help find good ‘broadcasters’ in a social network. Of the 1
902 #NHI Twitter users, only 3.6% of users had a similar score of 1, whereas 93.3% of
the total of #NHI Twitter users have a closeness centrality score of 0. In this inquiry of
#NHI, it can therefore be deduced that the connectedness of the network is complex but
not significantly connected.

Betweenness Centrality Results. Table 5 represents the betweenness centrality
results of the #NHI inquiry. This measure shows which #NHI Twitter users act as
‘bridges’ between vertices in the social media network, by identifying all the shortest
paths and then counting how many times each vertex falls on one.

In Twitter, information spreads through relatively short paths. Consequently, those
Twitter accounts on short paths, control the information dissemination through that
social media network. Thus, Twitter accounts with many short paths have high
betweenness centrality, are considered as influential information gatekeepers. In the
#NHI case, the Twitter account with the highest betweenness centrality was that of the
Minister of Health, followed by the journalist and thirdly ‘Leon’ the Twitter users
identified in the in-degree centrality discussion above. Therefore, these three Twitter
users can not only be regarded as most popular, but also as most influential in the #NHI
social network.

Eigenvector Centrality Results. Eigenvector centrality is regarded as a “higher-level”
type of centrality. With Eigenvector centrality, a Twitter user with fewer connections

Table 5. Betweenness centrality

Minimum Betweenness Centrality 0
Maximum Betweenness Centrality 613179,948
Average Betweenness Centrality 4437,562
Median Betweenness Centrality 0,000 
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could hold a very high eigenvector centrality. However, those few connections need to
be very well linked to permit connections high variable value. This implies that con-
necting to certain vertices is more beneficial than a connection to others. In the #NHI
inquiry, the eigenvector centrality scores were notably low, implying insufficient evi-
dence that connecting to some #NHI Twitter users are more beneficial to other users in
the social network.

4.3 Analytics and Visualisation

The layout of the sociogram in Fig. 2 is presented as groups. The groups cluster
vertices through a decided cluster algorithm. These groups are clustered according to its
relative network density. These clusters assist in combining groups of vertices (network
users) displaying high network density. This therefor refers to network users who
exhibit high in-degree and/or out-degree centrality. It is also these network users who
are considered as network influencers. The groups further assist in clustering the net-
work users with a lesser degree of network density and disregard them as isolated cases
which are not significant in the visualization of the clusters. This is mainly because they
do not communicate with others in the network. For the purpose of this analysis and
visualisation, the Clauset-Newman-Moore algorithm [35] was applied to display these
vertices’ connections to each other. Modularity as network property is used in this
algorithm to form a network distributed into communities.

The groups were arranged in separate boxes, in order to present the isolates in a
separate group. NodeXL Pro then computes the clusters based on the parameters used in
choosing the groups [36]. In the #NHI case NodeXL pro generated 78 groups. The
resulting sociogram (Fig. 2) displays the clusters through a variety of colours in different
boxes with links to different clusters. The isolates are positioned in separate boxes at the
top and bottom righthand corner of Fig. 2. These isolates fail to impact the overall
visualization, based on its non-communication in the network. That is also the reasonwhy
the connections are demonstrated in a circular form in the figure. The communication

Fig. 2. Groups of clusters and the direction of cluster communication of #NHI Twitter users
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between the groups should also be noted. From Fig. 2, the largest clusters are focused to
the left-hand side with references to many other nodes in the social network.

It could be argued that the primary limitation of this study is that it falls short in
terms of some degree of restricted impact. More specifically, this refers to the seem-
ingly lack of public interaction on social media regarding the #NHI case. This seem-
ingly lack of social media traction, more specifically on twitter, might have been
influenced by the many other big news events both globally and locally at the time.
Although information overload, specifically via social media is a reality that is not
going to change in the near future. This could therefore present an opportunity for
further research to explore the despondence of social media users during critical events,
especially those which directly affect the individual.

5 Conclusions

Social media networks’ big data are among the most influential, yet it remains an under
researched phenomena. In this inquiry, Twitter, a very widely used social media plat-
form was used to gather big data, using the hashtag #NHI. The choice of this hashtag
was a result of the controversies and uncertainties created among South Africans with
the unveiling of the National Health Insurance Bill for discussion in parliament. This
inquiry was grounded in graph and network theory in order to conduct a social network
analysis of the national conversation of #NHI. This resulted in a visual graph model
based on 4112 #NHI tweets, done by 1 902 Twitter users (vertices) indicating 4 110
Twitter interactions (edges). The key influential actors in this SNA was the Minister of
Health, the media and to a limited degree, citizens of South Africa who will be influ-
enced by the bill. The degree distributions revealed that relationships between the major
#NHI Twitter users were limited, as the majority of closeness and eigenvector centrality
indicated low connectivity. This could indicate the lack of involvement of the South
African citizens in public discourse around the NHI bill which will affect all South
African. From the preceding discussions, it is clear that social media is inevitably central
to modern day society, with widespread influence that cannot be refuted or disregarded.
In this paper, it was demonstrated how big, real-time data from Twitter can be employed
using NodeXL Pro, to draw insights through social media metrics with visualizations.
The paper further demonstrated NodeXL Pro as an enabler to harness big unstructured
data which are mass-produced on a daily basis. More so, that it enables, through using
appropriate analytic techniques, inference from seemingly uncoordinated microblogs
that may assist businesses and governments alike in decision-making. The #NHI case
study further reinforces that emerging economics are part of the social media race.
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Abstract. Cyber-harassment victimization is one of today’s major problems
affecting the wellbeing of youth, particularly those that identify as lesbian, gay,
bisexual, transgender, queer/questioning, intersex, asexual and gender non-
conforming (LGBTQIA+). This exploratory study aims to determine the nature
of cyber-harassment victimization, its enablers, and the coping mechanisms that
online platforms provide to prevent or stop cyber-harassment. An online survey
of ninety (n = 90) LGBTQIA+ young adults of ages between 18 and 34 from
South Africa reveals a high incidence of exclusion, outing and harassment,
covering a wide variety of types, duration and experienced severity, taking place
through text messaging and social media sites such as Facebook, Instagram and
Twitter. Most LGBTQIA+ youth resort to measures such as blocking, deleting
offensive content and adjusting privacy settings to cope with cyber-victimization.
Worryingly, the most severe effects of harassment such as depression, drug
abuse, self-harm and suicide contemplation, have significant correlations with the
harassment type used, harassment duration and harassment frequency. The paper
discusses the implications for educational and social practice and future studies.

Keywords: Cyber-harassment � Cyber victimization � LGBTQIA+ � Negative
impact of social media

1 Introduction

One of the negative impacts due to the rapid growth in social media access and
connectivity is online harassment [21]. Studies show that LGBTQIA+ youth experi-
ence higher levels of cyber-harassment victimization than their non-LGBTQIA+ peers
[14]. Despite intense social, cultural and political challenges, academic research into
harassment and victimization amongst LGBTQIA+ individuals in Africa is growing
[14] but gaps exist, particularly in the area of online harassment victimization. Research
into the rate of victimization among LGBTQIA+ individuals in South Africa shows
that prejudice based on sexual orientation ranks as the second highest form of dis-
crimination, with prejudice based on nationality rank as the most prevalent form [14]
but it is not clear what the levels and the nature of online based harassment victim-
ization looks like.

This study, therefore, aims to address this research gap regarding the online harass-
ment of LGBTQIA+ youth in South Africa. The study uses exploratory quantitative
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research to gain a better understanding of this problem. The overall goal of this study is to
determine the nature of cyber-harassment victimization, its enablers, and the coping
mechanisms that online platforms provide to prevent or stop cyber-harassment. The three
questions explored are:

• What is the current nature and level of cyber-harassment victimization among
LGBTQIA+ youth in South Africa?

• Which aspects of online platforms enable cyber-harassment victimization of South
African LGBTQIA+ youth?

• Which aspects of online platforms afford LGBTQIA+ youths coping mechanisms
against cyber-harassment victimization?

2 Literature Review

Online social networking has seen a vast period of growth in the past two decades
globally [9, 13, 19]. The wide range of communication channels including emails,
instant messengers, text messages, social networking sites, blogs, wikis and chat rooms
continues to fuel this growth [9, 13]. The use of social networking technologies is a
convenient way for the youth to explore their identity, better social skills and to
improve media literacy [8]. Despite the many benefits attributed to the rapid growth of
social networking technologies, it has also been associated with serious undesirable
social implications, such as cyber-harassment victimization [21].

2.1 Cyber-Harassment

Cyber harassment affects individuals of different age groups and is a prevalent cause for
concern linked to negative social effects such as depression and suicide [16, 21]. While
cyber-harassment is an extension of traditional harassment, various definitions of
cyber-harassment exist. There are two forms of cyber-harassment, direct/physical and
direct [16]. Direct cyber harassment consists of physical methods such as the sending
of viruses, threatening verbal messages and nonverbal methods, which could include
the sending of offensive or explicit images, as well as social methods, which include
censoring or kicking an individual out of an online group. Indirect cyber-harassment
comprises of online gossip around the subject of the individual and taking part in
activities such as commenting or voting on insulting websites.

More formally, cyber harassment refers to “any behavior performed through
electronic or digital media by individuals or groups that repeatedly communicates
hostile or aggressive messages intended to inflict harm or discomfort on others” [21].
Victims of cyber harassment are often victims of traditional harassment [20]. However,
cyber harassment has emerged as a significant issue because of its rapidly evolving
digital nature. Cyber-harassment differs from traditional harassment in many respects
such its potential anonymity, being unconstrained by time, larger audience size, lack of
physical interaction, high frequency of violation, the variety of media that can be used
and the reduced threat of intervention [16]. Some of the common forms of cyber-
harassment include the use of swear words, various insults, unwelcome jokes, fake
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names, teasing, spreading rumors, humiliating and making physical threats, with
female students specifically using methods such as gossiping and using attacks that are
personal to the individual [19]. A categorization of cyber-harassment outlines eight
different types of victimization [22].

New descriptors that form part of the cyber-harassment victimization types are
“trolling” and “griefing” [19]. Trolling is the act of making random unsolicited and/or
controversial comments on various online social networking internet forums with the
intent to provoke an emotional knee jerk reaction from unsuspecting readers to engage
in a fight or argument. Griefing is performing actions in an online game for instance, to
prevent another individual from enjoying the game i.e. causing them ‘grief’ [19].

Factors Linked to Victimization. Victims, in the context of this study are those who
report they are the target of cyberbullying. This study makes a link between these
victims and several characteristics that are common amongst them and could have an
impact on the likelihood of victimization. Studies have shown factors such as com-
parative physical weakness, fear of aggressive behavior, more trusting and open
behavior, and poor social skills and low popularity [5]. In addition, in comparison to
traditional harassment, the cyber-harassment victimization rates are higher for females
than they are for males [9, 13]. However, in contrast to these findings, other studies show
that demographic factors such as age and gender do not seem to provide a clear link to
victimization prevalence [21]. Shyness is a potential contributory factor to cyber-
victimization but there is still clear evidence to isolate shyness as a victimization
characteristic specifically as it could be the consequence of cyber harassment [1].
Similarly, forming relationships with strangers is a factor that is more prevalent amongst
victimized youth [13]. Following on from that notion, much of the studies developed
around the topic of cyber-harassment victimization, as well as their instruments of
measurement, consist of inadequate, empirically limited findings, which further exten-
sive research can illuminate [14].

Table 1. Types of cyber-harassment victimization

Cyber-
harassment

Description

Flaming Engaging online arguments usually involving unfounded personal attacks
Impersonation Pretending to be another in order to inflict harm
Denigration The spreading of offensive information about a person
Exclusion Deliberately removing or leaving out an individual in an online group

setting
Outing Sharing of an individual’s confidential information with outside parties
Trickery Deceiving an individual into sharing confidential information
Cyberstalking Threating or harassing an individual
Sexting Sending sexually inappropriate and offensive images to an individual
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Enabling Factors. Anonymity or the ability to hide or falsify an individual’s real
identity, a capability that comeswith various online platforms, enables cyber-harassment.
Most cyber-harassment victimization is largely anonymous, and this factor enables
hostile and thoughtless behavior intended to instill fear and feelings of distress into
victims [2]. The lack of physical interaction may lead to individuals acting in ways that
they would not if they were in the public eye, and this relates to the extent to which an
individual is at ease behind the relative safety of their communicative technologies [13].
The larger audience that is accessible through the click of a button in comparison to
traditional harassment methods also enables cyber-harassment victimization.

The lack of interference by authority figures such as parents and teachers is often
much more pronounced in cyber harassment victimization incidents than in comparison
to traditional harassment [2]. The notion of free speech also increases the likelihood of
individuals feeling like they are able to communicate any content that they feel is
necessary online, which has been associated with increases in online harassment [9].

Impact on Victims. There have been numerous negative impacts linked to the after-
math of cyber harassment victimization namely social, psychological, emotional and
academic [21]. These effects could differ in severity ranging from “trivial levels of
distress and frustration” to more serious mental or life problems such as deteriorating
grades to difficulties concerning home life [21]. Absence from school is more prevalent
amongst youth who are cyber-victimized as well as depression is also common among
youth who are victims of cyber-harassment [2, 5]. Anxiety, low empathy, declining
confidence levels, rejection by peers, substance abuse and aggression are additional
factors positively associated with victimization effects [5, 16]. Cyber-harassment
worsens the intensity pre-existing negative emotions such as hopelessness and low self-
esteem particularly among young people [5, 16]. Other studies show a rise of the
incidence in self-harm and suicidal ideation due to cyber-victimization among youth
that struggle with hopelessness and self-esteem [19].

Mitigation Plans and Safeguards. Research show several technological coping
mechanisms that serve as means to mitigate the negative effects of concerning cyber-
harassment [21]. The nature or type of these mechanisms differs from case to case
depending on the severity of harassment experienced by a victim [21]. These coping
mechanisms include blocking and deletion of offender/offensive messages; adjusting to
more strict privacy settings; removing offensive content; changing of username;
changing of email address; avoidance of technology; changing of number; changing of
passwords; tracking of IP addresses; contacting of site administrators; responding to the
offender online and bystanders defending victims [2, 16, 19].

2.2 Context: The LGBTQIA+ Community in South Africa

The LGBTQIA+ community is a collective term referring to lesbian, gay, bisexual,
transgender, queer, questioning, asexual, and other identities that are not heterosexual
and/or cisgender [11]. Research concerning the LGBTQIA+ community in Africa is
still developing. This is not due to the lack of prevalence but rather attributable to the
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lack of social and legislative acceptance that surrounds the topic [7]. This is borne by
the fact that several African countries have some law criminalizing either homosexu-
ality or an aspect of it.

While several African countries do not recognize the LGBTQIA+ community,
South Africa seems to be the relative exception [17]. South Africa’s post-apartheid
constitution prohibits discrimination on the grounds of sexual orientation and legalizes
same sex marriage [4]. However, while the state is fully accepting of non-heterosexual
sexuality, the attitude of some members of the population are still discriminatory of
homosexuality. Surveys show that the populace still highly values heteronormativity
and remains deeply conservative, only marginally accepting of homosexuality. Many
South Africans still harbor a judgmental outlook towards the LGBTQIA+ community
[4]. The negative attitudes and discrimination surrounding the LGBTQIA+ community
were central to the study conducted by the Hate Crimes Working Group [15]. This
study also observed that most of the community rhetoric, harassment or hate crime
incidents take place through social media platforms or electronic communication [14,
15]. There is therefore a need for a greater number of studies investigating different
aspects of online discrimination concerning LGBTQIA+ individuals.

2.3 Theoretical Framework

The theoretical framework chosen for this study combined aspects of two behavioral
theories: The Lifestyle Exposure Theory and The Social Presence Theory. The theoretical
constructs enabled insights into aspects of victimization, behavior and the detrimental
factors of cyber harassment concerning individuals in the LGBTQIA+ community.

The Lifestyle Exposure Theory aims to understand if specific lifestyles are asso-
ciable with different probabilities of victimization [3]. It suggests that due to certain
demographic profiles, certain people are more at risk of victimization due to the per-
ceived lifestyles risks [12]. It posits a link between both the lifestyle and demographics
of individuals and the types of victimization potential. The Lifestyle Exposure Theory
lends itself particularly to why the LGBTQIA+ community is at risk for cyber
harassment victimization. The role played by the peer pressure in the victimization of
LGBTQIA+ is also considered [10].

The Social Presence Theory posits that the extent to which a person perceives
another as a real person (presence) in mediated communication (such as online com-
munication) varies according to the quality of the medium used [6]. This quality of the
medium includes the extent to which the medium conveys information about facial
expression, direction of looking, posture, dress and nonverbal cues [6]. The Social
Presence Theory helps in the identification of factors that could be more detrimental in
cyber harassment rather than traditional face-to-face harassment.

3 Research Methodology

The study aims to determine the nature of cyber-harassment victimization, its enablers,
and the coping mechanisms that online platforms provide to prevent or stop cyber-
harassment. The study is both descriptive and exploratory [18]. The research used a
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quantitative survey approach to obtain the empirical data. The target population of this
study are young individuals (18 to 35 years) in the LGBTQIA+ community. The survey
instrument was developed based on the pre-validated questions from the Lifestyle
Exposure Theory study [12] as well The Social Presence Theory study [6]. Face
validity was conducted with 3 experts who are also gender activists on the resulting
survey. We distributed a mass email, requesting participants for the study to the
members of a large academic university in South Africa. Requests to participate in the
study were distributed through social media sites such as Facebook and Twitter to the
public. The study employed the three theories to enable the testing of certain statements
contained in the literature as well as to develop the survey instrument. The University’s
ethics committee approved the research and the survey instrument. Respondents are
anonymous and were able to opt out at any time during the online survey. A number of
direct 24/7 help line numbers, email addresses and details of the University’s student
help as well as relevant NGOs dedicated to the LGBTQIA+ community were listed in
case respondents wanted psychological or any other assistance during or after the
survey.

4 Research Findings and Discussion

4.1 Demographics

The sample consisted of 90 valid responses of which 2% (n = 2) of respondents
identified as asexual, 29% (n = 26) as bisexual, 36% as homosexual (gay or lesbian),
19% (n = 17) as pansexual, 2% (n = 2) as plus (+) and 12% (n = 11) as queer. The age
distribution was positively skewed with the largest response from the 18–25 years age
group representing 94% (n = 85) of the respondents and only 2% (n = 2) between the
ages of 25 and 30 and 3% (n = 3) being between the age of 30 and 35.

Of the valid responses, 82% (n = 74) of LGBTQIA+ individuals reported to have
been harassed due to their orientation while 18% (n = 16) reported to have never been
harassed online due to their sexual orientation. We note that there may be a response
bias i.e. those that were harassed may have a higher inclination to complete the survey.

4.2 Research Question 1: “What Is the Current Nature and Level
of Cyber-Harassment?”

The types of harassment experienced by members of the LGBTQIA+ community are
depicted in Fig. 1 (left). Being outed is the highest ranked type of cyber-harassment
experienced by most respondents, followed by harassment, exclusion, flaming and
denigration. Figure 1 (right) shows the online mediums on which LGBTQIA+ indi-
viduals most commonly experience cyber-harassment. Text-based harassment seems to
be the most prevalent, followed by Facebook, Instagram and Twitter. Text-based
services include SMS (Short Message Service) and WhatsApp are the most affordable
and commonly used services in South Africa.
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4.3 Research Question 2: “Which Aspects of Online Platforms Enable
Cyber-Harassment?”

The severity of the harassment experienced by individuals in the LGBTQIA+ com-
munity in Fig. 2 follows a normal distribution, with the majority of respondents
experiencing a medium severity level (3) and fewer respondents on the outer more
extreme ends of the rankings (the ranking system ranges from 1 being ‘not severe at all’
to 5 being ‘very severe’).

The duration of harassment in the research instrument ranged from 1 being brief to
5 being years. The results indicate that there is an even spread amongst duration ranks,
with the “brief” ranking being most prevalent amongst respondents (Fig. 3).

Fig. 1. The occurrence of types of cyber-harassment and the associated online platforms

Fig. 2. Severity of harassment
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The majority of the cyber-victimization incidents (66%) that members of the
LGBTQIA+ community experienced were perpetrated by people that were identifiable
i.e. not anonymous. Only 9% of the perpetrators were anonymous and 25% were
sometimes anonymous. This contradicts research that anonymity is as an enabler of
cyber harassment [2, 13]. Most cyber-harassment incidents involved an online audience
(44 out of 72). This seems to support the finding that ease of spread is an enabling
factor for cyber harassment [16].

Most incidents, 57 out of 74 (77%), were not reported with the authorities for
further action. The fact that victims do not seem to report incidents could potentially
lead to the reason why offenders show a lack of fear of being caught. This could
contribute to the high rates of harassment in the LGBTQIA+ community [2, 13]. Most
incidents were experienced in the evening (55%), with afternoon the second-most
(34%). Only 3% of the incidents were in the morning, 9% occurring at any time of the
day. This result aligns with prior research findings that the incidence of cyber-
harassment increases in the evenings [16, 21].

4.4 Research Question 3: “Which Aspects of Online Platforms Are
Considered as Coping Mechanisms Against Harassment?”

Figure 4 depicts the types of safeguards used bymembers of the LGBTQIA+ community
to prevent/stop cyber-harassment. Blocking (where the victim stops the abuser from
accessing their profile) ranks as the most prevalent type of safeguard utilized by cyber-
victims. The deletion of the offensive content (the victim removing abusive messages)
follows. The adjustments of settings (e.g. making the victim’s account private or inac-
cessible by the abusers) follows closely. Other coping mechanisms such as responding
back, deleting own content and withdrawal from technology are also common. Our
research does not give conclusive evidence on how effective the following coping
mechanisms/safeguards are in the prevention or remedy of cyber harassment [21].

Fig. 3. Duration of harassment
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4.5 Inferential Statistics: Harassment Effects by Harassment Type
and Attribute

To test the differences in harassment effects based on harassment type, each harassment
effect and harassment type were grouped into two categories (Yes, No) and tested
against one another. We used a Chi-Squared test to examine any relationships. The p-
value associated with each Chi-Square statistics is listed in Table 1, with the significant
values (p < 0.05) highlighted. For the harassment attributes duration, severity and
frequency (bottom three rows in Table 2) the Pearson correlation coefficient was used
as the relevant test statistic.

The test revealed a number of significant associations, although some of these may be
an artefact of the data. However, the harassment types (reading by row) of denigration,
exclusion and cyber-stalking seem to have the biggest impacts, as do the harassment
duration, as well as frequency. Extremely worrying is the fact that the most significant
impacts (reading by column) seem to be quite severe: depression, substance abuse, self-
harm and suicide contemplation all have at least three significant correlations.

Fig. 4. Safeguards used to prevent/stop harassment
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5 Conclusion

Cyber harassment is a growing topic of research due to the rapid rate of the technology
advancement society is currently experiencing. However, research concerning minority
groups such as LGBTQIA+ and the cyber harassment that those groups incur is
severely lacking. The overall aim of this study is to highlight that cyber harassment in
minority groups is a topic of importance worthy of more academic research.

The study’s results show that majority of the LGBTQIA+ group have been cyber-
harassed. The most prevalent type of cyber harassment seems to be the outing of
individual, and the platform most preferred by offenders seems to be text-based (SMS
WhatsApp etc.). The cyber harassment seems to vary in frequency, duration and
severity, with some significant correlations to certain effects experienced, such as
depression.

The findings regarding accessibility, ease of spread and lack of fear of offender
penalization align with previous literature in that those factors are enablers of cyber-
harassment. The study also identified the various coping mechanisms that LGBTQIA+
individuals tend to adopt to deal with cyber-victimization. Further research should be
conducted to find rates of effectiveness on remedy and prevention.

The most worrying finding of this research was the severity of the effect of
harassment. We found to be significant effects from some types of harassment (deni-
gration, exclusion and cyber-stalking), and harassment duration, as well as frequency.
These resulted in statistically significant levels of depression, substance abuse, self-
harm and suicide contemplation. This highlights the importance of this research and
motivates strongly for further research to in this space as well as the importance of
regulating or monitoring social platforms.

Table 2. Harassment type/attributed and their impact (p-value based on test-statistic)
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6 Limitations and Further Research

The major limitation with this study is response bias (respondents who have been
harassed are more likely to respond to the survey) and the sampling approach. The
majority of the participants were mostly university students as this sample was the most
easily accessible. This may mean that the results may not be as general to the wider
public as students represent a distinct age and educational group, and are perhaps more
homogenous than the rest of the LGBTQIA+ population.

Further research needs to focus on further validation of this study’s findings, how
effective coping strategies provided by online platforms are in the remedy and pre-
vention of cyber harassment, and harassment experiences in less liberal environments
than South Africa. A longitudinal study with a control group could also yield critical
insights.
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Abstract. This study measures the influence of fear of financial loss (FOFL),
fear of reputational damage (FORD), with the mediating effect of online security
and privacy concern (OSPCON) towards online purchase intentions in an
emerging economy’s context. Data was conveniently collected from University
students of four of the public higher institutions in Ghana. Out of the 201
questionnaires distributed, 179 were eligible for analysis. A Quantitative
methodological approach was adopted which relied on the Partial Least Square
approach to Structural Equation Modelling (PLS-SEM) for the statistical anal-
ysis. Seemingly, FOFL and FORD constructs were not seen to be a significant
direct predictor of online purchase intention. However, the mediating effect of
OSPCON for both FOFL and FORD towards online purchase intention in the
Ghanaian context was found to be significant, hence the mediated-hypotheses
were supported. Nonetheless, we have highlighted the need for additional and
further research taking a cue from the study’s limitations. The study contributes
to our knowledge of how online identity theft practices lead to the unwillingness
of online customers to embark on online transactions in an emerging economy,
given the rampant outburst of online transactions in the developed world. The
originality of this study is in the fact that it focuses on an emerging economy,
which is under-researched.

Keywords: Online identity theft � Purchase intentions � Security and privacy
concern � Emerging economy � Ghana

1 Introduction

The saturation of society by new technologies results in increasing levels of adoption
and use in daily life activities, this brings with it unprecedented opportunities as well as
threats and risks. Information and communication technologies and other related digital
technologies especially digital platforms have brought along with them a new
dimension to how society is evolving, especially in relation to how people interact and
transact business. They have in their own unique way also introduced new challenges
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and concerns for users. Some of the challenges and concerns pertaining to the pro-
tection of the privacy and sensitive information of users of these technologies. Identity
theft is a major example of such challenges faced by users of these technologies, as
Cavoukian (2013) noted, identity theft is the fastest-growing form of consumer fraud in
North America. The problem of identity theft is not peculiar to North America alone,
several authors have reported a growing incidence of this problem around the world
(Kahn and Liñares-Zegarra 2016; Reyns 2013; Williams 2016). The issue of identity
theft has become ubiquitous especially as a result of the migration of a lot of activities
associated with human social and economic activities to online platforms.

This migration of a significant amount of human social and economic activities to
online platforms has led to the evolution of the nature and characteristics of identity
theft to be in line with the sociotechnical changes currently being experienced by
society. Consequently, the regimes of digital safety and security as informed by the
threat of online identity theft that has become prevalent globally should not be merely
viewed as a political reaction to the risks brought about by the proliferation of digital in
society. Rather, online identity theft further constitutes an active threat and factor that
influences consumers’ purchase intentions especially in developing economies where
proactive measures of protection are not particularly up to the standards obtainable in
more advanced economies. Thus, where the incipient digital society is collectively re-
imagined, negotiated, and created.

Therefore, online identity theft is an issue of major concern for online retailers of
goods and services in these developing economy markets where the state of an emerging
digital society and the sociotechnical relationships of checks and balances required to
govern its emergence are in a constant state of transition (Haddad and Binder 2019).
Though the work by Jordan et al. (2018) replicated some constructs used in this present
study to measure the impact of fear of identity theft, perceived risk in online purchase
intentions; their work was not narrowed to measure the mediating role of online security
and privacy concern that becomes the focal lens of this study. Moreover, their research
was neither specific to young students in public higher institutions or to the more definite
of an emerging economy’s context considered in this paper. We further argue that given
the varied and complex reasons manifesting in low levels of eCommerce transactions in
the developing world, such as low level of internet penetrations, high levels of income
poverty, a high rate of illiteracy, and infrastructural challenges that manifest in logistical
inefficiencies even have a repelling effect on purchase intentions. Based on these
insights, the current study aims at addressing the prognosis of online identity theft on
consumer purchase intentions from a developing economy’s perspective by (1) Evalu-
ating the predictive influence of identity theft (FOFL and FORD) towards online
transactions (2) Establishing the mediating role of online security and privacy concern
(OSPCON) towards online purchase intentions/transactions. Specifically, two research
questions emerged:

RQI: What impact does online identity theft have on online transactions from
university students in a developing country (Ghana)?
RQ2: What influence does the mediating effect of OSPCON have on online
transactions from university students in a developing economy (Ghana)?
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The rest of the study is structured as follows: Related works on online identity theft
are briefly highlighted. Next, the theoretical foundations of the present study are dis-
cussed. Then, the conceptual framework of the study as well as the hypotheses are
stated. Methodology and the results are presented. Finally, the study’s implication to
theory and practice are discussed.

2 Related Works on Online Identity Theft

According to Jordan et al. (2018), a major consequence of the emergence of the internet
has been the rise in cybercrime which has accompanied its increasing use as a medium
for transacting commercial activities through electronic means. Cybercrime manifests
itself invariants that span across a broad range of criminal activities that leverage the
electronic exchange of information of users. One of the most pervasive being the
incidence of online identity theft which has led to victims suffering significant losses
and harm which often leaves them traumatized both emotionally and financially. By
applying widely available Internet tools, malicious actors trick unsuspecting computer
users into divulging personal data, which is then exploited for illicit purposes, thereby
causing mistrust of online payment and banking services (Venkatesh and Goyal 2010)
These malicious individuals often apply techniques such as “phishing” and “pharming”
as means of tricking their target victims, this is largely facilitated by the fact that
because of the nature of the internet and other electronically mediated interactions,
face-to-face contact between interacting parties does not exist or is reduced to the barest
minimum. The potential for fraud continues to remain a major obstacle in the evolution
and proliferation of e-commerce and online-based financial transactions (Furnell 2010;
Wang and Huang 2011).

While it is acknowledged that there is no standard definition of identity theft
whether it is online or offline (Smith 2007; Wang and Huang 2011), for the purpose of
this study, it is imperative to examine some definitions identified in literature for the
purpose of establishing conceptual clarity that would serve as a guide that would
facilitate the achievement of the research objectives. According to Reyns (2013),
identity theft is the terminology used in describing the fraudulent use of an individual’s
personal information for criminal purposes and without the owner’s consent. More
specifically, Jordan et al. (2018) define online identity theft as an act of online fraud
and crimes that involve the duplication of digital information or the high-jacking of
online accounts for the purposes of committing identity fraud against individuals or
businesses. Also, Cornelius (2016) defines online identity theft as the illicit use of
another person’s identifying facts for the perpetration of economic fraud or for mas-
querading another person’s identity on the internet.

Online identity theft is prevalent in developed societies as a result of the high levels
of internet and mobile penetration in their societies. However, as the levels of internet
and mobile penetration continues to rise in developing economies, there is also a
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corresponding increase in the incidence of online identity theft. Vijaya Geeta (2011,
p. 237) discusses online identity theft from a developing economy perspective by
accessing the impact of phishing attacks which has gained prominence as one of the
common techniques frequently employed by criminal elements. He comments that
phishing attacks have risen in countries like India, which as of 2009 accounted for 15%
of all malicious activity in the Asia-Pacific/Japan (APJ) region, increasing from 10% in
2008. He also comments that “for specific categories of measurement in the APJ
region, India increased rank in malicious code, spam zombies and phishing hosts from
2008. This made India being the third highest country of spam origin globally.”

Ebem et al. (2017, p. 2) reveal that “despite the giant strides and achievements of
internet banking, the Nigerian financial sector is currently battling with the twin evils of
identity theft and financial frauds, just like other advanced economies of the world”.
Also, Ladan (2014, p. 17) conducted research which reviewed recent developments in
cyberlaw responses to cybercrime and cybersecurity in Nigeria and the economic
community of West African States (ECOWAS), from the findings of his research, he
established that “online identity theft which includes the act of capturing another
person’s credentials and/or personal information via the Internet with the intent to
fraudulently reuse it for criminal purposes is now one of the main threats to further
deployment of e-government and e-business services in Nigeria and across the West
African sub-region”. Hence, these observations make it imperative to understand the
phenomenon of online identity theft from the perspective of developing economies,
especially in relation to its impact on consumer purchase intentions.

However, for the sake of argument, and also towards the nature and rationale of this
study, we will be limiting the investigation to the mechanism of online security and
privacy concern as a risky component of influence in online identity theft in a devel-
oping context. In framing our arguments, we have been inspired by the scale of the
validated construct of Fear of reputational damage and Fear of financial loss by Hille
et al. (2015).

2.1 Conceptual Model Development and Research Hypotheses

2.1.1 The Relationship Between Fear of Financial Loss, Online Security
and Privacy Concern, and Online Customer Purchase Intention
According to Gurung and Raja (2016), concerns about privacy protection is one of the
primary obstacles for consumers to participate in electronic eCommerce transactions
that require them to divulge personal information, such as their date of birth, social
security number, personal phone number, and credit card information, etc. This makes
the protection of consumers’ privacy as an important factor for the success of e-
commerce businesses. This view is also supported by Martín et al. (2011) who in their
research focused on online shoppers in Portugal, explored the effect of trust on per-
ceived benefits of online purchase, by looking at how security and privacy consider-
ations of the online shoppers in Portugal influenced their trust levels and confidence to
use the system. They found a causal relationship between users’ perceptions of risk and
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their decision to trust the system, which ultimately influenced their purchase intentions
along with the perceived benefits of using the system. Hence, based on evidence in
order to extend the scope of understanding based on scientific evidence, the following
hypothesis is proposed as a basis to investigate the causal relationship between fear of
financial loss and online customers’ purchase intentions, this will be done by looking at
the mediating effects (if any) of online security vis-à-vis privacy concerns

H1: Fear of financial loss will predict online customers’ purchase intentions via the
mediating effect of online security and privacy concern.
H3: Fear of financial loss directly affects online customers’ purchase intention.

2.1.2 The Relationship Between Fear of Reputational Damage,
Online Security and Privacy Concern, and Online Purchase Intention
As consumer patronage via online shopping medium continues to increase, there are
still doubts and restraining factors that impact on the consumers’ behavioral intentions
and willingness to use such systems. Some of these factors bother on issues such as the
fear of reputational damage that is connected to online security and privacy concerns
held by consumers. As part of scientific inquiry that aims to investigate the relation-
ships between fear of reputational damage and issues such perceived risk associated the
intentions to embark on online transactions from the consumers’ perspective, results
from the research conducted by Jordan et al. (2018) showed that there is a positive
correlation in the relationship between fear of financial losses, fear of reputational
damage, perceived risk, and the relation between the constructs of perceived risk and
online purchase intention was negative. Their research was conducted within the
context of understanding the impact of fear of identity theft and perceived risk on the
Online Purchase Intention of consumers. This is in tandem with the works by other
researchers who have investigated related issues Gurung and Raja (2016) and that of
Jordan et al. (2018). Consequently, this research further aims to investigate specifically,
how the fear of reputational damage influences online consumers’ purchase intentions
with online security and privacy concerns as mediating effects. Hence, the relevant
hypothesis is proposed as follows

H2: Fear of reputation damage will predict online customers ‘purchase intentions
via the mediating effect of online security and privacy concern
H4: Fear of reputational damage directly affects online customers’ purchase
intention.

To conclude, we deduced a conceptual model, as well as the summary of research
constructs and their measurement items from the literature, are given below in Fig. 1
and Table 1 respectively.
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3 Methodology

Data was conveniently collected from University students of four of the public higher
institutions in Ghana. Out of the 201 questionnaires distributed, 189 were eligible for
analysis. Survey respondents were pre-qualified to ensure that their knowledge of
online buying or shopping, as well as its accompanying online theft and cybercrime
instances, was adequate to answer the survey questions. Data collection was undertaken
in the months between June to September 2019. On average, the questionnaire took
10 min to fill. As earlier stated, the respondent positions comprised: University stu-
dents in some selected public higher institutions in Ghana (University of Cape Coast
(UCC), University of Ghana (UG), Kwame Nkrumah University of Science and
Technology (KNUST), and the University for development studies (UDS)) and more
particularly undergraduate students who frequently visit the Internet - daily and/or
weekly activity. This was made possible as a result of getting a fair representation of
university students across the length and breadth in Ghana. We must emphasize that all
the selected universities are dispersed in all the three belts in Ghana, thus the Northern,
Southern, and Middle belt of Ghana.

Partial least squares (PLS) path modeling was used to simultaneously estimate both
the measurement and structural components of the model. Furthermore, our work is
consistent with most of the views expressed in Podskaoff et al. (2003) regarding the
minimization of common method variance.

Fear of Finan-
cial loss 

Online purchase 
intention

Online security and 
privacy concern 

Fear of Reputa-
tional damage 

Direct 
Indirect  

Fig. 1. Conceptual model
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3.1 Constructs Measurement

In line with previous studies, this study adapted constructs from existing studies. The
measures for FOLF, FORD were based on the works of Hille et al. (2015); Doherty
et al. (2006), while the measure of OSPCON was mostly culled from the works of Tan
et al. (2010). Hille et al. (2015) and Ajzen (1991). Finally, the measure of OPI was
sourced from; Fishbein and Ajzen (1975); Duan et al. 2019 and Hille et al. (2015).
Readers should also note that measurement items were anchored on a six-point scale
with 1 - being completely agreed and 6 - completely disagree.

4 Results

4.1 Model Fit Tests

Assessing measurement models is the initial step in performing any PLS-SEM. This
stage confirms that indicator variables (unobserved) are actually measuring constructs
(observed variables) they ought to do. Therefore, we assessed our measurement model
using convergent validity, and reliability following the suggestion of Hair et al. (2014).
Consistent with recent investigations, and also acknowledging the initial step in
evaluating PLS-SEM results as earlier suggested, the measurement model must be first
assessed, using the indicator loadings (see Hair et al. 2017). With this in mind, loadings
of approximately 0.708 are deemed fit since they best explain more than 50% of the
indicator variance, hence providing an acceptable threshold for item reliability. Going
by this rule of thumb, all items associated with our indicator reliability exhibited more
than 50% of the indicator cross-loadings which suggest the level of associations (items
correlation) to their respective construct (see Table 1).

For internal consistency reliability, both Cronbach alpha (CA) and the composite
reliability (CR) were used as a metric in the assessment. With a minimum threshold and
a rule of thumb recording 0.5 and 0.6 respectively (see Bagozzi and Yi 1988).
Therefore, both CA and CR exceeded the baseline recording as follows for all the latent
constructs as 0.92, 0.93 respectively for FOFL, 0.86, 0.91 respectively for FORD, 0.84,
0.91 respectively for OPI and 0.89, 0.93 respectively for OSPCON. For convergent
validity, the Average Variance Extracted (AVE) was used to measure the extent to
which the constructs congregate in order to explain the variance of all items on each
construct (Hair et al. 2019). However, the minimum acceptable AVE is 0.50 or more,
thus an indication of 50% or more on how the variance of items makes up with the
specified construct. Reflecting on this threshold, all AVE for our latent constructs
exceeded the minimum acceptable baseline (see Table 1) for more details.
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4.2 Test of Structural Model: A Mediation Analysis

Following the validity of the measurement model, assessment of the structural model is
necessary since it justifies the model’s ability to predict the endogenous variables or
dependent variables. Therefore, the assessment of the structural model follows a pro-
cedure which took inspiration from (Hair et al. 2017) in order to advance issues in
partial least squares structural equation modeling. To proceed, it is important to remind
readers that the focal point of this study was to measure the mediation of OSPCON on

Table 1. Item loadings

Construct

Items FOFL FORD OPI OSPCON
FOFL1 0.745003
FOFL2 0.740739
FOFL3 0.756215
FOFL4 0.870122
FOFL5 0.832757
FOFL6 0.858748
FOFL7 0.902154
AVE = 0.668216
CR = 0.933411
CA = 0.917131
FORD1 0.869112
FORD2 0.828146
FORD3 0.830033
FORD4 0.834515
AVE = 0.706638
CR = 0.905937
CA = 0.862968
OPI1 0.769416
OPI2 0.91521
OPI3 0.905006
AVE = 0.749549
CR = 0.899249
CA = 0.841929
OSPCON1 0.918411
OSPCON2 0.919658
OSPCON3 0.858576
AVE = 0.808801
CR = 0.926888
CA = 0.884311

Note: AVE = Average variance extracted, CR =
Composite reliability, CA = Cronbach’s Alpha
Sources: Authors’ estimation from SmartPLS
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FOFL and FORD towards OPI consequently the direct effect of OSPCON on the
former. To accomplish this, we examined two direct relations, namely, H2 and H4
whiles the remaining hypothesized scenarios were centered on the observation of
mediated relationship (i.e. H1 and H3). Going by our empirical estimates, our findings
from the direct relationships revealed that FOFL has a positive coefficient but a weak
predictor of OPI. However, the bootstrapping t-test (with t* > 1.96 as significant level),
but our estimate indicated an insignificant direct relationship (b = 0.099, t = 0.649)
between FOFL and OPI which therefore does not offer empirical support for H2 (See
Table 2 for more details). With respect to H4, our estimate also suggested that FORD
though positive and weak predictor of OPI, but also insignificant (b = 0.165,
t = 0.665) indicating that H4 was not supported. With the mediated observations, it can
be seen from Table 2 that OSPCON as a mediator to both FOFL and FORD towards
OPI are all supported (H1 and H3), thus, statistically recording as follows: FOFL ->
OSPCON -> OPI = (b = 0.418, t* = 4.594) and FORD -> OSPCON -> OPI = (b =
0.392, t* = 3.740) as shown from Table 2 below.

5 Discussions

Research Question One:
This question, addresses whether there is a direct relationship amongst FOFL, FORD,
and OPI in an event of online identity theft towards online transactions amongst uni-
versity students in a developing country (Ghana)? With the general consensus of online
identity theft in an emerging country, this study does shed more light, by considering the
scenario in an emerging economy. Hence, the present findings are inconsistent with the
study of Mitchison et al. (2004) that stated that personal and financial data can have a
dire lasting financial consequence for victims and does incur a negative financial credit
rating for such victims. Disputing the claims byMitchison and co, the present study does
elucidate the tendency that FOFL will predict or affect the customers’ decision to engage
in online transactions in an emerging economy. Again, with the research works of
Jordan et al, (2018) regarding FOFL and FORD relative to the OPI, their study turned
out to have positive relationships even though their work was not situated in a devel-
oping context. Adding to this debate is the findings that emanated from the multiple

Table 2. Direct and indirect effect on online identity theft.

Direct and indirect effect
(Hypothesis)

Path coefficient
(b)

T-test
(Bootstrapping)

Decision

(H2) FOFL -> OPI 0.099 0.649 Not supported
(H4) FORD -> OPI (H4) 0.165 0.665 Not supported
(H1) FOFL -> OSPCON -> OPI 0.418 4.594* Supported
(H3) FORD -> OSPCON-> OPI 0.392 3.740* Supported

t* > 1.96 equal p-value < 0.05 significant level
(Readers should note that the significance testing has been executed using the bootstrapping
procedure)
Sources: Authors’ estimation from SmartPLS
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research works of Hille et al. (2015) stating that FOFL has a stronger magnitude of effect
on OPI than FORD whiles our present study refutes this claim by reporting that the two
constructs have no positive or direct relations with OPI. Alternatively, in their findings
from study 3 of the same research works of Hille et al. (2015), it was established that
FORD does not play a significant major role in affecting OPI.

Research Question Two:
Research Question two addresses whether there is an influence on the mediating role of
OPSCON towards online transactions amongst university students in a developing
economy (Ghana) context. Concerning H1a as earlier stated, the authors propose that
the positive or direct link between FOFL and OPI will be mediated by OPSCON, our
research estimate, however, establishes support for H1a (See Table 2). This finding,
though largely studied under different contexts in literature, mirrors with previous
research works in the risk concerning online buying behaviour (see Hong and Cha
2013; Miyazaki and Fernandez 2001; Chuang and Fan 2011). With this said, we opine
that more research works in the emerging context is required to be performed to address
the issue of security and privacy concerns as a conduit of online purchase intentions;
reflecting on the notion of online identity theft circumstances.

5.1 Limitations and Future Research

While the present study adds to the existing body of knowledge in the perceived risk
associated with online transactions by examining the given model between the online
customers considering an emerging economy, several limitations are present that remain
to be addressed and creates an avenue for future research. First, the sample has 189
respondents. Adding to this limitation is the fact that, the study was conducted using a
student population and so makes it difficult to generalize beyond the target population.

Although the sample is well enough, this sample is somewhat below the recom-
mendations of the pioneer scholars well versed with the application of the structural
equation model (Hair et al. 2017). Future research should consider augmenting the
sample size for the given model. The second limitation of the study is geared towards
the failure to address the question of potential experience of the respondents. Future
works should include a construct to measure the experience from online identity theft
from the developing or emerging economy’s perspective.

5.2 Concluding Observations

The aim of the study was to develop and test a theoretical framework bent on eliciting
the notion of online identity theft on consumer purchase intention via the mediating
role of online security and privacy concern; within a sub-Saharan African context
(Ghana). Like the emerging concept of online buying behavior in developing context,
the study explores the relationships of both direct and indirect effect of FOFL and
FORD towards OPI whiles OSPCON are mediated towards the former. While the study
finds no support for 2 direct links with 2 support of the mediated variable, this study
highlights the differences between online identity theft on one hand and its associated
online intentions on the other hand. While this study is able to predict customers’ in an

156 A. B. Jibril et al.



emerging economies fear of online identity theft towards their zeal to embark on online
transactions, specifically using three major constructs i.e. FOFL, FORD, and OSPCON.
In sum, this study provides a strong reference point to continue to broaden the literature
in the developing economy so far as online transactions are concerned, arguing that the
internet is not leaving in extinction any time soon.
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Abstract. Publicly-available mobile data can be used to derive fine grain
commuting and travel patterns. These types of data include geocoded or geo-
tagged discrete units of communication: messages, posts, tweets, status updates,
check-ins, images and the like on a variety of social networking services.
Clearly, there are ethical issues concerning the use of such data, particularly the
invasion of privacy. A review of the literature has been done to explore these
issues.
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1 Introduction

The more one knows about people and their condition(s), actions, needs, preferences,
beliefs and the like, the better one can provide services to them – if one is in a purely
benevolent, altruistic, caring and diligent society. However, there are problems or
ethical issues with such data, and with capturing, the processes for capturing, and using
the data. Even then, interpretation of the data might be invalid.

As a concept, publicly-available data usually refers to data found readily (such as on
the Internet) and accessed (downloaded) easily and for free. Many of these data sets are
created and distributed by public organisations. Publicly-available data includes open
data (freely usable, reusable and redistributable without restrictions), data available on
request, public-domain data (without copyright), copyrighted data, commercially-sold
data and data with limited availability (eg: for a limited time or for only specified uses).
Clearly, any data could fall into more than one of these types.

This paper draws on PhD research and a project that investigated using publicly-
available mobile data to derive commuting and travel patterns. Clearly, there are ethical
issues over using such data, particularly invading privacy. We review and analyse the
literature to explore the ethics of using publicly-available data. We do not attempt to
pick a framework of normative ethics on using such data. Rather, we explore some of
the issues, focusing on surveillance-type data and hence on privacy.

1.1 Characteristics of Publicly Available Data

The following are some characteristics of publicly-available data.
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• Surrogates: digital data are not the real world, but merely represent the real world,
and often because of costs, availability, laws and so on, the data actually recorded
are merely a surrogate (or proxy or approximation) for the phenomena in the real
world that are meant to be measured or assessed.

• Big data: it is easy to capture vast quantities of data, but often difficult to extract
meaning or to forewarn from the overwhelming data. Even worse, some assume the
sheer volume provides greater objectivity, neutrality and accuracy, but “data are
always the result of conscious, subjective decisions on the part of researchers, and
are the result of inherently social processes” [1]. The perceived authority or
effectiveness is lost by being overwhelmed by all the automatically-collected data,
by mistaking omniscience for omnipotence or intelligence: “the more you know
about the secret lives of others, the less powerful you turn out to be!” [2].

• False precision: digital geographical coordinates are often given to some arbitrary
precision based on a data storage decision (eg: single vs double precision), rather
than the accuracy of the recording method, giving incorrect perceptions of coor-
dinate accuracy. For example, a point geocoded from a toponym (eg: Tshwane)
could have a precision of a second (about 30 m), though the toponym encompasses
many square kilometres. False precision also applies to other types of data.

• Quality: many factors can inhibit the quality of data, but these are often not well
understood by the end users.

• Metadata: documenting data, their quality and characteristics are essential for
being able to use the data meaningfully, but metadata is often not well understood
by the end users and is often not provided adequately.

1.2 Potential Ethical Issues with Publicly-Available Data

Whatever the nature of the data, the following are some issues (which have ethical
aspects) with the creation, distribution and use of publicly-available data.

• Privacy: there are moral and legal concerns over the invasion of the privacy (or
surveillance) of individuals, groups and organisations, and these are the main focus
of this paper.

• Bias: because of the above and subjectivity in deciding what attributes to collect
and how, any data set is invariably a biased representation of the population. While
this can be ameliorated through other data, local knowledge and insights, and
careful statistical analysis, it is of particular concern when those using the data are
blissfully unaware of the bias. Bias also occurs in training sets for models, such as
in machine learning. Error is ubiquitous [3].

• Liability: this could be for incorrect data, which then compromises someone’s
rights, endangers safety and security, wastes money and other resources, and so on.

• Right to exploit content: on the other hand, for some (such as entertainers and
artists) it is important to be able to exploit their content publicly which might be
inhibited by corporations controlling the content – analogous to censorship.

• Censorship: this can be disguised and rationalized as prudent selection, due to the
limited budget of a public library, to suppress hate speech, to maintaining literary
excellence, to ensure balance and/or to meet the audience’s requirements [4, 5].
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Invading privacy (or surveillance), censorship and liability are often used as
excuses for one another. For example, content could be denied or restricted (censored)
to “protect” privacy or because of “concern” over liability. Further, claims over content
ownership are used to censor content or restrict use, frustrating creators: Toya Delazy
released her album online as her record label was limiting stock availability [6].

On the other hand, privacy could be compromised over “concerns” over liability,
such as when a company monitors staff emails. The issues are not well understood
either, such as when “poor” data (eg: low resolution remotely-sensed imagery) is
considered to be censored data, because it covers in inadequate detail, an area of
interest to a conspiracy theorist, or the like. However, “privacy and security do not
have to contradict each other; indeed, secure online interactions, enabled by a secure
online identity, is a precondition for full internet freedom” [7].

These issues also apply to private or restricted data, as inappropriate surveillance or
data exploitation can be done within limited or closed groups.

2 Ethics

Ethics concerns the nature of ultimate value and the standards by which human actions
can be judged right or wrong. Ethical judgement is influenced by the values of a person
or group: their convictions of what is good or desirable [8]. Values are determined by
different factors, including culture, religion, social and economic status, personal
experiences, age, gender and profession. Data are often shared globally and the ethics
of using such data is subject to significantly diverse value systems. Normative ethics
aims at establishing the norms or standards for appropriate conduct and applied ethics
is how these are used to deal with practical moral problems. There are three major
approaches in normative ethics, which in practice, are often mixed:

1. Virtue ethics emphasises virtues or moral character as a way of assessing or
justifying each and every action or non-action.

2. Consequentialism emphasises the consequences of actions, which can be inter-
preted as the end justifies the means; and

3. Deontological ethics emphasises duties or rules, which can be reduced to a check
list of what to do in different situations [8, 9].

Deontological ethics is perhaps the easiest to adhere to in practice, because in each
situation, one can look up what is the appropriate thing to do. Essentially, legislation is
a form of deontological ethics. However, problems with deontological ethics are:

• Someone can use them without having any moral understanding of exactly what
they are doing (or not doing) and the implications thereof;

• If there is no obviously applicable rule in a particular situation, the person has no
meta-framework or set of values to use to decide on the best course of action;

• Reciprocity can be difficult as the values or rules one person uses for determining
how to behave towards another might be incompatible with those used by the
second person, causing conflicting understanding of the actions and reactions; and
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• Without a meta-framework, people will tend towards the softest option and/or try to
push the boundaries of what is acceptable [8, 9].

Virtue ethics focuses on the moral character and the need to educate and develop
such a moral character. Considering what a ‘virtuous person’ would do can guide
ethical decision-making [8]. There are various forms of consequentialism, such as
utilitarianism (good conduct has consequences that achieve the greatest good to the
greatest number of people) and situational ethics (considers the context in which
conduct takes place and the consequences within this context).

Artificial intelligence and other sophisticated tools can be used to identify ethical
and unethical behaviour, such as on social media, and assess the veracity of news
stories and images [10]. Such tools can also be used unethically and to create and
disseminate fake news. One needs to consider how these tools function and their
outputs, to embed robust ethical analysis and decision making in the tools [11].

When conducting research that collects private data, one obtains informed consent
to invading someone’s privacy and publishing the research results, as part of a research
ethics process. What constitutes informed consent is in itself an interesting problem in
ethics, due to language, literacy, education, coercion, rewards, etc.

A problem with informed consent is that the research subject needs to remember
what they have agreed to and when. Unfortunately, this is not always the case, as we
found in a project tracking participants to and from an event [9, 12]. If the user has to
opt-in to the tracking, there is likely to be a high loss rate. If the user has to opt-out,
they might forget to stop the tracking. Such issues of informed consent apply to private
data obtained for government, commercial and other purposes, which are often
obtained without a formal ethical review and might have the informed part buried in
fine print and the consent part implicit rather than explicit.

3 Privacy and Protecting Privacy

“The right to life has come to mean the right to enjoy life, – the right to be let alone; the
right to liberty secures the exercise of extensive civil privileges” [13]. Their primary
concern was over making private details public: “each crop of unseemly gossip, thus
harvested, becomes the seed of more, and, in direct proportion to its circulation, results
in the lowering of social standards and of morality” [13]. Further, “it is also immaterial
that the intrusion was in aid of law enforcement” [14].

Perhaps the antithesis of data democratization and freedom of information is making
too much available, compromising the privacy of individuals especially, but also of
organisations. Privacy is complex to define, being perceived differently by different
cultures and treated differently in legislation. Privacy is perceived as being about pro-
tecting people’s personal information, but it also includes territorial (or location) pri-
vacy, physical (or bodily or health) privacy and privacy of communications. Privacy is
not the same as confidentiality or secrecy, though they can overlap [15].

Many sacrifice their privacy voluntarily, especially when using social media, but
they could be doing so through ignorance, deception, coercion or peer-pressure.
Unfortunately, social media sites are notorious for changing privacy settings (sometimes

162 A. K. Cooper and S. Coetzee



through “errors”) and/or for making them complex. Even when personal data are
secured in a private area, they could still be exposed through changes in legislation,
decisions by courts (eg: search warrants) and company buy-outs.

Many governments have introduced legislation to protect privacy to varying
extents. Perhaps the best known and most significant because of its wide applicability is
the European General Data Protection Regulation (GDPR), which came into effect on
25 May 2018 [16]. The principles of the GDPR are lawfulness, fairness and trans-
parency; purpose limitation; data minimisation; accuracy; storage limitation; integrity
and confidentiality; and accountability. The South African equivalent to the GDPR is
the Protection of Personal Information Act (POPI) [17].

4 Invasion of Privacy

“Privacy is mostly an illusion. A useful illusion, no question about it, one that allows us
to live without being paralyzed by self-consciousness. The illusion of privacy gives us
room to be fully human, sharing intimacies and risking mistake” [18].

4.1 Covert Surveillance

Covert surveillance is possibly what many consider surveillance to be: monitoring
behaviour and communications surreptitiously, for detecting, investigating and moni-
toring threats (criminal, terrorist, social unrest, etc), influencing and controlling society,
and, hopefully, protecting citizens. For example, “brain fingerprinting” is claimed to
detect the presence or absence of information in someone’s brain, using electroen-
cephalography (EEG) [19], though there are concerns over the studies [20].

4.2 Trans-Jurisdiction Surveillance

One feature of the designed-in robustness of a packet-switching network such as the
Internet, is one cannot guarantee the routing of individual data packets. Even with a
high-speed, high-bandwidth Internet connection directly between two countries, parts
of the connection might be routed through other countries – which might capture and/or
study the data traffic en route [21]. Such trans-jurisdiction surveillance might be
accidental; though those doing the surveillance should realise it happens. For example,
Internet traffic to and from the United Nations in New York is presumably routed
through the USA and hence likely to be recorded by the NSA. It appears that Internet
traffic can be misdirected deliberately and surreptitiously, particularly across national
boundaries, to inspect and/or modify the transmitted data [22].

Another example concerns virtual private networks (VPNs). They are used to
ensure that anyone intercepting the (often encrypted) traffic cannot read what is being
transmitted (or perhaps even where the source and destination are), but the traffic gets
routed through servers, which lends itself to surveillance by the server owners.

Another form of trans-jurisdiction surveillance is remote sensing, with an early use
of LANDSAT satellites being to monitor wheat crops in the Soviet Union [23].
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4.3 Overt Surveillance

Not all surveillance is covert, with overt forms including those visible and well
identified (such as CCTV surveillance cameras in public, or disclaimers of a call being
recorded) or to which one agrees explicitly (such as the small print for using a web
site). However, in some jurisdictions, such supposed agreements might be unen-
forceable, being excessively long or changed arbitrarily and without notice [24].

Further, it is easy to forget one’s actions are being observed, even when giving
explicit consent [9, 12]. Clearly, this leads to complacency and the risk of becoming
accustomed to the surveillance society. It is also easier to accept surveillance when
under the influence of someone one trusts, such as parents recommending their children
enable mobile phone location disclosure services [25].

4.4 Overloaded Surveillance

Apparently, the American NSA “intercepts and stores nearly two billion separate
e-mails, phone calls, and other communications every day”, making the system too
complex to determine if it actually works [26]. Rather than wisdom, the sheer volume
creates information entropy – so information becomes noise as it “is routinely distorted,
buried in noise, or otherwise impossible to interpret” [26].

Consequently, such agencies probably create their own filter bubbles, due to, not in
spite of, the sheer volumes they harvest. Much of the content (facts, opinions, alle-
gations, imagery, comments, conversations, etc) will be contradictory, so the selection,
rating and analysis will be biased by preconceived notions and desire to “simply want
to believe something that feels right” [26]. It is easy to be so enamoured with
sophisticated and expensive technology the basics get forgotten, with tragic conse-
quences, such as the Boston Marathon bombing [27] and Navy Yard shootings [28].

Being able to conduct surveillance over the Internet, or use it to interfere with the
rights of others, or conduct information warfare over the Internet are all quite different
from being able to control the Internet! The genie is out of the bottle and cannot be
replaced. The Internet was designed to be robust (distributed, with data sent in small
packets) and self-healing if any node broke [29]. As the Internet pioneer John Gilmore
put it, “the Net interprets censorship as damage and routes around it” [30].

4.5 Becoming Accustomed to the Surveillance Society

It is easy to forget one is being observed. This can result in acting carelessly whilst
being observed and/or accepting the lack of privacy by becoming used to it, or even by
expecting it. Americans have been accustomed to limits on their privacy for many years
[18], realizing Bentham’s idea of the Panopticon [31]. The Panopticon is a circular
building with an inspection house in the middle from which a custodian could observe
secretly the inmates (around the perimeter) who could not communicate with anyone.
Foucault [32] invoked the Panopticon concept1 as a metaphor for the tendency of
modern “disciplinary” societies to observe and attempt to “normalise” their citizens.

1 Though Brunon-Ernst [33] suggests that Foucault distorted Bentham’s philosophy.
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“The panopticon induces a sense of permanent visibility that ensures the functioning of
power” [34]. Unsurprisingly, this can lead to limited, or even curtailed, political and
personal freedoms, and the loss of self-reliance [35]. Dobson and Fisher [36] took
Foucault’s metaphor further, identifying three “post-panoptic” models:

1. Bentham’s original concept, which they consider to be the one Foucault used;
2. Panopticism II, in the form of the “Big Brother” type of surveillance of [37]; and
3. Panopticism III, technology tracking humans and their activities, such as cell-phone

tracking [9, 12, 38], GNSS receivers, RFID2 and geo-fences3. Crucially, the tech-
nology for Panopticism III is relatively cheap, effective and widely available to
anyone, and not just well-resourced national security agencies.

The 1844 British postal espionage crisis concerned the Post Office opening letters at
the behest of a foreign power. As the Law Magazine observed, “the post-office must not
only be CHEAP AND RAPID, but SECURE AND INVIOLABLE” [39]. However, even
though widely known and causing a ‘paroxysm of national anger’, it did not impact on
the popularity of the Penny Post, which increased rapidly thereafter [39]. “Snowden’s
revelations will have demonstrated that in practice, the web-surfing, texting and
emailing public are indifferent to the risks they run to their privacy” [39]. Similarly,
Lanier [40] was concerned 2013 would be the year of digital passivity, when the cool
gadgets (such as tablets running only applications approved by a central commercial
authority) made us accept the commercial and government surveillance economy. Carr
[35] fears privacy could be perceived as an outdated and unimportant concept
inhibiting efficient transactions, such as socializing or shopping.

4.6 Mutual Surveillance

The psychological and social effects of prevalent surveillance result in people being so
intimidated by authority and/or so used to surveillance they conduct self-policing and
can be forced or encouraged to spy on one another, extending easily, cheaply and
significantly the surveillance reach of the authority, be it a government, the military, a
corporation or any other type of organisation [32, 41].

4.7 Making Data Already in the Public Domain More Visible

A common claim is that it is fine to put data online that are already in the public domain
but otherwise difficult to access, such as documents and photographs in archives.
However, that allows data matching. Such online content can also be accessed readily
by anyone without revealing their interests, for example, using Google Street View to
examine a neighbourhood, be it to find security weaknesses for targeting burglaries,
stalking a resident, or mere curiosity. Similarly, much personal data are published,
often unwittingly, in online genealogies.

2 Radio frequency identification, small passive or active transponders.
3 Virtual or conceptual geographical perimeter or barrier.
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This could apply to archives themselves, though they have established procedures
(file plans) for what can be archived, how, where, when, why and by whom. Archiving
is complicated by legal issues such as copyright and technical issues such as accessing
the deep Web, volatile communities, broken links and dynamic content [42].

Some assume naïvely that content made publicly available on the Web can be
expunged permanently at a whim. The European Court of Justice decided that anyone
has “the right to be forgotten” and can require search engines to remove pages from
search results for specified terms [43], going against the advice of its own Advocate
General [44]4. This has obviously been used by the unscrupulous to hide their activ-
ities. Such pages are not deleted; they are just removed from searches.

As a result, legitimate reporting by respectable organisations such as the BBC gets
proscribed, contravening the public interest [45, 46]. Essentially, this defames that
article’s author by declaring their work illegitimate. The search engine’s operator has to
decide what is a valid removal request, but that is inappropriate [47, 48].

Some applications use ephemeral data to (hopefully) protect privacy, that is, con-
tent deleted permanently after a specified time. Examples are SnapChat for photographs
and Silent Circle for two-way transmissions of voice, email, video, etc. However, there
is doubt that ephemerality can be enforced securely [49].

Web scraping or harvesting takes content from Web sites. Collecting can be tar-
geted and pre-arranged, such as harvesting metadata and data from members of a
collaborative system, for instance data providers in a spatial data infrastructure (SDI).
Collecting can use well-behaved bots (as search engines do for indexing the Web), or
simulated human access. This raises issues of copyright, such as the “Google Defense”
case concerning thumbnails of images [50].

A search engine obviously does some form of Web scraping to locate the content
first, before being able to provide the rapid search responses users expect. To return
results as quickly as they do, search engines are not always accurate (particularly the
results count) and there is much of the Web they cannot access [51].

4.8 Combining and Processing Available Data

It requires much skill, intelligence and persistence to link together analogue data from
diverse sources to find common threads, as good detectives do [52, 53]. Now, it is far
easier to combine data from different sources using pattern recognition, artificial intel-
ligence or other sophisticated tools (data matching, behavioural tracking, text analysing,
data mining, linkage analysis, statistical analysis, spatial analysis and machine trans-
lation), exploiting fast hardware and huge and persistent digital data bases.

Most ‘big data’ analysis is not done to invade privacy, but to examine questions
otherwise unexplorable, to understand human, physical and environmental behaviours
in different contexts, and (hopefully) benefit society [54]. Unfortunately, an individual
can be identified uniquely with very few data points, even coarse ones, such as with

4 The Court issues only one judgement and no dissenting opinions, and all deliberations are secret.
As we pointed out to the Court’s press office, this encourages bad law by forcing judges to support
the majority opinion and protects incompetent judges from public scrutiny.
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cellular telephone use [55], power consumption of a mobile device [56] or renting
public bicycles [57]. Personal traits can be gleaned from the digital footprints people
leave on social media, which some exploit for trust and resilience modelling [58].
There are also services available for a fee to track a mobile telephone [59]. Hence,
“there is no such thing as anonymous online tracking” [60].

4.9 Opting in vs Opting Out

To varying extents in different jurisdictions, one has limited control over how much of
one’s personal information is known, retained by others and/or shared. Sharing one’s
information (opting in) can provide access to services, opportunities or prizes5, such as
loyalty programmes (sharing personal and behavioural data for discounts or loyalty
points), subscriptions to paid content, exposing one’s resumé to potential (and hope-
fully desirable) employers, security services such as vehicle tracking, research col-
laboration or even friendships. Further, for some the right of publicity [61] is key for
their profession and income, through exploiting their names, photographs, likenesses,
recordings and the like – but only if they have consented and are remunerated
appropriately. In many jurisdictions, one nominally can opt out of divulging one’s
private information, but even that explicit declaration gets ignored [62].

User-generated geographical data are known as volunteered geographical infor-
mation (VGI). Some object to the term because data so collected might not be volun-
teered, but rather contributed, collected or harvested irrespective of whether the subject
opted in, opted out, was even aware they were contributing their personal details, or had
forgotten they were doing so. Harvey [62] suggests differentiating between volunteered
(VGI) and contributed (CGI) geographical (or locational) information. Further, truth in
labelling in the metadata following pragmatic ethics would explain the provenance of
the information, allowing assessment of its fitness for use and if the quality of the data
has been compromised by lax standards or even malfeasance [62].

4.10 Assuming One Has Nothing to Hide

For anyone who lived through Apartheid (or communism, fascism, etc), it should be
obvious that everyone has something to hide from a repressive government. Even in a
reasonably open and stable democracy such as the USA, an innocent person has the
right to remain silent [63], and keep their matters private. “The skeptics no doubt have
noticed that governments are made up of people and that people are prone to misuse
information when driven by greed or curiosity or a will to power” [18].

Examples of ripostes to those justifying surveillance are: show me your credit card
details; show me yours first; none of your business; and those with nothing to hide
don’t have a life [64]. The person wanting to protect their privacy does not have to
justify their position: the person wanting to invade someone’s privacy needs to justify it
first [64]. The metadata of one’s communications can also reveal personality traits,

5 Which is why there are so many competitions out there, because they are a cheap way to harvest
personal data that are up to date.
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religion, politics, habits, movements, condition, relationship issues, etc [65]. It is not
only keeping ‘facts’ about oneself private, but also the assumptions made about us from
the available data [66]. Further, there is the problem of identity theft.

4.11 Legal Complexities

Human beings need space where they are guaranteed to be free from surveillance or
interference by anyone, such as to establish and preserve intimate human relationships
and develop intellectual faculties through reading, private conversation or writing
privately [67]. It is very difficult to grow intellectually if one cannot experiment with
ideas without fear of surveillance and resulting misinterpretation. “Experience should
teach us to be most on our guard to protect liberty when the government’s purposes
are beneficent. Men born to freedom are naturally alert to repel invasion of their
liberty by evil-minded rulers. The greatest dangers to liberty lurk in insidious
encroachment by men of zeal, well-meaning but without understanding” [14].

5 Conclusions and Discussion

This paper presents a review and analysis of the literature on the ethics of using
publicly-available data, particularly concerning privacy. It presents the characteristics
of publicly-available data and explores potential ethical issues, such as surveillance,
becoming accustomed to the surveillance society, increasing access to data, combining
and processing data and assuming one has nothing to hide. There is clearly much
research that still needs to be done on these issues, particularly given the different
perspectives on vales and ethics due to culture, religion, politics, experiences, age,
gender, social status and so on.

This research comes out of the CSIR’s Mobile Data Platform for Urban Mobility
(MDP) work package of the Spatial Urban Dynamics 2014/2015 project and the PhD
research [68] of the first author. We would like to thank Quintin van Heerden, Peter
Schmitz and Derrick Kourie for their contributions to developing this research.
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Abstract. In an increasingly digitally connected world researchers have
sought to understand behaviour associated with digital communications
media. We argue that a more consistent conceptualisation of media use
behaviour and its etiological foundations is a necessary basis for research
in this regard to progress. To this end, through the adoption of an
affordances approach, we propose the Media Use Behaviour Conceptual
Framework to describe the reciprocal relations between users (described
in relation to personal characteristics and cognitive factors), the situ-
ations (consisting of social, physical, and technological dimensions) in
which they use media, their media use behaviour, and the outcomes
(both realised and expected) of this behaviour. This framework seeks to
integrate the behaviourist and cognitivist approaches to action and, addi-
tionally, acknowledges the socially constructed and deterministic role of
media in action. It is argued that such a framework will provide a useful
basis upon which researchers can consider various individual differences
in observed media use behaviours and associated outcomes and, impor-
tantly, understand why particular media use behaviours occur.

Keywords: Media use · Conceptual framework · Behaviour ·
Affordances

1 Introduction

Despite growing public concern and academic attention, there remains little sci-
entific consensus on the existence, nature, and mechanisms for the effects of
digital media use on psychological well-being. Mirroring the growth of social
media and the widespread use of mobile computing devices, over the preced-
ing decade, a surge of studies have sought to quantify media use and assess
possible adverse associations with a variety of well-being indicators. Across this
research base effects are inconsistent, generally inconclusive and, as Orben and
Przybylski [22, p. 682] note, often small. While measurement artefacts present
in retrospective self-report scales [6], questionable research practices [23,26], or
indeed particularly nuanced relations between media use and well-being may
account for disparate outcomes, the manner in which researchers conceptualise
media use behaviour and its etiological foundations merits consideration as an
important contributing factor to the outcomes observed.
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In this paper, driven by three motivations, we present a conceptual framework
for media use behaviour. First, due to cycles of technological advancement the
media we use have diversified rapidly and, as a result, the notion of media use
has become increasingly complex. Second, extending from this complexity and
the centrality of media in our lives today is the need to make sense of the agency
of media use in all aspects of our lives, including, in particular, well-being. A
third motivation for presenting the Media Use Behaviour Conceptual Framework
acknowledges studies indicating that different types of media use are associated
with a variety of effects, and, importantly, that such effects can differ across
individual and situational factors [22]. A conceptual framework for media use
behaviour will aid researchers in identifying specific drivers for particular media
use behaviours. To follow, a description of the conceptual framework is provided,
with a detailed explanation of its constituent components thereafter.

2 A Conceptual Framework for Understanding Media
Use Behaviour

This framework, presented in Fig. 1, adopts an affordances perspective to describ-
ing interactions between individuals and the communications artefacts or media
they use. Through affordances, building on an integration of behaviourist and
cognitivist perspectives on behaviour, a situated conception of media use is pro-
posed. Artefacts, consisting of both physical (hardware) and virtual (software)
dimensions present various affordances which, drawing on the subjective and sit-
uational characteristics of the user, can be enacted in a variety of ways to enable
particular uses and actions that, through both realised and expected outcomes,
contribute to subsequent use-instances. Such a perspective enables a dualistic
understanding of media use behaviour which simultaneously acknowledges the
agency of technology as well as the subjective-situational dimensions of action.
A medium—for instance a mobile phone—through its affordances provides a
number of action possibilities for the user which, dependent on the social and
physical nature of their present situation, their personal and cognitive charac-
teristics, and previous experiences of use, can be enacted in a variety of ways.
While the user has agency, this agency is constrained by the finite possibilities
of action offered by the medium and the situations in which use occurs.

From a behaviourist perspective two models, both building on social learning
theory, provide an initial basis for the framework. The SOBC model, proposed
by Davis and Luthans [4], extending earlier theories (e.g., antecedent-behaviour-
consequence), postulates that aspects of an environmental situation (S) influence
the internal states of an organism (O; in this case a person), which then trigger
associated behavioural responses (B) and consequences (C). Building on a sim-
ilar basis, emphasising the role of cognition in behaviour, the Social Cognitive
Theory (SCT), [1, p. 24] proposes that behaviour occurs from the reciprocal
interaction between personal (cognitive, affective, and biological), environmen-
tal, and behavioural factors. Environmental factors refer to aspects external to
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Fig. 1. Media use Behaviour Conceptual Framework

the individual which influence the ability to perform an action, behavioural fac-
tors describe the consequences resulting from an action, and personal factors
relate to an individual’s self-efficacy towards the behaviour. While these models
recognise the mediating role of cognition, little attention is afforded to the recip-
rocal manner in which various executive functions and cognitive frames relate
to behaviour. To provide a more holistic conception of media use behaviour, we
argue that, from the perspective of situated action, affordances provide a concep-
tual bridge, enabling the aforementioned behaviourist models to be augmented
with ideas from cognitivism (e.g., executive functions, cognitive schemas) and
considerations of relevant technological factors. For each dimension of the frame-
work, acknowledging the limited and subjective nature of the selections, we have
identified appropriate conceptual theories as explanatory lenses.

3 An Affordances Perspective

The concept of affordances, first used by Gibson [9] to describe relations between
an organism and its environment, is frequently adopted to describe the proper-
ties of an artefact—either perceived or actual—framing how it can be used.
Norman [21] proposes that, through ‘perceived affordances’, artefacts can be
designed to encourage or determine particular uses. Extending this, Gaver [7,
p. 80] proposes that affordances can be both perceptible and hidden—they can
be inferred—and are, as a result, ‘properties of the world defined with respect
to people’s interaction with it’. In this way, affordances do not just apply to
individual actions but, perhaps more importantly, to social interaction and the
associated social conventions or cultures surrounding their enactment [8, p. 114].
While Gaver [8] avoids casting overly deterministic aspersions about the role
technological affordances play in directing action, in proposing that the material
(or perceptual) qualities of various communicative artefacts are, at least partly,
responsible for associated actions and sociality, the foundation for the related
concepts of social and communicative affordances is established. The notion of
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social affordances concerns the ways in which ‘technology affords social practice’
[13], while communicative affordances refers to the ‘possibilities for action that
emerge from [. . . ] given technological forms’ [14, p. 30]. In emphasising action
possibilities this definition draws together Gibson [9]’s relational conception with
the more functional conceptions of Norman and Gaver. Affordances, accordingly,
enable the consideration of media use as both socially constructed and techno-
logically deterministic [14]. Actions are enabled (and constrained) not only by
the technological features and affordances of an artefact but also the subjective
and situational circumstances of the user. Affordances, consequently, present a
useful perspective to consider the reciprocal interactions between individuals,
situations, media, media use behaviour, and behavioural outcomes.

4 User Factors

The framework distinguishes between two user factors. Cognitive factors describe
the internal mental processes of the user, while personal characteristics refer to
various traits (e.g., gender, age, personality), states (e.g., sleep, intoxication,
anxiety, stress), and motivations (e.g., goals, intentions, needs). We argue that
the uses of, and outcomes associated with, media are, partly, dependent on indi-
vidual differences for these factors.

4.1 Cognitive Factors

Action, from a cognitivist perspective, occurs through internal mental processes
contingent on the operation of various executive functions (e.g., working mem-
ory, inhibitory control, cognitive flexibility) [20]. Instead of the relatively sim-
ple stimulus-response relationships advanced by behaviourists, an individual is
seen to play an important mediating role in these relationships. For cognitivists,
an individual’s internal mental processes (attention, memory, perception) are
deemed to be central to behaviour. An information processing metaphor captures
this notion: information is perceived, is processed by various executive functions
and, depending on the stimulus and prevailing goals, behavioural responses are
issued.

This information processing metaphor reflects the notion of action-oriented
perception –sensory input is a function of an individual’s active exploration of the
world which, importantly, is framed in relation to various anticipatory schemas
– clusters of related information, knowledge, or memories [20]. Stimuli are pro-
cessed into schemas or cognitive frameworks of objects or events—mental frames
produced through experience and knowledge. Schemas, consequently, represent
recurrent patterns of embodied experience and pre-perceptual biases developed
through previous interaction experiences. Acting on the basis of a schema entails
the expectation of certain consequences, borne through experience. Johnson [17,
p. 14] proposed the notion of embodied schemas, arguing that meaning, and the
formation of meaning, stems from “patterns of embodied experience and precon-
ceptual structures of our sensibility (i.e., our mode of perception, or orienting
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ourselves, and of interacting with other objects, events, or persons)”. As we
interact with the world, and the objects within it, conceptions of meaning are
formed and captured in schemas. Consequently, cognition is embodied. Johnson
[17, p. 14] further contends that, not only are schemas shaped by the artefacts
we interact with but, in addition, “shared cultural modes of experience [. . . ]
help to determine the nature of our meaningful, coherent, understanding of our
world”. These shared cultural modes shape, and are themselves shaped by, the
artifacts we use. In considering the materiality of media, the cognitive processes
that direct thought and action take on a new meaning and are, themselves,
dependent on various social and physical practices [17].

4.2 Personal Characteristics

At any point an individual’s behaviour is influenced by various dispositional
characteristics or traits and more momentary states. Traits, represent stable and
enduring user characteristics (e.g., personality, ethnicity, cultural background,
behavioural preferences). A state, in contrast, is a temporary way of being or
condition (e.g., negative affect, intoxication, sleep deprivation). Importantly,
while many states only manifest momentarily (i.e, in the short-term), others
(e.g., mindfulness or self-control) can function as both a trait or a state and, in
many cases, occur through the interaction between longer term dispositions and
present situations or cognitions (e.g., self-control) [2]. Commonly referred to as
individual differences, researchers frequently consider the role that various traits
(physical, mental, and socially constructed) play in associations between situ-
ations, users, behaviour, and effects. Frequently analysed as moderators, such
personal characteristics are seen to lead to different behavioural outcomes given
the same technological affordances, depending on the individual user’s assort-
ment of traits and, in many cases, reporting of various states.

In addition to their traits and present states, users approach media use with
a variety of intentions, goals, and motivations. The affordances provided by
different media offer users the opportunity to gratify these needs. Uses and
gratifications are, accordingly, simultaneously a function of user needs and of
media affordances. The Uses and Gratifications Theory (UGT), frequently used
in conjunction with the SCT, seeks to explain media use in terms of a medium’s
capacity to gratify a set of user needs [24]. Three assumptions are fundamental to
this approach: (i) behaviour is goal-directed; (ii) users are aware of their needs;
and (iii) users actively seek to gratify these needs through media use. Addition-
ally, two distinct gratifications are advanced—process gratifications (obtained
by using the media) and content gratifications (obtained from the informational
content acquired through media use). Rubin [24, p. 167] considers behaviour to
be largely goal-directed, arguing that “people typically choose to participate and
select media [. . . ] from an array of communication alternatives in response to
their expectations and desires” which “emanate from, and are constrained by,
personal traits, social context, and interaction”. As noted, in addition to the
needs of a user, media use behaviour is, in part, prescribed by the affordances
made available by the medium. Consequently, Sundar and Limperos [29, p. 511]
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argue that, while some gratifications are driven more by user needs, others are
driven more by the action possibilities of the medium.

5 Situational Factors

Actions do not occur in a vacuum solely extending from various schemata or
motivations, nor are they mere reflexive outcomes of stimulus-response relation-
ships with technological affordances. Rather, as in the situated action approach,
along with personal characteristics and cognitions, actions are influenced by the
material and social circumstances of the actor [28]. Extending Gibson [9]’s rela-
tional conception of affordances, this perspective holds that inherent qualities in
the environment permit or constrain action. Importantly, while Gibson [9] advo-
cated for a direct relationship between perception and action, this approach
postulates that, rather than an unmediated process, situational affordances are
mediated by individual mental models or schemata for action—thought and
action are situated in physical and social contexts [11]. Cognition is situated.
This conception aligns with the affordances perspective adopted. Situational
affordances do not determine action but, rather, should be considered as precon-
ditions for action, affecting the likelihood that a particular action will occur.

While, theoretically, it is straightforward to propose that action is situated,
practically, researchers have struggled to settle on a widely adopted definition
for what constitutes a situation. Zhang and Zhang [32, p. 1885] argue that this
is due to the ontological understanding of situation as fundamentally diverse
and the ethnomethodological stance that denies any a priori classifications of
situational factors. Goffman [10] considers situations to be settings defined by
interpersonal relationships and communication. Commenting on this Meyrowitz
[19] suggests that this understanding of physical space and social situation needs
to be reconsidered to account for the ability of digital media to extend communi-
cation across situations previously held to be distinct. Moreso than ever before,
due to increases in the networked mobility and accessibility of mobile commu-
nications devices, social interaction occurs simultaneously through physically
co-located and digitally mediated exchanges. Moreover, these developments in
portability increase the number and diversity of situations in which media are
used. Integrating ethnographic observations of media use in various physical
locations with research considering the setting of use to be constructed by the
technological artefact itself Ito and Okabe [15] proposed the concept of technoso-
cial situations to account for the technological, social, and physical dimensions
of a situation. Just as Gaver [8] avoids framing technological affordances as prin-
ciple determinants of action, Ito and Okabe [15] are careful to acknowledge the
continued importance of the physical and social dimensions of a situation, along
with the importance of various cognitions, as enablers of action.

Situation, then, can be understood through three dimensions: the physical
environment, the technological environment, and the social environment. The
physical environment refers to the material properties of the setting in which
media use occurs. While some media are used in relatively static locations (e.g.,
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desktop computers) others are used in a large number of diverse locations (e.g.,
mobile phones, laptops). Different physical locations (e.g., university lectures,
private bedrooms, public restaurants, open offices) present various factors which
either enable or constrain particular actions. Chief among such factors are the
social relationships and norms embedded within a physical location. Through
various social conventions, norms, and expectations the social environment sup-
ports particular media uses, while restricting others. In specifying acceptable
behaviour in a given situation, norms motivate action through promising social
sanctions for counternormative conduct. Importantly, social boundaries and con-
ventions simultaneously shape media use and are, themselves, shaped by media
use [15]. Conversations on mobile phones, for instance, follow generally accepted
conversational cues but are now accompanied by an expectation of continuous,
uninterrupted availability. The technological dimension refers to the artefacts
available in a given situation. Such artefacts determine the nature of the tech-
nological affordances available for the user to enact. Situational dimensions can,
reciprocally, interact with various user, behavioural, and outcome-related fac-
tors. For instance, needs, which in turn drive various gratifications, differ from
situation to situation but, as Zhang and Zhang [32] argue, situations are, them-
selves, influenced by various psychological needs. Similarly, an expected outcome
of a particular form of media use behaviour may differ between situations.

5.1 Artefacts

Today, popular devices such as laptops, tablets, and smartphones provide an
array of communication modes to users. In this context, two dimensions of the
technological artefact merit consideration—hardware and software. Together,
these dimensions determine the affordances available to a user. Hardware refers
to the material, physical component of any communications artefact or medium,
while software refers to the virtual component of a medium represented by the
encoding of information through various programming languages and frame-
works and, as perceived by the user, typically forms the graphical user inter-
face through which interactions occur. Importantly, while differences exist, from
a user’s perspective, the same software can be used or accessed in the form
of programs, applications, or web-services, across multiple distinct hardware
forms (e.g., Facebook can be accessed on mobile phones, tablets, laptops, as
a standalone mobile application, or through a web browser). The communica-
tions artefact or medium is constituted by the combination of various hardware
and software characteristics. Together, this determines the nature of the affor-
dances available to be enacted. Additionally, while media convergence increas-
ingly implies that distinctions are difficult to make [16], the hardware and, in
particular, the software components of an artefact influence the nature of content
interacted with. In addition to the individual affordances of any one medium,
Helles [12] argues that, owing to the increasing convergence of media, it is also
necessary to account for intermediality. Referring to the interconnectedness of
modern communications media, intermediality accepts that, further to the indi-
vidual affordances of a particular medium, actual use frequently involves the
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combination and interrelation of multiple distinct media [16], across both hard-
ware and software components.

Through the combination of various hardware, software, and inter-media rela-
tions, communications media present a variety of unique characteristics that, it
is argued, interact with other situational dimensions, user characteristics, and
outcomes, to facilitate various forms of media use behaviour. These include, but
are not limited to, accessibility, flexibility, and centrality.

Extending from advances in processing power, mobility, energy storage, and
information transmission, access to media, across a variety of locations and sit-
uations, is now possible. Many modern popular communications devices are
designed to be portable, with batteries and wireless network connections enabling
use that is untethered from physical connections to electrical power or networks.
This enables the same artefact to be used across multiple distinct situations.
Media are always available, always accessible, ubiquitous. Stiegler [27] proposes
that the ability of users to receive and transmit information across time and space
dislocates experiences from spatial and temporal contexts. Mediated interactions
are reduced to a ‘real-time present’. Castells [3, p. 491], accordingly, notes how
media engender experiences of ‘timeless time’ in which both simultaneity and
timelessness characterise interactions and instances of media use.

Modern communications media are highly flexible, adaptable and, given
intermediality, integrated across devices, applications, and modalities. Rather
than more linear modes of interaction, as in more traditional notions of mass
media communication, mediated communication no longer consists of active
senders and passive receivers. Rather, all users actively engage in the transmis-
sion, reception and modification of information in a manner which draws upon
their existing identities, contexts and capacities. Users are free to use media in
a variety of ways and for a variety of purposes, many of which were not con-
ceived by the original producers. Considering the prominence of the World Wide
Web, built on the hypertextual architecture of the Internet, as a hypermedium
of communication and the manner in which modern operating systems allow the
ad-hoc navigation between various programs and applications, it is argued that
users are afforded a great deal of flexibility in how they can use various media.
In addition to user flexibility, many media are in constant flux, with continuous
release cycles prompting rapid changes in appearances and features.

Advancements in the accessibility and adaptability of media, coupled with
continued developments in software capabilities and increases in the variety and
richness of content made available, have enabled considerable improvements in
the extent to which digital communications media can gratify a wide range
of needs. Media are motivationally relevant and, consequently, central to how
people work, socialise, communicate, and interact with the world around them
[31]. It is argued that media are central to individuals lived-experiences to such
an extent that distinctions between physical interactions and mediated inter-
actions have become increasingly blurred. In addition to various technological
affordances, the content interacted with through a medium is central to this.
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Traditionally, media use and effects have been studied in relation to the
modality of communication—the medium itself—and not the content or the mes-
sage, to use McLuhan [18]’s aphorism. Valkenburg et al. [30, p. 322], however,
argue that, content properties cannot be ignored when seeking to understand
media use behaviour and effects. Media content is typically understood to refer
to the subject matter communicated by the medium (e.g., sports, news, gos-
sip, advice, entertainment), while content properties refer to various qualities of
the content (e.g., violence, aggression, outrage). Given the complexity and pos-
sible range of content-types and properties, no comprehensive theory relating
media content to use behaviour, and associated effects has been produced [30].
The UGT, discussed previously, does, however, provide a useful lens to under-
stand possible associations between media content and subsequent media use
behaviour. Rubin [24, p. 167] argues that “communication behavior, including
the selection and use of the [sic] media, is goal-directed, purposive, and moti-
vated”. Users actively seek out and engage with media content that gratifies their
needs, desires, or goals. Traditionally, the UGT has been used to predict televi-
sion viewing levels in relation to various gratifications (e.g., entertainment, infor-
mation seeking) and associated content forms [25]. More recently, this approach
has been used to predict specific media use behaviours in relation to categories
of content accessible through various social networking services: informational,
entertainment, remunerative, and relational [5]. According to the UGT, different
patterns of gratifications, driven by different needs, satisfied by different media
content and affordances, contribute to different behavioural outcomes. Mediated
content, consequently, influences media use and, as a consequence, should not
be ignored when seeking to understand various forms of media use behaviour.

6 Behavioural Outcomes

Media use is, typically, purposive and driven, in part, by users’ needs, desires,
and goals [24]. In the SCT, it is proposed that the consequences resulting from an
action, in this case media use, reciprocally influence subsequent considerations
of whether to perform the same action. Consequently, in the context of media
use behaviour, previously realised outcomes are important drivers of subsequent
media use, through expectations of similar outcomes. This draws on the UGT.
Outcomes associated with interacting with media content, in the aid of gratifying
associated needs, firstly, reinforce these needs and, secondly, drive users to gratify
them again through similar media use behaviour. There is an expectancy that, if
the same action is performed, a similar outcome will be experienced. Moreover,
behavioural outcomes are key to the formation of cognitive schemas and are,
as such, central to embodied cognition and the subsequent framing of action
as mediated by the individual [17]. Acting on the basis of a schema entails the
expectation of particular consequences, borne through experience of previous
media use instances. While various effects on psycho-social well-being have been
investigated [23], and are, largely inconclusive, here it is proposed, at least,
media use is driven by expectations of effects associated with use. Such effects
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are, however, more closely linked with the gratification of various needs, and
possible affective responses. In addition to expectations, media use behaviour,
and associated outcomes, through shared patterns of enactment, shape the social,
cultural, and situational norms around media use. As in the SCT, behaviour
producing outcomes deemed socially normative are encouraged, while behaviour
producing outcomes considered to be counternormative is discouraged.

7 Discussion and Conclusions

In this paper we proposed a conceptual framework for understanding media
use behaviour in relation to technological artefacts, their affordances and con-
tent, a user’s subjective and situational circumstances, the enactment culture
emerging from repeated patterns of use, and the potential outcomes of use itself.
This framework does not presume to describe all factors potentially precipitat-
ing communicative action with media. Rather, it serves to guide researchers in
identifying and describing the factors needed to understand a particular instance
of media use behaviour and the potential effects this behaviour may enable. In
particular, the framework seeks to demonstrate the complex multi-causality that
is present in the formation, enactment, and potential consequences of media use
behaviour. There is, accordingly, a need to move past simple conceptions of
‘screen-time’ and consider media use as a complex, nuanced behaviour [22,23].

Table 1. Example application of the Media Use Behaviour Conceptual Framework.

Factor Example

Artefact Hardware Which computing device is being used? (E.g.,
smartphones, laptop computers, tablets)

Software Which platforms are being used? (E.g., WhatsApp,
Snapchat)

Affordances How is the platform used? (E.g., reading/sending
messages, updating profile/status)

Content What is the thematic nature of the messages
sent/received? (E.g., gossip, schoolwork)

Situation Physical Where is the user located? (E.g., home, school, public
space)

Social Who is with the user? (E.g., friends, family, peers)

User Personal What are the personal traits/states of the media user?
(E.g., age, gender, personality, ethnicity, stress)

Cognitive What is the nature of the cognitive schemas held the media
user? (E.g., frames of reference, perceived social norms)

Outcomes Expected Which outcomes were expected before/during media use?
(E.g., positive feedback, mood optimisation)

Realised Which outcomes actualised? (E.g., positive self-esteem)
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As we argue with this framework, the etiological foundations of media use
behaviour are, arguably, particularly complex, reciprocal, multi-causal and,
specifically, highly contextual on individual and situational differences. This
would suggest that, similarly, any effects of media use behaviour would share
such characteristics and, as a consequence, require similarly nuanced concep-
tions, operationalisations, and empirical models for their assessment. It is envis-
aged that the framework may present as a useful tool for researchers seeking
to understand why a particular form of media use behaviour occurs. This is
especially the case for studies using qualitative data, where such a framework
can, potentially, guide the identification and classification of various behavioural
drivers. For example, when analysing an individual adolescent’s participation in
group-based instant messaging among a circle of friends, the framework draws
the researchers’ attention to the following factors depicted Table 1.

Notwithstanding the value of the framework, its theoretical basis, and the
subsequent conceptual discussion presented in this paper, it is acknowledged
that, as a high-level conceptual description, there exist a number of limitations
to the media use behaviour conceptual framework. Specifically, as a concep-
tual framework, no direct empirical claims to causality are proposed, described,
or assessed. Additionally, the framework is presented at an abstract level.
Researchers adopting the framework to consider any specific form of media
use behaviour and potentially associated effects would need to draw on other
research to identify the relevant operationalisations for each of the framework’s
components.
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Abstract. In this paper we explore the use of four metaphors as a means
to illuminate particular dimensions of social media logic—the norms,
strategies, and economics underpinning its dynamics. Our objective is
to utilise metaphor to instigate critical reflection about the nature of
social media use behaviour and the role of habitual social media use in
our experiences of reality. The first metaphor, social media as a town
square, draws attention to the centrality of social media platforms in
their users’ lives, fear of missing out, augmented reality and digital dual-
ism. Through the second metaphor, social media as a beauty pageant, we
explore self-presentation or image crafting, social comparison and self-
evaluation. The third metaphor, social media as a parliament, empha-
sises the role of social media platforms as spaces for online delibera-
tion and we consider social media capital, homophily and polarisation
as themes. Finally, we explore anonymity, deindividuation and decep-
tive self-presentation through our fourth metaphor, social media as a
masquerade ball. We argue that social media scholars can use these and
other metaphors to enhance communication of their research findings.
Additionally, we believe that social media metaphors can be powerful
pedagogical and communication tools, particularly when working with
students for whom high levels of social media use is the norm.

Keywords: Social media · Metaphor · Town square · Beauty
pageant · Parliament · Masquerade ball

1 Introduction

It would be difficult to overstate the rapidity of the increase in agency that social
media platforms have had in our sensemaking of the world. On a superficial level
this agency is reflected in both the number of users on social media platforms and
in the amount of time users spend on these platforms. However, the true impact
of these technologies is perhaps most apparent in the way high levels of social
media use have become enmeshed in our daily routines and, by extension, our
ongoing experiences of reality. Obvious testament of the centrality that social
media now occupy in our lives is the important role platforms like Facebook
played in recent elections/referendums in the US and UK.
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A consequence of the habituation of social media use is that we run the risk
of becoming desensitised to its role in shaping our subjective and social realities.
In this paper we turn to metaphor as a means to counter this desensitisation
and obtain a degree of objectivity about the underlying logic of social media use.
As a linguistic and conceptual tool, metaphor has served, across the ages, as a
powerful instigator of critical thinking in multiple domains [15]. Its value was
emphasised by Aristotle who described its command as the mark of genius [15]
and, in recent times, a substantial body of theoretical work and psychological
studies directed at the process of metaphor comprehension has emerged [15,
p. 641]. Franke [9], accordingly, argues that, in recent decades, the “fortunes
of metaphor have revived and flourished in tandem with those of rhetoric as a
whole”. Central to this revival is a renewed appreciation of the important role
of metaphor in human cognition.

Our primary objective in this paper is to utilise metaphor to instigate and
facilitate critical reflection about social media logic—“the norms, strategies,
mechanisms, and economics underpinning its dynamics” [6]. In principle, this
is akin to the objective of Morgan [23] whose oft-cited book, Images of Organ-
isation, has achieved broad recognition for its analysis of various metaphors of
organisation to “explore and develop the art of understanding organisational
life” [23, p. 4]. Our objective, similarly, is to explore and develop understanding
of social media life through the analysis of specific metaphors of social media. We
aim to achieve this by mapping selected properties from a set of selected source
domains to properties of particular aspects of social media logic to produce cre-
ative and rich descriptions of this logic. These descriptions, we propose, offer a
vantage point from which critical reflection and analyses may be performed.

We propose and briefly analyse four metaphors of social media. Importantly,
we do not undertake systematic analyses of metaphors as they appear in some
form of qualitative data source. Such analyses answer questions concerning the
discourse about and social construction of a phenomenon by a particular collec-
tive, and “metaphors or metaphorical ideas are framed as mediators or artefacts
at the social cultural level of discourse and cognition” which influence mind
and behaviour [16, p. 206]. Our approach, rather, is to utilise particular source
domains in an attempt to clarify complex ideas about social media logic. In doing
so we hope to harness the ability of metaphors to create complexities which pro-
mote reflection leading to additional questioning and the clarification of concepts
[34]. Ricoeur [30] argues that “metaphorical meaning does not merely consist of
a semantic clash but of the new predicative meaning which emerges from the
collapse of the literal meaning”. It is our aim to, through exploration of this new
predictive meaning, advance insight into social media logic.

2 Defining Metaphor

In accordance with Shen [33] we define a metaphor as “a selective mapping
of properties between two (conceptual) domains, the source and the target”.
When we say that social media is like a party, we selectively map properties of
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a source or vehicle (a party) to a target or tenor (social media) [15, p. 644].
The metaphor operates on the basis of preexisting similarities between source
and target, enabling the mapping of systematic correspondences between the
source and target domains. This mapping, Lakoff [20] notes, permits us to reason
about the target phenomenon by drawing on our knowledge and experience of the
source domain. He argues, on this basis, that metaphors are not merely a matter
of language, but that the ontological and epistemic mapping across domains is a
matter of thought and reason. Metaphors have long been appreciated for playing
a pedagogical role in science, helping to “sell new ideas by providing vivid or
concrete relations and ways of representing those ideas” which, in turn, “sheds
light on new features of an important phenomenon” [16, p. 199].

It is important to recognise and acknowledge the selective nature of source-
target mapping when applying metaphor. When proposing a metaphor, only a
specific subset of source properties are mapped to the target—those that rep-
resent likeness between source and target. For example, parties involve social
interaction and this property is mappable to social media. However, parties also
take place at a particular place and time, properties that are not mappable to
the target. Morgan [23], accordingly, argues that a metaphor, like any theory, is
a partial, abstract truth rather than an absolute. A consequence of this principle
is that a single target phenomenon can be described through the use multiple,
different source domains, and vice versa. Additionally, in our analysis, we also
consider differences or non-likeness between our proposed source domains and
social media. It is our view that the recognition of both likeness and difference
advances critical thinking about the target (i.e., social media logic).

Lastly, before commencing our analyses, it is worth briefly describing the
process followed to identify the source domains we selected. Beyond this paper
our primary area of interest concerns social media use patterns and, in particular,
the effects of social media use for mental well-being. In discussions, seminars
and lectures we have often found ourselves utilising metaphors informally to
describe particular dimensions of social media logic. A growing appreciation of
the communicative and pedagogical value of these metaphors encouraged us to
develop a list of source domains that we have found to resonate with students
and/or other audiences. The four metaphors we describe here were selected from
that list and were chosen due to their emphases on different themes or discourses
that are prominent in contemporary research on social media.

3 Metaphors

3.1 Social Media as a Town Square

The notion that social media platforms are like physical spaces is implicit in much
of our informal language about it. When someone states that they are on Twitter
or that they left Instagram, the metaphor is invoked. The primary purpose of
the Town Square metaphor, accordingly, is to frame social media as somewhere
one can go, be and leave, and as a location or setting where events can occur. We
use as source domain the notion of a village town square, a central place where
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events of importance occur and which serves as a meeting point characterised by
continuous social interactions. The town square, typically located in or close to
the centre of the village, is easily and always accessible, mirroring the ubiquitous
and pervasive nature of social media. Of course, in reality, the events that are
mediated through social media occur across time space, but the medium, through
its collation of content into streams, pages, groups etc., centralises the digital
traces of dispersed events into a single online place. When combined in this way,
the disparate digital cues become perceived as a new whole, which, in turn, gives
new meaning to its parts. The event, which took place in some real location at
a particular time, now exists as a digital cue (e.g., video of the event) on the
platform which serves as its new location. We explore two themes through this
metaphor. The first concerns the perceived pressure to be on social media and
the perception that one misses out on gratifying experiences when one isn’t. The
second concerns the tension between digital dualism and augmented reality.

As social media platforms increasingly became central meeting hubs on the
world wide web (i.e., town squares), they gained prominence as places where one
must be. This is well reflected in the rapid growth of platform user communities
before 2010 – in 2009 Facebook was growing by a staggering five million users
every week [14]. This trend solidified the belief, particularly among first-world
adolescent populations, that having a social media profile is an essential dimen-
sion of one’s social life [25]. The broad adoption of this belief can be ascribed to
an iterative relationship between, firstly, the advancement and diversification of
the affordances of social media platforms, and secondly, their increasing primacy
in the dynamics of real (offline) social networks. The effect was the transforma-
tion of social media from a little known cafe mainly frequented by students to
the town square. This transformation strengthened the perception that one had
to be there, firstly, because everyone else is there and, secondly, to engage in the
important and gratifying experiences it offers.

Extending from this belief is the view that missing out on events occur-
ring on social media is undesirable, raising anxiety about this possibility among
users. Much like being away from the town square and the exciting or gratifying
experiences it offers, being offline is equated to not being physically present at
important events. Scholars have explored this theme under the banner of FoMo
or fear of missing out, defined as “pervasive apprehension that others might be
having rewarding experiences from which one is absent” [28]. As can be expected,
experiences of FoMo are associated with increased social media use [2,28], cre-
ating a positive feedback loop which solidifies the belief that life happens in the
town square. More recently, Reinecke et al. [29] use the term “online vigilance”
to describe “users’ permanent cognitive orientation towards online content and
communication as well as their disposition to exploit these options constantly”.

An important feature of likening social media to a physical location is that
it draws attention to the distinction between digital dualism and augmented
reality. Digital dualists argue that “the digital world is virtual and the physi-
cal world real”, while the notion of augmented reality suggests that the digi-
tal and physical become increasingly meshed through our permanently online,
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permanently connected lives [17]. The ubiquity of mobile computing devices
implies that we always have the town square in our pockets, enabling us to switch
from uneventful experiences on the edge of town (i.e., being offline) to exciting
and rewarding social media experiences. We can continuously be in two or more
places at once. By framing social media as a physical location, the metaphor
forces us to critically consider this meshing of multiple realities and its effects for
identity and well-being. The argument that such switching involves the augmen-
tation of physical reality implies that cues from the physical and digital realities
are continuously related to each other and, for the individual, meshed into a
single reality. It is conceivable that this premise may hold in some media use
scenarios, but it is equally conceivable that there are many in which it may not.

Extending from the notion of rapid switching between physical and digital
cues, the metaphor of the town square also draws attention to communication
and information load, and the manner in which users’ attentional resources are
vied for. The volume of sensory cues experienced when moving through a bustling
town square requires continuous filtering of environmental stimuli and selection
of attentional targets. Within the context of social media business models, the
phrase “attention economy” [22] is often used to emphasise the primacy of con-
trolling users’ attentional allocation in achieving growth. This has cultivated
interest in the science of persuasive design techniques focused on increasing both
the frequency and duration of social media use, the principles of which are effec-
tively applied on social media platforms. Much like those moving through the
town square are confronted with attention seeking traders and artists, social
media platforms employ various techniques in an attempt to manipulate users’
attentional allocation decisions. The increase in time spent on social media plat-
forms indicates that these techniques have been particularly effective, prompt-
ing researchers to investigate the nature and consequences of problematic social
media use, and debate the possibility of social media addiction [1].

3.2 Social Media as a Beauty Pageant

Our second metaphor likens social media to a beauty pageant. Through this
metaphor we draw attention to two distinct roles which social media users con-
tinuously play. The first role is that of participant and concerns the manner in
which social media affordances enable the presentation of the self. The second
role is that of judge (or audience member) and concerns the manner in which
social media platforms facilitate and encourage both social comparison and self-
evaluation. We use the metaphor to emphasise how the creation and maintenance
of a social media profile can be viewed as a form of “social comparison and inter-
personal feedback-seeking” [24]. While these behaviours are considered a normal
dimension of identity development, we argue that the ubiquity, pervasiveness
and affordances of social media platforms have, firstly, increased their frequency
of and, secondly, changed their nature.

Participants in beauty pageants compete against each other on the basis of
physical appearance, self-presentation and, more recently, other personal traits.
Users of social media platforms, in a comparable way, present themselves to an
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audience (e.g., their connections). These presentations include, on a basic level,
the creation and maintenance of a profile, but the affordances of social media
platforms enable users to compete using “several techniques to optimise their
self-presentation and promote desired relationships”, including carefully edited
messages and selected images, highlighting positive attributes, presenting an
ideal self, deep self-disclosure, and association with certain people or material
objects [4, p. 117]. The beauty pageant metaphor prompts us to consider these
actions as carefully planned attempts to impress other users who are perceived
to be continually judging their network. Moreover, it makes explicit the exis-
tence of a competitive dimension in social media use, emphasising, by extension,
the notion that there are winners and losers. These ideas have received ample
attention from scholars investigating the subjective and social underpinnings of
self presentation or image crafting by social media users. Narcissism has, for
instance, been associated with higher levels of social activity on social media
platforms and the creation of more self-promoting content [3]. Halpern et al.
[13] found that the online sharing of flattering images of oneself creates the per-
ception, for the sharer, of an online ideal persona that diverges from real-life
self-perception.

In addition to enabling social media users to compete in the pageant by
presenting themselves, platform affordances enable and encourage users to judge
each other. Features such as liking, retweeting and commenting are used by
judges to provide contestants with feedback. Importantly, platforms present this
feedback to contestants in quantitative form enabling comparison with other
contestants, thereby determining ranking among them. In a qualitative study by
Fox and Moreland [8, p. 172], interviewees highlight this competitive dimension
by comparing the process of getting friends on Facebook to an arms race.

The beauty pageant metaphor also draws attention to the manner in which
cycles of presentation and judgement shape social networks. The network,
through these feedback loops, continually determines standards and norms
which, in turn, influence users’ future behaviours. Second, these standards are
determined by the particular properties of the network in which the contes-
tants participate. For example, the judging criteria applied among members of a
teenage gaming community would be different from those applied among a group
of middle-aged golfing friends. Third, building upon the first two, an individual’s
degree of social (media) capital, by extension, may differ substantially across the
various networks he or she competes in.

An important implication of continuously competing is that it cultivates
self-judgement. For example, Fox and Moreland [8, p. 172] report that “par-
ticipants in romantic contexts, wherein they would use Facebook’s affordances
of persistent history and connectivity to self-compare with a romantic interest’s
potential or former mates”. Importantly, self-judgement is not limited to quanti-
tative indicators (e.g., numbers of followers, friends, likes etc.), but also involves
qualitative comparison of experiences, achievements, property etc. In order to
beat their competitors, social media users seek ways to enhance their profiles
by sharing content that emphasises their own achievements or experiences. The
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metaphor brings to the fore the degree to which this crafting of an image can
become a false representation of the actual lived experience of an individual,
created for the purpose of winning the pageant.

While acknowledging the potential benefits for self-esteem of positive feed-
back from judges, a growing body of studies have emphasised the role of social
comparison and self-judgement in explaining findings which associate social
media use with negative well-being outcomes [19].

3.3 Social Media as a Parliament

Our third metaphor adopts the notion of a parliament as source domain. Par-
liaments, as government institutions, generally perform a number of functions
relating to the governance of democratic countries by representing the electorate.
These functions may include, amongst others, making laws, overseeing the execu-
tive and representing the interests, views and grievances of citizens. Parliaments
are typically constituted by elected members, and their activities are managed,
at various levels, by political leaders, parliamentary officials, presiding officers
and committee chairs. Political deliberation or debate is a key feature of par-
liaments. Winetrobe [35, p. 1], accordingly, describes them as “forums where
strong, very public, and often adversarial political debates take place, reflecting
the party competition of the wider political system”.

We argue that social media platforms, like parliaments, provide a context
which enables deliberation among members of their user communities. Deliber-
ation involves the “interchange of rational critical arguments among a group of
individuals, triggered by a common or public problem” [12]. Importantly, our
interest in the source domain is not the content of deliberation (i.e., political
debate), but rather the nature of the context in which deliberation occurs, the
mechanisms (and affordances) by which it is guided, and the manner in which it
impacts network structures. The metaphor, accordingly, is as relevant to politi-
cal debate on social media platforms as it is to deliberation about sports teams,
stock markets, or the duties of the local neighbourhood watch.

The affordances of social media platforms enable users to organise themselves
into smaller networks based on commonalities (e.g., shared interests, place of
residence, occupation etc.). These sub-committees do not, per definition, involve
exclusive access to members. For example, on a platform like Twitter, one can
consider deliberation around particular hashtags as a sub-committee. All Twit-
ter users can, from the public gallery, view the deliberation activities without
(necessarily) taking an active role. Much like the sub-committees of parlia-
ments, these smaller networks deliberate aspects specific to their commonality.
Additionally, the affordances of some platforms enable communities to assign
roles (e.g., administrators, moderators etc.) to specific members who, like those
managing parliamentarian processes, have particular rights and privileges that
enable them to perform managerial or administrative activities during deliber-
ation among members. Importantly, just as not all members of parliament are
considered equal in terms of political capital, there exists asymmetry in influence
among social media users due to a wide variety of factors [22].
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de Zúñiga et al. [36] argue that the processes of obtaining and using social
capital on social media differs in nature from those relating to social capital in
face-to-face settings. They argue that “social media has changed the structure
and nature of social connection, and therefore that they may alter the distri-
bution and nature of social capital embedded in those social relationships” [36,
p. 45]. In this regard the metaphor draws our attention to the processes of
deliberation within social media communities, and the interplay between delib-
eration, user behaviour and community structures. On many social media plat-
forms users, like parliamentarians, do not address a particular target but rather
the community as a whole. Community members are then free to respond to
the content, creating a thread of deliberation. In addition to liking or retweet-
ing the statement presented, affordances enable engagement through responses,
counter-arguments or supportive comments. These forms of feedback enable the
community to gauge the degree of support for particular viewpoints and deter-
mine the alignment between their personal views and those of other members.
On this basis factions or alliances emerge which, in turn, drive the disintegration
of existing, and formation of new networks.

A theme which has received ample attention from scholars is the role of
homophily, “the tendency to favour interaction with like-minded people” [10], in
network formation on social media platforms. The product, when this tendency
is enacted, is the formation of echo chambers—communities in which users are
only exposed to ideas aligning with their own. Gayo-Avello [10] argues that while
social media users have “a certain degree of exposure to cross-cutting ideas (even
to users who are clearly partisans) and can interact with users who have opposing
ideas”, they mostly avoid such discussions. Additionally, his research suggests
that when users encounter arguments that are in conflict with their views, they
do not propagate them within their networks. This theme has primarily been
explored in the context of political polarisation where a key concern is the man-
ner in which online deliberation reinforces preexisting views by perpetuating a
confirmation bias [5]. However, contrary findings have also been reported. For
example, Semaan et al. [32] found that some social media users purposefully
seek diverse information and discussants and that such interactions often lead
to alterations of personal views. This form of use aligns, in many ways, with the
ethos of parliamentary deliberation.

3.4 Social Media as a Masquerade Ball

Our final metaphor likens social media to a masquerade ball. We envision a
masquerade ball as a social event where attendees obscure, to a lesser or greater
degree, their true identities by wearing a mask or costume. Social interaction,
accordingly, occurs under conditions of some degree of anonymity. The dynamics
of behaviour and interaction are influenced by this property, creating an element
of excitement and novelty to the event. This excitement can be attributed to
liberation from the constraints associated with the presentation and maintenance
of a single, true identity. Scott and Orlikowski [31, p. 5] argue that “anonymity
is related to freedom from identification, secrecy and lack of distinction”.
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We propose that, like the masks or constumes worn to masquerade balls,
social media affordances enable users to obscure their identities to achieve some
degree of freedom from the constraints associated with the maintenance of a
socially acceptable personal identity. This freedom affords users the opportunity
to pursue interests or engage in behaviour online which may, for various reasons,
be inaccessible to or incongruent with their true identity. Research has shown
that anonymity impacts the behaviour on social media in various ways [12] and
that some social media platforms (e.g., Reddit and 4/chan/ ) leverage anonymity,
“as a design choice”, to influence online interaction and norms [21, p. 3857].
Importantly, the metaphor (as we intend it) is not concerned with fake accounts
or bots which we consider to be a separate domain of interest.

Anonymity encourages deindividuation, allowing people to be less self aware,
engage less in self-evaluation and be less “concerned about social comparison
and evaluation” [27, p. 138]. As a result, behaviour becomes “socially deregu-
lated” [12, p. 2]. Findings suggest that such deregulation is associated less polite
interaction. Halpern and Gibbs [12], for example, found that messages posted
on YouTube, which is generally more anonymous, were more impolite than mes-
sages in the “more identifiable Facebook medium”. They argue that this occurs
“due to the greater level of information access to users’ broader social networks”
on Facebook. Additionally, anonymity has been associated with higher levels
of self-disclosure on social media [21]. Pavalanathan [26, p. 315], for example,
investigates the role of anonymity in the use of online fora concerning mental
health, arguing that users “withhold their actual identities allowing themselves
to engage in more candid self-disclosure than is possible in offline settings, or
through their identified online personas”.

While image crafting, as a dimension of the beauty pageant metaphor, draws
attention to how users emphasise or highlight aspects of their identities, the
masquerade ball draws our attention to the manner in which image crafting also
involves obscuring of identity aspects. In this way the two metaphors describe
how the same outcome (i.e., desired self-presentation) can be achieved through
different strategies (i.e., accentuating vs obscuring). The masks worn at mas-
querade balls may not fully obscure the person, but be carefully chosen to hide
particular physical features. We argue, accordingly, that social media users care-
fully utilise affordances, like masks, to find an optimal balance between disclosure
and anonymity based on their goals and the nature of the social media space.
Guadagno et al. [11] use the phrase “deceptive self-presentation” to describe
such behaviour and argue that “it increases as a function of the pressure to
engage in self-presentation” [11, p. 642]. Alternatively, users may wish to dis-
close personal information but avoid identifiability. For example, users of online
dating platforms may, due to the stigma traditionally associated with the prac-
tice [7], obscure information making them identifiable, but disclose aspects like
physical appearance to attract attention to their profiles. It is our view that
these and other forms of masquerading have become salient features of social
media logic, with broad adoption serving to obscure their novelty and signifi-
cance. The metaphor brings them to the fore and invites critical reflection about
their enactment and effects.
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4 Discussion

In this paper we explored four metaphors of social media with the aim of elu-
cidating particular dimensions of social media logic—the norms, strategies, and
economics underpinning its dynamics. It is our view that the four metaphors
presented here provide an initial indication of the potential value of utilising
metaphor in the analysis and communication of social media logic. We foresee
two specific contexts where this value can be realised.

The first is teaching and, in particular, teaching to digital natives for whom
chronic social media use is the norm. For such individuals the dynamics of
behaviour and network formation on social media may be so embedded in their
understanding of social interaction in general that they may altogether disre-
gard the agency of the technical affordances of social media platforms in their
behaviour. Metaphors of non-mediated social spaces will enable educators to
draw students’ attention to the role of these affordances in shaping mediated
socialisation patterns and the extent to which they determine behavioural norms
on social media platforms.

The second context where these metaphors can be of value is the communica-
tion of scientific findings to non-scientific stakeholder groups. For example, thera-
pists or psychologists can utilise the beauty pageant metaphor to help their clients
to make sense of the role social media use may play in processes of self-esteem
updating. School teachers and parents can use the town square metaphor to
encourage adolescents to critically reflect about their attention allocation habits
and the impacts chronic media multitasking on academic and other performance.

Importantly, while the four metaphors presented here may provide a useful
starting point, they are obviously limited in scope and only cover a small subset
of social media phenomena that have been investigated. For example, one may
argue that none of our metaphors adequately addresses underlying business mod-
els of social media platforms, and how these models drive, firstly, the development
of affordances and, secondly, user behaviour. Other prominent themes which are
not explicitly addressed include cyberbullying, marketing through influencers
and compulsive or problematic social media use. To address these and other
themes, future work in this area can consider metaphors in relation to the seven
functional blocks of social media as proposed by Kietzmann et al. [18].

References

1. Andreassen, C.S.: Online social network site addiction: a comprehensive review.
Curr. Addict. Rep. 2(2), 175–184 (2015). https://doi.org/10.1007/s40429-015-
0056-9

2. Beyens, I., Frison, E., Eggermont, S.: “I don’t want to miss a thing”: adolescents’
fear of missing out and its relationship to adolescents’ social needs, facebook use,
and facebook related stress. Comput. Hum. Behav. 64, 1–8 (2016)

3. Buffardi, L.E., Campbell, W.K.: Narcissism and social networking web sites. Pers.
Soc. Psychol. Bull. 34(10), 1303–1314 (2008)

https://doi.org/10.1007/s40429-015-0056-9
https://doi.org/10.1007/s40429-015-0056-9


Metaphors of Social Media 197

4. Chou, H.T.G., Edge, N.: “They are happier and having better lives than I am”: the
impact of using facebook on perceptions of others’ lives. Cyberpsychology Behav.
Soc. Netw. 15(2), 117–121 (2012)

5. Davis, R.: The Web of Politics: The Internet’s Impact on the American Political
System. Oxford University Press, Oxford (1999)

6. van Dijck, J., Poell, T.: Understanding social media logic. Media Commun. 1(1),
2–14 (2013)

7. Finkel, E.J., Eastwick, P.W., Karney, B.R., Reis, H.T., Sprecher, S.: Online dating.
Psychol. Sci. Public Interest 13(1), 3–66 (2012)

8. Fox, J., Moreland, J.J.: The dark side of social networking sites: an exploration
of the relational and psychological stressors associated with Facebook use and
affordances. Comput. Hum. Behav. 45, 168–176 (2015)

9. Franke, W.: Metaphor and the making of sense: the contemporary metaphor renais-
sance. Philos. Rhetor. 33(2), 137–153 (2000)

10. Gayo-Avello, D.: Social media, democracy, and democratization. IEEE Multimed.
22(2), 10–16 (2015)

11. Guadagno, R.E., Okdie, B.M., Kruse, S.A.: Dating deception: gender, online dat-
ing, and exaggerated self-presentation. Comput. Hum. Behav. 28(2), 642–647
(2012)

12. Halpern, D., Gibbs, J.: Social media as a catalyst for online deliberation? Exploring
the affordances of Facebook and YouTube for political expression. Comput. Hum.
Behav. 29(3), 1159–1168 (2013)

13. Halpern, D., Katz, J.E., Carril, C.: The online ideal persona vs. the jealousy effect:
two explanations of why selfies are associated with lower-quality romantic relation-
ships. Telemat. Inform. 34(1), 114–123 (2017)

14. Hempel, J.: How Facebook is taking over our lives. Fortune 159(4), 48–56 (2009)
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Abstract. The prevalence of unverified information on the internet and the
associated potential adverse effect on society led to the development of a
number of models and theories to assess the credibility of online information.
Existing research consists of two diverse approaches: the first consists of
checklist approaches or normative guidelines on how to assess the information
whereas the second provides descriptive models and theories of how users
actually go about when assessing credibility. The above mentioned approaches
consider aspects related to the presentation and content of the information.
However, the reasoning in the content is not a concern that is covered in these
approaches. Critical thinking is considered an increasingly important 21st cen-
tury work place skill. This paper investigates the potential value of using critical
thinking in assessing the credibility of online information. The paper com-
mences with an overview of existing approaches for assessing the credibility of
online information. It then argues that the presence of a well-developed argu-
ment in online information to be an indication of credibility. Critical thinking
also helps to evaluate the credibility of evidence. These thinking skills can be
developed through training. It is shown how a group of first year Information
Systems students were able to more critically engage with the content of online
news after a course on critical thinking. This paper contributes to the literature
on the assessment of the credibility of online information.

Keywords: Credibility assessment � Critical thinking � Information literacy

1 Introduction

The internet has become indispensable as a source of information and news. Given the
vast amount of information available as well as the large numbers of information sites,
it has become increasingly difficult to judge the credibility of online information [1].
Metzger argues that in the past, traditional publishing houses used to act as gatekeepers
of the information published. There was a cost barrier to printing and the print process
allowed for quality control. In the digital age, anyone can be an author of online
content. Digital information and content can be published anonymously, and easily
plagiarized and altered [1, 2]. Online news platforms are in a continual race against
time to be the first to publish online, and in the process they sacrifice quality control. In
the process, the gatekeeping function of evaluating the credibility of online information
has shifted to the individual users.
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To date, scholars in information literacy have developed checklists to assist users in
assessing the credibility of online information, as well as various theories and models
to describe how users evaluate information in practice [2–5]. These models highlight
aspects such as the influence of the subjectivity of the user in evaluating content, the
process of evaluation as well as the cognitive heuristics that users typically apply
during evaluation. The models also recognize that in the era of social computing and
social media, evaluation has a strong social component [6].

In an overview of studies on the assessment of the credibility of online information,
it was found that neither the established normative guidelines for evaluating credibility,
nor the descriptive models for evaluating credibility consider the quality of reasoning
and argumentation contained in the information that is evaluated. That is strange, since
critical thinking is generally regarded as an important information literacy skill, and in
addition it is viewed as an important 21st century workplace skill [7, 8].

In this paper, we present a case for the use of critical thinking as a means to assess
the quality and credibility of online content. We suggest how critical thinking could be
used to enhance current credibility assessment practices. The known processes have in
common with critical thinking the fact that they are all concerned with the credibility of
evidence that is presented to substantiate the findings of an online article. Whereas
credibility models mainly focus on presentation and content, critical thinking extends
the evaluation of content by evaluating the quality of the argument presented.
Admittedly, many fake (and other) news stories contain limited if any arguments to
evaluate. While the absence of an argument is not enough to discredit an online article,
its presence can be used as a quality indicator. The presence of a weak argument will
reduce the perceived credibility of the claim or finding of an article, while a strong
argument will enhance its credibility.

This paper commences with a short overview of existing guidelines and descriptive
models for evaluating the credibility of online information. The common themes
among these models are summarized. Next, the paper introduces the building blocks of
critical thinking and proceeds to indicate how critical thinking is used for argument
evaluation. A means to assess the credibility of online information is proposed that uses
critical thinking in a way that recognizes and builds on previous work related to
credibility assessment.

2 Existing Research on Assessing the Credibility of Online
Information

Credibility refers to the believability of information [4]. Credibility is regarded to be
subjective: it is not an objective attribute of an information source, but the subjective
perception of believability by the information receiver [4, 9]. As such, two different
information receivers can have different assessments of the credibility of the same piece
of information.

Research on assessing the credibility of online information can be categorized into
research on normative guidelines (in other words, what should people be looking at
when they assess credibility) and research related to descriptive models or theories
(how people are assessing credibility in practice).
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2.1 A Checklist for Information Credibility Assessment

The normative approach to the assessment of information credibility is promoted by the
proponents of digital literacy, who aim to assist internet users in developing the skills
required for evaluating online information. Their assumption is that online information
can be evaluated in the same manner as information found elsewhere [1]. A checklist
approach is usually followed, where the list covers the following five components:
accuracy, authority, objectivity, currency, and coverage or scope [1]. Accuracy refers to
the degree that the content is free from errors and whether the information can be
verified elsewhere. It is an indication of the reliability of the information on the
website. Authority refers to the author of the website, and whether the website provides
contact details of the author and the organisation. It is also concerned with whether the
website is recommended or endorsed by a trusted source. Objectivity considers whether
the content is opinion or fact, and whether there is commercial interest, indicated for
example by a sponsored link. Currency refers to the frequency of updates, and whether
the date is visible. Coverage refers to the depth and comprehensiveness of the infor-
mation [1]. In a checklist approach, a user is given a list of questions of things to look
out for. For example, in terms of currency, the user has to look for evidence of when
the page was last updated.

In a series of studies conducted by Metzger and her colleagues [1], it was found that
even when supplied with a checklist, users rarely used it as intended. Currency, com-
prehensiveness and objectivity were checked occasionally, whilst checking an author’s
credentials, was the least preferred by users. This correlates with findings by Eysenbach
and Köhler [10] who indicate that the users in their study, did not search for the sources
behind their website information, or how the information was compiled. This lack of
thoroughness is ascribed to the users’ lack of willingness to expend cognitive effort [6].
The apparent attempt by users to minimise cognitive effort has given rise to studies on
how users apply cognitive heuristics as well as other means to assess credibility more
quickly and with less effort. This research led to the development of a number of
descriptive models and theories on how users assess credibility in practice.

2.2 Descriptive Models and Theories Related to Information Credibility
Assessment

The Use of Cognitive Heuristics. A number of studies indicate that internet users
avoid laborious methods of information evaluation, and that they prefer to use more
superficial cues, such as using the look and feel of a website as a proxy for credibility
rather than analyzing the content [5, 6, 11]. When evaluating credibility, people tend to
apply cognitive heuristics, which are mental short cuts or rules of thumb. Based on
their previous experience people respond to cues and act on these subconsciously,
without the need to spend mental effort [6, 12, 13]. Five heuristics are identified that
users commonly apply to decide on the credibility of online content [6]. The reputation
heuristic is applied when users recognize the source of the information as one they
believe to be reputable, possibly because of brand familiarity or authority. The
endorsement heuristic means that a source is believed to be credible if other people
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believe so too; either people they know or people that have given it a good rating. The
consistency heuristic means that if similar information about something appears on
multiple websites, the information is deemed to be credible. The expectancy violation
heuristic is a strong negative heuristic. Information that is contrary to the user’s own
beliefs is not deemed to be credible. Lastly, when using the persuasive intent heuristic,
users assess whether there is an attempt to persuade them or sell something to them. In
this case, the information is perceived to be not credible because there is a perceived
ulterior motive or an attempt to manipulate the user.

The Prominence-Interpretation Theory. The Prominence-Interpretation theory
comprises two interlinked components that describe what happens when a user assesses
the credibility of a website [14]. First, a user notices something (prominence), and then
they interpret what they see (interpretation). If one of the two components are missing,
there is no credibility assessment. A user will notice existing and new elements of a
website and interpret the elements for credibility in an iterative fashion until being
satisfied that a credibility assessment can be made. Conversely, the user may stop when
they reach a constraint, such as running out of time [14]. A visual representation of the
Prominence-Interpretation theory is provided in Fig. 1.

Prominence refers to the likelihood that certain elements will be noticed or perceived by
the user. The user must first notice the element, to form a judgement of the credibility of
the information. If the user does not notice the element, it does not play a role. Five
factors are identified that influence prominence, namely: Involvement, topic, task,
experience and individual differences. The most dominant influence is user involve-
ment, referring to the user’s motivation and ability to engage with content. Topic refers
to the type of website the user visits. The task is the reason why the user is visiting the
websites. Experience refers to the experience of the user, in relation to the subject or
topic of the website. Individual differences refer to the user’s learning style, literacy
level or the user’s need for cognition. When a user’s involvement is high, and the user’s
experience is of expert status, the user will cognitively notice more elements [14].

Interpretation refers to the user’s judgement of the element under review. For
example, a broken link on a website will be interpreted as bad and lead to a lower
credibility assessment of the website. Interpretation of elements is affected by a user’s
assumptions, skills, knowledge and context.

Prominence
An elementís 
likelihood of 

being noticed 
when a user

evaluates 
credibility

Interpretation
The value or 
meaning a 

user assigns 
to an element, 
good or bad

Credibility 
Impact

The impact 
that an 

element has 
on the credibil-

ity assess-
ment

Fig. 1. Prominence-interpretation theory [14]
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Consolidation. When comparing the research on the use of heuristics [6] with the
Prominence-Interpretation theory [14], one can see that the use of heuristics fits well
into the “interpretation” component of Prominence-Interpretation theory.

A Web Credibility Framework. Fogg’s web credibility framework [15] contains the
categories of operator, content and design. Operator refers to the source of the website,
the person who runs and maintains the website. A user makes a credibility judgement
based on the person or organisation operating the website. Content refers to what the
site provides in terms of content and functionality. Of importance is the currency,
accuracy and relevance of the content and the endorsements of a respected outside
organisation. Design refers to the structure and layout of the website. Design has four
elements namely information design (structure of the information), technical design
(function of the site on a technical level, and search function), aesthetic design (looks,
feel and professionality of the design) and interaction design (user experience, user
interaction and navigation) [15].

The web credibility framework was extended by Choi and Stvilia [3] who divided
each of the three categories (operator, content and design) into the two dimensions of
trustworthiness and expertise, thereby forming what is called the Measures of Web
Credibility Assessment Framework.

Consolidation. When consolidating the web credibility framework [15] and its
extension [3] with the work on credibility assessment presented in the prior sections,
one can say that the web credibility frameworks contribute to prominence as well as the
interpretation. The web design contributes to the prominence or noticeability of the
information. Further, the level of professionality of the design can be interpreted by
means of a heuristic such as the reputation heuristic. The website operator and content,
when noticed, get interpreted by means of evaluation heuristics. Hence, the work
presented in 2.2.1 – 2.2.3 can be reconciled into different aspects of online information
that, when noticed, get interpreted by means of heuristics.

Iterative Models on the Evaluation of Online Information. According to the
Prominence-Interpretation theory [14] the interpretation of information occurs in an
iterative fashion until a credibility assessment can be made. Two other models also
recognize the iterative nature of credibility assessment. These are the cognitive authority
model [2] and Wathen and Burkell’s model [16].

With the cognitive authority model, the information seeker iteratively assesses the
authority and credibility of online content by considering the author, document,
institution and affiliations [2]. These are integrated into a credibility judgement. The
model is similar to the checklist [1], but proposes that users employ the technology
available to them to make the judgement. Like the checklist, the cognitive authority
model is normative.

Wathen and Burkell [16] also propose an iterative way of assessment. According to
their research users first do a surface credibility check based on the appearance and
presentation of the website. Secondly, the user will look for message credibility by
assessing the source and the content of the message. Lastly, the content itself is
evaluated. During this final stage, sense-making of the content occurs, depending on
factors such as the user’s previous level of knowledge on the topic. If, at any stage, the
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user becomes aware of a reason to doubt the credibility of the information, the iterative
process is stopped. Wathen and Burkell’s model [16] is normative but also incorporates
descriptive research on information evaluation.

2.3 A Synthesised Summary of Existing Work on the Credibility
Assessment Process

To synthesise the joint findings from previous work on credibility assessment of online
information:

• Credibility cues need to be noticed before they are processed [14].
• The evaluation process is iterative and moves from surface level checks (such as

look and feel of a website) through to engagement with the content [14, 16].
• From the onset of the evaluation process, cognitive or judgmental heuristics are

applied to assess credibility. This is especially true during the interpretation phase,
when a user evaluates the content itself [1, 4–6]. Judgmental heuristics are used in
order to reduce cognitive effort as the user is inundated with information.

• The evaluation process takes part in a social context and some of the evaluation
cues are socially generated, such as number of website visitors, user recommen-
dations or social rankings [6].

In the section that follows, the principles of critical thinking will be introduced. This is
in order to assess how critical thinking might be used to evaluate online content in the
light of what is already known about credibility evaluation.

3 Critical Thinking

The Foundation of Critical Thinking considers critical thinking as “that mode of
thinking - about any subject, content, or problem - in which the thinker improves the
quality of his or her thinking by skillfully analyzing, assessing, and reconstructing it”
[17]. Some authors consider it an indispensable skill in problem solving. Halpern
suggests a taxonomy of critical thinking skills covering a broad range of skills as
(1) verbal reasoning skills, (2) argument analysis skills, (3) skills in thinking as
hypothesis testing, (4) dealing with likelihood and uncertainties and (5) decision making
and problem solving skills [18]. The aspect of critical thinking of interest in this paper,
relates to the analysis of arguments. A useful definition for critical thinking is therefore
the one suggested by Tiruneh and his co-authors [19]: critical thinking is the ability to
analyse and evaluate arguments according to their soundness and credibility, respond to
arguments and reach conclusions through deduction from given information [19]. Booth
et al. [20], basing their work on ideas of Toulmin et al. [21], consider a basic argument to
consist of a claim (or conclusion), backed by reasons which is supported by evidence.
An argument is stronger if it acknowledges and responds to other views and if necessary,
shows how a reason is relevant to a claim by drawing on a general principle (which is
referred to as a warrant).

The following argument, adopted from [20: 112] illustrates these components: “TV
violence can have harmful psychological effects on children” (CLAIM), “because their
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constant exposure to violent images makes them unable to distinguish fantasy from
reality” (REASON). “Smith (1997) found that children ages 5–7 who watched more
than 3 h of violent television a day were 25% more likely to say that what they saw on
television was ‘really happening’” (EVIDENCE). “Of course, some children who watch
more violent entertainment might already be attracted to violence” (ACKNOWL-
EDGEMENT). “But Jones (1999) found that children with no predisposition to violence
were as attracted to violent images as those with a violent history” (RESPONSE).

Booth and his co-authors [20: 114] use the following argument to illustrate the use
of a warrant in an argument: “We are facing significantly higher health care costs in
Europe and North America (CLAIM) because global warming is moving the line of
extended hard freezes steadily northward.” (REASON). In this case the relevance of the
reason to the claim should be stated by a general principle: “When an area has fewer
hard freezes, it must pay more to combat new diseases carried by subtropical insects no
longer killed by those freezes” (WARRANT).

Of course, good arguments need more than one reason in support of conclusions
and complex arguments contains sub-arguments. However the main components
remain the same. Figure 2 summarizes the main components of a basic argument.

Critical thinking entails the identification of the core components in an argument
(analysis) in order to judge its credibility, quality and to formulate a response to it.
According to Butterworth and Thwaites [7], a good quality argument is one where the
reasons are true or justified and where the conclusion follows from the reasons. By
using these criteria in the evaluation of arguments, classical fallacies such as the post
hoc fallacy or circular reasoning can be identified. In addition, the evaluation of an
argument entails asking questions and finding counter examples. A good quality
argument will pre-empt objections or counter examples and respond to it. Butterworth
and Thwaites [7] consider a credible argument as one which is plausible/believable

CLAIM because of REASON based on EVIDENCE

Warrant: the principle that 
connects the reason and 

claim 

ACKNOWLEDGEMENT AND RESPONSE
Objections, questions and alternatives are 
acknowledged and responded to by sub-

arguments. 

Fig. 2. The core components of an argument [20: 116]
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(acknowledging that some highly improbable claims can be true), and having a trusted
source. The credibility is enhanced if the claim is corroborated by different sources with
different kinds of evidence.

3.1 The Use of Critical Thinking in the Context of Existing Credibility
Assessment Models

It is suggested that critical thinking is included in the credibility assessment process, as
follows. With reference to the Prominence-Interpretation theory [14], critical thinking
can be applied during the interpretation phase. It can be used to assess the quality of
evidence as well as evaluate the argument itself. It will only be used during a later stage
in the iterative process of credibility assessment, possibly in the third phase of Wathen
an Burkell’s iterative model [16].

4 Discussion: Potential Challenges to Using Critical Thinking
to Assess the Credibility of Online Information

When considering the use of critical thinking to evaluate the credibility of online
information, some challenges are apparent.

First, as indicated earlier, it is known that users, who are flooded with information,
are applying as a coping mechanism the use of judgmental heuristics to reduce cog-
nitive effort. Therefore, they prefer to use cues that will give them immediate reason to
believe or not believe the information presented to them. Argument evaluation is an
exercise that requires cognitive effort, especially when a complex claim is presented.
Therefore, users will not go to the effort of thoroughly evaluating an argument if they
can help it, unless there is high motivation to do so, for example when university level
students are looking for material to support the arguments in their essays.

A second challenge to the use of critical thinking in this context is that online news
or other online content does not always contain an argument. A piece of news on social
media may just consist of evidence. In that case, critical thinking would require the
evaluation of the credibility of the evidence.

A third possible challenge is that in an effort to mislead, the author of fake news
may present a credible looking argument on the basis of fake evidence that cannot
readily be verified. Hence, while good argumentation is often associated with good
quality content, this may not always be the case. However, the cognitive effort of trying
to second-guess the veracity of a well presented argument is so high that this is not a
feasible task in everyday credibility assessment situations.

4.1 Addressing the Challenges

The above mentioned challenges could be addressed as follows.
The challenge of the cognitive effort of critical thinking may be improved by means

of training. As motivated earlier in the paper, critical thinking forms part of information
literacy and is an important 21st century user skill. Training and regular exercise in
argument evaluation will make it become an easier habit, so that it can be more easily
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applied. A number of universities have compulsory first year information literacy
courses, and this is where critical thinking can be introduced. The authors are involved
in the teaching of critical thinking and problem solving to IS first year students. A study
with a pre- and post- assessment exercise to determine the effect of the course, was done
during the first half of 2019. A total of 154 students participated in the pre-assessment
evaluation and 166 students in the post-assessment evaluation. The objective of the
course was not to train students to identify fake news but to analyse and evaluate
arguments and to cultivate a critical attitude towards reading and interpreting texts.

Findings from a Course on Critical Thinking. Pre-assessment: During the pre-
assessment, students were asked several questions to test their critical thinking skills
and one question to determine the credibility of a piece of information found online.
The information presented to them [22] was part of fake news and presented an
argument against the use of prison inmates to provide laughter in CBS sitcoms. In the
pre-assessment only 16% of students could identify it as fake news. Students who
identified it as fake news, applied most of the cognitive heuristics listed in Sect. 2.2.
For example, a few students knew that The Onion is a website known for its satire
articles (reputation heuristics). A handful of students applied the expectancy violation
heuristics (“It just doesn’t make sense to me honestly”; “In today’s day and age, such
practice would never be accepted seeing as people get offended by even the most futile
things”; “In today’s age, laughter can be produced on computers or a group of laughs
taken once and then played back whenever the producers feel”). Consistency heuristics
were also used (“This is my first time hearing about it”). Quite a number of students
pointed out the lack of credible evidence.

Post-assessment: In the post-assessment questions were asked to assess critical
thinking skills in general and the last question focused on fake news. Two different
pieces of information were provided, one fake news and the other not (see Table 1).

Both articles contained far-fetched claims. Article 1 [23] is an argument containing
unsubstantiated claims, sweeping statements and emotional language. Article 2 [24]
was sourced from a ‘strange but true’ SkyNews site. Article 2 is a report based on

Table 1. Article 1 and Article 2

Title Main idea Source

Article 1
(fake)

Psychologists warn
parents, don’t allow your
children to watch Peppa
Pig

Argument that watching Peppa Pig
can lead to copying the bad
behavior of Peppa Pig (envious,
arrogant, proud, disrespectful etc.)

Adapted
from
Healthy Fit
website
[23]

Article 2
(real)

Sheep registered as
pupils in bid to save
classes at French Alps
primary school

A report of French parents
registering sheep as pupils to
increase pupil numbers since
“National education is only about
numbers”

SkyNews
[24]
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claims backed by credible evidence. Students were asked to determine which one is
fake news and to provide an argument for their choice. The results are given in Table 2.

Article 1. Students who correctly identified Article 1 as fake news (56% of students),
typically mentioned the relative obscurity of the website and the absence of names of
experts (“there is said that experts were used in the article but none of the so called
“experts” names or institutions were called to show the research”). In other words,
they applied the reputation heuristic. The following student applied the expectancy
violation heuristic to (incorrectly) identify Article 1 as real news: (“Article 1 can be
seen as real news because the facts are not absurd”). What was clearly noticeable was
that in their assessment, most students used the critical thinking skills taught during the
semester: they pointed out that the claims are not supported by evidence (“they state
that there are parents who burned?? the film but no numbers are provided it could be 2
out of 1000 but nothing is stated to prove this reason”). They further mentioned the
subjective nature of the article (“The use of adjectives such as “arrogant”, “disre-
spectful”, “envious” makes the article sound extremely biased”) as well as harsh
language (“The article is also very opinionated and the language used is quite harsh”).
They also think the reasoning to be faulty (“And the argument is unstructured – “the
“reasoning” doesn’t lead up to a suitable conclusion.”)

Article 2. Students who incorrectly identified Article 2 as fake news (56% of students)
in general used the expectancy violation heuristic. They could not imagine sheep to be
school pupils. (“Although article 2 comes from a reliable source the facts are absurd.
[However] Article 1 can be seen as real news because the facts are not absurd”).

Discussion. Article 1 is an argument whereas Article 2 a report. This explains why
students were able to use critical thinking skills to evaluate article 1. In article 2, where
no clear argument was present, critical thinking could only be applied to evaluate the
evidence. Students found the evidence to be specific and traceable which contributed to
its credibility. Only 36% of students were able to classify both articles correctly.
However, the fact that only 8% said that neither articles were fake news, was
encouraging, compared to the pre-assessment result where 84% of students were not
able to recognize the supplied article as fake news. The post-assessment results indicate
that most students had developed a critical attitude towards the supplied texts.

Recommendations on Combining Critical Thinking and Cognitive Heuristics. The
use of critical thinking skills in identifying fake news can be complemented by
applying the consistency heuristic [6] to seek for other online sources that carry similar
evidence.

Table 2. Responses on question to identify articles as fake news

Question options Response

Article 1 only is an example of fake news 36%
Article 2 only is an example of fake news 36%
Both articles are examples of fake news 20%
Neither of the articles are fake news 8%

208 A. van Zyl et al.



Lastly, since the assessment of credibility of online information has been found to
be a socially interactive activity [6], the endorsement heuristic could be used to inquire
on a social platform whether information is credible. For example, a hoax website can
be visited to see if the information has been exposed by other users as a hoax.

5 Conclusion

This paper considered the work that has been done to date on the assessment of the
credibility of online information. A concise overview was presented of some of the
major contributions in this domain. These contributions were synthesized into a list of
common attributes that represent the key characteristics of credibility assessment
models. Following this, the elements of critical thinking was introduced. Suggestions
were made as to how critical thinking could be used for credibility assessment. The
challenges related to the use of critical thinking in practice were also considered, and
suggestions were made to overcome these challenges. The outcomes of the effect of the
teaching of critical thinking skills on IS students’ ability to identify fake news, were
discussed. Preliminary findings show that where fake news are presented as arguments,
students use their skills of analysis and evaluation of arguments to identify fake news.
Where fake news are reports, students look for quality evidence.

This paper contributes to the literature on the assessment of the credibility of online
information. It argues that, and suggests how, the important 21st century skill of critical
thinking can be applied to assess the credibility of online information. In doing so, this
paper makes a contribution in terms of the responsible design, implementation and use
of current day information and communications technology.
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Abstract. Increasingly, research attention is being afforded to various
forms of problematic media use. Despite ongoing conceptual, theoreti-
cal, and empirical debates, a large number of retrospective self-report
scales have been produced to ostensibly measure various classes of such
behaviour. These scales are typically based on a variety of theoretical and
diagnostic frameworks. Given current conceptual ambiguities, building
on previous studies, we evaluated the dimensional structure of 50 scales
targeting the assessment of supposedly problematic behaviours in rela-
tion to four technologies: Internet, smartphones, video games, and social
network sites. We find that two dimensions (‘compulsive use’ and ‘neg-
ative outcomes’) account for over 50% of all scale-items analysed. With
a median of five dimensions, on average, scales have considered fewer
dimensions than various proposed diagnostic criteria and models. No
relationships were found between the number of items in a scale and the
number of dimensions, or the technology category and the dimensional
structure. The findings indicate, firstly, that a majority of scales place an
inordinate emphasis on some dimensions over others and, secondly, that
despite differences in the items presented, at a dimensional level, there
exists a high degree of similarity between scales. These findings high-
light shortcomings in existing scales and underscore the need to develop
more sophisticated conceptions and empirical tools to understand possi-
ble problematic interactions with various digital technologies.
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1 Introduction

Despite recent recognition of gaming disorders in the latest edition of the World
Health Organisation’s International Classification of Diseases (ICD-11) diagnos-
tic system, there remains much debate about the veracity and theoretical basis
for a variety of supposed pathological forms of media use behaviour [9,12,13,17].
Described in relation to a range of technologies (e.g., games, smartphones, the
Internet) such behaviours are typically framed as problematic and, in some cases,
addictive [8,21]. Examples include: Internet gaming disorder, problematic media
use, Internet addiction, and technology use addiction among many other labels.
Despite the widespread adoption of various umbrella terms, some researchers
have criticised the use of these labels, arguing that, in many cases, the behaviours
and outcomes referred to are often particularly heterogeneous, influenced by a
variety of personal characteristics, and potentially driven by distinct etiological
mechanisms [13,15]. For the purposes of this paper, acknowledging the ambigu-
ity, the term problematic media use will be adopted to refer, broadly, to various
forms of pathological or addictive engagements with digital technologies.

Nomenclature aside, the notion of problematic media use is further beset
by a variety of theoretical and empirical challenges. At a theoretical level, for
many proposed technology-related addictions, a conceptual consensus has yet
to be reached [9,13,17]. Furthermore, many competing theoretical frameworks
have been proposed for the same supposed construct. Laconi et al. [15], for
instance, note that Internet addiction is considered by some to be an impulse
control disorder and, for others, a behavioural addiction, or even a combina-
tion of the two. Additionally, further contributing to the conceptual quagmire,
studies have shown a number of comorbid psychopathologies (e.g., depression,
attention-deficit hyperactivity disorder, or anxiety disorders) with various forms
of problematic media use [14]. Finally, there exist criticisms that many defini-
tions are pathologising everyday behaviour [10,11]. This is especially the case
for gaming-related behaviours where researchers have struggled to differentiate
between higher levels of engagement and truly problematic use [13].

In an early definition for technology-related addictions, Griffiths [7, p. 15]
noted linkages with substance addictions and defined technological addiction as
a class of behavioural addiction that involves some form of human-machine inter-
action. Subsequently, in considering the clinical diagnostic criteria of substance
addiction, Griffiths [8] proposed a ‘components’ model of addiction consisting
of six dimensions: salience, mood modification, tolerance, withdrawal symp-
toms, conflict, and relapse. He argues that such components are not only key
for substance-related addictions but, from the perspective of a biopsychosocial
framework of the individual, are also present in behavioural addictions.

Empirically, the assessment of problematic media use is hindered by unre-
solved theoretical and etiological foundations, as well as general challenges in
assessing media use [6]. Adopting a tendency present in much of modern Social
Psychology [4], researchers have relied on retrospective self-report questionnaires
(or scales) to assess individuals’ propensities for various behaviours, disorders, or
other related outcomes. This has seen the proliferation of an inordinate number of
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scales designed to assess various forms of problematic media use, many of which
target the same or substantially overlapping constructs (e.g., the Smartphone
Addiction Scale, the Smartphone Application-Based Addiction Scale, and the
Problematic Mobile Phone Use Questionnaire). Owing to the scale-development
processes typically followed, such measures are normally reliable. Ellis et al. [6,
p. 1], however, argue that, in general, ‘less emphasis has been placed on estab-
lishing validity’ when it comes to the assessment of problematic media use.

While weak correlations have been shown for a number of scales for both
smartphone use in general and addiction in particular, and more objective assess-
ments of media use [6], this does not necessarily imply that scales purporting to
assess problematic behaviours are invalid or spurious – use is only one compo-
nent of the behavioural and mental patterns targeted. Nevertheless, in a review
of 45 tools designed to assess Internet addiction, Laconi et al. [15] found that
only 26 had been evaluated for their psychometric properties. Additionally, sup-
porting assertions that, for many scales, construct validity is low, outcomes of
factor analyses differed substantially between studies for a number of instru-
ments [15]. This lack of validation and conceptual clarity is problematic for both
the interpretation of findings produced on the basis of these scales, as well as
their usefulness as diagnostic screening tools in clinical settings.

Many scales are based on criteria for substance dependencies described in
the Diagnostic and statistical manual of mental disorders (DSM-IV-TR) pub-
lished by the American Psychiatric Association [2], or the component model
described by Griffiths [8]. Adopting a grounded approach, Lortie and Guitton
[16] examined the dimensional structure of 14 Internet addiction scales published
between 1993 and 2011. All scale-items were pooled into seven categories on the
basis of their conceptual similarity: compulsive use, negative outcomes, salience,
withdrawal symptoms, mood regulation, escapism, and social comfort. For scales
targeting Internet addiction, this analysis found that ‘compulsive use’ and ‘neg-
ative outcomes’ were the two most prominent dimensions assessed, followed by
‘salience’. To compare their findings to existing norms Lortie and Guitton [16]
considered how their seven dimensions related to the diagnostic criteria for sub-
stance dependence in the DSM-IV-TR [2] and ICD-10 [20]. With the exception
of ‘social comfort’ the authors mapped each of their dimensions to the relevant
diagnostic criteria, providing motivations for each assignment (a description of
the dimensions is provided in Table 1).

1.1 The Present Study

Acknowledging the theoretical and empirical challenges in this domain, and the
large number of sometimes overlapping measurement tools, the objective of the
present study is to systematically review the dimensional structure of retrospec-
tive self-report scales used to assess problematic media use. In particular, the
study aims to analyse the dimensional structure of the items presented in these
scales in relation to prominent diagnostic criteria for substance dependence,
models of behavioural addiction, and previous research in this regard, for four
technologies frequently considered in the literature: the Internet, smartphones,
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video games, and social network sites (SNSs). Such a study will, firstly, aid in
identifying shortcomings in existing scales, secondly, contribute a degree of con-
ceptual clarity, thirdly, extend previous research focusing on only a single form of
technology and, fourthly, provide a clearer foundation for improved assessment
tools. To this end, building on the guidelines provided by Webster and Watson
[18], a systematic review methodology was adopted to identify, collect, extract,
and analyse a sample of such assessment tools.

2 Methodology

To systematically review scales supposedly assessing various forms of problem-
atic media use we specified inclusion criteria and, subsequently, implemented a
bibliographic database search strategy. Next, a set of a priori dimensions were
specified and, in a series of iterative coding rounds, applied to each item pre-
sented in all relevant scales extracted from the included studies.

2.1 Inclusion Criteria

Research reports were included in the review if they (i) described the develop-
ment of a self-report scale for the assessment of problematic use of at least one
of the four technologies considered; (ii) were not merely a validation or language
translation of an existing scale; (iii) were published in a peer-reviewed outlet;
and (iv) were published between January 2007 and August 2018 (the time of
data collection), with the exception of scales concerning Internet related addic-
tions. For such scales an earlier start date of 1996 was selected due to the earlier
development of relevant scales [21]. For the remainder, 2007 was selected as a
cutoff due to the rise of smartphones and popular SNSs from this period [19].

2.2 Search Strategy

To locate a sample of eligible scales a systematic search of nine biblio-
graphic databases was conducted over a three-week period in August 2018:
GoogleScholar, ScienceDirect, PubMed, EmeraldInsight, Wiley, SpringerLink,
ACM, iEEE, and JSTOR. To query these databases a search string was devel-
oped and, as required, tailored for each database. The following three clauses,
each separated by an OR operator, were designed to target various keyword
combinations:

– (consequence* OR impact OR effect OR symptom*) AND

(addiction OR habit* OR obsession OR problem* OR

(‘problematic use’)) AND VARIABLE

– (consequence* OR impact OR effect OR symptom*) AND

(addiction OR habit* OR obsession OR problem* OR

(‘problematic use’)) AND (scale OR test OR inventory OR

questionnaire) AND VARIABLE
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– (development OR creating) AND (consequence* OR impact OR

effect OR symptom*) AND (addiction OR habit* OR obsession OR

problem* OR (‘problematic use’)) AND (scale OR test OR

inventory OR questionnaire) AND VARIABLE

For each of the four technology categories considered, the VARIABLE compo-
nent in the three primary clauses was replaced with one of the following clauses:

– internet OR web OR www OR online
– smartphone OR cellphone OR ‘cell-phone’ OR phone OR mobile
– (social OR online) AND (network* OR social) AND (site* OR

network* OR activity) OR sns OR ‘social network sites’ OR

‘online social networks’
– (online OR web OR internet OR www OR video) AND (play* OR

gam*)

2.3 Data Extraction, Management, and Analysis Procedures

The bibliographic information and full-text records of each result were down-
loaded and stored in reference management software for subsequent extraction
and analysis. All duplicated results were noted and removed, after which, titles
and abstracts were reviewed against the inclusion criteria. For all eligible stud-
ies, the relevant scale-items were extracted to be coded. Noting the alignment
between the seven dimensions provided by Lortie and Guitton [16] and the diag-
nostic criteria described in the ICD-10 [20] and DSM-IV-TR [2], as well as the
component model described by Griffiths [8], these seven dimensions were gener-
alised to refer more broadly to all media and used as deductive, a priori cate-
gories for the analysis. Table 1 provides a summary of the dimensions used. The
description provided represents a synthesis of Lortie and Guitton [16]’s defini-
tions, as well as their mapping of the dimensions to the diagnostic criteria in
the ICD-10 [20] and DSM-IV-TR [2], the descriptions provided in the component
model [8], and the updated criteria in the DSM-V [3]. Coding took place in three
rounds and was performed by three independent coders. When a match was not
possible, new dimensions were proposed. The process is described in Sect. 3.2.

3 Analysis and Results

We first describe the results of the systematic search procedure before outlin-
ing the process of mapping the extracted scale-items to relevant dimensions.
Thereafter, we describe the dimensional structure of the included scales.

3.1 Search Results

The systematic search produced 4698 results. After removing duplicates (n =
1676), the remaining records (n = 3022) were examined for inclusion and inel-
igible records (n = 2908) were removed. After reviewing the full-texts of the
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Table 1. A priori dimensions built on Lortie and Guitton [16]’s seven dimensions, with
augmented descriptions.

Dimension Description

Compulsive use Tolerance and the inability to control, reduce, or
stop the behavior

Negative outcomes Deleterious consequences of the activity

Salience The activity becomes the most important
activity for an individual and they are
cognitively preoccupied with it

Withdrawal symptoms Unpleasant feeling states and/or physical effects
which occur when the particular activity is
discontinued or reduced

Mood regulation The medium is used to regulate mood due to
resulting subjective experiences

Escapism The medium is used to escape from other
problems or activities

Social comfort A preference for social interaction through the
medium

remaining reports (n = 114), 58 contained scales which met the inclusion crite-
ria. During extraction eight scales were removed due to either missing or incom-
plete information, or because the scale described was a language translation of
an existing scale. For scales with missing information, if available, supplementary
material were reviewed and, if the necessary information was still missing, the
original authors were contacted. This left a final sample of 50 scales. The inclu-
sion process is summarised in Fig. 1, with a list of the included scales available
in the online supplementary materials hosted on the Open Science Framework.1

The 50 scales included in the analysis were assigned to one of four categories
–smartphones (n = 20; 40%), Internet (n = 14; 28%), video games (n = 12;
24%), SNSs (n = 4; 8%) – on the basis of their titles and original descriptions.
From the 50 scales, 971 items were extracted, with the shortest scale consisting
of six items, the largest 52 items, and a mean of 19.42 (SD = 8.91) items per
scale. Given the discrepancy in the number of scales included for each technology,
as well as the differences in scale length, there was a substantial difference in
the number of items considered for each technology: Internet (316; 32.54%),
smartphone (408; 42.02%), video games (197; 20.20%), and SNSs (50; 5.15%).

3.2 Mapping of Scale Items to Dimensions

Each of the 971 items were mapped to one of the a priori dimensions. If the
mapping from item to dimension was unclear, the descriptions in the DSM-V
and Griffiths [8] ‘Component’ Model were considered as guides. During the initial
1 https://osf.io/84mve/?view only=1ddad05f3fe84ebe8d3920be8a4467d6.

https://osf.io/84mve/?view_only=1ddad05f3fe84ebe8d3920be8a4467d6
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Fig. 1. Flowchart for inclusion.

round of coding, with the three independent coders in agreement for 828 of 971
items (85.27%), a strong level of agreement was achieved (Cohen’s κ = 0.813).

During three iterative rounds of review new codes were developed to account
for items not captured by the seven a priori dimensions. These dimensions and
their descriptions are provided in Table 2. With the exception of cognitive absorp-
tion, these dimensions were primarily tangential to problematic media use. Agar-
wal and Karahanna [1, p. 655] define cognitive absorption to involve: (i) temporal
resolution in which passage of time is not registered; (ii) total immersion in the
activity where other basic needs are ignored; (iii) intensified pleasure in doing
the activity; (iv) the user’s perception of being responsible for the interaction;
and (v) curiosity that responds to sensory and cognitive sensitivities. Following
the development of these dimensions, items were re-categorised and moved to
newly specified dimensions if deemed appropriate by all three coders.

3.3 The Dimensional Structure of the Scales

Table 3 provides a summary of the dimensional structure of the scales for each
of the four technologies considered. Columns 2–5 present the number of items
for a given dimension for each technology category, with the proportion of items
in each category mapped to a given dimension represented in parentheses. The
‘total’ column represents the total for a given dimension across all technologies,
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Table 2. Additional a posteriori dimensions

Dimension Description

Future use intention Perceptions of future use

Utility loss Perceptions of the degree to which a
technology’s absence would impact
the ability to function

Use description Only descriptive of various forms of
media use

Cognitive absorption A “state of deep involvement with
software” [1, p. 655]

Irrelevant Irrelevant to problematic,
pathological, or addictive media use

while the final column represents the mean proportion for each dimension across
the four technnologies. A majority of the items (n = 921, 94.85%) were mapped
to the seven dimensions proposed by Lortie and Guitton [16], with the remaining
50 items mapped to new categories proposed. The three most used dimensions
were compulsive use (n = 287), followed by negative outcomes (n = 279) and
withdrawal symptoms (n = 126). Together, compulsive use and negative out-
comes account for 58.29% of all items analysed. Of Lortie and Guitton [16]’s
dimensions, social comfort appeared the least. Despite this, across the technolo-
gies considered, escapism demonstrated the lowest mean proportion of the a
priori dimensions at M = 4.25 (SD = 4.36). Figure 2 depicts the distribution of
the dimensions across the four technologies considered.

Table 3. Summary of the dimensional structure for each technology category.

Dimension INT

n (%)

SMP

n (%)

SNS

n (%)

GAM

n (%)

Total

n

Proportion

M (SD)

Compulsive use 91 (28.80) 123 (30.15) 9 (18.00) 64 (32.49) 287 27.36 (6.42)

Negative outcomes 85 (26.90) 130 (31.86) 12 (24.00) 52 (26.40) 279 27.29 (3.30)

Withdrawal symptoms 28 (8.86) 69 (16.91) 9 (18.00) 20 (10.15) 126 13.48 (4.64)

Salience 42 (13.29) 26 (6.37) 3 (6.00) 25 (12.69) 96 9.59 (3.94)

Mood regulation 20 (6.33) 22 (5.39) 7 (14.00) 8 (4.06) 57 7.45 (4.47)

Escapism 25 (7.91) 4 (0.98) 0 (0.00) 16 (8.12) 45 4.25 (4.36)

Social comfort 16 (5.07) 15 (3.68) 6 (12.00) 0 (0.00) 37 5.19 (5.05)

Cognitive absorption 2 (0.63) 5 (1.23) 3 (6.00) 6 (3.05) 16 2.73 (2.41)

Use description 7 (2.22) 0 (0.00) 1 (2.00) 5 (2.54) 13 1.69 (1.15)

Utility loss 0 (0.00) 13 (3.19) 0 (0.00) 0 (0.00) 13 0.80 (1.60)

Irrelevant 0 (0.00) 0 (0.00) 0 (0.00) 1 (0.51) 1 0.13 (0.26)

Future use intention 0 (0.00) 1 (0.25) 0 (0.00) 0 (0.00) 1 0.06 (0.13)

Total per area n (%) 316 (100) 408 (100) 50 (100) 197 (100) 971

Note: INT = the Internet, SMP = smartphones, SNSs = social networking sites, and GAM =

video games.
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Fig. 2. Number and distribution of dimensions across technology types

Across all 50 scales, a mean of 5.48 (SD = 1.36) dimensions were consid-
ered per scale (Median = 5). No statistically significant correlation between the
number of items and the number of dimensions assessed was found (r = 0.48,
p = 0.63). No single dimension was used in all scales considered. Two dimensions
(compulsive use and negative outcomes) appeared in 49 of the 50 scales. Both
dimensions did not appear in any of the items in the Mobile Phone Addiction
Craving Scale (MPACS) [5] – all items in this scale were mapped to withdrawal
symptoms. Following these two dimensions, 47 and 42 scales included items
assessing withdrawal symptoms and salience, respectively. In contrast, the three
remaining a priori dimensions –escapism, mood regulation, and social comfort–
were only included in 28, 26, and 11 scales respectively. Of the newly created
categories, only cognitive absorption appeared with any frequency, being used in
nine different scales (through 16 items). A Chi-square test of independence was
calculated comparing the proportional frequency of each of the dimensions for
each technology category. Owing to the relatively small number of observations
for SNSs, this analysis was only conducted for the three remaining technology
categories (the Internet, smartphones, and video gaming). The analysis revealed
no statistically significant interaction between the technology category and the
proportional distribution of dimensions (χ2(22) = 29.82, p = 0.123).
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4 Discussion

Despite a growing amount of research into various forms of media behaviour and
the effects thereof, there remains much uncertainty and debate about the exis-
tence and possible nature of many proposed pathological technology-interactions.
Given the conceptual ambiguity and disputed existence of many frequently cited
phenomena—Internet gaming disorder, Internet addiction for instance—there
exists a need for more sophisticated and nuanced understandings of the theo-
retical and etiological nature of these ‘disorders’. In particular, it is necessary
to understand the factors distinguishing various proposed disorders, or whether
they are merely manifestations of other underlying factors, pathologies, or indi-
vidual characteristics. This study found that, for just four technologies, there
exist at least 50 unique assessment scales, many of which substantially overlap.
We question the need for such a large number of scales.

To guide our analysis we used Lortie and Guitton [16]’s seven dimensions,
augmented with the component model and recent diagnostic criteria for sub-
stance dependence, as a priori categories. Five additional categories were pro-
duced in three rounds of iterative coding. With the exception of cognitive absorp-
tion, these new dimensions were primarily descriptive and labeled items assess-
ing peripheral, and sometimes irrelevant, aspects of media use. Given Agarwal
and Karahanna [1]’s definition of cognitive absorption, while conceptual overlaps
exist with elements of salience and mood-regulation, this dimension potentially
provides a further feature differentiating behavioural addictions involving tech-
nology from other more general notions of behavioural addiction.

Across all 50 scales two dimensions –compulsive use and negative outcomes–
were found to account for over 50% of all items. Moreover, with the excep-
tion of SNSs, where ‘withdrawal symptoms’ was similarly frequent, these dimen-
sions accounted for a majority of items presented. For all technology categories,
while the absolute number of items and the specific questions posed differed,
the overall dimensional structure was found to be particularly comparable. The
prominence of compulsive use and negative outcomes supports Lortie and Gui-
tton [16] who found a similar outcome when analysing 14 scales produced prior
to 2012 only targeting Internet-related addiction. For compulsive use, a possi-
ble explanation, in both cases, rests on the inclusion of tolerance, considered
by some to be a separate dimension, in its description. Nevertheless, given the
imbalance in dimensions considered, future studies need to consider, firstly, how
representative these scales are of the supposed dimensions of technology-related
behavioural addictions and, secondly, whether under-representation of particu-
lar dimensions is a valid concern. Furthermore, researchers intending to use an
existing scale should, in addition to considering the scale description, account
for the dimensional structure of items when determining the fit between a scale
and their research questions.

The present study should be considered as only a single point of reference
for further research into the assessment of pathological interactions with digital
technology. Despite the systematic approach adopted, there are, nonetheless, a
number of limitations which bare acknowledgement. First, while the search string
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was designed to enable the collection of a comprehensive sample, there remains
the possibility that relevant scales could have been inadvertently omitted. Fur-
thermore, while four distinct technology categories were used, it is acknowledged
that, in many cases it is not possible to distinguish between them. For instance,
many uses of a smartphone involve engagement with the Internet or various
SNSs. This is especially the case for scales targeting Internet-related behaviours.
While an imperfect solution, scales were allocated to a category on the basis of
their titles and original descriptions. Finally, while the a priori dimensions used
were based on related previous research [16], it is acknowledged that, although
general characteristics of behavioural addictions are likely to exist [8], dimen-
sions pertinent to one domain might not be well-suited to other domains (e.g.,
Internet vs. gaming-related behaviour). Similarly, in using Lortie and Guitton
[16]’s dimensions the ‘tolerance’ dimension from the component model [8] was
not included as an explicit dimension itself. Rather, as with Lortie and Guitton
[16], it was considered to be an element of ‘compulsive use’.

5 Conclusion

Building on previous analyses [16] focusing on only a single technology, this
study aimed to systematically review the dimensional nature of self-report scales
used to assess various forms of problematic media use in relation to promi-
nent models and diagnostic criteria for substance dependence and behavioural
addiction [8,16] for four technologies: Internet, smartphones, video games and
SNSs. Lortie and Guitton [16, p. 108] note that the dimensional structure of an
assessment questionnaire is inherently linked to the researchers’ conception of
the phenomenon of interest. Consequently, the findings of the study provide a
lens through which to interpret current conceptions of purportedly pathological
interactions with technology. Overwhelmingly, a majority of scale-items concern
compulsive use, negative outcomes associated with use and, to a lesser extent,
withdrawal symptoms. Therefore, whether intentional or not, these dimensions
are seen by researchers to be central to various conceptions of problematic use.
Building on this study, efforts should be made to establish conceptual clarity
about what constitutes problematic or addictive technology interactions and, on
this basis, curb the development of novel scales, consolidate existing items, and
conduct more extensive validations of current scales. Only with more sophisti-
cated and theoretically-sound measurement tools will we be able to produce the
empirical evidence necessary for truly understanding the existence and possible
nature of problematic engagements with various digital technologies.
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Abstract. In this systematic literature review, a study of the factors involved in
the spreading of fake news, have been provided. In this review, the root causes
of the spreading of fake news are identified to reduce the encouraging of such
false information. To combat the spreading of fake news on social media, the
reasons behind the spreading of fake news must first be identified. Therefore,
this literature review takes an early initiative to identify the possible reasons
behind the spreading of fake news. The purpose of this literature review is to
identify why individuals tend to share false information and to possibly help in
detecting fake news before it spreads.
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1 Introduction

The increase in use of social media exposes users to misleading information, satire and
fake advertisements [3]. Fake news or misinformation is defined as fabricated infor-
mation presented as the truth [6]. It is the publication of known false information and
sharing it amongst individuals [7]. It is the intentional publishing of misleading
information and can be verified as false through fact-checking [2]. Social media
platforms allow individuals to fast share information with only a click of a single share
button [4]. In previous studies the effect of the spreading and exposure to misleading
information have been investigated [6]. Some studies determined that everyone has
problems with identifying fake news, not just users of a certain age, gender or edu-
cation [11]. The literacy and education of fake news is essential in the combating of the
spreading of false information [8].

This review identify and discuss the factors involved in the sharing and spreading
of fake news. The outcome of this review should be to equip users with the abilities to
detect and recognise misinformation and also to cultivate a desire to stop the spreading
of false information [5].

© IFIP International Federation for Information Processing 2020
Published by Springer Nature Switzerland AG 2020
M. Hattingh et al. (Eds.): I3E 2020, LNCS 12067, pp. 223–234, 2020.
https://doi.org/10.1007/978-3-030-45002-1_19

http://orcid.org/0000-0002-9165-7539
http://orcid.org/0000-0003-1121-8892
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-45002-1_19&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-45002-1_19&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-45002-1_19&amp;domain=pdf
https://doi.org/10.1007/978-3-030-45002-1_19


2 Literature Background

2.1 The Impact of Fake News

The internet is mainly driven by advertising [13]. Websites with sensational headlines
are very popular, which leads to advertising companies capitalising on the high traffic
to the site [13]. It was subsequently discovered that the creators of fake news websites
and information could make money through automated advertising that rewards high
traffic to their websites [13]. The question remains how misinformation would then
influence the public. The spreading of misinformation can cause confusion and
unnecessary stress among the public [10]. Fake news that is purposely created to
mislead and to cause harm to the public is referred to as digital disinformation [17].
Disinformation has the potential to cause issues, within minutes, for millions of people
[10]. Disinformation has been known to disrupt election processes, create unease,
disputes and hostility among the public [17].

2.2 Fake News and Social Media

These days, the internet have become a vital part of our daily lives [2]. Traditional
methods of acquiring information have nearly vanished to pave the way for social
media platforms [2]. It was reported in 2017 that Facebook was the largest social media
platform, hosting more 1.9 million users world-wide [18]. The role of Facebook in the
spreading of fake news possibly has the biggest impact from all the social media
platforms [14]. It was reported that 44% of worldwide users get their news from
Facebook [14]. 23% of Facebook users have indicated that they have shared false
information, either knowingly or not [19]. The spreading of fake news is fuelled by
social media platforms and it is happening at an alarming pace [14].

3 Research Method

In this systematic literature review, a qualitative methodology was followed. A the-
matic approach was implemented to determine the factors and sub-factors that con-
tribute to the sharing and spreading of fake news. The study employed the following
search terms: (“Fake News” (NEAR/2) “Social Media”) AND (defin* OR Factors OR
Tools) (“Misinformation” (NEAR/2) “Social Media”) AND (defin* OR Factors OR
Tools).

In this literature review, only published journal articles between 2016 and 2019
were considered. This review is not be specific to certain sectors i.e. the health sector or
the tourism sector but rather consider on all elements that contribute to individuals
sharing false information.

Studies that are not in English have been excluded in this review. Only studies that
are related to the research question have been taken into account. This article does not
discuss the detection of fake news but rather the reasons behind the spreading of fake
news.
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The analysis consisted of four phases: identification phase; screening phase; eli-
gibility phase and inclusion phase. When conducting this literature review, the selec-
tion of articles were based on three main criteria: firstly, to search for and select articles
containing the search terms identified above; secondly, selection based on the title and
abstract of the article and finally selection based on the content of the article.

In the identification phase of this literature review, Science Direct and Emerald
Insight were selected to perform the literature review. Science Direct offered a total of
177 journal articles matching the search terms. Emerald Insight generated 121 journal
articles that matched the search terms. Continuing with the identification phase, the
various articles were then combined and the duplicates were removed. In the screening
phase of the source selection, all the article titles were carefully screened and a few
articles were excluded as unconvincing. The eligibility of the abstract in the remaining
articles were consulted and some articles were excluded based on the possible content
of the article. The rest of the articles were further thoroughly examined to determine if
they were valuable and valid to this research paper. Upon further evaluation, these final
remaining articles were further studied to make a final source selection.

4 Analysis of Findings

In this paper, possible reasons for and factors contributing to the sharing and spreading
of false information are discussed. The reasons are categorized under various factors
highlighted in the journal articles used to answer the research question. These factors
include: social factors, cognitive factors, political factors, financial factors and mali-
cious factors.

While conducting the literature review, 22 articles highlighted the social factors; 13
articles discussed the role that cognitive factors have in contributing to the sharing and
spreading of fake news; 13 articles highlighted the role of political factors; nine articles
discussed how financial gain could convince a social media users to spread false
information and 13 articles debated malicious factors and the effect that malicious
factors have on the sharing and spreading of false information.

Figure 1 gives a breakdown of all 38 articles containing references to all the sub-
categories listed above. It was clearly evident that the two single sub-categories of
social comparison and hate propaganda were the most debated. With the sub-factor,
knowledge and education, closely behind. A high percentage of the articles, 34.2% (13
of 38), refer to the effects of social comparison on the spreading of false information;
followed by 26.3% (10 of 38) of the articles referencing hate propaganda. Knowledge
and education was measured at 23.6% (9 of 38).

Furthermore, it was concluded that the majority of the 38 articles highlighted a
combination of the social factors i.e. conformity and peer influence, social comparison
and satire and humorous fakes, which measures at 60.5% (23 of 38). Where the
combination of the cognitive factors e.g. knowledge and education and ignorance
measured at 39.4% (15 of 38). Political factors and sub-factors e.g. political clickbaits
and political bots/cyborgs, were discussed in 34.2% (13 of 38) of the articles. In
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addition, financial factors e.g. advertising and financial clickbaits were referenced in
23.6% (9 of 38) of the journal articles. And lastly, malicious factors e.g. malicious bots
and cyborgs, hate propaganda and malicious clickbaits measured at 34.2% (13 of 38).

5 Discussion

5.1 Social Factors

Fake news stories are being promoted on social media platforms to deceive the public
for ideological gain [20]. In various articles it was stated that social media users are
more likely to seek information from people who are more like-minded or congruent
with their own opinions and attitudes [21, 22].

Conformity and Peer Influence. It is the need of an individual to match his or her
behaviour to a specific social group [9]. The desire that social media users have to
enhance themselves on social media platforms could blur the lines between real
information and false information [12]. Consequently, social media users will share
information to gain social approval and to build their image [12]. Recent studies have
shown that certain false information can be strengthened if it belongs to the individuals
in the same social environment [23]. The real power lies with those certain individuals
who are more vocal or influential [24]. The need for social media users to endorse
information or a message can be driven by the perception the social media user has
about the messenger [25]. These messengers or “influencers” can be anyone ranging
from celebrities to companies [24].

Studies show that messages on social media platforms, like Twitter, gain amplifi-
cation because the message or information is associated with certain users or influ-
encers [25]. Information exchanging depends on the ratings or the influential users

Fig. 1. Articles discussing the sub-categories of the spreading of fake news
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associated with the information [23]. Social media users’ influence among peers
enhance the impact and spreading of all types of information [25]. These social media
influencers have the ability to rapidly spread information to numerous social media
users [26]. The level of influence these influencers have, can amplify the impact of the
information [27].

The lack of related information in online communities could lead to individuals
sharing the information based on the opinions and behaviours of others [23]. Some
studies show that social media users will seek out or share information that reaffirms
their beliefs or attitudes [18].

Social Comparison. The whole driving force of the social media sphere is to post and
share information [1]. Social comparison can be defined as certain members within the
same social environment who share the same beliefs and opinions [12]. When they are
unable to evaluate certain information on their own, they adapt to compare themselves
to other members, within the same environment, with the same beliefs and opinions
[12]. The nature of social media allows social media users to spread information in real-
time [28]. Social media users generate interactions on social media platforms to gain
“followers” and to get “likes” which lead to an increasing amount of fake news web-
sites and accounts [10]. One of the biggest problems faced in the fake news dilemma, is
that social media users’ newsfeed on social media platforms, like Facebook, will
generally be populated with the user’s likes and beliefs, providing a breeding ground
for users with like-minded beliefs to spread false information among each other [16].
Social media users like to pursue information from other members in their social media
environment whose beliefs and opinions are most compatible with their own [21].

Social media algorithms designed to make suggestions or filter information based on
the social media users’ preferences [29]. The “like” button on social media platforms,
e.g. Facebook, becomes a measuring tool for the quality of information, which could
make social media users more willing to share the information if the information has
received multiple likes [30]. Social media users’ belief in certain information depends
on the number of postings or “re-Tweets” by other social media users who are involved
in their social media sphere [23]. One article mentioned that the false news spreading
process can be related to the patterns of the distribution of news among social media
users [31]. The more a certain piece of information is shared and passed along the more
power it gains [6].

This “endorsing” behaviour results in the spreading of misleading information [25].
It is also known as the “herding” behaviour and is common among social media where
individuals review and comment on certain items [23]. It is also referred to as the
“bandwagon effect” where individuals blindly concentrate on certain information based
on perceived trends [32]. The only thing that matters is that the information falls in line
with what the social media user wants to hear and believe [16]. Many studies also refer
to it as the “filter bubble effect” where social media users use social media platforms to
suggest or convince other social media users of their cause [33]. Communities form as
a result of these filter bubbles where social media users cut themselves off from any
other individual that might not share the same beliefs or opinions [33]. It was found that
social media users tend to read news or information that are ideologically similar to
their own ideologies [29].
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Satire and Humorous Fakes. Some of the content on social media are designed to
amuse users and are made to deceive people into thinking that it is real news [2]. Satire
is referred to as criticising or mocking ideas or opinions of people in an entertaining or
comical way [7, 29]. These satire articles consist of jokes or forms of sarcasm that can
be written by everyday social media users [10]. Most satire articles are designed to
mislead and instruct certain individuals [13]. Some social media users will be con-
vinced that it is true information and will thus share the information [2].

5.2 Cognitive Factors

The study of cognition is the ability of an individual to make sense of certain topics or
information by executing a process of reasoning and understanding [34]. It is the ability
of an individual to understand thought and execute valid reasoning and understanding
of concept [34]. With an increasing amount of information being shared across social
media platforms it can be challenging for social media users to determine which of the
information is closest to the original source [22]. The issue of individuals not having
the ability to distinguish between real and fake news have been raised in many articles
[10]. Users of social media tend to not investigate the information they are reading or
sharing [2]. This can therefore lead to the rapid sharing and spreading of any unchecked
information across social media platforms [2].

Knowledge and Education. An important aspect of surfing social media is the ability
of the social media users to distinguish between what is real and what is fake [10]. The
trustworthiness of a certain article is based on how successful the exchange of the
articles are [12]. The more successful the exchange, the more likely social media users
will share the information [12]. Social media users make supposedly reasonable jus-
tifications to determine the authenticity of the information provided [35].

People creating fake news websites and writing false information exploit the non-
intellectual characteristics of some people [13]. For social media users to determine if
the information they received is true or false, expert judgement of content is needed [1].

In a recent study, it was found that many social media users judge the credibility of
certain information based on detail and presentation, rather than the source [11]. Some
individuals determine the trustworthiness of information provided to them through
social media on how much detail and content it contains [11].

It is believed that people are unable to construe information when the information
given to them, are conflicting with their existing knowledge base [34]. Most social
media users lack the related information to make a thorough evaluation of the particular
news source [23]. For many years, companies and people have been creating fake news
articles to capitalize on the non-intellectual characteristics of certain individuals [13].

Ignorance. A driving force of the spreading of false information is that social media
users undiscerningly forward false information [5] A reason for the spreading of false
information in many cases are inattentive individuals who do not realise that some
websites mimic real websites [2]. These false websites are designed to look like the real
website but in essence only contain false information. Social media users tend to share
information containing a provocative headline, without investigating the facts and
sources [16]. The absence of fact-checking by social media users on social media
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platforms, increases the spreading of false information [2]. Social media users tend to
share information without verifying the source or the reliability of the content [2].
Information found on social media platforms, like Twitter, are sometimes not even read
before they are being spread among users, without any investigation into the source of
the information [16]. As mentioned earlier in Sect. 5.1, the bandwagon effect causes
individuals to share information without making valued judgement [32].

5.3 Political Factors

The spreading of false political information have increased due to the emergence of
streamline media environments [22]. There has been a considerable amount of research
done on the influence of fake news on the political environment [14, 18]. By creating
false political statements, voters can be convinced or persuaded to change their opin-
ions [3]. Critics reported that in the national election in the UK (regarding the nation’s
withdrawal out of the EU) and the 2016 presidential election in the US, a number of
false information was shared on social media platforms that have influenced the out-
come of the results [8, 22]. Social media platforms, like Facebook, came under fire in
the 2016 US presidential election, when fake news stories from unchecked sources
were spread among many users [10]. The spreading of such fake news have the sole
purpose of changing the public’s opinion [8, 29].

Various techniques can be used to change the public’s opinion. These techniques
include repeatedly retweeting or sharing messages often with the use of bots or cyborgs
[15]. It also includes misleading hyperlinks that lures the social media user to more
false information [15].

Political Clickbaits. Clickbaits are defined as sources that provide information but use
misleading and sensational headiness to attract individuals [16]. In the 2016 US
presidential elections it was apparent that clickbaits were used to shape peoples’
opinions [4]. In a recent study it was found that 43% (13 of 30) false news stories were
shared on social media platforms, like Twitter, with links to non-credible news web-
sites [22].

Webpages are purposely created to resemble real webpages for political gain [3].
News sources with URLs similar to the real website URL have been known to spread
political fake news pieces, which could influence the opinion of the public [10].

Political Bots/Cyborgs. A social media users’ content online is managed by algo-
rithms to reflect his or her prior choices [22]. Algorithms designed to fabricate reports
are one of the main causes of the spreading of false information [33]. In recent years,
the rapid growth of fake news have led to the belief that cyborgs and bots are used to
increase the spreading of misinformation on social media [22]. In the 2016 US election
social bots were used to lead social media users to fake news websites to influence their
opinions on the candidates [3]. Hundreds of bots were created in the 2016 US presi-
dential elections to lure people to websites with false information [3] These social bots
can spread information through social media platforms and participate in online social
communities [3].
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5.4 Financial Factors

One of the biggest problems with fake news is that it allows the writers to receive
monetary incentives [13]. Misleading information and stories are promoted on social
media platforms to deceive social media users for financial gain [20, 29].

One of the main goals of fake news accounts are to generate traffic to their specific
website [10]. Articles with attractive headlines lure social media users to share false
information thousands of times [2]. Many companies use social media as a platform to
advertise their products or to promote their products [26].

Advertising. People earn money through clicks and views [36]. The more times the
link is clicked the more advertising money is generated [16]. Every click corresponds
to advertising revenue for the content creator [16]. The more traffic companies or social
media users get to their fake news page, the more profit through advertising can be
earned [10]. The only way to prevent financial gain for the content creator is inaction
[16]. Most advertising companies are more interested in how many social media users
will be exposed to their product rather than the possible false information displayed on
the page where their advertisement is displayed [13]. Websites today are not restricted
on the content displayed to the public, as long as they attract users [13]. This explains
how false information is monetized, providing monetary value for writers to display
sensational false information [13].

Financial Clickbaits. Clickbaits are used to lure individuals to other websites or
articles for financial gain [2]. One of the main reasons for falsifying information is to
earn money through clicks and views [36]. Writers focus on sensational headlines rather
than truthful information [13]. Appeal rather than truthfulness drives information [5].
These attractive headlines deceive individuals into sharing certain false information [2].

Clickbaits are purposely implemented to misguide or redirect social media users to
increase the views and web traffic of certain websites for online advertising earnings
[4]. Social media users end up spending only a short time on these websites [4].
Clickbaits have been indicated as one of the main reasons behind the spreading of false
information [2].

5.5 Malicious Factors

Studies debating the trustworthiness of information and veracity analytics of online
content have increased recently due to the rise in fake news stories [37]. Social media
has become a useful way for individuals to share information and opinions about
various topics [3]. Unfortunately, many users share information with malicious intent
[3]. Malicious users, also referred to as “trolls”, often engage in online communication
to manipulate other social media users and to spread rumours [37].

Malicious websites are specifically created for the spreading of fake news [2].
Malicious entities use false information to disrupt daily activities like the health–sector
environment, the stock markets or even the opinions people have on certain products
[3]. Some online fake news stories are purposely designed to target victims [3].
Websites, like Reddit, have been known as platforms where users can get exposed to

230 M. Celliers and M. Hattingh



bullying [38]. Some individuals have been known to use the social media platform to
cause confusion and fear among others [39].

Malicious Bots/Cyborgs. Malicious users, with the help of bots, target absent-minded
individuals who do not check the article facts or source before sharing it on social media
[2]. These AI powered bots are designed to mimic human behaviour and characteristics,
and are used to corrupt online conversations with unwanted and misleading advertise-
ments [38]. In recent studies it was found that social bots are being created to distribute
malware and slander to damage an individual’s beliefs and trust [3].

Hate Propaganda. Many argue that the sharing of false information fuel vindictive
behaviour among social media users [12]. Some fake news websites or pages are
specifically designed to harm a certain user’s reputation [5, 10]. Social media influencers
influence users’ emotional and health outcomes [12]. Fake news creators specifically
target users with false information [3]. This false information is specifically designed to
deceive and manipulate social media users [21]. Fake news stories like this, intend to
mislead the public and generate false beliefs [21]. In some cases, hackers have been
known to send out fake requests to social media users to gain access to their personal
information [39]. The spreading of hoax has also become a problem on social media.
The goal of hoaxes is to manipulate the opinion of the public and to maximize public
attention [35]. Social spammers have also become more popular over the last few years
with the goal to launch different kinds of attacks on social media users, for example
spreading viruses or phishing [2]. Fake reviews have also been known to disrupt the
online community through writing reviews that typically aim to direct people away from
a certain product or person [2]. Another method used by various malicious users, is to
purchase fake followers to spread harmful malware more swiftly [26].

Malicious Clickbaits. It was reported on in a previous article that employees in a
certain company clicked on a link, disguised as important information, where they
provide sensitive and important information to perpetrators [4]. Malicious users
intending to spread malware and phishing hide behind a fake account to further increase
their activities [26]. Clickbaits in some cases are designed to disrupt interactions or to
lure individuals into arguing in disturbed online interactions or communications [37].
These clickbaits have also been known to include malicious code as part of the webpage
[4]. This will cause the social media users to download malware onto their device once
they select the link [4].

6 Conclusion

Various articles were used to identify and study the factors and reasons involved in the
sharing and spreading of misinformation on social media. Upon retrieving multiple
reasons for the spreading of false information, they were categorized into main factors
and sub-factors. These factors included social factors, cognitive factors, political fac-
tors, financial factors and malicious factors. Considering the rapidly expanding social
media environment, it was found that especially social factors have a very significant
influence in the sharing of fake news on social media platforms. Its sub-factors of
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conformity and peer-influence; social comparison and satire and humorous fakes have
great influence when deciding to share false information. Secondly, it was concluded
that malicious factors like hate propaganda also fuel the sharing of false information
with the possibility to financially gain or to do harm.

In addition, it was concluded from this review that knowledge and education plays
a very important role in the sharing of false information, where social media users
sometimes lack the logic, reasoning and understanding of certain information. It was
also evident that social media users may sometimes be ignorant and indifferent when
sharing and spreading information. Fact-checking resources are available but the
existence thereof is fairly unknown and therefore often unused. Hopefully better
knowledge and education will encourage a desire among social media users to be more
aware of possible unchecked information and the sources of information and to stop the
forwarding of false information. A better understanding of the motives behind the
sharing of false information can potentially prepare social media users to be more
vigilant when sharing information on social media. The goal of this literature review
was only to identify the factors that drive the spreading of fake news on social media
platforms and did not fully address the dilemma of combatting the sharing and
spreading of false information.

While this literature review sheds light on the motivations behind the spreading of
false information, it does not highlight the ways in which one can detect false infor-
mation. This proposes further suggestions for follow-up research or literature studies
using these factors in an attempt to detect and limit or possibly eradicate the spreading
of false information across social media platforms. Despite the limitations of this
literature review, it helps to educate and provide insightful knowledge to social media
users who share information across social media platforms.
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Abstract. With the large amount of news currently being published online, the
ability to evaluate the credibility of online news has become essential. While
there are many studies involving fake news and tools on how to detect it, there is
a limited amount of work that focuses on the use of information literacy to assist
people to critically access online information and news. Critical thinking, as a
form of information literacy, provides a means to critically engage with online
content, for example by looking for evidence to support claims and by evalu-
ating the plausibility of arguments. The purpose of this study is to investigate the
current state of knowledge on the use of critical thinking to identify fake news.
A systematic literature review (SLR) has been performed to identify previous
studies on evaluating the credibility of news, and in particular to see what has
been done in terms of the use of critical thinking to evaluate online news. During
the SLR’s sifting process, 22 relevant studies were identified. Although some of
these studies referred to information literacy, only three explicitly dealt with
critical thinking as a means to identify fake news. The studies on critical
thinking noted critical thinking as an essential skill for identifying fake news.
The recommendation of these studies was that information literacy be included
in academic institutions, specifically to encourage critical thinking.

Keywords: Critical thinking � Fake news � Information literacy � Systematic
literature review

1 Introduction

The information age has brought a significant increase in available sources of infor-
mation; this is in line with the unparalleled increase in internet availability and con-
nection, in addition to the accessibility of technological devices [1]. People no longer
rely on television and print media alone for obtaining news, but increasingly make use
of social media and news apps. The variety of information sources that we have today
has contributed to the spread of alternative facts [1]. With over 1.8 billion active users
per month in 2016 [2], Facebook accounted for 20% of total traffic to reliable websites
and up to 50% of all the traffic to fake news sites [3]. Twitter comes second to
Facebook, with over 400 million active users per month [2]. Posts on social media
platforms such as Facebook and Twitter spread rapidly due to how they attempt to grab
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the readers’ attention as quickly as possible, with little substantive information pro-
vided, and thus create a breeding ground for the dissemination of fake news [4].

While social media is a convenient way of accessing news and staying connected to
friends and family, it is not easy to distinguish real news from fake news on social
media [5]. Social media continues to contribute to the increasing distribution of user-
generated information; this includes hoaxes, false claims, fabricated news and con-
spiracy theories, with primary sources being social media platforms such as Facebook
and Twitter [6]. This means that any person who is in possession of a device, which can
connect to the internet, is potentially a consumer or distributor of fake news. While
social media platforms and search engines do not encourage people to believe the
information being circulated, they are complicit in people’s propensity to believe the
information they come across on these platforms, without determining their validity [6].
The spread of fake news can cause a multitude of damages to the subject; varying from
reputational damage of an individual, to having an effect on the perceived value of a
company [7].

The purpose of this study is to investigate the use of critical thinking methods to
detect news stories that are untrue or otherwise help to develop a critical attitude to online
news. This work was performed by means of a systematic literature review (SLR). The
paper is presented as follows. The next section provides background information on fake
news, its importance in the day-to-day lives of social media users and how information
literacy and critical thinking can be used to identify fake news. Thereafter, the SLR
research approach is discussed. Following this, the findings of the review are reported,
first in terms of descriptive statistics and the in terms of a thematic analysis of the
identified studies. The paper ends with the Conclusion and recommendations.

2 Background: Fake News, Information Literacy and Critical
Thinking

This section discusses the history of fake news, the fake news that we know today and
the role of information literacy can be used to help with the identification of fake news.
It also provides a brief definition of critical thinking.

2.1 The History of Fake News

Although fake news has received increased attention recently, the term has been used
by scholars for many years [4]. Fake news emerged from the tradition of yellow
journalism of the 1890s, which can be described as a reliance on the familiar aspects of
sensationalism—crime news, scandal and gossip, divorces and sex, and stress upon the
reporting of disasters, sports sensationalism as well as possibly satirical news [5]. The
emergence of online news in the early 2000s raised concerns, among them being that
people who share similar ideologies may form “echo chambers” where they can filter
out alternative ideas [2]. This emergence came about as news media transformed from
one that was dominated by newspapers printed by authentic and trusted journalists to
one where online news from an untrusted source is believed by many [5]. The term
later grew to describe “satirical news shows”, “parody news shows” or “fake-news
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comedy shows” where a television show, or segment on a television show was dedi-
cated to political satire [4]. Some of these include popular television shows such as
The Daily Show (now with Trevor Noah), Saturday Night Live’s “The Weekend
Update” segment, and other similar shows such as Last Week Tonight with John Oliver
and The Colbert Report with Stephen Colbert [4]. News stories in these shows were
labelled “fake” not because of their content, but for parodying network news for the use
of sarcasm, and using comedy as a tool to engage real public issues [4]. The term “Fake
News” further became prominent during the course of the 2016 US presidential
elections, as members of the opposing parties would post incorrect news headlines in
order to sway the decision of voters [6].

2.2 Fake News Today

The term fake news has a more literal meaning today [4]. The Macquarie Dictionary
named fake news the word of the year for 2016 [8]. In this dictionary, fake news is
described it as a word that captures a fascinating evolution in the creation of deceiving
content, also allowing people to believe what they see fit. There are many definitions
for the phrase, however, a concise description of the term can be found in Paskin [4]
who states that certain news articles originating from either social media or mainstream
(online or offline) platforms, that are not factual, but are presented as such and are not
satirical, are considered fake news. In some instances, editorials, reports, and exposés
may be knowingly disseminating information with intent to deceive for the purposes of
monetary or political benefit [4].

A distinction amongst three types of fake news can be made on a conceptual level,
namely: serious fabrications, hoaxes and satire [3]. Serious fabrications are explained
as news items written on false information, including celebrity gossip. Hoaxes refer to
false information provided via social media, aiming to be syndicated by traditional
news platforms. Lastly, satire refers to the use of humour in the news to imitate real
news, but through irony and absurdity. Some examples of famous satirical news
platforms in circulation in the modern day are The Onion and The Beaverton, when
contrasted with real news publishers such as The New York Times [3].

Although there are many studies involving fake news and tools on how to detect it,
there is a limited amount of academic work that focuses on the need to encourage
information literacy so that people are able to critically access the information they
have been presented, in order to make better informed decisions [9].

Stein-Smith [5] urges that information/media literacy has become a more critical
skill since the appearance of the notion of fake news has become public conversation.
Information literacy is no longer a nice-to-have proficiency but a requirement for
interpreting news headlines and participation in public discussions. It is essential for
academic institutions of higher learning to present information literacy courses that will
empower students and staff members with the prerequisite tools to identify, select,
understand and use trustworthy information [1]. Outside of its academic uses, infor-
mation literacy is also a lifelong skill with multiple applications in everyday life [5].
The choices people make in their lives, and opinions they form need to be informed by
the appropriate interpretation of correct, opportune, and significant information [5].
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2.3 Critical Thinking

Critical thinking covers a broad range of skills that includes the following: verbal
reasoning skills; argument analysis; thinking as hypothesis testing; dealing with like-
lihood and uncertainties; and decision making and problem solving skills [10]. For the
purpose of this study, where we are concerned with the evaluation of the credibility of
online news, the following definition will be used: critical thinking is “the ability to
analyse and evaluate arguments according to their soundness and credibility, respond to
arguments and reach conclusions through deduction from given information” [11]. In
this study, we want to investigate how the skills mentioned by [11] can be used as part
of information literacy, to better identify fake news.

The next section presents the research approach that was followed to perform
the SLR.

3 Research Method

This section addresses the research question, the search terms that were applied to a
database in relation to the research question, as well as the search criteria used on the
search results. The following research question was addressed in this SLR:

• What is the role of critical thinking in identifying fake news, according to previous
studies?

The research question was identified in accordance to the research topic. The intention
of the research question is to determine if the identified studies in this review provide
insights into the use of critical thinking to evaluate the credibility of online news and in
particular to identify fake news.

Delimitations. In the construction of this SLR, the following definitions of fake news
and other related terms have been excluded, following the suggestion of [2]:

• Unintentional reporting mistakes;
• Rumours that do not originate from a particular news article;
• Conspiracy theories;
• Satire that is unlikely to be misconstrued as factual;
• False statements by politicians; and
• Reports that are slanted or misleading, but not outright false.

Search Terms. The database tool used to extract sources to conduct the SLR was
Google Scholar (https://scholar.google.com). The process for extracting the sources
involved executing the search string on Google Scholar and the retrieval of the articles
and their meta-data into a tool called Mendeley, which was used for reference
management.

The search string used to retrieve the sources was defined below:
(“critical think*” OR “critically (NEAR/2) reason*” OR “critical (NEAR/2)

thought*” OR “critical (NEAR/2) judge*” AND “fake news” AND (identify* OR
analyse* OR find* OR describe* OR review).
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To construct the search criteria, the following factors have been taken into con-
sideration: the research topic guided the search string, as the key words were used to
create the base search criteria. The second step was to construct the search string
according to the search engine requirements on Google Scholar.

Selection Criteria. The selection criteria outlined the rules applied in the SLR to
identify sources, narrow down the search criteria and focus the study on a specific
topic. The inclusion and exclusion criteria are outlined in Table 1 to show which filters
were applied to remove irrelevant sources.

Source Selection. The search criteria were applied on the online database and 91
papers were retrieved. The criteria in Table 1 were used on the search results in order to
narrow down the results to appropriate papers only.

PRISMA Flowchart. The selection criteria included four stages of filtering and this is
depicted in Fig. 1. In then Identification stage, the 91 search results from Google
Scholar were returned and 3 sources were derived from the sources already identified
from the search results, making a total of 94 available sources. In the screening stage,
no duplicates were identified. After a thorough screening of the search results, which
included looking at the availability of the article (free to use), 39 in total records were
available – to which 55 articles were excluded. Of the 39 articles, nine were excluded
based on their titles and abstract being irrelevant to the topic in the eligibility stage.
A final list of 22 articles was included as part of this SLR. As preparation for the data
analysis, a data extraction table was made that classified each article according to the
following: article author; article title; theme (a short summary of the article); year;
country; and type of publication. The data extraction table assisted in the analysis of
findings as presented in the next section.

Table 1. Inclusion and exclusion criteria for paper selection

Inclusion criteria Exclusion criteria

Publications related to alternative facts, fake
news and fabrications

Publications related to alternative facts, fake
news and fabrications

Academic journals published in information
technology and related fields

Academic journals published in information
technology and related fields

Academic journals should outline critical
thinking, techniques of how to identify fake
news or reviewing fake news using critical
thinking

Academic journals should outline critical
thinking, techniques of how to identify fake
news or reviewing fake news using critical
thinking

Academic journals should include an abstract Academic journals should include an abstract
Publications related to alternative facts, fake
news and fabrications
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4 Analysis of Findings

4.1 Descriptive Statistics

Due to the limited number of relevant studies, the information search did not have a
specified start date. Articles were included up to 31 August 2019. The majority of the
papers found were published in 2017 (8 papers) and 2018 (9 papers). This is in line
with the term “fake news” being announced the word of the year in the 2016 [8].

Fig. 1. PRISMA flowchart
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The selected papers were classified into themes. Figure 2 is a Venn diagram that
represents the overlap of articles by themes across the review. Articles that fall under
the “fake news” theme had the highest number of occurrences, with 11 in total. Three
articles focused mainly on “Critical Thinking”, and “Information Literacy” was the
main focus of four articles. Two articles combined all three topics of critical thinking,
information literacy, and fake news.

An analysis of the number of articles published per country indicate that the US had
a dominating amount of articles published on this topic, a total of 17 articles - this
represents 74% of the selected articles in this review. The remaining countries where
articles were published are Australia, Germany, Ireland, Lebanon, Saudi Arabia, and
Sweden - with each having one article published.

In terms of publication type, 15 of the articles were journal articles, four were
reports, one was a thesis, one was a magazine article and one, a web page.

4.2 Discussion of Themes

The following emerged from a thematic analysis of the articles.

Fake News

Fake News and Accountability. With the influence that social media has on the drive of
fake news [2], who then becomes responsible for the dissemination and intake of fake
news by the general population? The immediate assumption is that in the digital age,
social media platforms like Facebook and Twitter should be able to curate information,
or do some form of fact-checking when posts are uploaded onto their platforms [12],
but that leans closely to infringing on freedom of speech. While different authors agree
that there need to be measures in place for the minimisation of fake news being spread
[12, 13], where that accountability lies differs between the authors. Metaxas and
Mustafaraj [13] aimed to develop algorithms or plug-ins that can assist in trust and
postulated that consumers should be able to identify misinformation, thus making an
informed decision on whether to share that information or not. Lazer et al. [12] on the
other hand, believe the onus should be on the platform owners to put restrictions on the
kind of data distributed. Considering that the work by Metaxas and Mustafaraj [13] was

Fig. 2. Venn diagram depicting the overlap of articles by main focus
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done seven years ago, one can conclude that the use of fact-checking algorithms/plug-
ins has not been successful in curbing the propulsion of fake news.

Fake News and Student Research. There were a total of four articles that had a focus
on student research in relation to fake news. Harris, Paskin and Stein-Smith [4, 5, 14]
all agree that students do not have the ability to discern between real and fake news.
A Stanford History Education Group study reveals that students are not geared up for
distinguishing real from fake news [4]. Most students are able to perform a simple
Google search for information; however, they are unable to identify the author of an
online source, or if the information is misleading [14]. Furthermore, students are not
aware of the benefits of learning information literacy in school in equipping them with
the skills required to accurately identify fake news [5]. At the Metropolitan Campus of
Fairleigh Dickson University, librarians have undertaken the role of providing training
on information literacy skills for identifying fake news [5].

Fake News and Social Media. A number of authors [6, 15] are in agreement that social
media, the leading source of news, is the biggest driving force for fake news. It
provides substantial advantage to broadcast manipulated information. It is an open
platform of unfiltered editors and open to contributions from all. According to Nielsen
and Graves as well as Janetzko, [6, 15], people are unable to identify fake news
correctly. They are likely to associate fake news with low quality journalism than false
information designed to mislead. Two articles, [15] and [6] discussed the role of critical
thinking when interacting on social media. Social media presents information to us that
has been filtered according to what we already consume, thereby making it a challenge
for consumers to think critically. The study by Nielsen and Graves [6] confirm that
students’ failure to verify incorrect online sources requires urgent attention as this could
indicate that students are a simple target for presenting manipulated information.

Fake News That Drive Politics. Two studies mention the effect of social and the spread
of fake news, and how it may have propelled Donald Trump to win the US election in
2016 [2, 16]. Also, [8] and [2] mention how a story on the Pope supporting Trump in
his presidential campaign, was widely shared (more than a million times) on Facebook
in 2016. These articles also point out how in the information age, fact-checking has
become relatively easy, but people are more likely to trust their intuition on news
stories they consume, rather than checking the reliability of a story. The use of paid
trolls and Russian bots to populate social media feeds with misinformation in an effort
to swing the US presidential election in Donald Trump’s favour, is highlighted [16].
The creation of fake news, with the use of alarmist headlines (“click bait”), generates
huge traffic into the original websites, which drives up advertising revenue [2]. This
means content creators are compelled to create fake news, to drive ad revenue on their
websites - even though they may not be believe in the fake news themselves [2].

Information Literacy. Information literacy is when a person has access to informa-
tion, and thus can process the parts they need, and create ways in which to best use the
information [1]. Teaching students the importance of information literacy skills is key,
not only for identifying fake news but also for navigating life aspects that require
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managing and scrutinising information, as discussed by [1, 17], and [9]. Courtney [17]
highlights how journalism students, above students from other disciplines, may need to
have some form of information literacy incorporated into their syllabi to increase their
awareness of fake news stories, creating a narrative of being objective and reliable news
creators. Courtney assessed different universities that teach journalism and media-
related studies, and established that students generally lack awareness on how useful
library services are in offering services related to information literacy. Courtney [17]
and Rose-Wiles [9] discuss how the use of library resources should be normalised to
students. With millennials and generation Z having social media as their first point of
contact, Rose-Wiles [9] urges universities, colleges and other academic research
institutes to promote the use of more library resources than those from the internet, to
encourage students to lean on reliable sources. Overall, this may prove difficult,
therefore Rose-Wiles [9] proposes that by teaching information literacy skills and
critical thinking, students can use these skills to apply in any situation or information
source.

Referred to as “truth decay”, people have reached a point where they no longer need
to agree with facts [18]. Due to political polarisation, the general public hold the
opinion of being part of an oppressed group of people, and therefore will believe a
political leader who appeals to that narrative [18]. There needs to be tangible action put
into driving civil engagement, to encourage people to think critically, analyse infor-
mation and not believe everything they read.

Critical Thinking. Only three of the articles had critical thinking as a main theme.
Bronstein et al. [19] discuss how certain dogmatic and religious beliefs create a ten-
dency in individuals to belief any information given, without them having a need to
interrogate the information further and then deciding ion its veracity. The article further
elaborates how these individuals are also more likely to engage in conspiracy theories,
and tend to rationalise absurd events. Bronstein et al.’s [19] study conclude that
dogmatism and religious fundamentalism highly correlate with a belief in fake news.
Their study [19] suggests the use of interventions that aim to increase open-minded
thinking, and also increase analytical thinking as a way to help religious, curb belief in
fake news. Howlett [20] describes critical thinking as evidence-based practice, which is
taking the theories of the skills and concepts of critical thinking and converting those
for use in everyday applications. Jackson [21] explains how the internet purposely
prides itself in being a platform for “unreviewed content”, due to the idea that people
may not see said content again, therefore it needs to be attention-grabbing for this
moment, and not necessarily accurate. Jackson [21] expands that social media affected
critical thinking in how it changed the view on published information, what is now seen
as old forms of information media. This then presents a challenge to critical thinking in
that a large portion of information found on the internet is not only unreliable, it may
also be false. Jackson [21] posits that one of the biggest dangers to critical thinking may
be that people have a sense of perceived power for being able to find the others they
seek with a simple web search. People are no longer interested in evaluation the
credibility of the information they receive and share, and thus leading to the propa-
gation of fake news [21].
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5 Discussion of Findings

The aggregated data in this review has provided insight into how fake news is per-
ceived, the level of attention it is receiving and the shortcomings of people when
identifying fake news. Since the increase in awareness of fake news in 2016, there has
been an increase in academic focus on the subject, with most of the articles published
between 2017 and 2018. Fifty percent of the articles released focused on the subject of
fake news, with 18% reflecting on information literacy, and only 13% on critical
thinking.

The thematic discussion grouped and synthesised the articles in this review
according to the main themes of fake news, information literacy and critical thinking.
The Fake news and accountability discussion raised the question of who becomes
accountable for the spreading of fake news between social media and the user. The
articles presented a conclusion that fact-checking algorithms are not successful in
reducing the dissemination of fake news. The discussion also included a focus on fake
news and student research, whereby a Stanford History Education Group study
revealed that students are not well educated in thinking critically and identifying real
from fake news [4]. The Fake news and social media discussion provided insight on
social media is the leading source of news as well as a contributor to fake news. It
provides a challenge for consumers who are not able to think critically about online
news, or have basic information literacy skills that can aid in identifying fake news.
Fake news that drive politics highlighted fake news’ role in politics, particularly the
2016 US presidential elections and the influence it had on the voters [22].

Information literacy related publications highlighted the need for educating the
public on being able to identify fake news, as well as the benefits of having information
literacy as a life skill [1, 9, 17]. It was shown that students are often misinformed about
the potential benefits of library services. The authors suggested that university libraries
should become more recognised and involved as role-players in providing and assisting
with information literacy skills.

The articles that focused on critical thinking pointed out two areas where a lack of
critical thinking prevented readers from discerning between accurate and false infor-
mation. In the one case, it was shown that people’s confidence in their ability to find
information online gave made them overly confident about the accuracy of that
information [21]. In the other case, it was shown that dogmatism and religious fun-
damentalism, which led people to believe certain fake news, were associated with a
lack of critical thinking and a questioning mind-set [21].

The articles that focused on information literacy and critical thinking were in
agreement on the value of promoting and teaching these skills, in particular to the
university students who were often the subjects of the studies performed.

6 Conclusion

This review identified 22 articles that were synthesised and used as evidence to
determine the role of critical thinking in identifying fake news. The articles were
classified according to year of publication, country of publication, type of publication
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and theme. Based on the descriptive statistics, fake news has been a growing trend in
recent years, predominantly in the US since the presidential election in 2016. The
research presented in most of the articles was aimed at the assessment of students’
ability to identify fake news. The various studies were consistent in their findings of
research subjects’ lack of ability to distinguish between true and fake news.

Information literacy emerged as a new theme from the studies, with Rose-Wiles [9]
advising academic institutions to teach information literacy and encourage students to
think critically when accessing online news. The potential role of university libraries to
assist in not only teaching information literacy, but also assisting student to evaluate the
credibility of online information, was highlighted. The three articles that explicitly dealt
with critical thinking, all found critical thinking to be lacking among their research
subjects. They further indicated how this lack of critical thinking could be linked to
people’s inability to identify fake news.

This review has pointed out people’s general inability to identify fake news. It
highlighted the importance of information literacy as well as critical thinking, as
essential skills to evaluate the credibility of online information.

The limitations in this review include the use of students as the main participants in
most of the research - this would indicate a need to shift the academic focus towards
having the general public as participants. This is imperative because anyone who
possesses a mobile device is potentially a contributor or distributor of fake news.

For future research, it is suggested that the value of the formal teaching of infor-
mation literacy at universities be further investigated, as a means to assist students in
assessing the credibility of online news. Given the very limited number of studies on
the role of critical thinking to identify fake news, this is also an important area for
further research.
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Abstract. The emergence of Citizen Relationship Management (CzRM) for
government plays a central role in developing citizen relationships and
e-participation. As such, the South African government has shown its com-
mitment towards citizenry and the provision of effective service delivery. Social
Media Analytics (SMA) has emerged as a potential new solution to support
decision-making for service delivery in CzRM. It is believed that the demand for
SMA adoption will increasingly rise. However, the reality of social media Big
Data comes with the challenges of analysing it in a way that brings Big Value.
The purpose of this paper is to identify the challenges of social media Big Data
Analytics (BDA) and to incorporate these in a conceptual model that can be used
by governments to support the e-participation of citizens. The model was
developed through a systematic literature review (SLR). The findings revealed
that data challenges relate to designing an optimal architecture for analysing data
that caters for both historic data and real-time data at the same time. The paper
highlight that process challenges relate to all the activities in the data lifecycle
such as data acquisition and warehousing; data mining and cleaning; data
aggregation and integration; analysis and modelling; and data interpretation. The
paper also identifies six types of data management challenges: privacy, security,
data governance, data and information sharing, cost/operational expenditures,
and data ownership.

Keywords: Citizen Relationship Management � Data lifecycle � Big Data � Big
Data Analytics � e-Participation � Social Media Analytics

1 Introduction

Social Media Analytics (SMA) can provide a decision-making framework that can
influence the quality of social media Big Data for citizen e-participation; however, this
attempt will need well-defined tools and guidelines for the usage thereof [1]. SMA has
also the potential to use advanced techniques to analyse patterns in social media data to
enable informed and insightful decision-making for Citizen Relationship Management
(CzRM) [2, 3]. CzRM is the growing effort of governments around the world to strive
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to respond rapidly to their citizens by fostering a closer relationship with them, thereby
creating more efficient service delivery and e-participation. e-Participation often
empowers citizens through social media to act in bottom-up decision-making pro-
cesses. Information and Communication Technology (ICT) has led to the rise of
e-participation, whereby governments adopt digital tools to promote citizen involve-
ment in what is referred to as “CzRM” [4]. Recently, [5] argued that the potential of
Big Data for digital tools is often not met since it presents a data set that is so large or
complex that it is difficult to process and manage this data using traditional data
processing and management applications. The effective and efficient storage and
retrieval of vast amounts of structured as well as unstructured data, referred to as Big
Data, remains a challenge [6].

The many advantages of social media for government have been highlighted in
several studies [7–10]. Some of these advantages are improved service delivery,
improved decision-making, transparency, an improved organisation image and more
inclusive policy processes. However, [11, 12] report that governments lack valid and
reliable measures for determining and analysing the effects of social media. Without
these measures they remain unable to align their social media initiatives with organi-
sational strategies and ultimately create business value. Several studies [13–15] indicate
that the use of social media and ICTs in a government context increases collaboration
amongst stakeholders, enabling feedback and promoting citizen e-participation.

Whilst there are a few studies of social media adoption in Africa that show evidence
of developing countries joining the social media race [16], there are very few studies
reporting on social media Big Data, BDA or SMA in these countries. The most popular
social media platforms used in Africa were found to be Twitter and Facebook [17].
Twitter was mostly used for political election campaigns, political movements,
strategies for African tourism on cultural heritage, and topic models, while Facebook
was mostly used for political revolutions, communication and health delivery.

The main problem identified in this paper is that existing models are more focused
on SMA and Big Data Analytics (BDA) in general [18–21] and are not specific to
social media BDA (i.e. SMA) for citizen e-participation. They also do not consider the
data value chain or the challenges for addressing service delivery and citizen
e-participation with social media. There is also a lack of related research in Africa. This
gap was addressed by conducting a systematic literature review (SLR) in order to
design a conceptual model. The structure of the paper is as follows: Sect. 2 provides an
overview of the research question and method adopted in the research. Section 3
reports on review findings: the data lifecycle and SMA challenges. Section 4 reports on
discussions and implications for research in Africa. Section 5 concludes the paper and
provides an agenda for future possible research.

2 Research Question and Method

The research reported on in this paper adopted the SLR approach to answering research
questions as proposed by [22]. The SLR will contribute by means of identifying,
evaluating and interpreting all available research relevant to the main research question
for this study: “What are the challenges of social media Big Data for addressing the
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e-participation of citizens?”. The SLR adopted followed the five steps proposed by
[23] as shown in Fig. 1. They are: framing questions for a review; identifying relevant
work; assessing the quality of studies; summarising the evidence; and interpreting the
findings.

2.1 Framing Questions for a Review

The problems that were addressed by the review were specified in the form of clear,
unambiguous and structured questions before beginning the review work.

2.2 Identifying Relevant Work

The search for studies was extensive and multiple sources (both computerised and
printed) were searched using keywords including “BDA, social media, SMA”. A total of
87 papers were used in this research, however, a total of 54 papers were sampled and
selected for more detailed analysis. The study selection criteria flowed directly from the
review question. Papers older than seven years were excluded as SMA is a nascent
phenomenon in the field of Information Systems.

2.3 Assessing the Quality of Studies

In Step 3, the 54 selected studies from Step 2 were subjected to a more refined quality
assessment by use of general critical appraisal guides and design-based quality
checklists. These assessments were used for exploring heterogeneity and informing
decisions regarding suitability of meta-analysis (Step 4).

2.4 Summarising the Evidence

Data synthesis consists of tabulation of study characteristics. Therefore, two tables
were compiled to achieve this synthesis.

2.5 Interpreting the Findings

The findings were interpreted and exploration for heterogeneity helped the research
determine whether the overall summary can be trusted, and, where necessary, the
effects observed in high-quality studies were used for generating inferences. Any
recommendations were graded by reference to the strengths and weaknesses of the
evidence.
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3 Review Findings: Data Lifecycle and SMA Challenges

A study conducted by [24] argues that all data available in the form of Big Data are not
useful for analysis or decision-making. For this reason, the challenges of Big Data, with
a focus on social media data, were reviewed in the SLR as these challenges might also
influence the quality of social media Big Data, which can influence the adoption and
success of SMA. These challenges have not yet been adequately addressed [25–28].
The number of studies [29, 30] that have reported challenges of Big Data, do not
consider associated challenges related to techniques for data analysis and those related
to SMA and BDA. There are limited studies that focus on SMA for government and
e-participation. A recent study of Big Data challenges proposed by [28] provided useful
insight into the research problem and classified the challenges according to three
categories of the data lifecycle. The categories are: Data; Process and Management.
The findings of the SLR for this study was classified according to the same three
categories and the summary is shown in Table 1. The conceptual model of SMA
challenges in the data lifecycle is then illustrated in Fig. 2.

Framing question 
for review

Identifying 
relevant work

Summarising the 
evidence

Assessing the 
quality of studies

Interpreting the 
findings 

REVIEW EVIDENCE SAMPLE OF ARTICLES

What are the challenges of social media 
Big Data for addressing the e-participation 
of citizens? 

• Challenges of BDA and SMA in the data lifecycle
• Review of SMA research in an African context

Table 1: List of BDA and SMA challenges

• 47 Papers

• 40 Papers

Refined quality assessment

54 total sampled papersInferences

• 28 Papers

• 26 Papers

Fig. 1. Adoption of the five comprehensive steps of SLR (Authors’ own source)
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3.1 Data Challenges

Relate to the seven characteristics of the data itself (e.g. volume, velocity, variety,
variability, veracity, visualisation and value) [30]; called the 7 ‘V’s of Big Data. These
characteristics make the data an unfit candidate to currently employed and tested
database architectures [31]. As such, the challenges include capturing, analysis, stor-
age, searching, sharing, visualisation, data transfer and privacy violations, which have
been characterised as contributing factors to the 7 ‘V’s [32]. Data challenges relate to
designing an optimal architecture for analysing data that caters for both historic data
and real-time data at the same time [31, 35]. Legacy database architectures are
insufficient.

Table 1. Challenges of BDA and SMA in the data lifecycle

Challenge Context Source

Data challenges
Designing an analytics architecture to cater for 7 Vs with
legacy databases

Big Data [31]

Process challenges
Lack of reliable data sources for data collection Big Data [32, 33]
Lack of value to service delivery due to unreliable
alignment between social media initiatives and
government strategies

Service Delivery to
citizens; e-participation;
Social media; Government

[14]

Lack of fault tolerance techniques SMA [34, 35]
Visualisation of data Big Data [35, 36]
Management challenges
Data privacy, security and control issues due to
heterogeneous data and data sources

Big Data [37]

The lack of Big Data management presents difficulties
for government to sort this data on privacy levels and to
apply security according to these levels

Big Data;
Government

[6, 33]

The lack of Big Data infrastructure has compromised the
security, privacy & confidentiality of data through
unintended, unauthorised access or inappropriate access
by privileged users

Big Data [38–43]

The lack of data management tools and techniques result
in a negative impact on the decision making process of
government

Government; Decision
making

[28, 44]

The lack of Big Data governance causes low levels of
accessibility for SMA

SMA [35]

The lack of data ownership results in the quick spread of
incorrect or false information

Big Data [40]

Operational costs & budget allocations Decision making [45]
A lack of skills for SMA & related tools presents
difficulties for government to interpret data

SMA [46]
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3.2 Process Challenges

Are related to the series of “how” techniques, which include: how to capture data, how
to integrate data, how to transform data, how to select the right model for analysis and
how to provide the results [28]. The heterogeneity, scale, timeliness, complexity, and
privacy problems with Big Data hamper the progress at all phases of the process that
can create value from data [32]. Regardless of where Big Data is generated from and
shared to, the lack of analysis techniques results in huge challenges of not capitalising
on crucial data which might bring “Big Value” for government [24, 28, 29, 47].
Process challenges relate to all the activities in the data lifecycle such as data acqui-
sition and warehousing; data mining and cleaning; data aggregation and integration;
analysis and modelling; and data interpretation. These challenges can therefore be
further classified into the phases of the data value chain proposed by [48].

Data acquisition scenarios involves high-volume, high-velocity, high-variety, but
low-value data, which makes it important to have adaptable and time-efficient gath-
ering, filtering, and cleaning algorithms that ensure that only the high-value fragments
of the data are actually processed by data warehouse analyses [49]. A study conducted
by [24] suggest that in order to handle the challenges there is a need to know various
computational complexities, information security, and computational methods in order
to analyse Big Data. The lack of fault tolerance techniques results in unpredicted
failures and compromises data analysis [34, 35].

Organisations are struggling to create business value from social media initiatives
since they lack valid and reliable measures for SMA and therefore cannot align these
initiatives with organisational strategies [14]. The lack of information on who social
media users are, and how they decide what to post online, can contribute to difficulties
in confidently interpreting the content of social media posts [46]. Visualisation is
needed for intelligence, but this is a challenge since tools lack capacity due to large data
sets and the continuous evolving nature of the data. It is presently difficult to recognise
interesting patterns and correlations from social media data. The increasing size and
number of datasets due to technological advancements in data collection introduces
problems of complexity, transparency, integrity and interpretation [50].

3.3 Management Challenges

Relate to the tools and techniques needed for effective data management and for
obtaining valuable information from voluminous and multifaceted data, which supports
decision-making in an organisation [44]. Big Data consists of a large amount of
complex data; therefore, it is very difficult for an organization to sort this data on
privacy levels and apply security according to these levels [51]. “Big Data is not just
about volume and from various sources; it is about its other characteristics such as size,
speed of data, structure and quality and new-generation analytic technologies that help
organisations get more value from their information assets” [52].

The six types of data management challenges proposed by [28] are: (1) Privacy;
(2) Security; (3) Data governance; (4) Data and information sharing; (5) Cost/
operational expenditures; and (6) Data ownership. However, our model incorporates
privacy within security as done in [41]. Data and information sharing and ownership
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were grouped together due to the close relationship between these concepts. The
resulting model therefore has four types of data management challenges.

Privacy and Security – According to [37], data security and privacy issues can be
potentially exasperated by the volume, variety, and wide area deployment of the system
infrastructure to support Big Data applications. Social networks are all around us and
their popularity is vast. People share a lot of personal information in these networks
without any concern for what the organisation behind these networks will do with their
data, resulting in a huge threat to our personal privacy [40, 41, 43]. It is not an easy task
to address this problem. One suggestion is for new redefined legislation to increase the
protection of data privacy. Other have proposed a technique that can be used to increase
the control that users have over their own data in social networks, whilst others have
recommended distorting the data by adding noise.

According to [38], there is always a possibility of occurrence of security violations
by unintended, unauthorised access or inappropriate access by privileged users. As
such, securing data from security breaches should be top priority for organisations. IT
infrastructure security was particularly highlighted by [41] and [39] as security chal-
lenges. IT infrastructure security can be of a major concern since Big Data is a new
technology and it may not be understood well by all companies or governments [39,
41]. Integrity and reactive security were emphasised by [42] as challenges related to
Big Data. Integrity is the maintenance of the consistency, trustworthiness and accuracy
of data and is one of the three dimensions of security (along with confidentiality and
availability).

Data Governance – Governments desire data management and information quality,
which forms part of data governance [28]. Data governance can be defined as “the
processes, policies, standards, organisation and technology required to manage and
ensure the availability, accessibility, quality, consistency, auditability and data security
in organisations or institutions” [53]. According to [54], “adopting data governance is
advantageous, because it is a service based on standardised, repeatable processes and is
designed to enable the transparency of data-related processes and cost reduction. It is
also useful, because it refers to rules, policies, standards; decision rights; account-
abilities and methods of enforcement”.

Data and Information Sharing and Ownership – The rising increase of social media
has resulted in a new, dynamic form of interpersonal communication globally [55]. It
provides users with constant and continuous information sharing, a platform for con-
necting and collaborating with others and for conveying their thoughts across the world
through various mediums; for example, social networking (Facebook), micro-blogging
(Twitter, Tumblr), image sharing (Imgur, Flickr) and video hosting and sharing
(YouTube, Dailymotion, Vimeo). However, where organisations store large scale
datasets, it is an overwhelming task to share and integrate key information across the
organisation or between different organisations [28]. The need to share data and
information should be balanced and controlled to ensure maximum effect, as this will
allow organisations to establish close connections and harmonisation with other
stakeholders.
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Cost/Operational Expenditures – Decision makers find it difficult to decide on budget
and cost allocation for handling, managing, and analysing Big Data [1].

4 Discussions and Implications for Research in Africa

In the SLR, only two papers [40, 43] related to challenges in Big Data in Africa. The
search was therefore extended to include a review of studies that reported on Big Data
or SMA activities occurring in Africa. From this review only 40 papers were identified
and only 26 were deemed relevant for a more detailed analysis. A summary of these
papers is provided in Appendix A. From this review it is evident that there is a paucity
of research related to Big Data and SMA in Africa. This section reflects on these
studies in light of the challenges and findings identified in the previous sections.

The study of [56] report that the use of social media by anti- and pro-government
groups has been widely publicised, and some suggest that social media was afforded
too much credit in the political changes and reforms that occurred in places such as
Tunisia, Egypt, Libya, and the ongoing conflict in Syria. The impact of online social
media on the voting behavior of the Tunisian voters in the 2014 elections was
investigated by [57]. The findings unveiled the debate about the political uses of social
networks and their effect on the voting behavior of the Tunisian voters.

A study conducted on Nigeria’s general election of 2015 [16] revealed social media
as the major influencer and that SMA can contribute in predicting trends that may
influence developing economies. On the other hand, the substantial benefits from Big
Data and analytics that were reaped by the mobile phone industry in Nigeria [58]

Data Value Chain

Collection     Tracking      Preparation  

Data Challenges
(Characteristics of data)

Volume
Velocity
Variety
Variability 
Veracity 
Visualisation
Value

Management Challenges

Privacy
Security
- IT infrastructure security
- Integrity and reactive security
Data governance (including data 
quality & data accessibility)
Data and information sharing
Cost and operational expenditure
Data ownership
Skills gap 

Process Challenges

Intelligence       Value  

Data acquisition and warehousing; 
data mining & cleaning; 
data aggregation and integration  

Data analysis & modelling; 
data interpretation  

Fig. 2. Model of SMA challenges in the data lifecycle (Authors’ own source)
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revealed that proper correlations of social media data can help to reveal more complete
and deeper insight of customer needs, thus enriching the operators with more revenue.

A qualitative study done by [40] highlighted the impact of social media as a
communication tool, its efficacy and the paradigm change it has brought to the com-
munication process in Namibia. The findings showed that social media challenges were
the quick spread of incorrect information as well as compromised security for Internet
users. A study showing the role of social media in South Africa explored social media
contributions on communication and interaction between health practitioners and
patients; this type of ever-growing, social media subscriber–based platform can be of
significant use in improving healthcare delivery to society [59]. The study also pro-
posed a framework to guide integration of social media with healthcare Big Data
through which service delivery to patients can be improved. The model contributed to
healthcare workers’ awareness on how social media can possibly be used to improve
the services that they provide to the needy. Another study of healthcare Big Data in
Morocco [43] also highlighted the privacy challenges in healthcare, mainly related to
methods used to ensure the privacy of patient data such as diagnosed diseases, doctor’s
appointments with patients and prescribed medication.

Furthermore, [60] explored how different features, extracted from social media
data, impact the performance of different classifiers of social media in South Africa.
The findings revealed that the researchers were able to build models that can classify
posts using text features as well as a mixture of text features.

A study showing the role of social media and its impact on the 2011 Egyptian
revolution was conducted by [61]. This revolution has often been termed the “Facebook
Revolution” or “Twitter Revolution”. There are many ambiguities as to the extent to
which social media affected these movements. An investigation conducted by [62]
aimed to shed some light on the broad characteristics of tweets about African cultural
heritage. The findings identified possible implications and strategies for tourism
stakeholders in their use of social media in general and Twitter in particular. It was found
that tourism stakeholders could use text analysis of publicly available tweet messages to
improve tourism. Social media interactions on the financial performance of commercial
banks in Kenya was found to offer a platform for marketing and sales of products,
development of new product brands and access to real-time customer feedback thereby
supporting an enhanced understanding of the needs of their customers [63].

5 Conclusions and Future Work

This paper reports on the initial, exploratory phase of a larger, ongoing research project.
The aim of the paper was to identify the challenges of social media Big Data and SMA
and to propose a model that can provide guidance to practitioners and researchers. If
these challenges are addressed, the success of SMA projects can be improved, par-
ticularly in government. This classification has three categories, based on the data life
cycle, namely: (1) Data; (2) Process; and (3) Management. The challenges of social
media Big Data for supporting the context of citizens’ e-participation, service delivery
and decision making were identified (Table 1). An important contribution of the paper
is the extension of the data challenge category to the full data value chain, so as to
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reach the potential Big Value of Big Data (see Fig. 2). The paper also made a con-
tribution to research conducted in Africa.

In Africa there is great potential for using SMA to support decision making and
e-participation of citizens. However, many challenges need to be overcome. By
addressing the challenges of Big Data and SMA identified in this study (Table 1 and
Fig. 2), governments can improve decision making, e-participation and ultimately
service delivery to citizens. There is a dire need for additional research on the chal-
lenges and future research directions regarding analysing social media Big Data. The
novelty of this paper lies in the design and use of a conceptual model for social media
Big Data to inform the e-participation of citizens and decision making of management
in government. Improved decision-making can assist in a smart city strategy for
governments. The study limitation is that it has no empirical evaluation in a practical
context as it is based on secondary data from existing literature studies. Future work
will include the evaluation of the proposed model.
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Abstract. There is growing evidence that visualization aids knowledge trans-
fer. However, the cases where learners have been actively involved as co-
creators of knowledge visualization aids are limited. Furthermore, employing
knowledge visualization for teaching and learning in high-school science have
been proposed but empirical evidence of the effect on knowledge transfer is
limited. The purpose of this study is to report on the knowledge transfer effect of
applying usability-based knowledge visualization guidelines. A design-based
research methodology guided by pragmatism was applied. The data capturing
methods include a questionnaire-based survey, interviews and observations. The
results suggest that the use of knowledge visualization can support knowledge
transfer and the students’ learning experience in secondary school education, but
more research is required to confirm this. The contribution of this paper is to add
to the emerging discourse on the use of knowledge visualization for teaching
and learning, and to report on how knowledge visualization guidelines can be
used in practice.

Keywords: Knowledge visualization � Usability-based knowledge
visualization guidelines � Knowledge transfer

1 Introduction

Digital technology is widely used for educational purposes. In this scenario a salient
duty of a teacher is to assist in the transfer of knowledge to students in a meaningful
and understandable manner [1]. To aid this role, teachers use their proficiency to
choose and use teaching materials such as lecture notes, textbooks, multimedia tools
etc. [2], while learners are expected to engage with these study materials. Teachers
often employ specific strategies to create and transfer knowledge, and one such tech-
nique is visualization [3, 4]. Visualization involves the use of images to transfer data,
information or knowledge [5, 6]. These are often created by teachers, educational,
learning and instructional designers for teaching and learning [7], with minimal or
negligible contribution from learners. According to Bada [8], it benefits learners to be
co-creators of their learning experience. Actively involving students in knowledge
visualization (KV) is one way of compelling them to engage with learning material and
to achieve knowledge transfer (KT). In addition, producing KV allows learners to
demonstrate their knowledge acquisition. The problem is a lack of knowledge
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visualization guidelines and standards in the extant literature, this hampers evidence-
based implementation of knowledge visualization initiatives.

This paper is an extension of the work done by Fadiran, van Biljon and Schoeman
[9], which focused on evaluating the usefulness of usability-based knowledge visual-
ization guidelines for high school science learners to create, illustrate and internalise the
new knowledge that they are expected to become proficient in. For this paper, the
investigation focuses on learners’ experience of KT while applying the usability-based
knowledge visualization guidelines in creating images to demonstrate their knowledge
acquisition, as well as the effect on the images created by learners when they apply the
usability-based knowledge visualization guidelines. To investigate learners’ experience
of KT via the use of usability-based knowledge visualization guidelines, a group of
science learners in high school were asked to create visual diagrams to illustrate the
rocket launch phase. Usability-based knowledge visualization guidelines was intro-
duced to learners after which the initial images created by learners were revised to meet
these guidelines. The exercise aims to investigate the impact of each guideline on the
images created by the learners when using the guidelines to improve their knowledge
representation to demonstrate their knowledge acquisition and transfer. The remainder
of the paper gives an overview on: what KV entails; KT; how Human Computer
Interaction (HCI) usability guidelines was used to inform KV principles, culminating in
the usability-based knowledge visualization guidelines artefacts developed for this
study; and the effect of usability-based knowledge visualization guidelines on images
produced by learners as well as learners experience of KT through KV.

2 Literature Review

Visualization is defined as the technique of changing measurable data into visual
images in a manner that unveils their patterns and relations [5, 10]. The subsequent
sections describe KV, KT and usability-based knowledge visualization guidelines in
relation to this study.

2.1 What Is Knowledge Visualization?

Knowledge visualization consists of exploring the use of visual representations in the
form of graphs, diagrams, drawings, sonographs etc. to enhance knowledge creation
and transfer between at least two people [11, 12]. Eppler views KV as the use of
graphics to create, integrate and administer knowledge [13]. Van Biljon and Renaud
noted that the primary aim of KV is knowledge transfer in contrast to information
visualization which aims to support pattern identification [7]. In summary, KV entails
the creation of knowledge, using available visual resources in a manner that is
understandable and communicable to other people.

2.2 Knowledge Transfer

The term ‘knowledge transfer’ according to [14] “involves both the sharing of
knowledge by the knowledge source and the acquisition and application of knowledge
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by the recipient’’. KT can be defined as the transmission of knowledge from one place,
person or ownership to another [15].

According to [16], teachers can impart information and knowledge to learners in
the process of teaching and learning. However, for learners to internalise the infor-
mation they need to rebuild the knowledge. KV is an approach to assist in the process
of rebuilding knowledge. In addition, teachers can use KV to transfer easily under-
standable visual metaphors since the brain can process images more easily than text
[17].

2.3 Usability-Based Knowledge Visualization Guidelines

A systematic literature review (SLR) was used to extract design principles from the
field of information and knowledge visualization from literature, as well as HCI
usability guidelines. The SLR was chosen as a replicable, open, impartial and com-
prehensive protocol [18, 19]. The mapping of KV principles onto HCI usability
guidelines is explained in Fadiran et al. [9]. That mapping is the theoretical basis of the
usability-based knowledge visualization guidelines developed for this study. The
guidelines relevant to this study are: Abstract (or compress) the knowledge, Easy to
understand, Know your data, Clarity, Use natural representations, Legend, Use of
colours, Avoid decorations, Relationship between concepts clearly shown, Simplicity
and Clear boundaries.

3 Research Methodology

A design-based research (DBR) methodology was employed in this study with prag-
matism as the philosophy. DBR was selected as it: relates with circumstances in the
real world [20, 21]; and incorporates the application of data triangulation which
enhances the reliability and internal validity of findings [22]. A research group com-
prising a teacher and science learners in high school was set up and organized to collect
information about the impact of usability-based knowledge visualization guidelines to
support KT. The approach promoted the interaction of teachers and learners and
allowed us to obtain qualitative and quantitative information from the participants.

3.1 Procedure

Twenty-one representative participants (18 learners, 1 educator and 1 usability tester)
took part in the research. Participants were selected based on convenience sampling.
The learners (12 males) were high school science students attending schools in the
Gauteng province (private and public). This ensured that a cross-section of participants
has been chosen as advocated by [23]. A standard introduction and explanation of the
purpose of the research was delineated to participants at the beginning of the session.
The phases of a rocket launch were taught, and learners were requested to provide a
diagrammatic representation of the topic. Learners created their first image after which
they were introduced to usability-based knowledge visualization guidelines. The
learners created a second image by applying these guidelines to the initial image.
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The link between HCI usability guidelines and knowledge visualization can be
summarized as follows, for more detail please see Fadiran et al. [9].

1. Abstract: Extracting essential components and their relationships from a body of
knowledge [24, 25] distinguish relevant information [26, 27].

2. Present overview and details on demand: This ease navigation and support the
search task [28].

3. Consistency: Using the same specific graphic design element to indicate a specific
concept or relationship in a visualization and combining distinct concepts and ideas
adheres to standards [26, 27].

4. Easy to understand: Presenting the visualization in a simple comprehensive manner
requires no prior knowledge of the content [29, 30].

5. Know your data: Comprehending and exploring the data domain while being aware
of previous and related work [27] allows the designer to create meaningful and
appropriate images [30, 31].

6. Clarity: Clarifying goals, objectives and outcomes [26] and the use of defined
symbols avoid ambiguity [32, 33].

7. Know your audience: User-centred design, understanding the audience’s needs,
abilities, interests, and expectations [27] are fundamental concepts in HCI.

8. Use natural representations: Associating the visualization with the real world
allows a recognition-based approach to interpreting images [34, 35].

9. Legend: A supplementary object that offers detailed explanations of the symbols
provides multiple views of the data [36].

10. Use of colours: Colour can differentiate relationships, beautify, group, map and
classify images [24, 31, 37]

11. Avoid decorations: Avoid the use of unrelated elements [32, 34].
12. Relationship between concepts clearly shown: Use links to demonstrate relation-

ships between concepts [33, 38].
13. Motivate audience: Present the knowledge in an engaging manner [26].
14. Simplicity: Minimize the number of concepts on each level of visualization to

7 ± 2 objects [33].
15. Dual coding: The use of text and graphics to explain the same construct [39] allows

processing of information with both textual and visual representation [40].
16. Clear boundaries: Navigate and embed knowledge within a domain [41].

After the introduction to the visualization guidelines some learners edited their initial
image while others resolved to creating a new image. The two images each learner
created were then compared and evaluated to determine the effect of the guidelines on
knowledge acquisition and transfer. Quantitative and qualitative analysis was con-
ducted to: compare the two images produced by each learner to demonstrate their
knowledge acquisition; evaluate learners’ marks for the respective images produced to
demonstrate their knowledge acquisition before and after a brief on using usability-
based knowledge visualization guideline; and document their experience of using KV
to demonstrate their knowledge acquisition.
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4 Results and Findings

Previous research proposed a set of validated KV guidelines towards the theory and
practice of using KV in teaching and learning [9]. Effective KT from teachers to
learners influence learners’ performance and satisfaction [2]. Figure 1 shows the dif-
ference in the marks of learners before and after the brief on usability-based knowledge
visualization guidelines. The marks for the visualization created after the brief is
consistently higher which suggests a positive influence on KT. However, we
acknowledge that there are other contributing factors and the limitation of the sample
size. Therefore, we can only conclude that the results merit further investigation.
Table 1 shows the post survey reaction of learners to the use of KV in teaching and
learning. A large percentage of the learners think the use of KV influenced their
knowledge acquisition and transfer.

4.1 Analysis

From Fig. 1, it can be observed that the average marks of learners increased from 52%
to 56% following the brief on usability-based knowledge visualization guidelines.

Notably, the study content was not revisited before the second visualization was
created. Learners who did not feel a need to modify their images show a minimum
percentage difference of 0% in marks while the maximum was 12% for a learner who
took advantage of the usability-based knowledge visualization guidelines to modify the
initial image produced.

Table 1 depicts learners’ post survey reaction to the use of KV in teaching and
learning. All learners indicated that they had used images before to represent school
work in form of sketches, graphs, charts, tables and pictures while 61% agreed that
implementing the usability-based knowledge visualization guidelines influenced their

0%

20%

40%

60%

80%

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18

Marks before and after the introduction to usability-based 
knowledge visualization guidelines

Marks before brief Marks after brief

Fig. 1. Learners’ marks before and after the brief on usability-based knowledge visualization
guidelines
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final diagram. Furthermore, 83% stated that they will consider the usability-based
knowledge visualization guidelines to exhibit knowledge transfer to others. Finally,
94% of the learners believe the use of KV influenced their knowledge acquisition.

Some of the explanations given by learners are shown below:

– Effect of KV on the final diagram includes: Images produced are clearer and sim-
pler, useful in abstraction, improves image quality.

– Effect of KV on knowledge acquisition includes: Easier studying, learning new
knowledge, easier to understand new topics, promotes memorability, simplifies
learning, clarity.

Images produced by learners before and after the introduction to KV guidelines
were compared and the observations are described in the next section. The analysis was
carried out on the KV guidelines presented in Sect. 3.1. The subsequent sections show
observations made on samples of some of the learners’ visualizations before and after
introducing the learners to usability-based knowledge visualization guidelines.

4.2 Guidelines with Major Effect on the Final Diagram

The guidelines ‘Know your data, Clarity, Easy to understand, Use of colours, Clear
boundaries, Legend and Relationship between concepts clearly shown’ had a notice-
able effect on learners’ final visualizations. Figure 2 is a sample of how a learner
incorporated some of these guidelines into his/her final diagram. In the new image
produced, the learner added a title added to the visualization (Easy to understand) as
well as a description of the symbols used (Legend). No learners included a legend in
their initial visualization. However, the brief prompted half of them to add a legend,
solving their need to give a meaningful explanation of the symbols used and thereby
aiding other usability-based knowledge visualization guidelines. The clarity of the
boundaries may be dependent on the context of the topic being visualised i.e. it is less
relevant for visualizations in the same domain.

The ‘Easy to understand’ guideline had a high level of compliance which was
influenced by the compliancy of other guidelines, suggesting inter-guideline depen-
dencies. Although the ‘Use of colours’ guideline had a noticeable increase in com-
pliance after the brief on usability-based knowledge visualization guidelines, a number

Table 1. Post survey reaction of learners to the use of knowledge visualization

Response Have you
ever used
images to
represent
your school
work?

Did the use of
KV guidelines
had any effect
on your final
diagram?

Will you consider
using the KV as a
means of exhibiting
knowledge transfer
to others?

Do you think the
use of KV had
any effect on your
knowledge
acquisition?

Yes 100% 61% 83% 94%
No – 39% 17% 6%
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of participants were cautious in their application of this principle to avoid compro-
mising other principles such as ‘Avoid decorations’. For others, it was a quick resolve
to implement the ‘Clear boundaries’ principle.

4.3 Guidelines with Little Effect on Final Diagrams

The guidelines ‘Abstract knowledge, Avoid decorations and Simplicity’ had negligible
visible influence on learners’ final diagram. Figure 3 is another sample of images
produced by a learner with the brief on usability-based knowledge visualization
guidelines having little effect on the final image produced.

Before introduction of knowledge visuali-
zation guidelines

After introduction of knowledge visuali-
zation guidelines

Fig. 2. Sample of learners’ visualization before and after usability-based knowledge visualiza-
tion guidelines brief

Before introduction of knowledge visuali-
zation guidelines

After introduction of knowledge visuali-
zation guidelines

Fig. 3. Sample of learners’ visualization before and after usability-based knowledge visualiza-
tion guidelines brief
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From observation, the ‘Avoid decorations’ principle did not make a significant
difference in the final images created by learners, especially after a legend clarified
symbols used. The visualizations produced by most learners was void of symbols not
related to the content of the study. Also, the ‘Abstract knowledge’ and ‘Simplicity’
principles appeared to have little impact on the final images created by learners. In both
cases, this could be due to time constraints which caused learners to include only the
most important constructs visualised in their simplest form. These principles could
become more prominent when visualizations have been created over a period.

4.4 Guideline with Reduced Compliance (Use of Natural Representation)

Learners in the research group had personal preferences in using visualization to
represent knowledge. Some learners believed an artistically inclined individual is better
suited to exploring the concept of visualization with the majority of the learners
agreeing that they are willing to use images to represent and transfer knowledge. In
addition, some learners were concerned that their representation of the real world may
violate another principle i.e. the Avoid decorations principle.

A designer’s background can influence their use of natural representation. Figure 4
shows a learner producing a new visualization void of images. The initial incorporated
the guideline ‘Use of natural representation’ while the latter implemented ‘Avoid
decorations’.

Before introduction of knowledge 
visualization guidelines 

After introduction of knowledge visualiza-
tion guidelines 

Fig. 4. Sample of learners’ visualizations before and after the introduction of the guidelines
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5 Challenges and Limitations

The challenges and limitations encountered during this study includes: factors that may
have influenced learners’ conformity to usability-based knowledge visualization
guidelines i.e. disorientation, information and cognitive overload, time constraint; the
risk of possible distortion of reality through misinterpretations; the diversity in learners
literacy skills and learning styles; inadequate automatization support in the process of
creating KV; and number of participants.

6 Summary and Future Work

This paper contributes to the discourse on how usability-based knowledge visualization
guidelines could provide support in improving knowledge acquisition and transfer
amongst high school science learners. Learners experienced the use of KV in their
knowledge acquisition and transfer as positive. The findings indicate that most of the
guidelines considered in this study provided various degrees of impact on the images
produced by learners, showing evidence of the effect of the guidelines on knowledge
transfer. This correlates with findings from literature indicating that KV can be used to:
improve learning abilities; improve communication and interaction around cognitive
processes; and improve learners’ attitude towards learning [7, 38, 42, 43].

Future work would be to repeat the research with a larger number of participants
and in other school subjects in order to refine KV guidelines and to study the effect of
using the guidelines to achieve and enhance knowledge transfer. In addition, the dif-
ferences in how learners of previous generations and the Net Generation approaches
visualization and use it for teaching and learning needs to be investigated.
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Abstract. Organisations are increasingly outsourcing information systems
(IS) to external service providers. These IS outsourcing decisions are driven by
multiple organisational factors such as outsource vendor expertise and knowledge,
process performance improvement due to better IS, and enabling the organisa-
tion’s ability to focus on its core capabilities. In order to harnass such vendor
knowledge to achieve business outcomes, the importance of a shared knowledge
asset base, between the client organisation and outsource vendor, is emphasised.
However, outcomes from IS outsourcing remain poor despite consideration of
experience and research. Therefore, the aim of this study is to design and propose a
knowledge asset management implementation framework that may be applied in
IS outsourcing projects. The proposed framework was evaluated by an experi-
enced programme director and its applicability was tested against a large scale IS
outsourcing project. The purpose of such a framework is to enable organisations to
manage and institutionalise knowledge assets that are created during the IS out-
sourcing project and to ensure that the organisation may gain the benefit from such
knowledge assets as an outcome of the IS outsourcing arrangement.

Keywords: Knowledge asset management � Information systems outsourcing �
Knowledge management � Framework � Knowledge asset management
implementation

1 Introduction

Information systems (IS) outsourcing, where an organisation contracts external service
providers to effectively deliver IS-enabled business processes, application services
and/or infrastructure solutions for business outcomes, is regarded as an important
business strategy [1]. Recently, as experience and knowledge have deepened, out-
sourcing as a business phenomenon has been positioned as an opportunity to be applied
to IS activities in line with an organisation’s overall sourcing strategy [2]. Several
reasons are cited by organisations for adopting IS outsourcing, such as; ensuring a high
level of productivity, and to offer maximum quality to their customers [3].

The importance of knowledge management (KM) and a shared knowledge base
between the client organisation and outsource vendor, are highlighted as a basis for
organisational performance gains [4]. In order to realise these performance gains, an
environment for client organisation and outsource vendor knowledge integration must
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be created through common language and frequent interaction, consequently fostering
knowledge transfer and ultimately, knowledge asset management [5, 6]. Knowledge
asset management is a commonly stated objective for organisations, although difficult
to achieve, as knowledge creation is rewarded rather than knowledge reuse [7].

However, outcomes from IS outsourcing continue to remain poor despite consid-
eration of experience and research [8, 9]. Recent studies suggest that one of the reasons
for this lack of improvement is due to the complex nature of outsourcing agreements as
they shift from being a mere cost cutting exercise to one which holds significant
strategic and social importance to the organisation [9, 10]. Furthermore, knowledge
asset management is considered most valuable in the knowledge-driven economy,
although the focus on tasks of knowledge asset understanding and management, have
not been prioritised compared to their physical counterparts [11]. While scholars
highlight the significance of knowledge asset management in addressing IS outsourcing
complexity, little research has been conducted on how organisations manage knowl-
edge assets and knowledge reuse in IS outsourcing circumstances [7, 12, 13]. There-
fore, the research question that this paper aims to address is: “What are the components
of a knowledge asset management implementation framework for managing knowledge
assets in IS outsourcing projects?”. By addressing this question, organisations are able
to reference an approach to the management of knowledge assets during IS outsourcing
projects, ensuring that institutional knowledge is not lost during outsourcing and that
new knowledge that is created through the partnership, is captured and managed.

In Sect. 2 we present the background to the study followed by the research
approach in Sect. 3. Section 4 details the data analysis and findings, while Sect. 5
concludes the paper.

2 Background

The management of knowledge in the context of IS outsourcing, is a comprehensive
course of action that requires focus and commitment throughout an organisation in
order to achieve the desired results [13, 14]. The outcome of this organisational focus
and commitment, is an important factor for IS outsourcing arrangements, seeing as the
aim is to increase the collective knowledge of each other’s knowledge domain [5, 15].
Technology-specific knowledge, such as the IS services provided, flows from the
organisation to the outsource supplier, and business-specific knowledge about pro-
cesses and procedures flows from the supplier to the organisation. The purpose of this
knowledge transfer is to increase the knowledge shared by the organisation and the
outsource vendor [5, 16]. Knowledge sharing and management in the context of IS
outsourcing is not a stand-alone practice; it should be integrated into all aspects of the
outsourcing arrangement [5, 15, 17]. The inseparability of IS from the internal pro-
duction service in the client organisation implies that even in situations of absolute
outsourcing, a minimum set of capabilities are retained in-house by the client organ-
isation [18].

In the next sections we consider IS outsourcing, KM, and highlight the role of
knowledge asset management in order to manage knowledge in an IS outsourcing
arrangement.
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2.1 IS Outsourcing as a Business Phenomenon

IS outsourcing refers to the contractual agreement between the client organisation and
an outsource vendor for the transfer of assets and/or the development and implemen-
tation of IS within an agreed time period and a specified cost [9, 18]. The transfer of
assets view of IS outsourcing is also applicable to subcontracting in IS [19]. Once the
outsource vendor has been selected and prior to embarking on transition, several ele-
ments should be considered to further guide the outsourcing arrangement process such
as a transition planning, communication strategy planning, transfer conditions identi-
fication and resource mobilisation [20].

IS outsourcing initiatives consist of many tasks that have to be executed in an
interrelated manner [9]. These interdependent steps must enable an organisation to obtain
the correct information in order to be able to select the right services for the right reasons,
consequently maximising business leverage in the outsourcing arrangement [20, 21].
Several outsourcing lifecycle models exist each consisting of numerous steps. Examples
of such interrelated project steps include; the IS outsourcing programme lifecycle con-
sisting of the request for proposal and vendor selection, contracts and negotiations, setup
and logistics, programme execution, implementation and testing, and programme
completion stages [22]. The three phase IS outsourcing building block approach consists
of the architect, engage and govern stages [20]. Alborz et al. [23] defined 3 stages:
(1) pre-contract stage (scoping and evaluation), (2) contract stage (negotiation) and
(3) post-contract stage. Outsourcing strategy and due diligence operationalise the pre-
contract stage and contract development the contract stage. The post-contract stage is
operationalised through governance, performance management, contract management,
working relationship management and knowledge management.

Such an IS outsourcing project lifecycle guides an organisation in realising the full
value that outsourcing can provide to become an informed purchaser, to plan and design
the commercial arrangement, to carefully select the best value for money supplier and to
put in the appropriate management skills and effort [20, 24]. Outsourcing should give an
organisation a strategic advantage and involves judgements about quantitative and
qualitative factors [19]. If it fails to deliver these advantages then an outsourcing
arrangement should not be considered [22].

In the next section, we present an overview of the KM and knowledge asset
management.

2.2 IS Outsourcing and Knowledge Asset Management in Context

The importance of a shared knowledge base between the client organisation and out-
source vendor is highlighted as a basis for performance gains, as it creates sensitivity to
the organisational environment of the other party and encompasses goals, constraints,
interpretations and behaviour [4, 13]. Such an environment for knowledge integration
is created through a common language and frequent interaction, consequently fostering
knowledge transfer and adding value [5, 6]. Such knowledge asset value add consti-
tutes what is known by the organisation and employees resulting in a potential long
lasting, open-ended value. The organisational knowledge asset value may be derived in
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two ways: firstly, the degree to which knowledge assets may be abstracted and gen-
eralised, and secondly, the extent to which a knowledge asset may be codified [25].

As the same knowledge is used to solve multiple problems, it is recognised that the
same IS capability can transform different organisations in different ways [13]. Out-
source vendors benefit fully from their knowledge resources as they reuse the same
knowledge in different contexts for different customers. Similarly, IS organisations
have to design adequate knowledge transfer strategies to build expertise so that new
problems can be addressed by reusing the same knowledge [26]. However, the fact that
an organisation relies on an outsource vendor does not mean that it should ignore the
importance of an ongoing knowledge management programme specifically related to
knowledge transfer [6, 27]. Knowledge transfer has come to the fore in response to the
increasing size, complexity and scope of organisations, as well as the increasing
capabilities of modern IS to support knowledge-orientated activities [13, 28].

Organisations discover the effective deployment of IS management and derive
business value from it through experiential learning and hands-on experience. Chal-
lenges are not always appreciated unless they are experienced, as the understanding of
the value of an IS innovation tends to materialise in an evolutionary manner. Organ-
isations choosing to outsource may unintentionally fragment this knowledge by
missing critical learning opportunities, with a resulting loss of ensuing business gains.
This necessitates constant assessment of the impact of IS outsourcing decisions on the
protection and enhancement of an organisation’s knowledge base [6, 27].

Before we present the proposed knowledge asset management implementation
(KAMI) framework, we present an overview of the research methodology followed for
this research paper.

3 Research Approach

The overall objective of this paper was to define a KAMI framework for managing
knowledge in IS outsourcing projects. The purpose of such a framework is to assist
organisations with the management of knowledge in IS outsourcing projects. In order to
achieve this outcome, we followed a design-based approach [29]. Design based research
is a “systematic but flexible methodology aimed to improve educational practices
through iterative analysis, design, development, and implementation, based on collab-
oration among researchers and practitioners in real-world settings, and leading to
contextually-sensitive design principles and theories” [31:6]. Design based research
produces both theories and practical interventions as its outcomes [31] and encompasses
five basic characteristics [30]. The first characteristic is pragmatic, referring to the
research focus on solving current real-world problems through the design of interven-
tions. The grounded characteristic points to the fact that the research is grounded in both
theory and the real-world context, while interactive, iterative and flexible refer to the
nature of the research process. Integrative highlights that researchers integrate a variety
of research methods and approaches from both qualitative and quantitative research
paradigms, depending on the needs of the research. The final characteristic, contextual,
emphasises that research outcomes are connected with both the design process through
which results are generated and the setting where the research is conducted.
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With these characteristics guiding our research, we built upon prior literature about
IS outsourcing and knowledge asset management in order to create a KAMI framework
(pragmatic nature of our research). Our research approach was of a qualitative nature
and the context of our research was IS and organisations. We approached our research
on both theory and a real-world context (grounded) by considering existing knowledge
management implementation frameworks and gaps identified. Thereafter, we designed
our proposed KAMI framework through an iterative process by considering and finally,
we evaluated the proposed KAMI framework with a real-world case in order to
establish its practical application.

Multiple knowledge management system implementation frameworks focusing on
operations exist, however, none of the frameworks specifically encompass knowledge
asset management across all phases of an IS outsourcing project. Table 1 summarises
the frameworks; in each instance listing the focus of the framework, the steps included
in the framework and the reference.

By mapping the KAMI activities in Table 1 to the stages of IS outsourcing presented
in Sect. 2.2, a proposed KAMI framework for IS outsourcing projects is derived and
depicted in Fig. 1. Cognisance is taken of the unique attributes of the IS outsourcing life-
cycle stages and arrows indicate the flow of the diagram. The pre-contract stage [23] of

Table 1. Overview of knowledge management system frameworks

Focus of framework Steps Source

KMS development Sense making; envisioning; designing; exploring [32]
KMS process
implementation

Acquisition; storage; sharing; retention; application [33]

KMS process
implementation

Creation; acquisition; storing and retrieving;
sharing and distribution; transformation; use

[34]

KMS life cycle Create; organise; store; share; evaluate [35]
KMS cycle model Identify; create; store; share; use; learn; improve [25]
KMS management
implementation framework

Acquisition; evaluation; storage and retrieval;
utilisation and creation; application; management

[36]

KMS implementation
activities

Create; organise; store; share; evaluate [37]

KMS implementation Identify; create; store; share; use [38]
KMS implementation
approach

Initialisation; domain mapping; profiles and
policies identification; implementation and
personalisation; validation

[39]

KMS implementation
approach

Draft; planning; analysis; design; development;
implementation; control

[40]

KMS implementation
factors model

Strategise; implement; organise [41]

KMS implementation
framework and
methodology

Strategise; evaluate; develop; validate; implement [42]
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an IS outsourcing project is operationalised through considering the outsourcing strat-
egy where an organisation reflects on the reason and scope for outsourcing, followed by
a due diligence evaluating the commercial potential of the outsourcing project. As the
organisation is still considering the viability of the IS outsourcing project, the knowl-
edge asset management activities only centre around high level strategic activities such
as agreeing on the associated principles and governance for managing knowledge assets
during the IS outsourcing project and the identification of the accountable organisational
structure, as well as the organisational sponsor. The scope of which knowledge assets
will be impacted, which knowledge assets will be required for the project and what new
knowledge assets will be created during the IS outsourcing project, must also be con-
sidered during this strategising activity.

Once the organisation approves that the IS outsourcing project should continue, the
project proceeds to the contract stage [23]. During this stage the organisation appoints
the outsource vendor, normally through a procurement process, and negotiate all
aspects of the IS outsourcing contract with the chosen outsource vendor. As it is fairly
certain that the IS outsourcing project will proceed, but the contract is just not signed
yet, the knowledge asset management activities now move to the scope phase. During
the scope phase a more detailed knowledge asset requirements analysis must be con-
cluded now that the scope of the IS outsourcing agreement is clear. The identification
of knowledge assets impacted will also advise prioritisation as the IS outsourcing
project proceeds and with this scope in mind, a high level design of the knowledge
asset management system can also be concluded. The scoping of knowledge asset
management activities may kick off towards the end of the pre-contract stage, espe-
cially once the organisation has completed the due diligence as this activity informs the

Fig. 1. KAMI Framework for IS Outsourcing Projects
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scope of the knowledge assets impacted. Towards the end of the contract stage, the
initial activities of the knowledge asset management implementation development
phase may be initiated to ensure that the KAMI is prepared to kick off shortly after the
outsourcing contract is signed. If the time between the signing of the contract and the
means to capture knowledge assets is too long, knowledge assets may be jeopardised
and even lost. These initial activities include the completion of the KAMI planning, as
well as the initiation of a knowledge asset audit relevant to the scope of the IS out-
sourcing agreement.

Once the organisation and the chosen outsource vendor signed the IS outsourcing
agreement, the post-contract stage is initiated, [23] focusing on the active management
of the outsourcing agreement, the working relationships management and the perfor-
mance management of the vendor. These activities take place within the agreed con-
tract governance framework. From a KAMI perspective, focus is now on the
organisation, building and storing knowledge assets. Knowledge elicitation during this
phase is key as the elicitation process may include outsource vendor resources. The
definition and implementation of knowledge asset management processes and the
training of all stakeholders are important activities during the KAMI development
phase. The activities in the development phase are cyclical in nature as it has to be
managed throughout the entire IS outsourcing contract management stage and last for
the duration of the contract term.

Once the IS outsourcing contract reached its termination date, the organisation may
choose to extend the contract, procure and appoint a new outsource vendor or ensure
that the outsource vendor hands operations over to the organisations. For the first two
options, the KAMI process will kick off again as the new extended scope has to be
considered. In the instance where an outsource vendor must hand over to the organi-
sation, the KAMI must also be institutionalised and handed over to the identified
sponsors and organisational structures. This will ensure that the knowledge assets
created during the IS outsourcing project, are maintained and sustained.

We applied the proposed KAMI framework in a proof of concept evaluation in an
actual IS outsourcing project. The application and subsequent findings of the KAMI
framework are discussed in the next section.

4 Application of the KAMI Framework

In order to do a proof of concept evaluation of the KAMI framework, we applied the
KAMI framework to a real world IS outsourcing project from an organisation operating
in the Information Communication Technology (ICT) sector in South Africa (SA). The
organisation utilises an IS multi-sourcing approach as a strategy with a significant
number of IS projects and IS operational functions that are outsourced. The specific IS
outsourcing project used for the proof of concept evaluation was for the replacement of a
large scale legacy system that was outsourced to two vendors, necessitating the
appointment of a systems integrator. The scope of work outsourced included business
process modelling, high level solution design and architecture, an implementation pro-
gramme work plan and a data migration strategy. A programme director, an experienced,
independent consultant, appointed by the organisation to work with both outsource
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vendors, systems integrator, as well as the organisation’s IS outsourcing project team
members, applied the proposed KAMI framework to the project in order to establish its
applicability to a real-world situation. We believed that such an experienced programme
director overseeing a complex IS outsourcing agreement will be in a position to provide
valuable insight into the practical application of the proposed KAMI framework. As the
IS outsourcing project was in progress already i.e. in the post-contract phase, the pro-
gramme director mapped the proposed KAMI framework to the project and could, in
addition to providing feedback, also share lessons learnt in terms of the early stages of the
IS outsourcing project.

The programme director provided comments based on each stage of the IS out-
sourcing project and related KAMI framework activities. For the strategise phase as
part of the pre-contract stage, the programme director indicated that by considering an
overview of the knowledge asset management principles as well as high level scope,
presents great advantages. Market knowledge, knowledge of the strategic objectives
informing the IS outsourcing and knowledge about the operational benefits that will be
derived from the outsourcing, are important. A key enabler identified by the pro-
gramme director pointed to the outsource vendor knowledge of the client organisation.
Such knowledge ensures that engagement takes place at the correct organisational
level, that the external skills from the outsource vendor complement existing skill sets
and that emphasis is placed on the up-skilling of the client organisation in terms of
managing an outsource partner. As knowledge exchange in the pre-contract phase of IS
outsourcing deals with the structure of the agreement, negotiation position knowledge
and negotiation skills are key. In terms of requirements analysis at this stage of the
project, identification and documentation of organizational intellectual property,
knowledge of different outsource models, quantification of the business case for out-
sourcing and multiple benchmarks and performance measure identification present
major knowledge exchanges. These particular knowledge exchanges are considered as
part of the high level knowledge asset requirements analysis.

In terms of the scope phase of the framework, the programme director highlighted
knowledge exchange in terms of how the knowledge audit methodology procedure step
attracted significant input. These included a knowledge repository of the client organ-
isation business processes, knowledge of service level agreements, project planning,
support constructs, scope of outsourcing, resource mobilization time and the definition
of a model to retain key knowledge and skill in the organisation. Due diligence, live
demonstrations and presentations, research and intelligence re outsource vendors and
the knowledge embedded in a lessons learnt repository, informed the initiative scoping
procedure. The knowledge audit and initiative scoping steps were relevant in the han-
dover between the post-contract and contract phases. Prioritisation focuses on the
understanding of the key objectives of knowledge transfer into measurable services and
products in order to inform vendor selection. Technology solution assessment in the
contract phase pointed to the assessment of a solution benchmarking repository and an
outcomes based assessment of the usability of the perceived end product.

The programme director highlighted that the post-contract stage included multiple
knowledge exchanges in terms of planning. These include knowledge of joint execu-
tion key drivers and processes, contract management, escalation paths and the planning
of the work contribution of the outsourcing arrangement with appropriate stakeholders.
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A key step in the development phase is the knowledge elicitation procedure where
knowledge is exchanged through integration sessions, knowledge sharing sessions and
a culture of knowledge sharing is fostered. During the building procedure, traceability
of knowledge elements, agreed way of work, organisational monitoring capabilities and
joint delivery presented opportunities for knowledge exchange. The planning and
knowledge elicitation procedures are positioned within the hand over between the
contract and post-contract stages. The implement phase includes key knowledge
exchange identified and points to conducting formal knowledge transfer workshops of
learning that has taken place during the project in order to create a lessons learnt
knowledge base. As this procedure is in the post-contract phase, formal knowledge
transfer mechanisms from outsource vendor to client organisation must be facilitated
and sufficient planning for hand over time must be allocated. With a strong focus on
maintenance and support, knowledge transfer regarding the monitoring of the service
level agreement, housekeeping and general operational tasks, and decommissioning of
vendor resources must be enabled. A knowledge repository with all relevant solution
information, decisions made during the project and risks identified and mitigated,
including proper security controls, must be created. Here well-defined quantifiable
business benefits linked to well defined and measureable business processes, facilita-
tion of proof of concept and demonstrations of the solution, as well as the creation of a
common knowledge repository between the client organisation and outsource vendor
as part of the outsourcing arrangement, are important knowledge exchanges. The
programme director highlighted the utilisation of joint documentation responsibilities
between the client organisation and outsource vendor. The KAMI activities in the
implement phase of the KAMI framework are cyclical in nature and has to be managed
throughout the entire period of IS outsourcing contract execution.

Finally, in the contract ended/terminated stage, the programme director empha-
sised knowledge maintenance procedures in two important areas. Firstly, the institu-
tionalisation of appropriately transparent knowledge transfer channels, where client
organisation stakeholders are kept up to date on the processes used, including the
rationale for vendor selection and subsequent contract terms. Secondly, the facilitation
of focus group meetings where all key stakeholders are mandated to attend and par-
ticipate with access to a central document repository to ensure transparency to all
participants in the process. He also identified the unique contribution of communication
and change management and indicated that it should not be limited to the final phase
only. He stressed the value of having communication and change management at
initiation of the outsourcing project through to the close out of the project.

In addition, the senior programme director commented on the advantages of the
KAMI framework based on his experience with large scale IS outsourcing programmes
and also made KAMI framework improvement suggestions. Firstly, he reflected on the
cyclical nature of the KAMI framework as he experienced that knowledge assets are
often lost when an IS outsourcing contract is terminated or ends. The cycles indicated in
the KAMI framework ensures that the organisation considers to capture these knowledge
assets before the outsource vendor exists. The programme director reflected on the
management of 3 knowledge flows namely, new knowledge created by the joint IS
outsourcing team, organisation-to-vendor knowledge exchange, and vendor-to-
organisation knowledge exchange. He believed that although it was implied in the
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KAMI framework, it will add value to make it explicit, especially as different mecha-
nisms may be applied in order to manage these different knowledge flows. The pro-
gramme director highlighted that he believes two distinct sets of knowledge assets must
be managed: firstly, the knowledge assets created by the IS outsourcing project related to
the business rationale for using outsourcing, e.g. the implementation of a new software
solution. Secondly, he indicated that knowledge assets are also utilised in the manage-
ment of the IS outsourcing agreement, e.g. the project documentation, outsourcing
process knowledge, negotiation guidelines, contract management knowledge etc. He
mentioned that he believes it will add great value of the KAMI framework guided both of
these knowledge asset sets. By including the second knowledge asset set, namely the IS
outsourcing project assets, it will enable the commercial team to negotiate and include
key knowledge asset management principles in the commercial agreement with the
outsource vendor. The programme director stressed that the fact that a contract which
includes knowledge asset management clauses, will assist in enforcing the vendor to
share knowledge as some contract payments may be linked to the delivery of knowledge
sharing. Lastly, he suggested that the inclusion of an agreement on a knowledge tax-
onomy related to the project within the context of the bigger organisation should form
part of the strategise phase of KAMI. This will be important for the institutionalisation of
the knowledge assets created during the IS outsourcing project and when the assets have
to be integrated into the organisational knowledge context.

5 Conclusion

The implementation of knowledge management at an organisational level is a key
enabler for managing the knowledge assets in the organisation during the implemen-
tation of an IS outsourcing arrangement. In order to assist organisations embarking on
IS outsourcing to pro-actively manage their knowledge assets during the IS outsourcing
project, the aim of this study was to develop a KAMI framework. The KAMI
framework was designed based on the analysis of multiple KM frameworks and then
evaluated by an experienced senior programme director. The objective with this proof
of concept evaluation was to establish whether the KAMI framework was applicable to
IS outsourcing projects where multiple knowledge exchanges take place, namely;
organisation-to-vendor knowledge exchange, vendor-to-organisation knowledge
exchange and new knowledge that was created by the IS outsourcing implementation
project. The proof of concept evaluation was done through an interview with the senior
programme director and the data regarding knowledge exchange in an IS outsourcing
project that he managed, was analysed and reported in the context of the KAMI
framework. The data included comments regarding each of the stages of the IS out-
sourcing lifecycle.

It was established that due to the iterative nature of the KAMI framework, the
activities were well suited to be applied in the context of an IS outsourcing project.
The KAMI framework captured the knowledge asset management activities well and
the proposed activities aligned well to the execution of the IS outsourcing stages. The
programme director made suggestions for the improvement of the proposed KAMI
framework and this may be included in future research. Furthermore, the revised KAMI
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framework may be applied in an actual IS outsourcing project to test the applicability of
the framework in a real-world IS outsourcing project scenario. In addition, a com-
parative study may be conducted between the KAMI framework and the ISO standard
for knowledge management systems (ISO 30401:2018).
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Abstract. Revolutionary advances in science and technology enables organi-
sations to apply and optimise a world of visual and experiential learning in order
to enhance the skills and knowledge of their employees. Furthermore, the volume
and complexity of knowledge and information are such that unless a reporting
structure is overlaid upon it, it may remain meaningless. Knowledge visualisation
uses graphical representations to convey organisational knowledge, enabling
employees to share and recall relevant knowledge. However, in order to assist
organisations to create and transfer knowledge more effectively through
knowledge visualisation, the aim of this study is to provide a conceptual
knowledge visualisation framework for the transfer of knowledge for organisa-
tions. A conceptual knowledge visualisation framework was designed through a
systematic literature review process where 15 organisational knowledge visual-
isation elements were identified. The 15 elements were grouped and presented in
a 4-layered, embedded conceptual framework that organisations may apply to
their knowledge visualisation efforts. By using such a framework, organisations
may optimise learning and improve knowledge and skills of its employees.

Keywords: Knowledge visualisation framework � Knowledge transfer �
Organisational knowledge � Knowledge sharing � Knowledge management

1 Introduction

The world is seeing revolutionary advances in science and technology, labelled the 4th
Industrial Revolution or Industry 4.0 [1]. With the evolution of digital technologies,
many opportunities are realised through the application of the digital technologies [2,
3]. Some of these include cyber-physical systems where control and monitoring are
done by computer-based algorithms e.g. autonomous vehicles, the internet of things
creating a connected world e.g. enabling smart cities, cloud computing providing on-
demand availability of data storage and computing power and cognitive computing e.g.
artificial intelligence [4, 5]. The ability of organisations to apply and optimise Industry
4.0 technologies require digital citizens to have the knowledge and skills to effectively
use and apply these digital technologies [6]. Both from a commercial perspective, as
well as a knowledge and skill outlook, digital technologies enable two options: firstly,
they provide multiple options for an organisation to embrace digital transformation and
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secondly, they enable a world of visual and experiential learning in order to enhance
skills and knowledge [6, 7].

Whether an organisation addresses smart offerings for customers or digital skills for
employees, the transfer and creation of knowledge may be achieved more effectively
through knowledge visualisation [7]. Therefore, the aim of this research is to under-
stand the key considerations for organisations aiming to utilise knowledge visualisation
in an organisational context. Therefore, the research question that this paper aims to
address is: “What are the elements of a knowledge visualisation framework in an
organisational context? By addressing this question and applying such a framework,
organisations are able to utilise digital technologies to visualise organisational
knowledge in an attempt to optimise learning and improve knowledge and skills.

In Sect. 2 we present the background to the study followed by the research
approach in Sect. 3. Section 4 details the data analysis and findings, while Sect. 5
concludes the paper.

2 Background

In an organisational context, blended training is defined by the proportions of face-to-
face versus online training material, including media-rich elements [6, 7]. The
requirement is to scale blended learning and to design learning experiences that take
full advantage of digital platforms and digital technologies, an attribute of industry 4.0
[1, 8]. The transfer of knowledge is a core process in knowledge management in
organisations and making knowledge visible so that it can be better accessed, dis-
cussed, valued and managed is a key objective [9, 10]. Over and above the mere
conveyance of facts, knowledge visualisation aims to transfer insights, experiences,
attitudes, values, expectations, perspectives, opinions and predictions [8]. Knowledge
visualisation enables employees to re-construct, remember and apply insights gained
through knowledge visualisation [9, 10].

In the next sections we consider knowledge visualisation as a phenomenon and
organisational context of knowledge visualisation.

2.1 Knowledge Visualisation as a Phenomenon

Visualisation, from a scientific perspective, is an advanced field that is comprised of a
resource base of accepted methods and meticulous processes which includes guidelines
to assist with the development of data and information visualisations [9–11]. Knowl-
edge visualisation on the other hand is not as mature [12, 13] and therefore, lacks a
generic set of guidelines [10, 14]. An interconnected field and predecessor of knowl-
edge visualisation is information visualisation and both these fields are utilising our
natural abilities to successfully process visual representations. Although both these
fields make use of our natural visual abilities, the way of utilising these abilities differ
in both fields: Information visualisation intends to examine a large amount of abstract
data to obtain new perceptions or to make the data more approachable. Knowledge
visualisation, on the other hand, intends to enhance the transfer and creation of
knowledge amongst people by providing a richer approach to communicate what they
know. While information visualisation assists in improving the retrieval, access and
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presentation of information from large data sets, knowledge visualisation is mainly
concerned with increasing knowledge-intensive communication amongst people [15].

The seminal work of Eppler and Burkhard [15] first coined the term knowledge
visualisation and defined it as “the use of visual representations to improve the creation
and transfer of knowledge between at least two people” [15: 3]. Based on this defi-
nition, Renaud and van Biljon [10] extended the definition as “the use of graphical
means to communicate experiences, insights and potentially complex knowledge. Such
means should be flexible enough to accommodate changing insights, and facilitate
conversations. Such representations facilitate and expedite the creation and transfer of
knowledge between people by improving and promoting knowledge processing and
comprehension” [10: 3]. The aim of knowledge visualisation is to use visualisation to
promote effective and efficient transfer of knowledge from one person to another [12,
13, 16]. Proper implementation of knowledge visualisation has the potential to utilise
key strengths of the human cognitive processing system to improve communication
and the transfer and sharing of knowledge [15, 17].

We discuss knowledge visualisation in an organisational context in more detail in
the next section.

2.2 The Organisational Context of Knowledge Visualisation

The role of organisational learning includes the development of cross-boundary
knowledge and requires new approaches to knowledge generation and transmission as
employees are required to apply knowledge in- and outside of work structures [18, 19].

Data essentially consists of structured recordings of transactions and events and is
presented without context [20]. Information is data with relevance and purpose added,
while knowledge comes with insights, framed experiences, intuition, judgement and
values and encompasses the scope of understanding and skills that are created by
people through cognitive processes [20]. Knowledge can be categorised as either being
explicit (has been articulated) or implicit (less tangible, deeply embedded knowledge)
[21]. Tacit knowledge, as a dimension of implicit knowledge, is personal and context-
specific, and therefore hard to communicate and formalise [21]. In order to act on
information, a person should internalise the information and achieve this by pro-
gressing through knowledge conversion processes namely socialisation, externalisa-
tion, combination and internalisation [21]. Socialisation ensures that knowledge is
acquired, after which externalisation enables students to express their tacit knowledge
(mental models and know-how). Combination is the process of integrating concepts,
while internalisation is closely related to learning-by-doing, or experiential learning
[21]. This process of knowledge application ensures that knowledge is advanced
through practice, guidance, imitation and observation [19].

Knowledge visualisation in the context of organisations may therefore be described
as the use of visual representations to improve the creation and transfer of knowledge,
using available visual resources to create, integrate and administer knowledge [22].

In the next section we present an overview of our research approach.
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3 Research Approach

The overall objective of this paper was to define a knowledge visualisation framework
as a tool for knowledge sharing and – recall in organisations. The purpose of such a
framework is to guide organisations from two perspectives: firstly, with the visuali-
sation of knowledge in order to improve the transfer and sharing of knowledge, and
secondly, to leverage the strength of human visual processing capabilities [23].

In order to achieve the aim of this paper, a systematic literature review (SLR) was
conducted [24–26]. The purpose of and contributions associated with a SLR may vary,
yet the approach offers the benefit of the development of conceptual frameworks to
reconcile and extend past research [27]. According to Tranfield, Denyer and Smart
[28], the SLR process comprises of 3 consecutive stages: (1) planning the review,
(2) conducting the review and (3) reporting and dissemination. Planning the review
includes the identification of the review requirement, the preparation of the review
proposal and the development of the review proposal. Conducting the review consists
of the selection of studies, the study quality assessment, data extraction and data
synthesis. Reporting and dissemination encompass the reporting of findings, recom-
mendations and consideration of applicability for practice [28].

The first stage, planning, was guided by the aim of the research study, namely, to
propose a knowledge visualisation framework for an organisational context. The
keywords “organisation” AND “knowledge visualisation” (with accommodating the
United States English “z”) were used to find relevant studies in specific scientific
databases, peer-reviewed publications such as journal papers, conference proceedings,
books, case studies, book chapters, and technical reports identified for the SLR process.
The initial search produced a list of 456 papers. The research studies were screened by
applying specific criteria to exclude papers such as studies not associated with the
research questions, non-English studies, and opinion-based papers. Duplicate studies
retrieved were also removed. During the second stage of the SLR, conducting the
review, the selected papers were analysed in detail. Knowledge visualisation elements
were extracted as shown in Table 1 - summarising the knowledge visualisation
framework elements, a short description of the element and the reference where the
element was extracted from.

Fifteen knowledge visualisation elements were identified through the systematic
review pertaining to an organisational context and where the target audience of the
knowledge visualisation specifically points to employees. Two elements specifically
pointed to the target audience of the knowledge visualisation namely, need and
engagement. Audience need indicates key considerations relevant to the target audience
such as an individual or a team, while audience engagement points to the audience-
knowledge visualisation interaction with specific reference to how the knowledge
visualisation enhance and facilitate learning engagement through interaction and
experience. The focus of graphical excellence is on usability of the visualisation and
ensuring that irrelevant items or decoration do not distract the target audience from the
content of the topic. Essence refers to the identification and utilisation of the essentials,
as well as their relationships, from a body of knowledge identified for visualisation,
while accessibility indicates the relationship the target audience holds with the
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knowledge subject area, namely ensure that the level of abstraction is aligned to the
target audience’s prior knowledge of the particular knowledge subject area. The
minimisation of the number of concepts in each level of knowledge visualisation points
to the simplicity element, and intelligibility focuses on the objective that the knowledge
visualisation should not carry ambiguity and that it is easy to understand. Uniformity of
visual elements such as colour, symbols, shapes, etc. should be the same for the same
kinds of information.

Table 1. Overview of the knowledge visualisation framework elements from the literature

Knowledge
visualisation element

Description Source

Audience need Consider for whom the visualisation is intended e.g. an
individual, a class, a group, a community, etc. and
ensure that the intended audience need is met

[16, 29,
30]

Audience
engagement

Enhance and facilitate learning engagement through
interaction and experience

[16, 22]

Graphical excellence Focus on usability of the visualisation and avoid
irrelevant elements that may distract the audience from
the content of the topic

[22, 31,
32]

Essence Identify and utilise the essentials and their relationships
from a body of knowledge

[16, 33,
34]

Accessibility Ensure that the level of abstraction is aligned to the
audience’s prior knowledge of the knowledge subject
area

[31, 35]

Simplicity Minimize the number of concepts in each level of
visualisation

[36, 37]

Intelligibility Ensure that the visualisation does not carry ambiguity
and is easy to understand

[29, 38]

Uniformity Use of visual elements such as colour, symbols, shapes,
etc. should be the same for the same kinds of
information

[34, 39]

Context Present the overview and detail. Overview gives
context information of a field, while detail gives more
information about a part of the overview. The
boundaries around elements and the connections to
other elements should be clear

[16, 30,
32, 40]

Cohesion Clearly show the relationship between knowledge
concepts and how it works together

[18, 35,
38, 40]

Explanatory power Visualisation must have explanatory power and not
merely descriptive value. The knowledge visualisation
requirement must be considered in this instance i.e. is it
for recall, sharing new insights or elaborating existing
knowledge

[16, 20,
32]

(continued)
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Context is about presenting both the detail required for the knowledge visualisation,
as well as the overview of where the detailed portion fits in. Context in an organisation
highlights the combination of internal and external factors relevant to the organisation
that may impact its products, services, business models, operating model, etc. Cohesion
is the principle of working together and in the context of knowledge visualisation, it
implies that the relationship among knowledge concepts, must be shown clearly. The
explanatory power element ensures that knowledge visualisation has both explanatory
and descriptive value. Descriptive value gives details and describes the knowledge that
the target audience needs to understand, while explanatory value gives the reasons for
it. In the organisational context, its application is closely related to whether knowledge
recall is required, whether new insights are shared or whether existing knowledge is
elaborated upon. By associating knowledge visualisation with familiar real world
images, the target audience is enabled to recognise and interpret visuals rather than to
have to remember and recall meaning. The legend element provides the information
needed for the knowledge visualisation to make sense and assists in explaining
meaning and interpretation. The process of transferring knowledge from one part of the
organisation to another by organising, creating, capturing or distributing knowledge
and ensuring it is available for future users, depicts the knowledge transfer cognitive
process elements. The last element, visual integrity, points to the principle that the
knowledge visualisation should have uncompromising adherence to underlying
knowledge and should not create a false impression or interpretation of that knowledge.

The purpose of the 15 knowledge visualisation elements that were extracted is to
guide organisations on how to approach their knowledge visualisations in order to
improve the transfer and sharing of knowledge in the organisation. In the next section
we discuss the conceptual framework for knowledge visualisation in an organisation, in
more detail.

Table 1. (continued)

Knowledge
visualisation element

Description Source

Familiarity
association

Utilisation of recognisable and familiar visual images
associated with real-world experiences, ensure that
visualisation elements are recognised rather than
recalled

[22, 39]

Legend Provides the information required for clarifying and
explaining the knowledge visualisation meaning and
interpretation

[36, 41–
43]

Knowledge transfer
cognitive process

Process of transferring knowledge from one part of the
organisation to another by organising, creating,
capturing or distributing knowledge and ensuring its
availability for future users

[16, 18,
20, 44]

Visual integrity The knowledge visualisation should not distort the
underlying knowledge or create a false impression or
interpretation of that knowledge

[30–32,
38]
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4 Conceptual Knowledge Visualisation Frameworks
for Organisations

The aim of this paper is to define a knowledge visualisation framework as a tool for
organisations in support of improved knowledge transfer, -sharing and -management.
In terms of the final stage of the SLR, reporting and dissemination, the list of 15
elements identified, were considered, as well as its contribution at different levels in an
organisational context.

According to Jabareen [45: 58], “conceptual frameworks aim to help us understand
phenomena rather than to predict them”. By applying the conceptual framework
analysis [45] and considering the unique features and constructs of the elements defined
in Table 1, we identified 4 impact levels in the organisation as depicted in Table 2:
target audience, design elements, design principles and organisational purpose.

The main driver of knowledge visualisation is the organisational purpose i.e. the
reason why the knowledge visualisation is done or created. Purpose talks to the
required scope within the organisational body of knowledge that must be visualised
with the aim to achieve transferring and sharing knowledge, as well as communicating
ideas and insights. Design principles depicts the key considerations when designing the
knowledge visualisation aligned to the purpose, and aims to establish a good design
that is simple to understand, cohesive and explanatory in nature. Employees must be
able to easily associate the knowledge visualisation with the organisational purpose and
the objective of what needs to be achieved with the knowledge transfer. Design ele-
ments is another impact level and includes graphical excellence, legend and visual
integrity. These are typical elements that relates to the interface with employees and in
particular the usability of the knowledge visualisation interface.

The target audience impact level includes knowledge visualisation elements related
to the target audience in the organisation, namely the employees. Elements impacting

Table 2. Organisational impact of 15 knowledge visualisation elements identified

Knowledge
visualisation element

Organisational
impact level

Knowledge visualisation
element

Organisational
impact level

Audience need Target audience Context Target audience
Audience
engagement

Target audience Cohesion Design principle

Graphical excellence Design element Explanatory power Design principle
Essence Organisational

purpose
Familiarity association Design principle

Accessibility Target audience Legend Design element
Simplicity Design principle Knowledge transfer

cognitive process
Organisational
purpose

Intelligibility Design principle Visual integrity Design element
Uniformity Design principle
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the employees in the organisation includes the need of different employees e.g. indi-
viduals, functional teams, project teams, etc. Knowledge visualisation must address the
need from the particular employee or employee group it is intended for. Related to
audience need, is audience engagement as the interaction with the visualised knowl-
edge should enhance and facilitate learning engagement or the employee or employee
group. Context and accessibility are also elements that impact the employees engaging
with the knowledge visualisation as organisational boundaries and the particular sce-
nario that must be visualised, is a key consideration. Accessibility is a key enabler as
this element needs to ensure that an employee can place the knowledge visualisation
subject area in context and interpret it within the organisational context.

However, the 4 impact levels of the 15 knowledge visualisation elements identified
is not standalone and are interrelated. By bearing Table 2 in mind and considering the
interrelated nature of the impact levels, an embedded and layered knowledge visuali-
sation framework for organisations may be defined and is depicted in Fig. 1. Figure 1
illustrates 4 layers with organisational purpose as the inner most layer, followed by
design principles, design elements and ultimately target audience. For each layer, the
particular elements relevant to that layer are shown. Organisational purpose at the core,
impacts greatly on the focus of the knowledge visualisation and each layer contribute
further to guide or clarify what is required for the organisation.

An example of such knowledge visualisation application relates to software
requirements elicitation in an organisation. The required elicitation process in an
organisation is acknowledged as one of the most crucial, knowledge-intensive pro-
cesses and is built on the knowledge of the stakeholders. During requirement elicita-
tion, each stakeholder communicates their requirements in a distinctive way which
could lead to ambiguous and vague understandings translated into the capturing of
inaccurate requirements. The involved stakeholders have a diverse knowledge back-
ground that requires collaboration in order to reach an agreement on the elicited
requirements for an Information Systems development project.

In order to deal with the potential requirements elicitation challenges encountered,
attention needs to be given to the identification and assessment of knowledge involving
the identification and assessment of required knowledge benefits. By utilising the
proposed framework for knowledge visualisation in an organisational context (Fig. 1)
as a guide, insights, experiences, point of views, values, assumptions, outlook, beliefs
and prognosis may be transferred in such a manner that empowers an employee to
rebuild, recall and implement these insights accurately. Therefore, knowledge visual-
isation could serve as a viable option to address the challenges encountered in
requirements elicitation.

By applying the conceptual framework presented in Fig. 1, organisations are gui-
ded towards relevant and fit-for-purpose knowledge visualisations, aligned to real
world scenarios and adding value within the context of the particular organisation.
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5 Conclusion

Organisations have the opportunity to leverage digital technologies for the visualisation
of organisational knowledge with the aim to empower employees with knowledge
sharing and –recall. In addition, the volume and complexity of knowledge and infor-
mation amplified by big data management and data-driven decision-making require-
ments, requires structure to ensure that it is meaningful. The emerging field of
knowledge visualisation uses graphical representations to convey complex insights,
experiences, methods, etc. enabling the employee engaging with the knowledge
visualisation to reconstruct and remember the relevant knowledge. In order to assist
organisations in creating fit for purpose knowledge visualisations, the aim of this study
was to extract, design and propose a conceptual knowledge visualisation framework.

The proposed knowledge visualisation framework was derived through a SLR
process by extracting 15 relevant elements for knowledge visualisation in an organi-
sational context and by considering the organisational impact level of each element
identified. The four, layered and embedded impact levels form the basis for the con-
ceptual knowledge visualisation framework that organisations may reference when
utilising knowledge visualisation.

In terms of future research opportunity, the conceptual knowledge visualisation
framework presented in this study may be tested in a real-world scenario in an

Fig. 1. Framework for knowledge visualisation in an organisational context
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organisation and the application of the framework measured. Through such application,
additional, relevant knowledge visualisation elements may be identified and the pro-
posed framework enriched.
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Abstract. Inequalities exist and persist in society in different forms and are
often areas of prime concern for governments and policy makers around the
globe. One such inequality that plagues societies is the rural-urban divide.
Several social entrepreneurs are attempting to leverage technology to bridge this
divide. In our research-in-progress paper, we describe the case of an Indian
company, which is leveraging technology to create knowledge-based jobs for
the rural Indian population. The approach adopted by the company in initiating
and sustaining such an effort was an inside-out approach in contrast to the usual
approach of focusing only on the internal resources within the company.
Specifically, our research aims at abstracting the process mechanisms that
enabled such an initiative. The unearthed mechanisms would inform future
research on the modalities for orchestrating such an initiative. The findings
would also help practitioners, especially social entrepreneurs, to think of inno-
vative business models that would create value not only for the company but
also for society as a whole. The delineated learnings would also help enthused
social entrepreneurs to transplant such initiatives to other regions of the world.

Keywords: Rural-urban divide � Reverse innovation � ICT for development �
Business model innovation

1 Introduction

Global wealth has risen to a new high of 361 trillion US Dollars in 2019 but unfortu-
nately, only a very small group at the top has captured most of the increase. The top 1%
of the world’s population accounts for nearly 45% of the total wealth, while the bottom
50% owns only 1% of the total wealth [5]. Such stark inequalities exist and persist in the
society in different forms (e.g. regional, racial and gender) and are often areas of prime
concern for governments and policy makers around the globe. For example, the recent
yellow vests protests (Gilets Jaunes) in France or the farmer protests in India are
attributable to the growing discontentment due to the rural-urban divide [2, 3]. While
governments are primarily responsible for reducing these inequalities are primarily
viewed as governmental tasks, several grassroots social entrepreneurs, especially in
developing countries are implementing innovative local solutions to bridge these gaps
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[11]. Such innovative bridging solutions often involve extensive use of Information and
Communication Technologies (ICTs) [16]. However, the modalities and mechanisms
through which these solutions are orchestrated are highly contextualized and need to be
examined [1, 9]. Deep theoretical abstractions emerging from an understanding of these
inequality-bridging mechanisms can greatly benefit other inequality-ridden contexts and
regions through the process of reverse innovation [7].

Grounding our work in social resource-based view (SRBV) and the literature on
reverse innovation and information systems, we examine an impactful social
entrepreneurship initiative in a developing country context, with a view to transplant
the learnings to the required pockets in other developing and developed economies [6,
7, 12, 14, 17]. We believe that such an effort will be useful in developing impactful
theories for reducing the inequalities within countries. In our study, we focus on
bridging the urban-rural divide, as it is one of the areas that the governments of most
countries around the world are concerned. In specific, we focus on a grassroots social
entrepreneurship initiative (rather than focusing on government-sponsored initiatives)
aimed at reducing the rural-urban inequalities. Our study is set in the Indian context,
which serves as a fertile ground for many social entrepreneurship initiatives. As
aforementioned, our focus will be on how the learnings/theoretical abstractions from
this initiative could be translated to benefit other parts of the world.

The two research questions that we intend to examine in our study are:-

1. How are social entrepreneurship initiatives in developing countries conceptualized
and executed to bridge the rural-urban divide?

2. What are the key enablers that facilitate delivery of such ICT-enabled bridging
solutions in the context of developing countries?

2 Research Context

To better appreciate the research setting and the problem proposed to be examined in
our study, it would be necessary to understand the rural-urban divide in the Indian
context. According to the 2011 Census Report, 83.3% of India’s population lives in
rural areas. However, most economic and service benefits are accrued by the urban
centers. For example, in the health care sector nearly 75% of medical dispensaries, 60%
of the hospitals and 80% of doctors are located in urban areas. Similarly, there are
limited regular employment opportunities in rural areas leading to a large-scale
migration to the urban centers creating undue pressure on the limited resources in
Indian cities. According to the 2017 National Economic Survey, 8 to 9 million people
migrate for work opportunities within India annually, which is severely affecting the
quality of life in urban centers. Some studies have projected that by 2050, more than
half of India will be living in urban areas, which will further accentuate the issues
related to the quality of life in urban centers.

302 A. Shirish et al.



3 Background Literature

We ground our research in the social resource-based view (SRBV). So far literature has
mainly used the resource based view (RBV) or natural resource based view (NRBV)
approach to understand how companies can achieve economic performance or envi-
ronmental performance as a competitive advantage by using their own internal
resources and by deploying internal capabilities [8]. Recent work by Tate and Bals [18]
uses social entrepreneurship literature and extends the RBV and NRBV logic, which is
primarily based on instrumental parameters of economic performance, to that of social
performance. In summary, SRBV integrates social capabilities with Triple Bottom Line
(TBL) sustainability outcomes related to social, economic and environmental impacts.

Tate and Bals [18], through inductive case studies, conceptualized several social
strategic capabilities, social driving forces and key resources that contribute to shared
TBL value creation. An SRBV allows us to study social capabilities, allows us to
examine complex stakeholders embedded in different domains such as those with
economic, environmental, and/or social stakes. The theory also offers the possibility to
link social capabilities and shared TBL value creation. Thus, SRBV allows us to study
the social capabilities of grassroot social entrepreneurs acting as the micro-foundations
for bringing about societal change. However, the propositions of SRBV have not yet
been tested empirically, and the process view on how the resource and capabilities
integration takes place, needs further examination. Because embedded innovation and
social innovations are influenced by ambiguities and uncertainties in the external
environment, exploring TBL value creation by social entrepreneurs is highly complex.
Research that demonstrates how social capabilities are orchestrated by hybrid organi-
zations such as grassroots social entrepreneurs using SRBV for alleviating social issues
at the Bottom of the Pyramid (BoP) will be a valuable contribution to academic
literature as well as practice [8, 18].

We believe that actions taken at various stages of an entrepreneurship project in
general and a resource-constrained social entrepreneurship project in particular are
based on the ability of the entrepreneur to leverage the internal resources within the
company and garner resources from outside the company (based on the emergent need)
as shown by SRBV. This resource orchestration exercise is a dynamic one that con-
tinuously evolves as the project unfolds. Our aim is to understand this evolutionary
process with a view to perhaps replicate it in other contexts.

4 Method

This research aims at theory building by adopting a social resource-based view (SBRV)
perspective. We intend to use a qualitative case-based methodology and a process view
to analyze data from an Indian company (VillageTechServ1) (VTS) to understand the
social resource-based actions that the company undertook to fulfil their objective of
creating jobs for the rural Indian population. We will also examine how these patterns

1 Name camouflaged – VillageTechServ (VTS for short).
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evolve over time [see 4, 13, 15]. Consistent with the case study approach, we will
provide an overview of some of the streams of research that will contribute to our
theory building, namely, literature on social resource-based view and the role of ICT
for bridging societal inequalities. Finally, we intend to situate each of our findings
within the literature to contextualize the emergent theoretical concepts before arriving
at our theoretical and practical implications.

Our study utilizes a mix of primary and secondary data to analyze the research
problem. We have already conducted 42 interviews and have attended several pre-
sentations given by the senior management team of the VTS. Many of the key
respondents were interviewed multiple times to clarify new facts as they emerged
during the data collection process. We took detailed notes during all interviews. We
also had email exchanges with officials for an in-depth understanding of the underlying
processes, mechanisms, and interactions associated with their implementation process.

We also visited the VTS work centers at different locations in India and took
detailed observational notes during the site visits, which will form part of the data for
our analysis. For secondary data, we went through the organizations’ activity reports,
websites, published articles, internal reports, and video clips. We are using a process
view to analyze the data, aimed at unearthing the patterns of their resource-based
actions to understand how their implementation unfolded [4, 10].

5 Preliminary Findings and Expected Implications

India, traditionally has been one of the world’s major IT-services provider hub.
However, these IT service centers are primarily located in big cities such as Bangalore,
New Delhi, Hyderabad and Chennai. VTS was initiated in 2008 on the premise of
creating knowledge-based jobs for rural Indian population. The founder of VTS had the
idea of sourcing some of the knowledge work from the villages with a view to provide
the rural population with steady incomes through meaningful employment. The mis-
sion of VTS is a social one—to enskill, employ, empower and engage the rural youth.
Their objective is to provide sustainable employment to 100,000 rural youth by
opening business process outsourcing (BPO) centers in each of the 500 rural districts of
India. They particularly want to create shared value in TBL, i.e. on the economic front,
the social front and the environmental front. They are a hybrid organization that
focuses on integrating their resources and capabilities for creating shared values
through impact souring, training, rural employment, family saving, social engagement
and conserving environmental ecosystems of the local rural districts. As of 2019, they
have 16 Business Process Outsourcing (BPO) rural centers in north, south, east, west
and central India. 65% of their clients are from the telecom sector and the remainder
35% comprise diverse sectors related to logistics and retail. VTS is perhaps the world’s
largest and relatively oldest (10 years) rural IT services company offering sustainable
direct and indirect social value to its stakeholders since its inception.

Although setting a village IT service center may appear to be a straightforward
process, it is not a simple exercise. Many of the taken for granted resources in the urban
centers are unavailable in rural areas. The two primary contextual constraints, which
made this venture extremely difficult, were (1) the rural areas did not have efficient
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Internet connectivity and regular power supply, and (2) there was an absence of suf-
ficiently trained employable workers for knowledge based IT service jobs in rural areas.
To tackle these challenges, VTS took upon itself to arrange for the required infras-
tructure as well as to develop the required manpower skills for making the IT-enabled
service centers operational. Apart from socially driven motivations, the founders of
VTS were confident that the trained employees would be permanent assets for the
company because the jobs (or rather opportunities) had moved to their villages so there
would be less attrition. Job turnover or attrition is one of the major challenges faced by
the IT services sector in India (with attrition rates in some cities touching a high of
25%). In addition to having near zero attrition rates, the cost of wages are also much
lesser in rural centers simply because the living costs in rural areas are significantly
lesser than in cities.

Some measurable social value impacts created by VTS include, providing direct
employment for 5280 rural youth (in 2018). Out of these 90% were internally trained
after employment. 40% of employment was provided for the female youth. 5% of these
beneficiary are persons with disabilities. The average family income increased by 65%
from the current income level due to jobs at VTS. At the societal level the rate of
migration from rural area to cities in search of jobs have reduced to 55% in the villages
where the initiative has been undertaken. A positive spinoff that the research team
discovered in its initial interviews is that some of the villages that were initially selected
by VTS for starting IT service centers now have permanent schools and the income
levels in these villages have risen, leading to better quality of life for many people
living in those villages. The journey of VTS has been one of trial and error. In fact,
following the philosophy of reverse innovation, VTS has set up a centre in San Jose,
California to create employment opportunities to the underprivileged and disadvan-
taged youth.

Thus far, we see empirical evidence for propositions of the emergent theory on
SRBV. VTS is an example of how TBL values are generated by grassroots social
entrepreneurs who know how to use their social capabilities such as social innovative
model, mission driven approach and stakeholder management for bridging opportunity
divide in the society. Social values that are generated by this initiative include pro-
viding access to food, access to decent livelihood, access to education, access to secure
income, access to meaningful employment, access to equality and access to involve in
community engagement. In our research, we seek to unravel these theoretical mech-
anisms which can perhaps be replicated by other aspiring social entrepreneurs. This
allows us to understand how social entrepreneurship initiatives in developing countries
can be conceptualized and executed to bridge the rural-urban divide. Our study hopes
to unearth specific key enablers for facilitating the delivery of ICT-enabled bridging
solutions in the context of developing countries.
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Abstract. The dearth of Information Communication Technology (ICT) in-
frastructure in the Sub-Saharan Africa region underscores the argument that the
spread of broadband infrastructure can foster internet adoption in the region.
Consequently, the aim of this paper is to present results on the determinants of
internet adoption in a sub-Saharan African country. Drawing on a dataset of
households in Nigeria, this study presents findings on the demographic, socio-
economic and infrastructure factors that predict internet usage in Nigeria. The
novelty of our analysis stems from a unique dataset constructed by matching
geo-referenced information from an inventory of network equipment to a
nationally representative street-level survey of over 20,000 Nigerians, by far one
of the largest technology adoption surveys in sub-Saharan Africa to date within
the information systems literature. The results are discussed and concluding
remarks highlighting next steps are made.

Keywords: Internet usage � Broadband � Socio-economic determinants �
Technology diffusion � Micro-spatial approach

1 Introduction

Internet access is perhaps one of the most significant indicators of human and socio-
economic development. It fosters productivity and innovation (Avgerou 2008; Paunov
and Rollo 2016), social interactions (Liang and Guo 2015) and reduces communication
and search costs (Beard et al. 2012). Yet, there is a digital divide in the level of internet
access among developing countries, especially those in sub-Saharan Africa
(SSA) compared to the rest of the world. Within SSA, the lack of internet access is a
recognized barrier to the adoption of information communication technologies (ICTs)
(Afolayan et al. 2015). This argument seems to be supported by regional broadband
statistics, as shown in Fig. 1 where SSA is portrayed to have the lowest levels of
internet penetration and wireless broadband infrastructure per capita, relative to other
regions of the world. While previous studies have shed light on the regional variation in
internet adoption by focusing on the determinants of internet penetration in the context
of the “digital divide” (e.g. Oyelaran-Oyeyinka and Lal 2005; Chinn and Fairlie 2010),
these studies often employ infrastructure measures/proxies (such as fixed telephone
lines per sq. km, main telephone lines per capita, etc.,) thereby overlooking the peculiar
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nature of broadband infrastructure in the SSA region. More specifically, we note that
internet use across the SSA region is undertaken mainly via wireless broadband access,
rather than fixed-line broadband. Thus, in this paper, we draw on a unique dataset that
combines geo-referenced (longitude and latitude) information on 3G and 4G wireless
network equipment to examine factors that predict of internet usage in Nigeria – a sub-
Saharan country. Consequently, this study offers two potential contributions to the
literature.

First, unlike previous studies, we demonstrate a measure of broadband infrastruc-
ture is micro-spatial in nature, i.e., it is based on the density or concentration of 3G and
4G equipment around each household’s dwelling over specified spatial domains. To
achieve this, we match street-level information from the technology survey to the
Global Positioning System (GPS) coordinates of 3G and 4G cell towers. This micro-
spatial approach renders more nuanced and invaluable insights on whether/how spatial
proximity or access to wireless internet connection shapes adoption decisions at the
local level. Afterall, without connectivity, it is practically impossible to adopt/use
broadband services. Furthermore, this spatial approach also embodies the reality that
signal quality, a key determinant of actual usage behaviour, is shaped by the physical
proximity of users to broadband connections (Neto et al. 2005; DeStefano et al. 2018).
Hence, in addition to treating the spatial diffusion of wireless network infrastructure as
an appropriate measure of broadband infrastructure, it is also a quality-weighted
indicator that enriches our analysis.

Second, our focus on Nigeria provides a plausible and timely case study of the
effect of broadband infrastructure diffusion on internet usage in SSA and the broader
developing country context. Given that it accounts for the largest proportion (18%) of

Source: ITU, WDI, OpenCellID
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the entire SSA region’s 1.03 billion population (World Development Indicators, 2018),
we would argue that Nigeria is the most representative country of the SSA region.
Furthermore, ITU estimates indicate that more than 90% of the youth population in
developed countries use the internet compared to 30% in less developed regions of the
world. Considering that the proportion of Nigeria’s population below 40 years is
projected to reach 81% by 2030, broadband penetration is likely to have a significant
role in shaping Nigeria’s participation in an increasingly digitalized future economy.
Finally, despite growing to become Africa’s largest economy and one of the major
emerging economies in the world, Nigeria epitomizes the co-existing low levels of
internet penetration and ICT infrastructure deficit (The Economist 2016). The
remainder of this paper is organized as follows. In Sect. 2, we undertake a critical
review of related literature on internet adoption and ICT infrastructure. This is followed
by the model specification and the methods section. In Sect. 5, we discuss the results
and conclude in Sect. 6 highlighting next steps and expected contributions of our study
to the information systems literature and policy.

2 Related Literature

The literature on internet adoption and penetration is large. Consequently, due to space
constraints, the goal of this review is not to present an extensive discussion of existing
literature. Rather, we highlight a gap in the use of proxy measures in accounting for
technology adoption. A more comprehensive review can be found in Cardona et al.
(2013).

A dominant strand in the literature pertains to cross-country studies aimed at
evaluating the determinants of internet usage and penetration in the context of the
digital divide in developing countries. One of such studies is Dasgupta et al. (2005)
who investigated the determinants of internet intensity (internet subscriptions per
telephone mainline) for a cross country sample of 44 OECD and developed countries.
Similarly, Chinn and Fairlie (2007) provide an analysis of internet penetration using a
larger sample of based on panel data for 161 countries over the 1999–2001 period.
They control for a range of macro-level determinants on telecoms prices, per capita
income, education, age structure, urbanization, regulatory environment, etc. Although
this study also controls for ICT infrastructure, their reliance on telephone density may
not be applicable to the African context. Other internet diffusion/penetration studies use
large cross-country samples from developing regions of the world (e.g. Chinn and
Fairlie 2010). A few studies however focus on internet penetration for more specific
sub-groups/regions of the world such as OECD (Lin and Wu 2013), The Americas
(Galperin and Ruzzier 2013), APEC (Liu and San 2006), Africa (Oyelaran-Oyeyinka
and Lal 2005) and Asia (Feng 2015). Greenstein and Spiller (1995) investigate the
impact of telecommunication infrastructure (measured by the amount of fiber-optic
cables employed by local exchange telephone companies) on economic growth in the
U.S. Roller and Waverman (2001) investigate the linkages between broadband
investment and economic growth across 21 OECD countries and 14 developing
countries during 1970 to 1990. More recent studies have focused specifically on the
impact of broadband infrastructure. For instance, Czernich et al. (2011) investigated the

Exploring the Determinants of Internet Usage in Nigeria 309



effect of broadband infrastructure on the economic growth for a panel of OECD
countries over the period 1996-2007. However, they model this relationship by ana-
lyzing how broadband infrastructure (proxied by broadband penetration) shifts the
growth parameter of technological progress within a macroeconomic production
function setting. Tranos (2012) explored the causal effect of broadband infrastructure
(internet backbone capacity) on the economic development across European city
regions over the period 2001–2006 with ICT infrastructure found to stimulate eco-
nomic development.

Three important observation can be gleaned from the above literature review. First,
the cross-country studies tend to focus on the digital divide, attempting to explain
internet adoption and penetration based on changes in economic, social, demographic
and regulatory/institutional factors. Even when these studies attempt to account for the
role of telecoms infrastructure, they do so by using variables such as personal com-
puters per 100 people, main telephone lines per 100 people, customers’ equipment (e.g.
telephone set, facsimile machine), etc. Second, studies based on microdata tend to
focus on developed country contexts, while also relying on infrastructure proxies that
are analogous to the cross-country studies. Moreover, the developing country studies
are not free from this problem too. Third, even studies that focus mainly on the effect of
ICT infrastructure on economic measures and internet adoption also employ similar
ICT infrastructure measures such as investments in telephone/broadband cables.

In comparison to the cited studies, we take a different approach by employing a true
measure of internet infrastructure that is based on the prevalence of wireless network
equipment (i.e. towers and radios). We then explore the effect of wireless network
access on internet adoption at the individual level, based on physical proximity to
broadband connection. Research has shown that variations in technology adoption are
shaped by heterogeneity in geographical network access, such that the physical
proximity to broadband connection or infrastructure can be expected to shape adoption
decisions at the local level. For instance, it is well established that urban areas benefit
from higher concentration of ICT infrastructure, which may enable social learning and
adoption of ICT technologies (Liu and San 2006). Hence, unless this type of analysis is
undertaken, these disparities in network access may be inadvertently explained away as
differences across individual income or demographic characteristics.

This paper is also related to a small and evolving body of studies that exploit spatial
data towards analyzing the diffusion of telecommunications technologies. Our review
shows that research conducted by Buys et al. (2009) and Hodler and Raschky (2017)
come close to the line of inquiry pursued in this study. However, they differ signifi-
cantly from this study in two crucial ways. Firstly, both studies conduct country-level
spatial analysis while we adopt a micro-level spatial approach. Secondly, while the
former investigates the determinants of mobile operators’ spatial location of network
sites across Sub-Saharan Africa, the latter explores the role of ethnic politics in shaping
the spatial diffusion of mobile phone infrastructure in Africa. As far as we know, the
closest relative to this study is DeStefano et al. (2018) where the authors investigated
how the arrival of ADSL broadband technology influenced the IT-productivity gap
among UK firms. Comparatively, this study is therefore the first to explore the
individual-level influence of broadband infrastructure on internet adoption using a
micro-spatial approach, especially in a developing country context.
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3 Model Specification

This study uses a probit model to examine the determinants of internet usage in
Nigeria. Probit models are used when the dependent variable is dichotomous. We
employ a set of explanatory variables in our model, namely: demographic factors
include age, gender, marital status and religious affiliation; socio-economic factors such
as expenditure, education, whether they are employed or not and a location variable
indicating whether respondents live in rural or urban areas. Finally, we also include a
micro-spatial infrastructure representing the number of internet infrastructure within a
radius of where they live (i.e. towers) and the average tariff per megabyte of data used
(tariff). Both towers and tariffs represent our infrastructure variables included in our
model. Thus, our model is represented by the equation: Internet Use = f (age, gender,
income and education, marital status, religious affiliation, towers, tariffs, urban).

We expect monthly expenditures (our proxy for income) to affect broadband
adoption/usage positively. The probability of this adoption decision is also likely to rise
for more educated individuals. However, the need for possessing an internet sub-
scription, however, may fall for older and unemployed respondents. In terms of age,
one could argue that, whereas younger individuals may have lower income, they tend
to demonstrate a greater degree of technological affinity (Hübler and Hartje 2016). We
add a gender variable as an additional characteristic, given that the preferences and
decisions of men are more dominant than the preferences of their spouse(s) in patri-
archal societies (Bulte et al. 2016). Similar considerations can be extended to the
marital status of an individual on the adoption of internet technologies. Finally, tech-
nology adoption decisions are often shaped by religious reasons, as some religious
beliefs may restrict the adoption of conventional technological products (Fungáčová,
et al. 2017). Hence, we control for the religious beliefs of each sampled individual.

To examine the effect of broadband infrastructure on internet adoption, used a
measure that captures individual-level access to wireless broadband network. Hence,
we employ a microspatial variable that captures the prevalence of wireless network
infrastructure at the individual level. We calculate this variable using information from
our two data sources in four steps. First, inspired by Hodler and Raschky (2017), we
extract and map the 3G and 4G cell tower locations from OpenCellID (see Fig. B in the
appendix section). Secondly, we extract and map the street-level dwelling locations
from the survey data. Thirdly, to use both data for our purpose, we link them by
overlaying the towers map with the dwelling location map. Finally, we compute a
micro-spatial infrastructure variable as the total number of cell towers within 5-km
radius of everyone. This 5-km specification is premised on the fact that network
coverage in SSA is mainly based on base stations that can provide service up to a 5–10-
km radius (Aker and Mbiti 2010, p. 209). We achieve this using the Stata ‘spmap’1

command.

1 See https://www.stata.com/support/faqs/graphics/spmap-and-maps/ for resources on the spmap
command.

Exploring the Determinants of Internet Usage in Nigeria 311

https://www.stata.com/support/faqs/graphics/spmap-and-maps/


4 Method

4.1 Data Collection

To investigate the effect of wireless connectivity on internet usage, we rely on a unique
nationally representative market survey of Nigeria carried out by Africa’s largest
mobile operator, MTN2 during April–July 2018. The MTN survey, which covers 730
localities (i.e., villages or towns), is by far and away one of the largest and most
comprehensive technology surveys in sub-Saharan Africa to date. The data was col-
lected via the use of paper questionnaire distributed to respondents in all 36 states of
the country. Figure A in the appendix section plots the centroid GPS coordinates of
surveyed areas at the municipality level. The wide geographical spread of the survey
areas confirms the nationally representative nature of the survey. A total number of
21,844 observations were obtained for the final analysis. Our second data resource is
the OpenCellID database which contains information on the micro-spatial independent
variable (towers). The database contains raw information on the geo-location (longi-
tude and latitude) of around seven million unique cell sites across the world (Hodler
and Raschky 2017). One key benefit of the OpenCellID database is the possibility to
identify the technology (radio) type for each telecommunications tower (i.e. GSM,
UMTS, LTE, etc.). This allowed us to identify the two wireless network classes:
“UMTS” (third-generation technology, 3G) and the more advanced “LTE” (fourth-
generation technology, 4G) types. Specifically, we identified a total of 13246 unique
tower locations from the OpenCellID data consisting of 11470 3G and 1776 4G sites.
These sites are geo-coded at the GPS (longitude and latitude) - level (see Fig. B in the
appendix).

4.2 Measures

Our main dependent variable is represented by a broadband usage variable for the use
of broadband services. To construct this indicator variable, we convert survey
responses on broadband subscription using the question: “Which of the following
telecommunication services3 do you use nowadays?”. We then calculate the dependent
indicator variable as a dummy that takes the value “1” if “Data service (Accessing
internet)” was selected in response to the question. Otherwise, a dummy value of “0”
was assigned to the observation. Table 1 provides the summary statistics of the vari-
ables employed in this study. The internet adoption rate within our dataset is 12%,
falling firmly within the same ballpark as the 13.7% and 15.2% broadband penetration
rates reported by Business Monitor International (BMI 2018) and the ITU, respectively.
The summary statistics in Table 1 also indicate that there are on average 28 wireless
network towers within 5 km of each respondent’s street. However, the standard

2 https://www.mtn.com/ MTN is the market leader in the Nigerian telecoms industry, accounting for
40% market share. See statutory regulatory data at https://www.ncc.gov.ng/stakeholder/statistics-
reports/industry-overview.

3 The listed service options include “Voice services”, “Data service (Accessing internet)” and
“Digital/2G services”.

312 K. Odusanya and M. Adetutu

https://www.mtn.com/
https://www.ncc.gov.ng/stakeholder/statistics-reports/industry-overview
https://www.ncc.gov.ng/stakeholder/statistics-reports/industry-overview


deviation of 40 towers within the 5 km radius suggests a reasonable spread or dis-
persion of the cell tower variable.

5 Results

Table 2 presents the marginal effects from baseline probit estimations. In column 1, we
start by measuring the network infrastructure effects on broadband adoption: proba-
bility of adopting internet services, without any control variables or locality effects.
Due to the cross-sectional nature of our data, we interpret these results as associations.
It is clear from the results in columns (1) that a strong positive correlation exists
between the concentration of broadband infrastructure around each individual and
internet adoption. This coefficient is significant at the 1% level. From column 2 to 10,
we add the control variables one by one, but the infrastructure coefficient remains
statistically significant at the 1% level, albeit the magnitude of the coefficient drops. In
column 11, we include locality effects to draw inference only from the variation in
individual adoption decisions. Besides employing controls and locality effects, we use
heteroskedasticity-robust standard errors clustered at the locality level that allow the
data to be independent across localities by restricting the error terms to be correlated for
individuals within the same areas on account of omitted regional characteristics.

Table 1. Summary statistics of variables employed

Variable Mean Standard deviation

Internet adoption 0.119 0.324
Internet infrastructure 28.075 40.016
Expenditurea 55055.25 79552.62
Tariffs 0.627 0.088
Age 43.974 18.394
Education 13.314 4.978
Male 0.561 0.496
Married 0.624 0.484
Unemployed 0.118 0.323
Christian 0.619 0.486

Note: Internet infrastructure: 3G/4G towers within 5 km
of respondent; Expenditure: sum of expenditures on
food, rent, fuel, clothing & healthcare; Age: age of the
individual in years; Education: no of years of formal
education; Male: Dummy = 1 if individual’s gender is
male; Married: Dummy = 1 if individual is married;
Unemployed: Dummy = 1 if individual is unemployed;
Christian: Dummy = 1 if individual’s religion is
Christianity; Tariffs: average tariff per megabyte
(MB) of data use. Number of individuals: 21844
aExpenditure is in Nigerian Naira (1 Nigerian
Naira = £0.0022 – as at 14 November 2019)
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As seen in Column 11, the infrastructure coefficient retains its statistical signifi-
cance but drops further. Specifically, infrastructure coefficient of 0.012 suggests that a
unit increase in the number of cell towers within 5 km of a respondent increases the
probability of internet adoption by 1.2%, which corresponds to an increase in the
likelihood of adoption from around 12% to around 13.2% in an average respondent.
Also, in the full specification in column 11, the coefficients on the control variables are
consistent with intuition and they are all statistically significant at the 1%-level. For
instance, older and unemployed respondents are less likely to adopt broadband ser-
vices, whereas higher income earners, more educated individuals and urban dwellers
are more likely to adopt the internet. For religion, being a Christian increases the
probability of adoption. The positive coefficient on the male gender variable is con-
sistent with the patriarchal nature of the Nigerian society, which indicates that the men
are more likely to adopt internet services, perhaps reflecting the stronger socio-
economic power of the male gender. Interestingly, in terms of the magnitude of the
coefficients, we find age and gender to have the greatest effect on broadband adoption,
with both coefficients indicating 11% and 5% positive impact on the probability of
adoption, respectively. The age coefficient lends weight to our opening arguments on
the implications of broadband adoption for the participation of the large projected
youth population of Nigeria in an increasingly digitalized global economy in the future.
For all the specifications in Table 2, the results also show that individuals in areas with
a higher concentration of network infrastructure are more likely to adopt and use
broadband services.

6 Concluding Remarks and Next Steps

This paper presents first-stage results showing factors that influence internet adoption in
Nigeria. Using geo-referenced information of an inventory of broadband network
infrastructure, we employ a more appropriate micro-spatial measure of internet
infrastructure based on 3G/4G network equipment at the local level alongside a range
of explanatory variables to explain internet adoption in Nigeria. In general, the results
obtained are economically important, and they can help explain the adoption patterns of
broadband services particularly when network infrastructure effects are likely to play an
important role in driving internet penetration. For instance, in many regions across
developing countries, network coverage is usually the first modern technology of any
kind (Aker and Mbiti 2010). Hence, we would argue that the failure to control for this
network infrastructure effect in the study of broadband adoption across developing
countries could well result in significant omitted variable bias. Furthermore, the net-
work infrastructure effect may also explain the nuances embodied in the varied
adoption of broadband services across different regions, given that the quality of ser-
vice (QoS) and user experience may well depend on the diffusion and reliability of the
underlying network infrastructure.

Although the first-stage results presented in this paper revealed preliminary drivers
of internet adoption, they also provide interesting avenues for further study which we
aim to explore in subsequent analysis of the dataset. In the first place, the significant
urban variable shows that there are likely to be regional differences with regards to the
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factors that influence internet adoption in Nigeria. Given that Nigeria has one of the
largest rural population in Africa (World Bank 2018), we expect that further analysis
testing the relationships in this study across rural and urban dwellers, will contribute
significantly to the policy debate on bridging the urban-rural internet divide in Nigeria.
Further, having microeconomic information that is representative of the national
population of the type used in this research, permits clear visualization of the digital
divide as an additional form of inequality that can hinder access to other internet-reliant
technologies. For instance, the telecommunications sector in Nigeria is currently
undergoing several policy changes, one of which is the granting of mobile money
licenses to mobile network operators. Therefore, it is earmarked that further analysis
with our data will explore diffusion constraints for other technologies covered in the
survey data and how usage patterns might vary in different parts of the country. We
hope that the results of these avenues of research will provide new insights that con-
tribute to both policy and research.

Acknowledgements. The authors also gratefully acknowledge the support of Africa’s leading
mobile operator MTN, for providing the market survey and operator data employed in this study.
Special thanks to the staff of the Business Intelligence and Research Departments. We also like to
thank participants at various seminars and workshops for their helpful comments. The usual
disclaimer applies.

Appendix Section
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Abstract. The rollout of mobile banking has taken over the traditional banking
space in both developed and developing countries. Banking institutions are
continuously seeking innovative digital solutions to stay ahead of competitors
and be the first preference to consumers. Scholars have also shown some interest
in investigating mobile commerce and banking implementation and adoption.
However, research studies focusing on the elderly and mobile banking are scant.
This paper seeks to understand the current state of knowledge regarding the
enablers and barriers of mobile banking and commerce among the elderly by
providing a systematic review of the existing literature on the phenomenon.
The literature review showed that there is minimal research to date that has

been conducted on this topic of interest. Consequently, issues of investigating
enablers and barriers of mobile banking among the elderly have been fairly
neglected. The main barriers noted in the literature include: security concerns,
trust and privacy, a lack of personalization and limited technical knowledge of
the elderly. Significant enablers that may be considered are: perceived ease of
use of mobile banking applications, perceived value, convenience and consumer
attitudes. Future directions for research and practice on mobile banking for the
elderly are suggested.

Keywords: Elderly � Mobile commerce � Mobile banking � M-banking �
Cellphone banking � Developing countries

1 Introduction

The growth in the proliferation of smartphones and implementation of fast wireless
network connections such as 4G and now 5G, means that the mobile market can have a
variety of offerings such as mobile banking worldwide without any space or time
limitations. Mobile commerce and as such mobile banking removes spatial and tem-
poral limitations, enabling customers to conduct ubiquitous payments [1] and to shop
globally. The driver behind mobile electronic offerings such as mobile banking and
commerce was to enable the suppliers to reach a wider audience at an affordable and
convenient level, while increasing their revenue at the same time. The elderly popu-
lation, in particular, may gain powerful assistance through having mobile applications
and m-commerce on hand for their daily requirements [2].
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The banking industry is among the early adopters of these mobile technological
innovations [3]. However, the use of m-banking is still lower than anticipated, espe-
cially among the elderly population group. The youth are reported to be leading in
technology usage whereas the elderly are reportedly lagging. It is important that various
customer groups are afforded an equal opportunity to benefit from online public and
private services [4] especially in the digital era. Research has reported the exclusion of
the elderly in as far as the deployment of Information and Communication Technology
(ICT) [4, 5]. Unfortunately, the case of the elderly’s digital inclusion seems to receive
little attention. Digital barriers can be a factor behind the exclusion of the elderly [6].
The digital inclusion of the elderly could positively impact on the social and economic
welfare for this segment of the population subsequently improving their quality of life
[7]. It is worth mentioning that the current elderly people are not digital natives. Thus,
if the users have a limited understanding or familiarity of any given technology, it is
likely that they will not use the products offered through that technology [8].

The elderly represent a significant business opportunity for online marketers [9],
and it may be a missed opportunity if the elderly’s needs are not catered for in the
technology rollout. Technology continuously changes and the elderly lack educational
opportunities to keep up with it [10]. Some authors indicate that it is not always clear
whether the elderly will participate actively on the online and mobile commerce
solutions [7]. Iyer and Eastman [9] found that most of the elderly have used the internet
before, but the study further revealed that only 35% used the internet for m-commerce.

The objective of this research study was to understand how mobile banking and
commerce has been investigated in the context of the elderly in developing countries in
order to identify existing enablers and barriers. The research question driving the study
was: What are the enablers and barriers for mobile commerce and banking among the
elderly in developing countries?

The remainder of the paper is structured as follows: The next section contains the
background and motivating information about the elderly, mobile banking and
developing countries. Then the research methodology which details how papers were
identified, selected and analysed. Finally, the discussion of findings, conclusions and
recommendations are presented.

2 Background and Motivation

2.1 Mobile Commerce and Banking

There is no agreed upon definition that has been put forward to define mobile banking
in the extant literature. Nonetheless, Shaikh and Karjaluoto [11] argue that accessing
banking or financial services from a laptop should not be considered m-banking, since
the user interface is similar to that of desktop PCs. According to Touchaie and Hashim
[12], m-banking is the act of conducting monetary transactions in a mobile environ-
ment, using mobile or wireless network and mobile devices such as smartphones and
tablets. Mobile payments are considered a subset of mobile banking. Houghton [13]
considered paying for your car fuel or parkade tickets through vending machine via
smartphone’s credits as a payment method to be an example of m-commerce. Some
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authors refer to it as cellphone banking. Mlitwa and Tshetsha [14] described it as a
convenient banking channel to manage finances using a mobile phone. According to
Al-jabri and Sohail [15], mobile banking services allow customers to take full
advantage of the latest technology which enables them to: check account details; view a
mini-statement; transfer funds; pay credit cards and loan installments and place
remittances to beneficiaries in local banks or abroad, to highlight a few.

Mobile banking technology offers a variety of possible products and services that
banks can avail to consumers [16]. Among other services, M-banking systems offer a
variety of financial features such as micropayments to merchants, bill-payments to
utilities, person to person (P2P) transfers, business to business (B2B) transfers, busi-
ness to person (B2P) transfers and long-distance remittances [17]. Khan, Varshney and
Qadeer [18] suggested that it is mobile commerce (m-commerce), they continued to
define it as buying and selling of goods and services using wireless technology. Khan,
Varshney and Qadeer further identified mobile banking as one of the products and
services available in the mobile commerce (m-commerce). Thus, mobile financial
services fall under this umbrella such as mobile personal banking and payments [19].
Mobile banking is currently available via SMS technology and WAP-enabled mobile
phones [20, 21]. The capability to use banking and other m-commerce applications
with such a small device effectively with good interaction is a critical success factors of
mobile buying and selling [22]. Mobility is often a challenge for a number of elderly
individuals. Thus mobile shopping and banking can be beneficial to this cohort who
would then essentially not have to leave their homes or comfort to perform financial
transactions [1].

Mobile banking seems to offer several possibilities to either increase revenues or
reduce costs [16], however the usage rate remains low [20], except in developed
countries where it is heavily adopted [21]. For South Africa and other developing
countries, mobile banking serves as a vital interface between consumers and the banks
by permitting money transfer, saving and investment opportunities [23]. Mobile
banking is further described as a contributor towards financial inclusion for such
countries with a tele-density of 70% [24]. The provision of mobile banking is
increasing but awareness of the service by banking consumers and the convenience that
it entails requires more effort on the part of banking services providers [25].

M-banking dates back to the late 1990s where it was first launched in Germany
[11]. Primary research on mobile banking was conducted in the early 2000s [25]. The
adoption of mobile banking and related services in developing economies has been
studied [19] over the past years in countries such as: South Africa (MTN money,
Wizzit), Kenya (mPESA), India (Eko) and in continents such as Asia (SmartMoney and
G-Cash) [26–30]. However, studies about the elderly behaviour on mobile banking and
commerce are rare [2, 31], a few studies have examined ease of use and extrinsic and
intrinsic motivations for the elderly’s usage of mobile applications [32]. Convenience
and efficiency are top mobile banking benefits [26] cited in the literature.

2.2 The Elderly Population

Most scholars define the elderly as individuals aged 50 and above [12, 33]. Applying
policies and regulations from different countries, this definition is argued. Similarly, in
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natural science or clinical psychology various issues are considered. In addition, the
needs of the elderly are linked to the age-related changes that they face [34]. Mallenius,
Rossi and Tuunainen [35] argue that, ageing differs with individuals, while there are
energetic and sharp elderly aged over 80, there are 60-year-old people, who struggle
with their daily routine.

People are living longer than at any other time recorded in history [36]. The elderly
population globally is growing dramatically [33, 37]. In this digital economy the
elderly’s needs and concerns as technology users differ from other groups due to
natural changes associated with aging [38]. Considering the available medicines and
technologies, many of today’s elderly people desire an active retirement and prefer
learning new skills [9] that they can use in this digital era. Furthermore, the elderly are
using digital technologies for work and entertainment [38].

In the commercial market, to understand the elderly consumer behavior, it is
important to understand who elderly people are [12] and their attitudes and behavior
towards technology [36]. It is worth mentioning that the relationship with technology
might be different for older adults compared to young people, since the elderly did not
grow up with technology and currently have less contact with these innovations [39].
However, the literature reports that in China the elderly had positive attitudes and
beliefs concerning information technology [36].

Technology has been reported to have an ability to simplify the lives of elderly
individuals. In the view of Jayachandran [40], the elderly have developed a techno-
phobia which may prompt them to stay away from any technology. Although the
elderly group may believe in traditional resources, having digital skills to easily access
available digital technologies may allow people to engage with and participate in
almost every level of public life, from social networking to e-Government [41]. The
elderly can have a hard time assimilating digital technologies like mobile banking. As
such it is important that mobile service providers consider how to support the elderly
integrate into modern societies [4].

2.3 Developing Countries

Mobile commerce has presented several benefits to many individuals and organisations
in developing countries [42]. However, mobile banking in developing countries is still
constrained, with only few individuals who can access it, due to strict banking regu-
lations and a high number of unbanked individuals [43–45]. Developing countries,
heavily dominated by low-income individuals [30], are faced with a variety of chal-
lenges and limitations such as access to quality health services and education, and they
are lagging in technology implementation. Such countries with a high rate of unbanked
citizens, have relied on low-cost banking solutions such as MPesa [26] to accommodate
the unbanked citizens.

Previous research on developing countries has indicated that financial literacy is an
important factor for effective financial decision making which in turn influences citi-
zens’ financial behavior [46]. In many cases, individuals with low financial literacy will
ignore banking applications and the benefits they may bring. Examining issues such as
trust, may increase the use of mobile technologies in developing countries [47].
Considering the disadvantaged background, change in political structures for these
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countries does not culminate in economic power or wealth [23]. Also, poverty is
evident in such countries and the digital technologies and other (ICT) infrastructure are
still under development [13]. Thus, low-cost banking may benefit citizens in these
countries. Some researchers have indicated that mobile technology can reduce the
effect of poverty [47]. However, it is unclear if people in low-income countries will
adopt mobile banking technology [26], since the appetite for banking services in these
countries is not high. According to Thakur [50], Dass and Pal [48], as well as Sharma
[49], the demand for m-banking can be improved by increasing the demand for banking
and financial services through increased awareness about various available products.

3 Research Method

The study adopted a systematic literature review (SLR) approach which provides a
transparent research process to study patterns and evidence from prior research studies
[50]. The approach used is based on the guidelines proposed by [51]. The procedure
undertaken was as follows: Define search terms; Select sources (digital libraries) on
which to perform the search; Application of search terms on sources; and Selection of
primary studies by application of inclusion and exclusion criteria on search results.

The aim of a SLR is to identify all research studies, those that are published and
unpublished that address a specific question [50]. Like any other research approach, the
SLR has benefits and limitations. The major advantage of this method is that it provides
information about the effects of some phenomenon across different environments, and
also maintaining the ability to establish whether the study is robust and transferable
[51]. Even though the SLR approach requires more effort compared to other approa-
ches [51], it matched the requirement of the study which was to understand what is
known in the scholarly literature about the barriers and enablers for the elderly
regarding mobile commerce and banking. The approach adopted in this study, looked
at the published papers in the last 10 years (2009–2019), focusing on the association
between mobile banking, m-commerce and the elderly in developing countries. The
following search terms and combinations were used in this systematic review: (Mobile
banking OR m-banking OR mbanking OR Mobile commerce OR Mcommerce OR m-
commerce) AND (Elderly OR Senior citizen OR Seniors OR Older adults OR Older
people) AND (Developing Countries). The electronic libraries did not yield much data
on the phenomena of interest. Mobile banking is still emerging in several countries
[33], thus few studies were returned, and most did not contain the search text. The
articles that did not contain the search text were omitted immediately. Due to a minimal
number of relevant research studies returned, it was decided that research articles
should not be limited only to developing countries but rather focus on elderly and
mobile banking and m-commerce in general.

To minimize bias in a review, inclusion and exclusion selection criteria needs to be
clearly defined [50]. It happens in some cases that the selected studies are irrelevant to
the research question and objectives. Having selection criteria eliminate such issues.
Publications that met any of the following criteria were selected as primary studies: A
research study that primarily focuses on mobile banking or m-commerce and the
elderly; A research study that focuses on mobile payments and the elderly, and Studies
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published in English between year 2009 and 2019, the intention was to focus on
research development in the past 10 years. Publications that met any of the following
criteria were excluded from the review: Mobile banking or mobile commerce studies
that do not focus on the elderly; Studies published before 2009; and Studies not
published in English.

Figure 1 highlights the process followed to select the papers. The studies were
reviewed to extract the drivers and barriers towards mobile banking and commerce.
The search resulted in 11 relevant publications, of which four were published in
different journals and some published as part of conference proceedings and student
dissertations. Based on the search results, only four of these research studies were
conducted in the developing countries. The majority of the papers investigated adop-
tion using a quantitative approach. The searches were conducted on ACM Digital
Library, IEEE Xplore Digital Library, Science Direct, ISI Web of Knowledge and
Google Scholar. Due to scarcity of research papers focusing on this context, the search
was extended to the top eight IS Journals as identified by the Association for Infor-
mation Systems (AIS). After reviewing the eight IS journals, there were no new articles
identified which were relevant to the subject.

4 Discussion of the Findings

Previous studies have reported a lack of interest in this subject area, similarly this study
discovered limited literature to examine and extract enablers and barriers for mobile
commerce. The research studies included in this review investigated enablers and
barriers for mobile commerce and banking among elderly. Most of the studies focus on
the factors influencing the use of mobile financial services. It is noted that such
technology trends are new, and most elderly consumers still need to be educated or
trained on these technologies [52]. Barriers are existing which negatively impact
acceptance, adoption and use of mobile commerce among the elderly. Among other
things, security and trust are major concerns for this group of individuals [2]. Financial

Fig. 1. Articles included in the review
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institutions must instill trust to reach this audience, despite the existing perceptions of
distrust in this sector [47].

Jayachandran [40] studied senior citizens aged 50-plus, to ascertain the type of
banking they preferred and reason for their preference. The study was conducted in
Kerala, a state located in one of the developing countries in India. The survey method
was used in the study, with a sample of 400 banking customers chosen through con-
venience sampling. The study found that the seniors preferred branch banking since it
offers personalized interaction and dealings. This indicated that most elderly have not
adopted mobile banking due to lack of personalization or customizing mobile financial
applications accommodating their special needs.

Ayaratne, Ryan and Cripps [53] investigated the factors that affect the adoption of
M-banking by using a combined Technology Acceptance Model (TAM)-Unified
Theory of Acceptance and Use of Technology (UTAUT) framework. Data was col-
lected from 70 elderly people in Australia. Australia is one of the high-income coun-
tries. The study was selected due to limited literature available. The results revealed
that performance expectancy, facilitating conditions and, perceived ease of use were
significant factors that determined the use of mobile banking. Based on the results, the
banking application needs to be clear, understandable, user-friendly, and not require a
lot of mental effort to learn. The author further noted that the elderly did not find the
banking app trustworthy. Due to smaller sample, the study cannot be generalized across
the population.

Touchaie and Hashim [12] revealed that there was a negative effect of dispositional
resistance to change (DRTC) on mobile banking adoption among elderly. This means
there is high resistance to change around this population segment. The data was col-
lected using the survey method in Kuala Lumpur from elderly aged over 50. The
participants were non-users of mobile banking. A sample of 384 was obtained and
Partial Least Squares Structural Equation Modelling (PLS-SEM) was used to analyze
the data. It can be recorded that resistance to change is a barrier towards adoption of
mobile banking. Marketing strategies used by online services providers such as m-
banking were not appropriate to attract the market segment that is unwilling to use
services such as senior market. Thus, understanding factors that negatively impact the
adoption of m-banking by a particular market segment may help to develop strategies
which assist to overcome the barriers in their adoption.

Choudrie et al. [33] conducted a systematic review of studies on mobile banking,
and older adults and on older adults and smartphones. The aim of the paper was to
understand and explain the factors that influence the adoption, use and diffusion of
mobile banking among older adults. The study found that there are few studies of older
adults’ relationships with mobile banking and smartphones. The results further revealed
that the innovativeness of device and a product or service such as mobile banking needs
to be compatible with individuals’ lifestyles and also offer support service by way of its
novelty. The author noted that, by offering support, the consumer perceived difficulties
and complexities are often reduced or eliminated, consequently promoting trust while
reducing risks. Focusing on trust, the study also introduced a conceptual framework
which can be used for future studies. Lian and Yen [2] studied drivers and barriers
affecting older consumers’ intention to shop online. The study used UTAUT and
innovation resistance theory. By comparing younger consumers with their older
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counterparts, and considering gender, the findings indicate that the major factors
driving older adults toward online shopping are performance expectation and social
influence which is the same with younger consumers. Their study revealed the fol-
lowing barriers: value, risk, and tradition which is different from younger users.

4.1 Identified Key Enablers

Use of technology is not an instant act, especially for non-digital natives. Prior
experience with technology may lead to positive acceptance of new digital technolo-
gies. Ayaratne, Ryan and Cripps [53] showed that individuals who were familiar with
other technology were likely to perceive M-banking as easy to use and useful to their
lives, and also confirmed this positive factor by finding user-friendliness as the driver
of mobile banking adoption. Organisations need to understand that, to leverage the
available opportunities, it is important to tap into the right kind of consumer behavior
and attitude [1]. Mobile opportunities should be usable and accessible hence, it is vital
that mobile applications are suitable for all types of consumers [4]. Usefulness and
attitude are direct factors influencing consumer satisfaction leading to the adoption of
mobile technologies [54].

4.2 Identified Key Barriers

Even though there are a number of benefits reported on mobile banking and commerce,
the barriers from internal and external environment do exist preventing the innovation
from reaching its potential. Trust was a commonly cited barrier in the literature.
Consumers have different views and attitude regarding mobile technologies which
generate a number of issues when it comes to acceptance and adoption. In general
factors such as a lack of trust of technology and a lack of technology readiness act as
barriers to the adoption of mobile financial services [48]. The digital divide and digital
literacy are two areas that also caught the attention of the researchers when considering
the elderly as digital immigrants [41]. For instance, operating a small user interface of a
mobile device may be difficult for the elderly. Also a mobile application with a
complicated menu may be difficult for the elderly to remember [12]. While studies
prove that elderly customers who have access to electronic services and products are
ready for electronic banking and commerce [3], the opposite is reported for mobile
commercial products and services. Among barriers, the elderly reported professionally
written instructions for operating devices which they did not understand and also the
absence of a person who can teach them as key constraints. Additionally, fear is
another reason for not using digital technologies. The elderly are afraid of being lost in
smartphone or tablet and that they will not be able to login or sign out of the application
[41]. Performing online payment is another issue for the elderly attempting to shop
online, many consumers preferred cash on delivery due to trust and security issues [2]
and privacy [55].
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5 Conclusion and Recommendations

The findings of this study revealed that the elderly group certainly have unique
requirements that need to be communicated to mobile commerce providers and
designers in order to cater for this growing segment. Mobile banking is still in the
emerging stage in various parts of the world, thus future research should focus on
building the body of knowledge around this context. There is a need to conduct
research studies that adopt data collection methods that probe for answers, which can
deliver rich primary data from the elderly. Additionally, the study found that there is a
gap in research focusing on the elderly and mobile banking and commerce, which
confirmed the findings of [33]. In the light of this, the opportunity for further studies is
identified particularly from the perspective of developing countries. Future research
should address this gap by focusing on how the elderly needs can be met in this digital
era focusing on digital or technology needs.

M-banking and M-commerce are thriving in the global market based on the research
studies and published reports on financial markets. The growing numbers of elderly
people globally signifies that there is an opportunity to market directly to this group or
develop products customized for this segment. However, to customize services for this
segment group, enablers and barriers need to be understood, hence the need for research
studies in this area of interest. Even though there are barriers, it can be argued that, with
time, the elderly will become more interested in mobile commerce and banking to
enhance their quality of life. Banks need to communicate to their consumers the mea-
sures they will employ to address the elderly issues and concerns being raised [55].
Thus, ICT practitioners and researchers need to propose age-specific design guidelines
for mobile devices and mobile applications [34]. Furthermore, in-house training and
usage guidance would prove to be useful to this vulnerable group [40].

References

1. Motwani, B.: Prediction of intention of senior professionals to prefer mobile banking. FIIB
Bus. Rev. 5(4), 51–64 (2016)

2. Lian, J., Yen, D.C.: Computers in human behavior online shopping drivers and barriers for
older adults: age and gender differences. Comput. Hum. Behav. 37, 133–143 (2014)

3. Diako, B., Lubbe, S., Klopper, R.: The degree of readiness of South African senior citizens
for electronic banking: an exploratory investigation. Altern. J. 5, 255–287 (2012)

4. Ekberg, S.: A study of how Swedish agencies are working with eService accessibility for
elderly people (2015)

5. Hur, M.H.: Empowering the elderly population through ICT-based activities: an empirical
study of older adults in Korea. Inf. Technol. People 29(2), 318–333 (2015)

6. Ordonez, T.N., Yassuda, S., Cachioni, M.: Elderly online: effects of a digital inclusion
program in cognitive performance. Arch. Gerontol. Geriatr. 53(2), 216–219 (2011)

7. Ramón-Jerónimo, M.A., Peral-Peral, B., Arenas-Gaitán, J.: Elderly persons and internet use.
Soc. Sci. Comput. Rev. 31(4), 389–403 (2013)

8. Boontarig, W., Chutimaskul, W., Chongsuphajaisiddhi, V., Papasratorn, B.: Factors
influencing the Thai elderly intention to use smartphone for e-health services. In: 2012
IEEE Symposium on Humanities, Science and Engineering Research, pp. 479–483 (2012)

Enablers and Barriers for Mobile Commerce and Banking Services 327



9. Iyer, R., Eastman, J.K.: The elderly and their attitudes toward the internet: the impact on
internet use, purchase, and comparison shopping. J. Mark. Theory Pract. 14(1), 57–67
(2014)

10. Pikna, J., Fellnerova, N., Kozubik, M.: Information technology and seniors. In: CBU
International Conference on Innovations in Science and Education, pp. 702–708 (2018)

11. Shaikh, A.A., Karjaluoto, H.: Mobile banking adoption: a literature review. Telemat. Inf. 32
(1), 129–142 (2015)

12. Touchaie, S.A., Hashim, N.H.: The influence of dispositional resistance to change on
seniors’ mobile banking adoption in Malaysia. J. Soft Comput. Decis. Support Syst. 5(6), 1–
12 (2018)

13. Alfahl, H., Houghton, L., Sanzogni, L.: Mobile commerce adoption in Saudi organizations: a
qualitative study. Int. J. Enterp. Inf. Syst. 13(4), 31–57 (2017)

14. Mlitwa, N., Tshetsha, N.: Adoption of cell-phone banking among low-income communities
in rural areas of South Africa. iBusiness 4, 362–370 (2012)

15. Al-jabri, I.M., Sohail, M.S.: Mobile banking adoption: application of diffusion of innovation
theory. J. Electron. Commer. Res. 13(4), 379–391 (2012)

16. Ha, K., Canedoli, A., Baur, A.W., Bick, M.: Mobile banking — insights on its increasing
relevance and most common drivers of adoption. Electron. Mark. 22(4), 217–227 (2012)

17. Chitungo, S.K., Munongo, S.: Extending the technology acceptance model to mobile
banking adoption in rural Zimbabwe. J. Bus. Adm. Educ. 3(1), 51–79 (2013)

18. Khan, D., Varshney, P., Qadeer, M.A.: E-commerce: from shopping carts to credit cards. In:
2011 IEEE 3rd International Conference on Communication Software and Networks,
pp. 81–85 (2011)

19. Agwu, E.M., Carter, A.: Mobile phone banking in Nigeria: benefits, problems and prospects.
Int. J. Bus. Commer. 3(6), 50–70 (2014)

20. Laukkanen, T., Lauronen, J.: Consumer value creation in mobile banking services. Int.
J. Mob. Commun. 3(4), 325–338 (2005)

21. Sripalawat, J., Thongmak, M., Ngramyarn, A.: M-banking in metropolitan Bangkok and a
comparison with other countries. J. Comput. Inf. Syst. 51(3), 67–76 (2015)

22. Hussain, A., Abubakar, H.I., Hashim, N.B.: Evaluating mobile banking application :
usability dimensions and measurements. In: Proceedings of the 6th international Conference
on Information Technology and Multimedia, no. 1, pp. 138–142 (2014)

23. Chigada, J.M., Hirschfelder, B.: Mobile banking in South Africa: a review and directions for
future research. SA J. Inf. Manag. 19(1), 1–9 (2017)

24. Behl, A., Singh, M., Venkatesh, V.G.: Enablers and barriers of mobile banking opportunities
in rural India: a strategic analysis. Int. J. Bus. Excell. 10(2), 209–239 (2016)

25. Al-jabri, I.M.: The intention to use mobile banking: further evidence from Saudi Arabia.
South African J. Bus. Manag. 46(1), 23–34 (2015)

26. Ismail, T., Masinge, K.: Mobile banking: innovation for the poor. African J. Sci. Technol.
Innov. Dev. 4(3), 98–127 (2012)

27. Borg, F., Persson, M.: Assessing Factors Influencing the Diffusion of Mobile Banking in
South Africa - A case study on the company Wizzit Carried (2010)

28. Ayo, C.K., Adewoye, J.O., Oni, A.A.: Framework for mobile money implementation in
Nigeria. J. African Res. Bus. Technol. 2011(1), 1–8 (2011)

29. Firdhous, M.F.M., Karunaratne, P.M.: An ICT enhanced life quality for the elderly in
developing countries: analysis study applied to Sri Lanka. J. Health Inform. Dev. Ctries. 5,
47–59 (2011)

30. Medhi, I., Ratan, A., Toyama, K.: Mobile-banking adoption and usage by low-literate, low-
income users in the developing world. In: Aykin, N. (ed.) IDGD 2009. LNCS, vol. 5623,
pp. 485–494. Springer, Heidelberg (2009). https://doi.org/10.1007/978-3-642-02767-3_54

328 N. T. Msweli and T. Mawela

https://doi.org/10.1007/978-3-642-02767-3_54


31. Zhang, F., Soto, C.G.: Older adults on electronic commerce: a literature review. Int. J. Bus.
Adm. 9(3), 10–17 (2018)

32. Kim, M.J.: Does knowledge matter to seniors’ usage of mobile devices? Focusing on
motivation and attachment. Int. J. Contemp. Hosp. Manag. 28(8), 1702–1727 (2016)

33. Choudrie, J., Junior, C.O., McKenna, B., Richter, S.: Understanding and conceptualising the
adoption, use and diffusion of mobile banking in older adults: a research agenda and
conceptual framework. J. Bus. Res. 88, 449–465 (2018)

34. Almao, E.C., Golpayegani, F.: Are mobile apps usable and accessible for senior citizens in
smart cities? In: Zhou, J., Salvendy, G. (eds.) HCII 2019. LNCS, vol. 11592, pp. 357–375.
Springer, Cham (2019). https://doi.org/10.1007/978-3-030-22012-9_26

35. Mallenius, S., Rossi, M., Tuunainen, V.K.: Factors affecting the adoption and use of mobile
devices and services by elderly people – results from a pilot study. 6th Annu. Glob. Mobil.
Roundtable 31, 12 (2007)

36. Chen, A.N., Downey, J.P., Mcgaughey, R.E., Jin, K.: Seniors and information technology in
China. Int. J. Hum. Comput. Interact. 32(2), 132–142 (2016)

37. Gatsou, C., Politis, A., Zevgolis, D.: Seniors’ experiences with online banking. In: 2017
Federated Conference on Computer Science and Information Systems, vol. 11, pp. 623–627
(2017)

38. Ganor, N., Te’eni, D.: Designing interfaces for older users: effects of icon detail and
semantic distance. AIS Trans. Hum.-Comput. Interact. 8(1), 22–38 (2016)

39. Seifert, A.: Mobile seniors: mobile use of the internet using smartphones or tablets by Swiss
people over 65 years. Gerontechnology 1(1), 56–62 (2015)

40. Jayachandran, A.: E-banking or branch banking? Preference of senior citizens in Kerala.
IUP J. Bank Manag. 18(2), 19–29 (2019)

41. Švecová, M., Odlerová, E.: Smartphone and mobile application usage among seniors in
Slovakia. Eur. J. Sci. Theol. 14(6), 125–133 (2018)

42. Cullen, M., Kabanda, S.K.: The role of demographic and motivational factors on mobile
commerce usage activities in South Africa. South African J. Inf. Manag. 20(1), 1–8 (2016)

43. Medhi, I., Gautama, S.N.N., Toyama, K.: A comparison of mobile money-transfer UIs for
non-literate and semi-literate users. In: Proceedings of the SIGCHI Conference on Human
Factors in Computing Systems, pp. 1741–1750 (2009)

44. Deb, M., Agrawal, A.: Factors impacting the adoption of m-banking: understanding brand
India’s potential for financial inclusion. J. Asia Bus. Stud. 11(1), 22–40 (2017)

45. Thakur, S.: The impact of information technology advancement in Indian banking sector.
Int. J. Eng. Technol. Sci. Res. 5(1), 833–841 (2018)

46. Oseifuah, E.K.: Financial literacy and youth entrepreneurship in South Africa.
African J. Econ. Manag. Stud. 1(2), 164–182 (2010)

47. Benamati, J.S., Serva, M.A.: Trust and distrust in online banking: their role in developing
countries. Inf. Technol. Dev. 13(2), 161–175 (2007)

48. Dass, R., Pal, S.: Exploring the factors affecting the adoption of mobile financial services
among the rural under-banked. In: European Conference on Information Systems (ECIS),
p. 246 (2011)

49. Sharma, S.K., Govindaluri, S.M., Al-Muharrami, S., Tarhini, A.: A multi-analytical model
for mobile banking adoption: a developing country perspective. Rev. Int. Bus. Strateg. 27(1),
133–148 (2017)

50. Nightingale, A.: A guide to systematic literature reviews. Surgery 27(9), 381–384 (2009)
51. Kitchenham, B.: Procedures for Performing Systematic Reviews, UK (2004)
52. Albashrawi, M., Motiwalla, L.: Understanding mobile banking usage: an integrative

perspective. In: Proceedings of the 2017 ACM SIGMIS Conference on Computers and
People Research, pp. 63–70 (2017)

Enablers and Barriers for Mobile Commerce and Banking Services 329

https://doi.org/10.1007/978-3-030-22012-9_26


53. Ayaratne, M.G.S.D.N., Ryan, M., Cripps, H.: Mobile banking adoption by senior citizens in
Perth. In: The Proceedings of 2nd Business Doctoral and Emerging Scholars Conference,
p. 105 (2017)

54. Kargin, B., Basoglu, N., Daim, T.: Adoption factors of mobile services. Int. J. Inf. Syst. Serv.
Sect. 1(1), 15–34 (2009)

55. Malaquias, R.F., Hwang, Y.: An empirical study on trust in mobile banking: a developing
country perspective. Comput. Hum. Behav. 54, 453–461 (2016)

330 N. T. Msweli and T. Mawela



A Methodology for Addressing the
Second-Level Digital Divide

A Practical Experience
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Abstract. In this article we describe a methodology, and its evalua-
tion, for achieving technical competence through digital literacy training
using self-learning training material. The key component is self-learning
in the sense that the targeted population learns digital operational skills
without the need of a teacher. This is achieved through the adaptation
of the training material to the trained group. As training groups are
diverse, e.g., including both populations in developing and developed
countries, and varying in age aspects, gender, languages, literacy levels
and technological literacy levels, materials and the speed which training
takes place has to be adapted to take into account these differences. The
methodology involves use of training videos, and use a dual screen app-
roach where training material is shown on one screen and training takes
place on a second screen (computer). The approach has been evaluated in
both developing countries and developed countries, with training groups
of different capabilities and backgrounds (in Kenya, El Salvador, Spain,
France and The Netherlands), with promising results.

Keywords: Digital literacy training · Localisation · Individual
training · e-learning · Digital skills acquisition

1 Introduction

Since the 1990s, the digital divide [14] has been defined as the inequalities
in access to and use of Information and Communication Technologies (ICTs),
mostly the Internet [3]. Initially, the study of the digital divide observed the
distinction between those who had access to the internet and those who had
not. This is called the first-level digital device. Regarding the first-level digital
divide, there is a clear divide among developed countries, where the majority of
the population has internet access, to less developed countries where, although
the internet access is constantly growing, there are still large parts of the popu-
lation that do not have easy access to the internet.
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Later, the second-level digital divide mostly focuses on digital skills [5].
Researchers on digital skills distinguish between technical competence or oper-
ational skills, i. e., skills like using a mouse or a keyboard, information literacy,
which is “the ability to recognise when information can solve a problem or fill a
need and to effectively employ information resources”. Additionally, Scheerder et
al. [12], distinguished “information navigation skills” (the ability to find, select,
and evaluate sources of information on the Internet), “social skills” (the ability
to use online communication and interactions to understand and exchange mean-
ing and acquire social capital) and “creative skills” (needed to create different
types of content and to publish or share this with others on the Internet).

The second-level digital divide, in particular, operational skills, is an impor-
tant social issue both in developing countries an in developed countries. In devel-
oping countries, young people need to have certain skills (for example, effective
use of text editors and spreadsheets) in order to get a better job. In developed
countries, society is clearly becoming more digital, providing many new digital
services, some for very basic services like to get a doctor appointment, at a fast
pace. Unfortunately, the most vulnerable people are often left behind. Many
seniors, migrants and minorities are suffering social exclusion due to their lack
of digital literacy, Thus, large segments of the population lacks the necessary
skills to interact effectively with such digitalized services

To address the second-level digital divide, in particular, operational skills, the
usual approach to train the population, both in developing and developed coun-
tries, involves face-to-face training with teachers, since the usual training mate-
rial (MOOCS, etc.) is not suitable for those without the most basic digital skills.
However, often such face-to-face training activities has limited effectiveness. The
typical training in groups has many problems: logistics (participants with dif-
ferent time availability) and pedagogical (participants with different learning
speed) problems, and teachers are sometimes ill-equipped to deal with individ-
uals not only experiencing digital illiteracy but also experiencing low literacy in
general. Of course, there are many qualified teachers but, in general, scaling such
face-to-face training activities to be able to train big sectors of a population is
very costly in terms of the human resources needed; in general it is simply not a
sustainable activity. In addition when the trainees are located in rural or remote
areas the human resources needed (teachers) may not be available in sufficient
quantities. In developing countries typically both problems occur, i.e., too high
training costs, and limited availability of qualified teachers.

To address these issues, we have developed a methodology that relies on
self-learning, i. e., training without the need of teachers [6,13]. Given such a
methodology, we formulate the following research question – can the methodology
be applied with success both in developing and developed countries? To answer
this research question, we have conducted a series of training activities in both
developing countries, e.g., Kenya and El Salvador, and developed countries such
as Spain, France and The Netherlands.

The rest of the paper is organised as follows: in Sect. 2 a summary of the
characteristics of the methodology is presented. Next, Sect. 3 describes the
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evaluation of the methodology in the aforementioned countries, and Sect. 4 sum-
marises the results, discusses the work, and presents plans for the future.

2 Methodology

In this section, we summarise the key ingredients of our methodology which is
in essence based on e-learning and self-learning concepts [8–10], and which does
not require trained teachers to assist trainees.

No teachers: The methodology does not require a trained teacher to assist
trainees. In the practical studies we have conducted (see Sect. 3) assuring that
the practical necessities for conducting the literacy training (e.g., availability
of working computers, access to literacy training material) are met is the
responsibility of a local training coordinator, who does not need to be familiar
with the literacy training material.

Use of a two-screen approach: The methodology follows a learning-by-doing
approach where the trainee is presented with two screens: (i) one, typically
a tablet, where the training material, a number of videos, is shown and (ii)
a second one, typically a desktop computer, used by the trainee to practice
the practical exercises shown in the first screen. The benefits of using dual
screens has been studied in a number of works, e.g., [4,7].

Adapting training material to the trained group: When training diverse
populations the training material used should be localised, e.g., in general
with respect to languages utilised, with respect to literacy levels, etc. In
general such a localisation (e.g., in the website domain [11]) process typi-
cally consists of a translation to a language and a cultural adaptation. In our
methodology, both the language used for instructions, and the video speed, is
adapted to the trained groups: (i) Language adaptation: normally the videos
are in the native language of the trainees. However, in the case of migrants,
they may choose to either receive instructions in their native language or in
the language of the country they currently reside; (ii) Age adaptation: for
instance, the speed of the videos is slower for elderly people than for younger
people; (iii) Literacy adaptation: for instance, the language in the video is
“simpler” for people with low literacy than for other with higher levels of
literacy; (iv) Gender adaptation, for instance, we use inclusive language;
(v) Technology literacy adaptation: for many trainees the use of our train-
ing setup comprising tablets and desktop computers can be their first con-
tact with such technological equipment; we have extensive experiences with
adapting training material with regards to such concerns.
As an example, in the training of young women in Kenya with reduced school
experience, the videos played rapidly, but the language used was simplified,
and adapted to their gender, and level of technological literacy.

Use of specially developed software training applications: We have devel-
oped a number of new software training applications to ensure that the inter-
actions with the training application is intuitive, providing a controlled envi-
ronment specifically adapted to users without digital background.
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3 Evaluation

In this section we summarise the studies (Fig. 1) that have been used for eval-
uation: Lamu (Kenya), Tecoluca (El Salvador), and a study in the context of a
EIT-Health project with sessions in Spain, France and The Netherlands.

Fig. 1. Digital literacy training in Lamu, Kenya (left), and Madrid region, Spain (right)

3.1 The Lamu Study

A report on a first experience (from 2011) applying this methodology in Lamu
at the northeast of Kenya is given in [13]. The Digital Opportunities project [2]
dealt with the digital literacy of a target group of young people who wanted
to improve their chances of getting a job by acquiring some basic computing
skills such as using word processors, web browsing, working with spreadsheets,
etc. Interestingly, they had already attended local private IT courses teaching
e.g. basic word processor tools skills, and had even received a diploma. However,
in these courses, the students would typically just observe the teacher demon-
strating an application, without the students getting a chance to experiment
themselves.

Evaluation. Most of the students had previous training in the subject matter
but when their skill level was evaluated through a practical exam before the
start of the course, it was found to be poor. In total 86 students attended our
training, and passed a final exam which evaluated that their skills were at a
satisfactory level. Of these 86 students, 39 answered a questionnaire after the
course, regarding what skill level (from 0 to 10) in the subject matter that they
then perceived themselves to possess before the course, as well as after the course.
The results was an average perceived skill level of 2.5 before the course, and 8.5
after having taken the course. That is, the students considered that the course
had greatly improved their operational skills.

3.2 The Tecoluca Study

Another training experience using our methodology took place in Tecoluca, El
Salvador, during 2016–2017. The goal of the PALDICA project was the digital
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training of adults, with a particular focus towards the digital service needs and
interests of adult farmers, in particular, acquiring basic operational skills (for
instance, how to use the mouse and the keyboard), basic use of a word processor
and basic email and internet browsing. The training was to take place at centers
funded by an international cooperation agency.

Evaluation. In this project, the training material was developed (localised) and
first used in a pilot project where the coordinators of the centers were trained,
before they were due to assist the target population in their training. This prior
training activity had not been planned, and indeed was not strictly needed
from the point-of-view of the training methodology. However, in practice it was
deemed necessary to ensure that the training coordinators were sufficiently moti-
vated to assist in future training activities. 7 coordinators took part in this pilot
projects, and two of them filled in a written questionnaire stating that the train-
ing had greatly improved their operational skills. Unfortunately, at that moment
the funding of the centers where the training was to have taken place ceased,
and the centers were closed. The more large-scale training of adult farmers that
we had planned for could not take place. On the positive side, we gained new
insights from developing further, and localising, the training material, and more-
over we came to appreciate the financial difficulties of conducting such training
activities.

3.3 The EIT-Health Study

Recently, we have continued the development of the training methodology and
platform, and its evaluation, in the context of a European project oriented to the
digital inclusion of European seniors and migrants, “e-Health inclusion through
ICT training” (eHi-ICTT) funded by EIT-health [1], which ended on December
31st, 2019. The project focused specifically on helping its target audience (senior
people including migrants) to be able to access e-health services. The partners in
the project were: (i) SERMAS, the public health service of the Madrid region. (ii)
E-seniors, a French association which provides ICT classes to seniors. (iii) Leyden
academy, a knowledge institute in the Netherlands, which conducts scientific
research on various topics focused upon vitality and ageing; (iv) Universidad
Politécnica de Madrid (the university of the article authors).

Evaluation. The project had the following main activities: (i) definition of train-
ing contents, including the collaborative process with project participants to
obtain the agreed upon training program for each collective; (ii) development of
the audiovisual material; (iii) conducting training session to evaluate the success
of the approach. The results were measured as follows. First, a pre-questionnaire
was created to measure the operational skills owned by the target population
before taking the course. Secondly, a post-questionnaire was designed to measure
the acquisition of the same skills after taking the course. In Madrid, a group of
42 Arab migrants and 28 seniors attended the training; in Pairs 26 seniors; and
28 Arab migrants in The Netherlands. We are still analysing the detailed results,
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but the informal feedback we have received has been very positive, with several
participants for instance telling us that they were able for the first time to make
an appointment with a doctor using an online system. A detailed analysis show-
ing to what extent the goals of the project has been met, through measuring the
outcome of the training sessions (e.g., to what extent trainees can successfully
use medical digital systems), will be presented in a future article.

4 Conclusions and Future Work

In this paper, we have presented the key characteristics of our self learning
based methodology to address the second-level digital divide with regards to
operational skills. The approach works with specially developed software training
applications, and uses a two-screen approach. The methodology has been applied
in a number of training events in Kenya, El Salvador, and Europe. In all locations
students reported an improvement in their operational skills due to the training.
Based on these findings, we are now working on reducing the amount of work
needed to adapt the overall methodology to different contexts, e.g., to account
for differences in language, gender, literacy, etc.

We believe that our methodology holds great promise, and future plans
include demonstrating its potential for training on a significantly larger scale.
Moreover, we are eager to cooperate with other institutions that share the ambi-
tion of reducing the second-level digital divide.

References

1. https://www.eithealth.eu/
2. Digopps, digital opportunities project. https://digopps.wixsite.com/digitaloppor

tunities
3. Castells, M.: The Internet Galaxy: Reflections on the Internet, Business, and Soci-

ety. Oxford University Press on Demand, Oxford (2002)
4. Colvin, J., Tobler, N., Anderson, J.: Productivity and multi-screen computer dis-

plays. Rocky Mt. Commun. Rev. 2, 31–53 (2004)
5. Hargittai, E.: Second-level digital divide: differences in people’s online skills. First

Monday 7(4) (2002)
6. Hernandez, S.M.: Looking for sustainable software for education in developing

countries. In: 2014 IEEE Global Engineering Education Conference, EDUCON
2014, Istanbul, Turkey, 3–5 April 2014, pp. 1108–1111. IEEE (2014)

7. Hsu, J.-M., Chang, T.-W., Yu, P.-T.: Learning effectiveness and cognitive loads in
instructional materials of programming language on single and dual screens. Turk.
Online J. Educ. Technol. 11, 156–166 (2012)

8. Mayer, R.E.: Cognitive Theory of Multimedia Learning. Cambridge Handbooks in
Psychology, pp. 31–48. Cambridge University Press, Cambridge (2005)

9. Mitra, S., Khas, H.: Minimally invasive education for mass computer literacy. CSI
Commun. 32, 1216 (1999)

10. Mohammadyari, S., Singh, H.: Understanding the effect of e-learning on individual
performance: the role of digital literacy. Comput. Educ. 82, 11–25 (2015)

https://www.eithealth.eu/
https://digopps.wixsite.com/digitalopportunities
https://digopps.wixsite.com/digitalopportunities


A Methodology for Addressing the Second-Level Digital Divide 337

11. Pym, A.: Website localizations. In: Malmkjær, K., Windle, K. (eds.) The Oxford
Handbook of Translation Studies. Oxford University Press, Oxford (2011, 2013)

12. Scheerder, A.J., van Deursen, A., van Dijk, J.: Determinants of internet skills, uses
and outcomes. A systematic review of the second- and third-level digital divide.
Telem. Inf. 34(8), 1607–1624 (2017)

13. Silvestre, M., Munoz, S., Rubio, M.A.: A successful entrepreneurship formula for
solving computer illiteracy. In: IEEE Global Humanitarian Technology Conference,
GHTC 2014, USA, October 2014. IEEE (2014)

14. Srinuan, C., Bohlin, E.: Understanding the digital divide: a literature survey and
ways forward. In: Innovative ICT Applications - Emerging Regulatory, Economic
and Policy Issues 52191, International Telecommunications Society (ITS) (2011)



Investigating Aid Effectiveness in Developing
Countries: The Case of Nepal

Yashoda Karki1(&) and Ilias O. Pappas1,2

1 University of Agder, Kristiansand, Norway
{yashoda.karki,ilias.pappas}@uia.no

2 Norwegian University of Science and Technology, 7491 Trondheim, Norway

Abstract. Foreign aid serves as an important source of capital for any devel-
oping or under-developed country. It is very important to see how the recipient
country can utilize this aid in the economic upliftment of the nation. Taking a
case of Nepalese economy, this paper investigates the effectiveness of foreign
aid in developing countries. The result from Johansen’s cointegration test
reveals that foreign aid independently is not adequate for the economic growth.
Increased capital and technological infrastructures, improved skills on human
capital, on the other hand, significantly changes the result for the positive aid
impact on growth in the long run. Therefore, we can conclude that a good policy
environment helps increase the aid effectiveness. However, the prevailing trade
policy in the country is negatively affecting the aid effectiveness due to the
extremely increased trade deficit. In the short-run, there is a negative impact of
aid on growth.

Keywords: Foreign aid � Economic growth � Cointegration � Error correction
model � Developing countries � Nepal
JEL Classification: C01 � F35 � O47

1 Introduction

Initially, foreign aid has been the most important source of external finance for
developing countries to meet the basic human needs, infrastructure development in
accordance with nation building. Aid was channeled through capital transfers and
investment projects to overcome the capital shortage which hindered development in
many nations. Several growth-oriented aid programs were initiated including poverty
reduction, military development, educational upliftment, etc. [1]. The lack of countries’
internal savings is one of the motivations for foreign aid donors to take part in the
assistance. Over time, the focus of such aid has been changed to the macroeconomic
stabilization, structural adjustment and debt reduction, political and economic transi-
tion, poverty reduction and social infrastructure. Past few decades, the donors started to
put more emphasis on performance-based aid allocation, focusing on the global health,
governance and security [2] and sustainable development goals. For the creation and
development of sustainable and prosperous societies, all the actors in the society play
an equally important role [3]. Foreign aid helping each sector of the societal
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development is an important factor for the attainment of sustainability and therefore the
aid effectiveness has become a widespread topic of discussion.

The main objective of this paper is to analyze how effective foreign aid is to
contribute on the recipient country’s economic growth. We investigate the aid effec-
tiveness taking a case of Nepalese economy. Being one of the least developed countries
in the world, Nepal is highly dependent on foreign aid. The country has been deploying
foreign aid both as aid for budget support and non-budgetary aid for over six decades.
However, the Ministry of Finance reports show that the share of foreign aid on the
government’s total budget has been declining by the improved mobilization of
domestic resources which shows that the country is transforming into a self-reliant
economy.

There is evidence that foreign aid has negative impact on growth or the country’s
economic growth [4, 5]. However, donors continue to disburse aid. One of the reasons
for such disbursement could be that the real aim of granting aid to the recipient might
not be to increase growth in many instances. “Part of aid is disbursed to alleviate
human disasters in the wake of natural catastrophes. Other parts might directly be
granted to increase consumption of the poor in recipient countries” The strategic
interests of the donor have always been relevant in giving foreign aid [6]. The aid
effectiveness study covering the period of 1983–2002 for Nepal has found that foreign
aid has a positive and statistically significant effect on per capita real GDP in the long
run but a negative impact in the short run. The aid effectiveness is increased in the
presence of good policy environment [7]. Another recent contribution on the aid-
growth literature for Nepal covers the period until 2008 which finds the similar results
on aid effectiveness [8].

The study for aid effectiveness in Bangladesh shows marginal effect of aid on GDP
growth [9]. “Foreign grants mostly finance non-productive civil expenditures, but
foreign loans generally finance public investment projects and human capital building
programs, which eventually lead to higher output growth” [9]. Several cross-country
panel estimations have found the evidence of positive aid effectiveness [10, 11].
Foreign aid, however, depends on the aid apparatus. The adaptability of foreign aid,
availability, and know-how of the latest technology is something that needs to be
considered for aid to be effective in future [5]. The next section of the paper discusses
the data and methodology used in the study followed by model specification and
selection of policy variables. The rest of the paper consists empirical results, their
implication and discussions with some concluding remarks.

2 Methodology

The annual time series data for Nepal from 1983 to 2013 have been used in this study.
All the data are downloaded from publicly available online databases (World
Bank; WDI, FRED, OECD; IDS and Ministry of Finance, Nepal). Since many time
series data follow non-stationarity nature, in most of the cases, the regression result
obtained from such series are spurious and are not good enough to use in economic and
financial decision making. However, with cointegration, there is no problem of spu-
rious regressions and the result obtained are adequate despite of their non-stationarity
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nature. We have used Johansen’s maximum likelihood estimation [12] and error cor-
rection model (ECM), suggested by [13] originally stated and proved by [14], to
identify the long-run and short-run relationship among the variables.

3 Model Specification and Policy Indicators

Based on the neo-classical production function, we estimate the following model:

ln RGDPPt ¼ h1 þ h2 lnGCFRt þ h3 lnARt þ h4 lnEDUt þ h5 lnMONRt þ h6 lnBDRt þ h7 ln TRt þ ut

ð1Þ

where, ln is the natural logarithm, RGDPP is the per capita real GDP, GCFR is the
gross capital formation as a percentage of GDP, AR is aid/GDP ratio, EDU is sec-
ondary level school enrollment. the policy variables MONR is broad money supply
(M2) to GDP ratio, BDR is budget deficit as a percentage of GDP and TR is trade as a
percentage of GDP. Similarly, hi is the parameters that explain the elasticity of
dependent variable related to independent variables, ut is the random error, ln repre-
sents natural logarithm, and the subscript t represents time.

The data we are using has relatively a shorter time period, therefore, we have a
smaller number of observations. To avoid degree of freedom problem, we have only
taken two policy variables at a time in conducting Johansen’s cointegration test in the
following section.

4 Empirical Results

To conduct cointegration, it is a prerequisite that all the series to be included in the
model must be integrated of same order. For example, if a non-stationary series
becomes stationary after differentiating the series once, then the series is said to be
integrated of order 1 or I(1). Similarly, if the series is stationary itself then it is I(0).
Therefore, it is necessary to test for stationarity of the series to check if the series are
integrated of same order or not.

Table 1. Phillip-Perron unit root test results

Variables Constant only Constant and time
trend

Level 1st difference Level 1st difference

lnRGDPP −0.364 −7.177*** −3.419 −7.139 ***
lnAR −1.687 −6.344*** −2.347 −6.387***
lnTR −1.553 −4.044*** −1.299 −4.131**
lnMONR 0.558 −5.387*** −3.240 −5.387***
lnEDU −0.814 −3.700** −2.131 −3.634**
lnGCFR −0.535 −6.630*** −2.182 −6.575 ***
lnBDR −1.078 −4.589*** −2.724 −4.394***

Note: (***, ** significant at 1%, 5%)
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We have followed the Phillips-Perron (PP) test [15], which provides more robust
estimates despite the series having serial correlation or any structural breaks. The
results from PP test in (Table 1) show that all variables show stationarity either at 5%
or 1% significance level. While, all the variables are integrated of order 1, i.e., I(1), our
variables are ready to test for cointegration.

5 Johansen’s Cointegration and Error Correction Model

Johansen’s likelihood ratio test has been performed to check if there exists any coin-
tegrating relationship between the variables. First, only per capita real GDP and aid
variable have been taken to see how the foreign aid would impact on the economic
growth. The trace statistics suggest that there is one cointegrating vector, meaning that,
there exists a long-run relationship between foreign aid and per capita real GDP (). The
long-run coefficient for aid on tells us that there exists a significant negative impact of
aid on per capita real GDP. This indicated that foreign aid independently, is not
adequate for economic growth. The positive and significant error correction term
implies an explosive model with no long-run convergence of any disequilibrium.

For the developing countries like Nepal, foreign aid is playing an important role to
meet the shortfall in revenue as it is found to be used as a source of revenue in the
government budget. This somehow relaxes the government budget constraint. Aid,
nonetheless, should not be used only to meet the non-development expenditures. Aid
has a stronger positive impact on non-development expenditures than on development
expenditures of Nepal [16]. Here we can get an idea that a greater portion of aid could
have been used in non-development expenditures which typically do not help in the
economic growth of a nation. According to the OECD data, we see that the percentage
of grants on foreign aid to Nepal is more than the percentage of loans. Foreign grants
mostly finance non-productive public expenditures while loans are used in public
investment projects [9] therefore foreign loans can raise GDP, but grants don’t.
Therefore, foreign aid being highly used in public expenditures than in developmental
activities, we can conclude that foreign aid does not help in economic growth.

Introduction of control variables in the model remarkably changes the result. The
impact of aid on per capita real GDP is significantly positive in the long-run while
taking the variable for capital and school enrolment in our existing model. This implies
that, with the higher level of capital formation in-lined with enhanced technology and
improved skills on human capital, foreign aid helps significantly to increase per capita
real GDP in long-run. As shown in the second half of (Table 2) the significant negative
error correction term indicates that any long-run disequilibrium is corrected within the
current year at the adjustment speed of 2.8%. In the short-run, aid has a negative and
significant coefficient which signifies that there is a negative impact of aid on per capita
real GDP in the short run.
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The negative effect of aid in per capita real GDP is due to the less absorptive
capacity of the country. The aid allocation may not be completed promptly because of
the involvement of too many agencies which might lead to role mismatch and lack of

Table 2. Johansen’s Likelihood ratio test estimates and long run normalized coefficients

H0 H1 Eigenvalues (ktrace) Critical
value

(kmax) Critical
value

VAR = 4 Variables: lnRGDPP and lnAR
r = 0 r = 1 0.40471 15.8798 15.41 14.005** 14.07
r � 1 r = 2 0.06708 1.8746** 3.76 1.875 3.76
VAR = 4 Variables lnRGDPP, lnAR, lnGCFR and lnEDU
r = 0 r = 1 0.77986 69.6279 47.21 40.864 27.07
r � 1 r = 2 0.51679 28.7638*** 29.68 19.637*** 20.97
VAR = 2 Variables lnRGDPP, lnAR, lnGCFR, lnEDU, lnTR and lnMONR
r = 0 r = 1 0.82570 125.8335 94.15 50.663 39.37
r � 1 r = 2 0.67143 75.1704*** 68.52 32.277*** 33.46
r � 2 r = 3 0.51848 42.8931** 47.21 21.194 27.07
VAR = 2 Variables lnRGDPP, lnAR, lnGCFR,lnEDU, lnTR and lnBDR
r = 0 r = 1 0.74513 97.8680 94.15 39.643 39.37
r � 1 r = 2 0.50497 58.2246** 68.52 20.391** 33.46
VAR = 2 Variables lnRGDPP, lnAR, lnGCFR,lnEDU, lnMONR and lnBDR
r = 0 r = 1 0.70885 106.9048 94.15 35.783*** 39.37
r � 1 r = 2 0.63974 71.1215*** 68.52 29.607 33.46
lnRGDPP 1.000 1.000
lnAR 0.862*** −0.930*** 0.014 0.579*** −0.083***
lnGCFR −1.280** 0.122*** 0.221 0.073**
lnEDU −1.367*** −0.234*** −1.143*** −0.168***
lnTR 0.013 0.250***
lnMONR −0.537*** −0.522***
lnBDR −0.351*** 0.087**
ECT 0.041** −0.028*** −0.096 0.032 −0.166
DlnRGDPPt-1 −0.531** −0.541*** −0.122 −0.159 −0.152
DlnARt-1 −0.040** 0.017 −0.035*** −0.045 −.045***
DlnGCFRt-1 0.009 0.057** 0.050 0.046
DlnEDUt-1 −0.017 −0.022 −0.017 −0.034
D lnTRt-1 −0.042 −0.041
D lnMONRt-1 0.089 0.066
D lnBDRt-1 −.016 −0.018
Serial
correlation

(0.815) (0.903) (0.473) (0.850) (0.811)

Jarque-Bera
test for
normality

2.124
(0.713)

12.773
(0.119)

7.736
(0.805)

10.880
(0.539)

7.851
(0.796)

Note: (***, ** significant at 1%, 5% respectively)
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coordination among them. Due to a poor bureaucracy, the development budget of the
country is being frozen. In such circumstances, it is obvious that aid receipts are not
being utilized immediately. The longer time taken to utilize the disbursed aid is also
because of the aid conditionalities.

Considering the policy variables, the results from first two estimates having trade
component in the model support the evidence that there is significantly negative impact
of aid on per capita real GDP in the long run. One possible situation that trade leads to
negative aid impact on economic growth is when the economy is facing a higher trade
deficit. The Ministry of Finance data from Nepal exhibits that Nepal is having trade
deficit in an increasing trend over the past two decades. The combination of policy
variables money supply and budget deficit in the model, however, provides the evi-
dence in favour of positive long-run impact of aid on per capita real GDP. On the other
hand, all three different combinations of the policy variables in the model suggests that
there is significant negative aid effect in the short run.

The serial correlation and normality do not seem to be a problem in all the models
we have tested. The VECM diagnostic tests presented in the last section of (Table 2)
explains that there is no autocorrelation in the variables and the random errors follow a
normal distribution for all the equations in our model. This indicates that the variables
used in the models explain the relationship very well in all cases.

6 Conclusion

Foreign aid serves as an important source of fund for developing and under-developed
countries. There have been countless arguments over the period on whether aid has
been utilized effectively for the economic upliftment and growth of the recipient
countries [7, 8]. Taking a case of Nepal, we have been analyzed the effectiveness of aid
in the economic growth of developing countries. The results show that foreign aid
independently is not adequate for economic growth. The higher level of capital for-
mation in-lined with enhanced technology and improved skills on human capital sig-
nificantly increases the aid effectiveness. Aid effectiveness increases when the
macroeconomic indicators show an improvement resulting in an enhanced economic
situation. There is a negative impact of aid on per capita real GDP in the short run
which is because of ineffective aid monitoring, problems related to aid management
and aid conditionalities.

The country’s monetary policy and fiscal policy, measured in the form of broad
money supply and government budget status, are supportive on positive aid effec-
tiveness. However, the prevailing trade policy is negatively affecting the aid effec-
tiveness due to high trade deficit. Current status of trade in the economy is impeding
foreign aid to be utilized in the targeted sector. The policy should be reviewed so that
the size of ever-increasing trade deficit reduces. Similarly, foreign aid should be
monitored strictly in order that its goal is fulfilled. A sudden increase in remittance,
resulting in a culture of dependency, also fuels up the trade deficit which directly or
indirectly reduces aid effectiveness. However, further investigation should be carried
out to draw a conclusion on how remittance affects the effectiveness of foreign aid.
Although one of the main objectives of this study was to research on the latest
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economic activities, it was not possible to cover the recent years because of the lack of
data. This restricted the outcome of the paper as we were not able to see the most recent
impact of aid on the growth.
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Abstract. Skilled Information Technology (IT) professionals are essential to
support businesses and the economy. Businesses increasingly require more
qualified IT professionals, be they male or female. In South Africa, the number
of women professionals participating in the IT industry is less than 20%.
A number of factors influence women’s IT career choices, such as previous
programming exposure, parents, teachers and role models. Research suggests
that there are gender differences in preferences and beliefs that may affect career
choices, including cultural influences. The role of culture in women’s IT career
decisions has not been extensively explored in South Africa. The aim of this
exploratory study was to determine if the factor, Culture influences women’s IT
career choices in South Africa. An on-line survey was conducted amongst
women IT professionals in South Africa to determine the factors that influenced
their IT career choices. The data from the survey were analysed using
Exploratory Factor Analysis. The results, specifically relating to the factor
Culture, are reported in this paper. The findings indicate that the factor Culture
plays an important role when women make IT career choices as well as when
females decide to remain in an IT career. The study found that culture does play
a significant role in IT career decisions for different ethnic groups in South
Africa. The findings suggest that efforts must be made to educate young women
in computational thinking and expose them to the many career opportunities
available for women in the IT industry.
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1 Introduction

The IT industry has been a vital component in modern business evolution and has
enabled sustained business operational success. Skilled IT professionals are an essential
component for business success, however businesses are experiencing an IT skills
shortage. The European Commission estimated that there will be approximately
500,000 vacant positions in all sectors of the economy for IT specialists by 2020 [15].

Worldwide, females are a large pool of participants in the workforce, with over half
the global workforce being female [30]. However, in the IT industry there is a notable
gender imbalance with fewer females participating in the workforce with a lesser
number involved in technical leadership positions [12, 19, 28]. The OECD [28] report
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indicates that men are four times more likely than women to become IT specialists. In
South Africa, the number of women professionals participating in the IT industry is less
than 20% [26].

A number of factors influence young persons’ career decisions. Sources of infor-
mation and the impact of relatives, teachers and IT role-models have been highlighted
as important career choice influencers [24]. A young person’s intrinsic and extrinsic
motivation, previous exposure to technology and specific programming, all strongly
correlated with the decision to pursue a career in IT [3, 9].

Culture can also influence peoples’ career decisions [16]. Culture is defined as the
arts, customs and habits that characterise a certain society or nation. Culture includes
the way the people in a society dress, the customs they practice in their marriages, the
languages they speak, as well as their family lives, their work patterns, religious
ceremonies and leisure pursuits [20]. Zimmermann [34] further describes culture as the
beliefs, values and material objects that constitute a people’s way of life. Culture is the
characteristics and knowledge of a particular group of people encompassing language,
religion, cuisine, social habits, music and arts [34]. Cultural factors that influence career
choice include but are not limited to religion, personal relations, family responsibilities
and attitudes towards networking [16].

The aim of this exploratory study is to determine the influence of culture on career
decisions made by women working in the IT sector. This paper provides preliminary
insights into the role of culture in career decisions by women working in the IT
industry. The results highlight the importance of culture and the traditional roles
bestowed on women. The layout of the paper is as follows: the research problem,
research question and the Women in IT survey are discussed in Sect. 2. Literature on
culture and the influence of culture on career decisions for women are discussed in
Sect. 3. The Women in IT survey results are presented in Sect. 4. Conclusions and
recommendations, relevant to young women wanting to choose a career in IT and
future work are presented in Sect. 5.

2 Literature Review

The field of IT is one of the most evolving fields requiring expert skills. According to
CareerJunction [8], IT is one of South Africa’s top five employment sectors. Software
Development is named as the most sought-after skill in the job market having grown by
12% from month to month during 2019. In addition, InformationWeek states that fast-
growing jobs are emerging in the tech space with many relating to artificial intelligence
and machine learning [10]. CareerJunction [8] advertised 2872 IT jobs in South Africa
and the IT jobs most in demand are software development and programming. South
Africa is a developing country where IT skills are in high demand. These IT skills are
not met by Higher Education Institutions’ IT graduate numbers [14, 22].

In examining the contrasts of the genders participating in IT leadership positions,
Rogers [30] noted that the number of women professionals involved in high ranking
professional IT jobs was significantly lower compared to their male counterparts. Less
than 15% of females are in leadership positions in the IT industry [26]. During the year
2014, technology companies that are IT industry drivers disclosed their staff
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demographics. Companies such as Google, revealed that only 17% of their IT staff
were female, while Apple and Facebook had 20% and 15% respectively [5].

Careers in the field of Science, Technology, Engineering and Mathematics (STEM)
have historically experienced low levels of representation from females [11, 24]. Study
fields such as Medicine [11, 30] have achieved successes in recruiting more females to
the profession than in the past, due to their early career education, focused training
methods and research strategies that are designed to attract female participants to the
profession. IT on the other hand, continues to lag behind and is experiencing the
opposite, with decreasing numbers of women participants compared to earlier decades
[23].

Career choices are made by young people during their early secondary school
career [27]. This is a similar assertion made by Armstrong and Riemenschneider [4]
who examined an earlier model by scholar Ahuja [2], which noted that the choice of a
career in IT is made years before the individual starts working. The high school era is a
critical time where young people are guided by their family, teachers, career coun-
sellors and role models most influential to them, to choose school subjects that later
direct them to future fields of study and careers.

Teachers who act as career counsellors have been noted to have a strong influence
on the career choices of their scholars, however this advice has resulted in furthering
the gender imbalance in IT. Adya and Kaiser [1] discovered that teachers were more
likely to encourage girls towards traditionally female careers such as pre-primary
teaching, nursing and secretarial work and males towards technical careers [24]. This is
due to their own limited perspectives, societal biases with partial information of the
profession of IT and other career options. Cultural factors also influence career choice
and include but are not limited to religion, personal relations, frame of reference and
attitudes towards networking among others [16].

2.1 Women in IT

Although women outnumber men in terms of enrolment in higher learning institutions,
when it comes to technology-based degrees, men dominate. The number of women
obtaining degrees in computer and information systems continues to decrease while the
number of women in law school, medical school and other STEM fields gradually
increases [21]. The major influences that Jung et al. [21] identified were the influence of
marketing, media portrayal of women in technology, role models, social encourage-
ment and education impact.

Factors influencing the career choices of scholars according to Snyman [32] are
self-efficacy, outcome expectations, goal representations, interest and sources of
advice, financial expectations and the gender gap. The gender gap particularly identifies
factors that influence women. Seeing women working in the technical field and female
IT role models also influences girls when deciding on their careers [32]. It is important
for children to have access to and use computers at home and in schools [21]. Parental
support is another influential factor on whether women choose a technology related
major. Researchers have highlighted the important role of parents, specifically the role
the father plays in the children’s career choices [9, 31].
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High performance in school in problem solving subjects like mathematics is linked
to increased self-confidence. Women who opt for a successful career in IT have been
noted to be those who experimented with technology and viewed themselves early in
life as capable. By choosing this career path, women often want to engage with their
skills, grow through promotional opportunities and have the ability to reach top
management levels. Women who have opted for IT find the salaries, future status and
lifestyle attractive features of a career in IT [31]. Women with STEM degrees were
noted to earn more than their peers who opted for other degrees and had projected job
growth of 17% compared to 9.8% of those in non-STEM degrees [7].

Great lengths have been taken by society and families to attract and encourage
young high school scholars of all genders to enter professional careers due to increased
status for the family [5, 33]. The careers include doctors, accountants and lawyers.
However IT, whilst misunderstood as a profession by society and families at large, is
seen and respected as a smart profession often reserved for technical males [9, 25].

The lack of prominent female IT role models influences societal views on the
profession. Culturally, females have not been socialised to view the field of IT as an
important field of study. Pretorius and De Villiers [29] revealed that 66% of females in
South Africa view the field of IT as cold with great emphasis on functional, abstract,
procedural and task-oriented characteristics. They associate IT as mainly concerned
with programming and building hardware.

Male dominance and the results of one-sided involvement in the IT field can be
seen in the entertainment industry of gaming where technology has been used to
develop recreational games. These games largely cater for the male population thus
possibly reducing the potential profits that could be earned from involving female
participants. Games are not being used as a tool to raise interest in technology in
females [1]. The use of video games was noted by Main and Schimpf [23] as a
contributing factor to computer biases. Access to games arouses technical interest,
improves skills, such as design and rotational abilities and thus serves as an entry to the
IT field and is a promoter of interest as it develops skills such as graphic design in
participants.

2.2 Culture and Societal Attitudes Regarding Family

Females are often noted to have strong societal ties to family units, religion and cultural
activities and thus participation in a career often hinges on the support from these
communities and the ability to continue with the associated activities with these groups
[23, 29]. Du Bow [13] outlined that even though high achieving females outnumber
males in the mathematics field, the under-representation of women in IT reflects social,
cultural and family thinking [31]. While women live in modern times, the traditional
family structure has not changed. Women continue to be the primary care givers of
families. Pretorius and De Villiers [29] observed that women battle to balance a
demanding IT job while still being heavily involved at home.

Family influence is the reason for the high volume of females participating in the IT
field in Mauritius, as the family and national culture encourage females to view IT as a
potentially viable career [29]. Over 53% of Computer Science enrolments in Mauritius
in 2011 were women. This is a similar situation in the Indian society, where the family
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structure supports the idea of women actively choosing the IT field as a career of
choice. In societies such as India and the Soviet Union, women participate in IT careers
in higher numbers when compared to men [17].

In South Africa, this reality is different as women view themselves according to
traditional society’s expectations, which emphasise women as homemakers before
being viewed as career women. Adya and Kaiser [1] concurred that females who opt
for IT have been noted to come from families where the parents are highly educated.
The influence of parents with degrees allows the family structure to choose non-
traditional careers where success is highly valued.

3 Research Design

Women are under-represented in the South African IT industry with only 17% of
women pursuing careers in the IT sector [14]. A higher percentage of males graduate
with IT qualifications from universities and colleges than women [14]. Scholars making
career choices are influenced by parents, role models, society and the educational
system. It has been shown that culture does play a role in the career choices women
make worldwide [16]. The research problem addressed in this study is that many young
South African women (female scholars) do not consider a career in IT, possibly as a
result of cultural influences. The research question addressed in this study is: Does the
factor Culture influence women IT professionals’ IT career choices?

A questionnaire was compiled from a combination of similar questionnaires used in
previous gender based studies and from literature [13, 29]. An anonymous survey was
conducted and the questionnaire included both closed and open-ended questions. The
questionnaire was divided into two sections consisting of demographic information and
items relating to the independent factors. A five-point Likert rating scale (1 = Strongly
disagree to 5 = Strongly agree) was used to gather information from respondents
regarding the factors that led them to choose a career in IT and to stay in the IT
profession.

The Institute of Information Technology Professionals South Africa (IITPSA)
represents IT professionals in South Africa. IITPSA has over 10000 members including
over 1700 female members. The request to participate in the study was sent to the
female members. In addition, the questionnaire was sent to the Computer Science and
Information Systems Alumni of three S.A. universities. The questionnaire was captured
using the Nelson Mandela University on-line survey tool, QuestionPro. The data were
statistically analysed using Statistica. The following hypotheses relating to culture were
tested in this study:

• H01: Culture and societal attitudes regarding an IT career exert no influence on
females opting for a career in IT.

• HA1: Culture and societal attitudes regarding an IT career positively influence
females on opting for a career in IT.

• H02: Culture and societal attitudes regarding IT career exert no influence on females
remaining in the field of IT.
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• HA2: Culture and societal attitudes regarding IT career positively influence females
remaining in the field of IT.

A conceptual model was designed to test the various factors that contribute to
participation levels. The independent variable was culture and the two dependant
variables were Females opting for an IT career and Females remaining in an IT career.
The model to test the factor Culture is demonstrated in Fig. 1.

The items for the factor Culture were obtained from a literature study [13, 16, 29].
The items relating to the independent factor Culture were as follows:

• An IT career is respected in my community;
• In my culture, IT is not seen as a career for women;
• In my culture, people have a clear understanding of IT;
• In my culture, people have a clear understanding of IT careers;
• In my community, people are familiar with IT careers;
• In my culture, having a large family is important; and
• In my culture, a woman is expected to have a family and children.

The two dependent factors with 12 items were:

(1) Females opting for an IT career; and
(2) Females remaining in an IT career.

3.1 Theory of Reasoned Action

Decisions to choose and persist in a career or to change careers, are made from
adolescence to middle age and are influenced by a number of factors. These factors may
be internal to the individual, such as interests or skills, or external, such as influences
by families, the economy, or even certain policies [18]. An important theory that relates
to career choices is the theory of reasoned action (TRA) by Azjen and Fishbein [6],
which states that an individual’s behavioural intention is influenced by his/her own
attitude and the social subjective norms prevalent in their environment. This theory is
derived from the expectancy theory, which indicates that motivation for career decision
is the result of the individual’s belief in future possible outcomes. The theory of
reasoned action stresses that an individual’s behaviour can be examined and predicted
through the examination of their underlying basic motivation. Thus, voluntary

Fig. 1. Proposed conceptual model
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decisions of women, such as career choices can be predicted based on their respective
attitude and the influence of those in their social circle and in this case culture [18].

4 Women in IT Culture Survey Results

The survey was completed by 93 respondents after three calls for participation. The
marital status of the female respondents (Fig. 2) indicated that out of 90 responses, 9%
(n = 8) were divorced, 10% (n = 9) living together, 51% (n = 46) were married, 29%
(n = 26) were single and one widowed. The respondents indicated that 44% (n = 40)
did not have any children, 49% (n = 44) had one to two children, while 7% (n = 6) had
three or more. The Age responses (Fig. 3) showed that 29% (n = 26) were twenty one
to twenty nine years old, 33% (n = 29) were thirty to thirty nine years old, 24%
(n = 21) were forty to forty nine years old, 15% (n = 13) were fifty to fifty-nine years
old. There was no one older than sixty. The majority of the women were White 55%
(n = 49), followed by Africans 26% (n = 23), and the rest are 11% (n = 10) Coloured,
6% (n = 5) Indian and 2% (n = 2) did not discloses their ethnicity (Fig. 4).

The highest IT qualification indicated (Fig. 5) by respondents were that 20%
(n = 17) had Certificates, 19% (n = 16) had Diplomas, 24% (n = 21) had Degrees,
16% (n = 14) had Honours degrees and 21% (n = 18) had a Masters degree or above.
Twenty percent (n = 18) had zero to two years of IT work experience, 8% (n = 7) had
three to four years experience, 26% (n = 23) had five to nine years experience, 21%
(n = 19) had ten to nineteen years experience, 25% (n = 22) had more that 20 years
experience. Twenty nine percent (n = 26) indicated that they had role models when
they started their career.

Fig. 2. Marital status Fig. 3. Age

Fig. 4. Ethnicity Fig. 5. Highest IT qualification

The Influence of Culture on Women’s IT Career Choices 351



The five point Likert scale responses to the items below are reported by combining
the results for Strongly Disagree/Disagree, as well as for Agree/Strongly agree.

Mixed responses were received pertaining to culture and societal attitudes about IT
(Fig. 6). Eighty eight percent (n = 60) of the respondents agreed that a career in IT was
respected in the community. In contrast, sixty-nine percent (n = 47) did not agree with
the statement that culturally IT was not seen as a career for women, thus implying that
culturally IT was seen as a career for women. A mixed response to the statement that
people in their respective cultures had a clear understanding of IT was made with 41%
(n = 29) disagreeing, 36% agreeing while 23% were neutral regarding the statement.
Fifty one percent (n = 36) disagreed that people in their cultures had a clear under-
standing of IT careers, 50% (n = 35) agreed that their community was familiar with
careers in IT. When it came to societal and cultural perception of females, 71%
(n = 50) disagreed that in their cultures having a large family was important and 58%
(n = 41) agreed that in their culture a woman is expected to have a family and children.
These findings are supported by the EFA results presented below.

The Cronbach alpha for the items for the factor Culture was 0.88 (n = 90) indi-
cating ‘excellent reliability’. The correlations were statistically significant at 0.05 level
for n ranging from 71 to 55 if |r| � rcrit ranging from .234 to .266 and practically
significant if |r| � .300. In Table 1, the null hypothesis was accepted (HO1) indicating
that Culture and societal attitudes regarding an IT career exert no influence on females
opting for a career in IT. The alternative hypothesis was accepted indicating that
Culture and societal attitudes regarding IT career positively influence females remaining
in the field of IT.

Fig. 6. Culture and societal attitudes about IT
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The Exploratory Factor Analysis (EFA) for the factor Culture indicated that one
item had to be deleted and three items reversed (Table 2). The six remaining items
explained 70% of the total variance for this factor.

The t-test conducted with two categories and one-way ANOVA for the demo-
graphic variables with three or more categories indicated no statistical difference
between Culture and the demographic variables marital status, age and number of
children for different groups. The demographic variable Ethnicity, however indicated a
statistical difference (p = 0.004) between the groups African/Coloured/Indian and
White, with a medium practical statistical difference (Cohen’s d = 0.73) for the factor
Culture (Table 3).

Table 1. Correlations

Hypotheses Pearson
correlations

Correlation
strength

Accepted
or
rejected

H01 ‘Culture and societal attitudes
regarding an IT career’ exert no
influence on females opting for a career
in IT

0.094 Low
positive

Accepted

HA2 ‘Culture and societal attitudes
regarding IT career’ positively
influence females remaining in the field
of IT

0.427 Large
positive

Accepted

Table 2. EFA remaining items for the factor: culture
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The demographic variable Highest Qualification, further indicated a statistical
difference (p = 0.046) between the highest qualifications Diploma/Degree and
Honours/Masters and above with a medium practical statistical difference (Cohen’s
d = 0.51) for the factor Culture (Table 4). No statistical differences were recorded for
the demographical variables IT Work experience and Role models.

5 Conclusions and Future Research

The theory of reasoned action indicates that voluntary decisions of women such as
career choices can be predicted based on their respective attitude and the influence of
those in their social circle and in this case, culture [18]. In formative years, the
influence of others is important, specifically the father [9, 31]. A young person’s
preferences may be influenced by the perceptions of those in their culture. This study
contributes to the TRA theory as the subjective norms, included in the TRA model,
which reflect the perception of how others think an individual should behave [6] are
evident in this study’s findings.

Societal gender stereotypes and social norms regarding careers and specifically IT,
limit the number of females attracted to and staying in the IT profession [28]. Women,
in general are less informed about the content of the work in IT, however they are
informed about the inequalities in the field [19, 23]. The findings of this study indicate
that although IT is noted as not being understood in the community (41%, n = 29), it is
seen as a respectable profession in society (88%, n = 60). The Pearson correlation
analysis confirmed that Culture and societal attitudes regarding an IT career exert no
influence on females opting for a career in IT and that Culture and societal attitudes
regarding IT career positively influence females remaining in the field of IT.

An important finding in this study (Table 3) indicates that for the two ethnic
groupings, African/Coloured/Indian and White, the respondents perceived the influence
of culture on an IT career choice statistically differently. Thus, the ethnic groups of
African, Coloured and Indian women working in the IT industry perceive that culture
does play a statistical significant role in women’s IT career choices. These findings

Table 3. Ethnicity t-test

Table 4. Highest IT qualification t-test
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support Gathungu and Mwangi [16] that culture does influence women’s career choice.
Additionally, a statistical difference (Table 4) was also observed between the under-
graduate vs the post-graduate degree groups regarding their perceptions on the role of
culture in women’s IT career choices.

This exploratory study has provided the foundation for evaluating Woman in IT
career choices in South Africa and the influence of the factor Culture on the career
choices and remaining in the IT industry. Future research will investigate the role of
culture in women’s IT career choices in more detail, by obtaining a larger sample size
and evaluating the views of men as well. The study will be extended internationally and
compare the South African results with other countries.
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Abstract. Although young adults familiar with digital technology join the
workforce and bring in more advanced digital competences, the demand for
digital competences in many industries increases even faster. In this study, we
place the focus on the banking industry in the United Kingdom and aim for
exploring those digital competences that are required for junior financial analysts.
For this purpose, we apply a qualitative research approach which consists of two
steps. First, we analyze job advertisements and code the identified competences
by using the DigComp 2.0 framework. Second, we conduct interviews to validate
and discuss our findings from the previous step. Our analysis reveals that the
most important required competence categories are information and data literacy,
followed by digital content creation. This paper contributes to the research field
of digital competences and provides relevant insights for, amongst others,
applicants, HR professionals, and training and education providers.

Keywords: Banking industry � Digital competences � DigComp 2.0
framework � Financial analysts � Interviews � Job advertisements � Qualitative
analysis

1 Introduction

Today’s young adults are raised in an environment in which they are surrounded by
technology, and they consequently possess different digital competences compared to
people from older generations [1]. Thus, entry-level workers bring new competences
into the workforce [2]. At the same time, work becomes more digital: computer
technology substitutes workers in performing routine tasks that can be described with
programmed rules, while also complementing workers in executing non-routine tasks
demanding flexibility, creativity, generalized problem-solving capabilities and complex
communications [3].

While the level of digital competences increases in the workforce, the demand for
digital competences seems to grow even faster [4, 5]. According to Newhouse, society
is currently facing a period in which technological capabilities accelerate so swiftly that
talent and knowledge cannot keep up, which consequently leads to a digital compe-
tence gap [6].
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The financial industry has been, and still is, in the center of innovation concerning
information systems and technologies [7]. Information technology (IT) investments in
the financial sector are among the highest due to the enormous profit potentials within
the industry as well as the economic incentives for substituting expensive human labor
by cheaper computers [8]. Furthermore, digital strategies are part of banks’ core
strategic decision making and hiring the right people to work within a more digital
environment is of central importance [9]. Consequently, the financial sector has also
been one of the first sectors to experience challenges with acquiring people possessing
the right digital competences as well as managing the digital competences of the
existing workforce. A Capgemini survey from 2017 shows that 62% of the banks see
the digital talent gap widening, which is the highest rate among all other industries
analyzed (e.g. automotive, retail, consumer products, telecom) [10]. However, con-
sidering the specificities of the technological applications in the banking industry, the
question remains what type of digital competences are needed and required in this field.
Scholars in the information systems discipline have been researching the required
digital competences for specific occupational groups for a long time. For instance,
recent studies have already addressed digital competences of communicators or data
professionals [5, 11]. Other studies emphasize the general need for further research on
this topic [4].

In this context, we focus on the occupation financial analyst which has not been
investigated in other academic studies, yet. More detailed, we consider junior financial
analyst which we define as financial analysts with less than three years of job expe-
rience (including graduates). This selection is based on two assumptions formulated in
the work of Rynes et al. [12]. First, applicants for entry-level or junior positions have
less concrete “proof” of their ability to work on the job. It can thus be assumed that the
digital competence requirements are stated more clearly and precisely in job descrip-
tions (which build the basis for our analysis, see Sect. 3) while experienced hires have
to show their competencies through work samples. Second, graduate hires are a long-
term investment for companies, as their productivity levels are significantly lower in
the beginning than more experienced hires. It can therefore be assumed that companies
not only require the competences for these entry-level positions that are relevant for
their current responsibilities, but they also look at the suitability of candidates for
further career steps. Looking at entry level position thus also gives insights into
medium- and long-term competence requirements.

Following similar research [e.g. 5], we limit our study to a specific geographic
region – in our case the United Kingdom (UK). The UK shows a high level of
technology-related jobs, especially in the financial sector, along with an increasing
demand for digital competences. Thus, the research question (RQ) of this paper is:

RQ: Which digital competences are required for junior financial analysts in the UK
banking industry?

The paper is structured as follows. A review of the existing literature in connection
to the research question provides information on the definition of digital competence
and the theoretical background of the topic in Sect. 2. Our research design is laid out in
Sect. 3. Subsequently, the findings of the data analyses are presented and discussed
(Sect. 4), before the paper ends with some concluding remarks in Sect. 5.
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2 Literature Review

We started our literature review with the objective to elaborate the current state of
research on digital competences. Thus, the term “digital competence*” was searched
for in business and information system online databases such as EBSCO, JSTOR,
WILEY, Springer and ScienceDirect, which led to only a few results, mostly related to
educational purposes and limited to a specific geographical region defining and mea-
suring digital competences specifically in connection to the local culture. By adding
terms such as “financial analyst”, the searches led to no (peer-reviewed) results.
Consequently, the scope was extended to non-peer-reviewed publications, e.g., reports
by consultancies such as Deloitte and McKinsey & Company addressing digital
competences in the finance sector.

2.1 Definition of Digital Competences and the DigComp 2.0 Framework

The term digital competence is still relatively recent. Instead of a definable construct, it
can be understood as a boundary concept applicable to various contexts but always
related to skills and practices required to use new technologies in a meaningful way
[13]. The idea of understanding and being able to operate technologies is however
concomitant with their invention and use in the workplace and society. For example,
Calvani et al. [14] suggest a definition of digital competence involving the flexibility to
explore new technologies and the ability to select and evaluate data critically to solve
problems and gain knowledge. Ferrari [15] applies the KSA framework of competence
to define digital competences as a set of required knowledge, skills and attitudes to use
information and communication technology (ICT) and digital media to perform tasks
such as information management and communication. Furthermore, most definitions
include content creating and sharing, building knowledge effectively and being critical
as well as reflective when using IT for work, leisure and communication [16, 17].

Aside from its definition, another important question is how to measure digital
competences. For this purpose, an updated digital competence framework (the so-
called DigComp 2.0 framework) was developed and published by the European
Commission, consisting of five key categories and 21 subcategories defining digital
competences from an institutional perspective [18].

In this paper, we will rely our analysis on the DigComp 2.0 framework as presented
in Table 1. It is one of the most recent, well-known and up-to-date frameworks cov-
ering a wide range of competence areas and has been the basis of many studies in
different disciplines such as education and healthcare [19–21]. It is also a very
appropriate framework as it covers a wide range of competence areas and accordingly
is rather exhaustive. Another advantage of using the DigComp 2.0 framework is that it
allows comparability between both different occupations and studies conducted at
different points of time.
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2.2 Digital Competences of Financial Analysts

Due to novelty and specification of the topic there are hardly any studies addressing
digital competences required for financial analysts in the banking industry. Existing
ones are mainly not of academic (i.e., double-blind, peer-reviewed) nature, such as
consultancy reports.

For example. McKinsey & Company analyze the shift in competence requirements
in banking and insurance, among other sectors, in a discussion-paper [22]. Considering
the banking industry, a growth in technological skills, especially in data analytics, is
identified. As a result, the need for a workforce with advanced technology skills will
grow. In this context, recent studies show that there is a shortage of supply of pro-
fessionals who are able to deal with data appropriately [5].

A Deloitte survey shows that finance leaders of the future will have to gain new
competences to frame the function in a technology-driven environment [8]. In addition,
the Deloitte study elaborates that many CFOs see a substantial shift in the tasks of the
finance workforce toward analysis, prediction, and decision support.

Table 1. DigComp 2.0 framework [18]

Categories Subcategories

1. Information and data
literacy

1. Browsing, searching and filtering data, information and
digital content
2. Evaluating data, information and digital content
3. Managing data, information and digital content

2. Communication and
collaboration

4. Interacting through digital technologies
5. Sharing through digital technologies
6. Engaging in citizenship through digital technologies
7. Engaging in citizenship through digital technologies
8. Netiquette
9. Managing digital identity

3. Digital content creation 10. Developing digital content
11. Integrating and re-elaborating digital content
12. Copyright and licenses
13. Programming

4. Safety 14. Protecting devices
15. Protecting personal data and privacy
16. Protecting health and well-being
17. Protecting the environment

5. Problem solving 18. Solving technical problems
19. Identifying needs and technological responses
20. Creatively using digital technologies
21. Identifying digital competence gaps
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3 Research Design

The first part of our study aims at addressing the research question through a qualitative
content analysis of online job advertisements. The results of this analysis are subse-
quently checked for validity through expert interviews in the second empirical part of
our study. These interviews were also conducted to gain insights into possible expla-
nations behind the primary findings of the content analysis.

3.1 Analysis of Job Advertisements

3.1.1 Data Collection
Similar to other studies that aimed for identifying required competences, we used job
advertisements as the source of data to gain insights into the competence requirements
for financial analysts [5, 23]. 50 job advertisements were taken from currently open
junior positions in the UK job market in January 2019.

The data was collected from indeed.co.uk, a widely used online job portal in the
UK and one of the biggest job search engines in the world. The choice of search term
resulted from research and tests of related terms. The search term financial analyst
provided the most relevant results regarding the research question. However, when
searching for financial analyst, many related positions appeared as well, which were
relevant for the scope of the research. Thus, the job portal was searched for the term of
financial analyst and related positions as follows: risk analyst, global markets sales &
trading analyst, quantitative analyst, business analyst, risk analyst, debt analyst,
corporate broking analyst, IT business analyst, credit analyst, treasury analyst,
enterprise risk analyst and financial planning analyst.

Job advertisements were briefly screened for relevant content before considering in
the sample. The screening criteria included were:

• Job advertisement is for entry-level or junior positions. Meaning, the position is
aimed at recent graduates or professionals with less than 3 years of work
experience.

• The creator of the job advertisement is a bank or similar financial institution and not
a company outside of the financial sector.

• The job title is related to financial analyst positions (as mentioned above).

3.1.2 Data Analysis
The data was analyzed with QCAmap [24] for conducting a qualitative content analysis
as proposed by Mayring [25]. The coding unit was set to phrase or clause and multiple
categorizations were allowed within the system. In the coding guideline all subcate-
gories of the DigComp 2.0 framework were entered including their definition and
anchor samples as a reference.

A trial coding was undergone leading to a revision of the coding scheme. We had to
rethink the meaning of some of the subcategories as they were sometimes difficult to
distinguish from each other. The use of software tools such as Microsoft Office for
example was difficult to clearly match to one of the subcategories as it used for various
purposes. Therefore, we revised the anchor samples in a way that more quantitative
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tasks such as the use of Excel belonged to information and data literacy whereas more
creative tasks such as the use of PowerPoint were matched to digital content creation.
We also decided to allow for multiple categorization of content in the QCAmap tool in
case a word or phrase represented more than one subcategory.

Subsequently, the data set was coded and recoded completely leading to the
analysis results. In case subcategories occurred more than once in a job advertisement
they were coded multiple times. This allowed us to gain insights into the relative
importance of digital competences within a job advertisement. This assumes that digital
competences that are named frequently than others within a job advertisement have
higher relevance to the publishing company. After finishing the coding on the QCA-
map tool online, an Excel spreadsheet, containing the frequency counts of the sub-
categories was prepared for further analysis. One main differentiation was made
between looking at the frequencies across all subcategories and looking at the five
overarching digital competence categories only.

3.2 Additional Interviews

In addition to the analysis of the job advertisements (see Sect. 3.1), four expert
interviews have been conducted to validate and discuss our findings. In order to guide
the respondents through the research’s findings while keeping an open discussion
possible, the interviews were conducted as semi-structured interviews, and were
audiotaped [26]. The conversations were transcribed for later review and analysis. To
conduct the interviews, an interview protocol according to Creswell and Creswell was
prepared [27].

The first respondent (R1) was a Merger & Acquisition (M&A) financial analyst
from an American investment bank in London. He has worked in his job for eight
months in addition to previous summer analyst roles in various investment banks. The
second interviewee (R2) was a M&A financial analyst for Corporate Finance Inter-
national (CFI) where he has been working for a little over six months. He previously
held a summer analyst positions at Citibank from which he could additionally derive
some insights during the interviews. The third interview (R3) was conducted with a
structured finance analyst at the Royal Bank of Scotland (RBS) since September 2018.
Considering his position was not in M&A, he had some differing opinions and
explanations for the findings of the research, while still corroborating arguments made
by the first two interviewees. The fourth and last interview (R4) was conducted with a
director at an American investment bank in the UK. As director, he has a mainly
managerial function, which includes making hiring decisions.

The main findings and selected quotes out of the four interviews are presented and
discussed in Sect. 4.2.
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4 Findings and Discussion

4.1 Job Advertisements

The five categories of the DigComp 2.0 framework are used to illustrate “the big
picture” of the digital competence requirements named in the job advertisements,
whereas the 21 subcategories are used to understand them in more detail.

Table 2 depicts both the frequency counts and the share of each competence cat-
egory within the data set of the 50 job advertisements.

Category 1 (information and data literacy) is the most important category and
requirement for entry-level positions in the UK banking industry in terms of frequency
(278). As the name “analyst” already reveals, being able to understand and interpret
information and data is a significant aspect of analysts’ responsibilities. Category 3
(digital content creation) follows as second strongest category and requirements with a
share of nearly one fourth and a frequency count of 113. Category 2 (communication
and collaboration) only represents 13% of all requirements in the data set with a total
of 69 frequency counts. It is therefore the third most frequent subcategory in the data
set. Accordingly, next to working with data and creating digital content, it is important
that financial analysts can communicate and collaborate with others to create and
distribute their analysis. Although being the third most frequent category it remains
surprising that this category plays a relatively small role in the digital competence
requirements. One potential explanation could be that the job of analysts is very
individualistic and thus more based on individual performance and competences rather
than the ability to work with others. Investigating this issue is part of the interview
study (see Sect. 3.2).

Combined, information and data literacy, digital content creation and communi-
cation and collaboration represent 89% of all competence requirements in the data set.
After this initial analysis it can be assumed that these three digital competences are the
digital core competences of a junior financial analyst in the UK banking industry.

Figure 1 contains the frequencies of the 21 subcategories of the DigComp 2.0
framework. The undoubtedly most required competence with a total of 163 frequency
counts is subcategory 2 (evaluating data, information and digital content), indicating
the importance of understanding and analyzing data for the work of analysts. It is
followed by subcategory 3 (managing data, information and digital content) with 95
frequency counts. Subcategory 3 was, within the job advertisements, often related to

Table 2. Frequency counts per digital competence categories

Category Frequency counts Frequency

Information and data literacy 278 54%
Digital content creation 113 22%
Communication and collaboration 69 13%
Problem solving 52 10%
Safety 3 1%
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managing client data as well as the volume of data available in relation to investments.
Subcategory 10 (developing digital content) is the extension of the data analysis and
management into reports and presentations for other stakeholders and was mentioned a
total of 54 times within the data set. These top three competences are often combined
with the skill of using specific software programs such as Microsoft Excel, Word
and/or PowerPoint. With a frequency count of 40, subcategory 11 (integrating and re-
elaborating digital content) represents the fourth most frequent subcategory.

0 50 100 150 200

Frequencies of DigComp 2.0 Subcategories in the Job Descriptions

Frequencies

17. Protecting the environment
16. Protecting health and well-being

12. Copyright and licences
9. Managing digital identity

6. Engaging in citizenship through digital 
technologies

18. Solving technical problems
15. Protecting personal data and privacy

14. Protecting devices
21. Identifying digital competence gaps

8. Netiquette
5. Sharing through digital technologies

4. Interacting through digital technologies
13. Programming

1. Browsing, searching and filtering data, 
information and digital content

19. Identifying needs and technological responses
20. Creatively using digital technologies

7. Collaborating through digital technologies
11. Integrating and re-elaborating digital content

10. Developing digital content
3. Managing data, information and digital content

2. Evaluating data, information and digital content

Fig. 1. Content analysis findings per digital competence subcategory
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4.2 Interviews

The interview findings are matched to the categories and subcategories as in 4.1 and
ranked according to the relevance they played in the interviews.

Information and Data Literacy. When confronted with category 1 (information and
data literacy), there was consensus among all interviewees that this category was by far
the most important one for a job as junior financial analysts.

“Analysts have to be extremely well versed in terms of information and data literacy. I would
definitely put it as number one.” (R1)
“So, it [work at Citi Bank] was financial analysis […], making research online, working on
databases and keeping them up to date.” (R2)

Communication and Collaboration. When moving on to category 2 (communication
and collaboration), respondents agreed on some aspects while refuting others. During
the job advertisement analysis, it was surprising to see that communication and col-
laboration was mentioned so little in the job descriptions (see Sect. 4.1), as it is often
mentioned to be a key competence when working in a digital environment. This view
was also shared by some respondents.

“Communication and collaboration are extremely important. […] Communication is huge, I
think, and I am quite surprised why they do not mention this is the job description, but it is
definitely a big part of what we do as financial analysts.” (R1)
“So, you are on the trading floor with other hundreds of people around you; there is a lot of
face to face; there are a lot of face to face meetings.” (R4)

The interviewees further mentioned that communication competences might be
taken for granted and are thus not specifically asked for in the job advertisements.

“People are expected to be already good at this.” (R2)
“I guess it is important but taken for granted.” (R3)

Digital Content Creation. Category 3 (digital content creation), was seen as less
important than category 1 and category 2 by most respondents. Although information
and analysis must be integrated and prepared for presentation, other competences in
category 3 were evaluated as irrelevant or outside of the scope of junior financial
analysts. One respondent stated that:

“Digital content creation - I think we are not as advanced as we should in that regard. Because
we still use PowerPoint. We definitely do not do any programming or any crazy work in terms
of graphics.” (R1)

In conclusions, digital content creation played a less important role for financial
analysts than data and information literacy, and communication and collaboration.
One factor that plays into the low relevance of this factor for the respondents is the
support of special departments in the creation of documents. A further interesting
insight, when discussing this category, were the arguments made in relation to pro-
gramming. It became apparent that programming is highly relevant in financial analyst
positions on the trading floor, while being irrelevant in financial analyst role in advisory
functions.
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Problem Solving. Looking at digital competence category 5 (problem solving), this
was seen by all respondents as something that is the competence of a separate IT
department and therefore not relevant for them most of the time.

“Problem Solving, that is IT. I mean, to give you a very simple example: When my Excel
crashed, I don’t even think about it twice, I just call the help desk. Let alone if I need to have an
extra RAM for speed or extra flash desk or whatever. So, everything in terms of technology and
problem solving is handled by the back office, by the IT guys.” (R1)

Safety. When discussing category 4 (safety) with respondents, it became apparent that
digital safety, in some of its aspects, was a discussed and relevant issue in their
workplace, but something that was handled by other teams and departments.

“In terms of safety we have a huge safety and compliance division that just focuses on that stuff.
And then goes on protecting devices, protecting personal data.” (R1)

The overall learnings from discussing this category with the interview partners was
that, although there is awareness about safety topics, they are not of central importance
to financial analysts and digital competence in this category might be covered by
specialized departments.

4.3 Summary and Discussion of Findings

As the name of the job position “analyst” entails, it was to be expected that information
and data literacy was the most important competence for junior financial analysts.
Within the digital content creation category, programming was an interesting com-
petence to investigate within the general discussion of digital competences. The low
frequency counts of the content analysis were a little surprising. However, it became
apparent during the interviews that programming is a competence needed in some
divisions of a bank, while irrelevant in others.

Furthermore, there were opposing results for the competence of communication
and collaboration. The content analysis of the job advertisements revealed not a high
importance of this competence (13% of all frequency counts), while interviewees
emphasized the relevance of communication and collaboration at the workplace. It is
important to emphasize that communication and collaboration must be understood here
in a digital context. Financial analysts from around the world can simultaneously edit
data and documents through modern software and ERP systems which is essential in
today’s banking industry.

In relation to our research question, we could show that for junior financial analyst
positions in the UK banking industry data and information literacy, communication
and collaboration, as well as digital content creation are the most required digital
competences. Safety and problem solving on the other hand are nearly irrelevant
categories.
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5 Conclusion

Undoubtedly, digital technology significantly impacts the way firms are operated,
managed and how they sell their products and/or services, thus influencing their
employment patterns [28]. Therefore, it is important that research on digital compe-
tences continuously contributes to the right equipment of the labor market with the
right knowledge, skills and attitudes. With the study at hand, we contribute to a better
understanding of job requirements for junior financial analysts. This is not only rele-
vant for graduates, applicants and junior analysts themselves, but also for HR pro-
fessionals in the banking industry. Other contributors of our study are training and
education providers, who are asked to adjust their offerings following the required
competencies in the market.

As every research study, also our paper has limitations that could serve as the basis
for future research. One of the major limitations of our study is the snapshot data
analysis that lacks the investigation of historical developments or potential future
requirements. An obvious research recommendation is therefore to conduct longitu-
dinal studies in order to observe the data over several points of time.

Furthermore, in our study the numbers of both analyzed job advertisements and
interviews are relatively small. Thus, an avenue for further research is replicating our
study using extended data pools. Future research might also benefit from the presented
analysis approach by applying it to other contexts such as different occupations.

We interpret our study as a first step of a larger project. Identifying required
competences is the beginning while developing a more comprehensive competence
model could be the next step. This, however, requires further research efforts as
described in the previous paragraphs. Finally, the long-term objective could be to
empirically test the relation of individual competence levels and, for example, job
performance.
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Abstract. There is diversity in understanding of electronic recruitment
(e-recruitment) which results in confusion on the meaning and use of the term.
The purpose of this paper is to bring conceptual clarity by investigating the
alternative conceptualizations of e-recruitment in academic literature. Using
Grounded Theory Methodology (GTM) techniques we analyzed literature to
reveal five alternative conceptualizations; these being: (1) E-recruitment as a
Technology Tool, (2) E-recruitment as a System, (3) E-recruitment as a Process,
(4) E-recruitment as a Service, and (5) E-recruitment as a Proxy. The concep-
tualizations map to the scope of the definition and utilization of e-recruitment.
Identifying conceptualizations of e-recruitment sets a platform for further
research. Further research may include determining the relationships between
the conceptualizations and determining conceptualizations in different settings
among many other possible research focus topics.

Keywords: E-recruitment � Conceptualization � Literature review � Grounded
Theory Methodology

1 Introduction

E-recruitment has many labels that include; internet recruitment, online recruitment,
web-recruitment and many others. Unlike traditional recruitment, e-recruitment makes
use of information technology to handle the recruitment processes. Breaugh et al. [1]
defined a recruitment model that presents the recruitment process at a macro level with
the following activities: Setting recruitment objectives, developing a strategy, per-
forming the recruitment activity and obtaining and evaluating recruitment results.
Recruiters compete with each other for candidates (jobseekers suitable for available
jobs), while jobseekers compete for jobs; which drives both groups to adopt infor-
mation technologies at accelerated rates in order to take the strain out of some of the
recruitment activities [2–7]. “For most job seekers, the Internet is where the action is”
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[3, p. 140]. Thus, to get candidates, recruiters need to move swiftly to locate and hire,
which may require use of a multitude of information technologies in the process
[8, p. 130].

There is evidence in research papers that academic disciplines and stakeholders
have varied definitions of e-recruitment. The variety of definitions of e-recruitment is
expected because it is part of e-HRM (electronic Human Resource Management) that
has in itself different definitions depending on the context [6, p. 26], [9, p. 98]. Studies
based on these definitions tend to reveal overlapping and contradictory results due to
the overlaps or differences in definitions [9, p. 100]. The differences in definitions,
aside from being problematic, is evidence of the variety in conceptualization of e-
recruitment. Thus to find a standard definition of e-recruitment, conceptualizations of e-
recruitment need to be known. To our knowledge, no research paper in e-recruitment
has focused on conceptualization of e-recruitment, however there are studies in other
areas of information systems (IS) that have focused on conceptualization [10–19]. Most
view conceptualization as the formulation of a view about the nature of a phenomenon.
The research questions to be answered are:

1. What conceptualizations of e-recruitment exist in literature?
2. How can the conceptualizations be described and explained?

2 Methodology for Reviewing Literature

Because of the large number of research papers on e-recruitment we aimed at selecting
papers for review that would embrace the full variety of conceptualizations of e-
recruitment. Also, we wanted a flexible review methodology that would allow for
selection and analysis of papers simultaneously, as the conceptualizations emerged,
rather than a sequential review methodology that required all research papers to be
selected beforehand. Such flexibility is provided for by applying grounded theory
methodology (GTM) as a suitable review methodology [20]. GTM techniques used in
this study included open coding to identify concepts, constant comparative analysis to
refine and differentiate conceptualizations, and theoretical sampling to identify further
relevant literature [21, 22].

Figure 1 is a flowchart depicting how the literature was processed from search until
conceptualizations of e-recruitment were identified, saturated and completed.
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2.1 Searching for Articles

We used the web search engine Google Scholar to search electronically for the articles.
We fed keywords synonymic with the word e-recruitment into the searching tool.
These are: e-recruiting, e-HRM, e-Human Resource Management, electronic HRM,
electronic Human Resource Management, e-recruiting, e-recruitment, internet recruit-
ing, internet recruitment, online recruiting, online recruitment, recruiting online,
recruiting on the internet, recruiting on the web, recruitment online, web-based
recruiting, web-based recruitment, web recruiting, web recruitment [20].

Key to diagram on GTM for reviewing literature

Text Start/Stop symbol

Entity from which the arrow starts is followed by 
entity pointed to by arrow.

Connector: Used to connect arrows from 
different entities

Text Process symbol Text Decision symbol

Text Input/Output symbol

START

Enter Keyword Search Articles
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Reject Article
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Flowchart of the GTM process

Fig. 1. GTM for reviewing literature
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After an initial search on Google Scholar and filtering of articles for relevancy
based on paper titles and abstracts we had 445 journal articles and conference papers
published in the period 1998 to 2019 in approximately 145 sources. The search process
provided a set of many articles, but it did not qualify all of them as useful for the
review. The selection process had to take place to sample useful and relevant articles
for the review.

2.2 Theoretical Sampling of Articles

Ideally all papers on e-recruitment needed to be included in the review. Alternatively,
papers included in the analysis had to be a representative sample of all papers in e-
recruitment that were relevant for the developing conceptualizations. However with the
vast amount of research in e-recruitment and the huge number of articles from our
search and filtering it would be difficult or time consuming to include all relevant e-
recruitment research articles for the review. The alternative of having a representative
sample was viable and using GTM’s theoretical sampling [21] was feasible for the
objectives of this research to be met.

An initial article to be analyzed was picked from the population of 445 articles.
Picking of subsequent articles for inclusion in the sample was informed by the
emerging conceptualizations. Theoretical sampling was performed until all the con-
ceptualizations got saturated and completed. Glaser [22] defines saturation as a state
where new data does not bring new properties to the concepts. In an effort to attain
completeness a check was done to make sure all conceptualizations were included.
Theoretical sampling ended when saturation and completeness was achieved. This is
the point at which the number of research articles involved in identifying conceptu-
alizations in e-recruitment were counted. In the end 26 research articles were relevant
for identifying and explaining conceptualizations of e-recruitment.

2.3 Analyzing Articles

Analysis of the articles that let conceptualizations of e-recruitment emerge (see Fig. 1)
required that constant comparison be applied by comparing codes to codes and con-
cepts to concepts to find and note their relationships and further develop the labelled
conceptualizations [21, 22]. The emerging conceptualizations served as a framework
for further selection of articles and using systematic deduction from the emerging
conceptualization possibilities and probabilities were determined to guide the next
cycle of article selection. Memos were created to note the emergent ideas. Memoed
ideas also served to direct which article to sample next.

Every sampled article was investigated for its perspective on the essence of e-
recruitment or the most essential or most vital part that embodied the conceptualization
of e-recruitment. Indicators in the article brought forth the conceptualizations. The
moment of departure from the analysis to getting another article for analysis came only
after the article was fully analyzed. The resulting conceptualizations are detailed in the
next section.
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3 Conceptualizations of E-recruitment

Five conceptualizations of e-recruitment emerged from extent literature, namely: e-
recruitment as a technology tool, e-recruitment as a system, e-recruitment as a process,
e-recruitment as a service and e-recruitment as a proxy. Although many of the articles
had a mixture of conceptualizations, one or two stood out in each article and for each
conceptualization Table 1 gives example research articles. After the presentation in
Table 1 each of the conceptualizations is described and explained in sub-sections that
follow.

3.1 E-recruitment as a Technology Tool

E-recruitment as a technology tool is a conceptualization of e-recruitment as a technical
artefact [19]. This means is demonstrated by Faliagka et al. [23] who presented a tool to
automate the ranking of applicants in recruitment.

Table 1. Conceptualizations of E-recruitment

Conceptualization of e-Recruitment
(Label Created in this Study)

Description Articles

1. E-recruitment as a Technology
Tool

E-recruitment is viewed in some studies as
a technology tool

[23]

2. E-recruitment as a System E-recruitment is a group of independent but
interrelated elements comprising a unified
whole. These elements include technology,
society, organizations, etc.

[23–29]

3. E-recruitment as a Process E-recruitment is a set of systematic well-
coordinated activities. The activities are
done by information technology or
traditionally

[25, 29–37]

4. E-recruitment as a Service
a. E-recruitment as a Repository
b. E-recruitment as a Medium
c. E-recruitment as a Program

(E-recruitment as an
Implemented Algorithm)

E-recruitment is a service to recruitment. It
cannot be entrusted to do all that is needed
for successful recruitment, therefore it only
provides certain functionalities
a. E-recruitment provides storage facilities

for recruitment data
b. E-recruitment is a communications

conduit between stakeholders in
recruitment

c. E-recruitment is a set of precise rules for
solving a problem

[7, 38, 39]
a. [33, 37,
40]
b. [31, 41–
44]
c. [23, 25,
35]

5. E-recruitment as a Proxy E-recruitment acts on behalf of
organizational and societal entities

[35, 45, 46]
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3.2 E-recruitment as a System

Studies that view e-recruitment as a system conceptually divide e-recruitment into
independent but interrelated elements, at the core of which is information technology,
society, organizations, etc. The system view allows each component to receive input
from the other elements and produce input for other components [25]. The system view
of e-recruitment assigns all automating functions to the IT artefact of the system while
organizational recruitment experts evaluate the outcome [24]. While some stakeholders
view e-recruitment as a system, others view it as a process.

3.3 E-recruitment as a Process

Instead of focusing on entities, the process view of e-recruitment focuses on e-
recruitment activities [37]. There is no attempt to set boundaries between the IT
artefact, society and organization, but activities are clearly identified and can be per-
formed by either the IT artefact or by human actors. Examples include e-recruitment
being seen as data collection activity using an online system [33]. However recruitment
activities can be performed by human actors too [37]. With the process view of e-
recruitment the end goal is the execution of all the recruitment activities.

3.4 E-recruitment as a Service

The view exists that e-recruitment is a service to recruiters and job-seekers. Many e-
recruitment platforms are independent of the organizations or societies they serve. Sub-
views of e-recruitment as a service include: e-recruitment as a repository, e-recruitment
as a medium, and e-recruitment as a program.

E-recruitment as a repository. Some studies portrayed e-recruitment as a repos-
itory for data about jobs, recruiters and employers [40]. In another study online forms
were filled in by jobseekers and the data provided on the forms was stored for recruiters
and other stakeholders to retrieve [33]. While the view of e-recruitment as a repository is
usually held when e-recruitment is newly adopted, other services follow suit.

E-recruitment as a medium is another view held, e.g. Bartram [41] portrays e-
recruitment as a facilitator of communication between jobseekers and organizations.
Traditional media like newspaper [42] are sometimes found inconvenient thus e-
recruitment takes their place. Some organizations employ e-recruiters who form part of
e-recruitment and serve to link the IT artefact and other elements in recruitment.
Although e-recruitment as a medium improves communication speed it also comes
with a downside, e.g. information overload [37].

E-recruitment as a program is a view that associates e-recruitment with calcu-
lations and logical interpretation and processing of data. One study included, as an
algorithmic module, a Pre-screening Management System to automatically assess the
extent of match between an applicant’s qualification and job requirements [25]. Such
module or similar modules are found in many e-recruitment systems given the high
volumes of applications associated with e-recruitment. Therefore, many studies
espouse the view that e-recruitment serves to provide a convenient matching program.
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3.5 E-Recruitment as a Proxy

Orlikowski and Iacono [19] reveal the pervasiveness of the proxy view of the IT
artefact in IS literature. E-recruitment may act to present the image of the company,
culture of the company, etc. Braddy et al. [45] examined the effects of website content
features on people’s perceptions of organizational culture. Their study implies that e-
recruitment, especially the IT artefact (website) acts on behalf of some corporate image
management entity in the organization. Some studies focused on website content [45],
while others focused on website characteristics [46].

4 Contribution and Implications of Conceptualizations
of E-recruitment

Conceptualizations of e-recruitment contribute to understanding of e-recruitment and
have implications for both practice and research as discussed in this section.

4.1 Contribution of the Research

This studymapped the scope of the definition of e-recruitment by explaining the diversity
in understanding. This mapping was done by identifying five conceptualizations of e-
recruitment and labelling them as: E-recruitment as aTechnologyTool, E-recruitment as a
System, E-recruitment as a Process, E-recruitment as a Service and E-recruitment as a
Proxy. Taking note of conceptualizations provides practitioners with a tool to enhance
productivity while allowing researchers to have more focus in their research.

4.2 Implications of Conceptualizations of E-recruitment

The implications of conceptualizations of e-recruitment stem from being able to attach
a label to the said stakeholders’ conceptualizations and put it to their trade or scholarly
pursuits. Labelling conceptualizations provides a pathway to standardization of
e-recruitment. The benefits of such standardization include having common under-
standing of concepts, and ease of communication. While these are overarching
implications, some implications are specific to practice or research.

Implications for Practice. Labelled and well defined conceptualizations of
e-recruitment sets bounds on what practitioners should expect in their practice and
strive towards when they adopt a particular conceptualization. Well defined concep-
tualizations as ones in this study provide alternative conceptualization options that
practitioners can adopt depending on their needs. Practitioners can always adopt a
conceptualization that best reflects their situation. As there are implications for practice,
there are implications for research as well.

Implications for Research. Through this identification, description and explanation
of conceptualizations of e-recruitment, there are a number of conceptualizations to
consider. Therefore, focus on a specific conceptualization or focus on specific con-
ceptualizations is possible. Such focus allows the researcher to delimit research.
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5 Conclusion and Further Research

5.1 Conclusion

The study highlighted the problem of diversity in understanding of e-recruitment that
goes without explicit attention in literature and proposed that identifying and labelling
the varied conceptualizations of e-recruitment can be part of better articulation of the
diversity. Using GTM, literature on e-recruitment was reviewed and conceptualizations
of e-recruitment were identified. Taking note of conceptualizations provides practi-
tioners with a tool to enhance productivity while allowing researchers to have more
focus in their research. In addition this study provides insight into directions for
potential further study.

5.2 Further Research

While this research contributes to understanding of e-recruitment, further research
related to it can respond to several issues which are not addressed herein. Under-
standing of relationships between conceptualizations helps to avoid conceptual chaos.
Therefore, further research aimed at relating the conceptualizations is essential. Con-
ceptualizations of e-recruitment may be compared to conceptualizations of other forms
of e-phenomena, and hence to the development of more general understanding of IS
and the IT artefact.
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Abstract. This study aims to bridge the digital gender divide in information
and communication technology (ICT) education and field by reflecting the
alumni opinions on gender equality in the ICT context. The study aims to raise
the awareness of gender equality issues through the work-life reflections. This is
done to understand better the gender equality issue, and to give proposals to
promoting equality also for the faculty members who teach ICT related subjects
in the university. The data for the study was collected from 131 (n = 131) ICT
alumni that represent 25 nationalities. Results reveal that men with 77% share
dominate the closest supervisor positions and 14% of the previous ICT students
in the university have felt some kind of gender-based discrimination in their
work. The data-driven content analysis was used to analyze the data. In the
analysis we found five main categories behind the gender-based discrimination:
society, organizational; individual action; hard facts and zero. We argue, that
society, organizational, and individual action proposals illustrate the digital
transformation process.

Keywords: Information technology � Digital gender divide � Equality

1 Introduction

Nelson Mandela [1] said: “Education is the most powerful weapon which we can
use – which we can use in order to prepare our youth for their role as leaders of
tomorrow.” One success story of the power of education comes from Finland, where
free education and equal access to education is a constitutional right [2] and where
15 year old students have performed very well in the OECD Programme for Interna-
tional Student Assessments (PISA) [3].

Today, another powerful weapon to change the world is digital transformation or
digitalization. The digital transformation may be categorized into three dimensions: the
use of new digital technologies; the change of organizational processes or the creation
of new business models; and influencing all aspects of human life [4]. The digital
transformation has changed the phenomenon of the digital divide from a situation of
access to acquiring sufficient skills to use information and communication technology
(ICT) effectively [5, 6]. Based on the latest OECD report [7], digitalization, ICT and
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technical skills development are seen as key components for human well-being and
social development. Nevertheless, a gender gap in the access, use, and ownership of
digital transformation is still present in G20 economies [7]. This gap is defined as the
digital gender divide. Based on the findings of OECD, the digitalization and fighting
the digital gender divide offers opportunities, enhances women empowerment and
holds promises for enhanced productivity growth. The digital gender divide is well
recognized at the work-life balance: Women and girls with poor digital literacy skills
will struggle to find jobs as technology advances and this is an urgent global problem
[8]. It is argued that girls are less confident in their maths, science and IT abilities, often
due to or fueled by societal and parental biases, and parents’ expectations about the
future of their teenagers by leading girls’ lower engagement in science and ICTs [9].
The effective promotion of women´s digital adoption from the government, from the
private sector and the civil society is proposed as one solution [10]. However, this is
not enough. Also educational elements in fighting against the digital gender divide are
needed. It is essential to understand the work-life reflections to be able to develop
education. This paper aims to research the perceptions and reflections on gender
equality in the context of ICT.

Since 1979, it has been possible to study Information System Science (ISS) as a
major subject at the Turku School of Economics (TSE) in the University of Turku.
During these 40 years there has been 580 graduates of which 36% are women. The
percentage of female graduates has been slightly diminishing; from the 1980s 48%,
1990s 33%, after that stayed at that level for the next two decades - 34% for the 2000
and 36% for the 2010s [11]. Unfortunately, this finding supports the northern gender-
equality paradox in STEM (science, technology, engineering, mathematics) education:
Based on that idea the more equal the society, the fewer women are doing the STEM
education [12].

The concept of co-creation and acting together with work-life is proposed to be one
solution for developing ICT education [13]. In the universities, alumni surveys are
frequently used to get feedback about employability and employment. ISS
subject/institute has been running alumni surveys regularly to get feedback on the ICT
knowledge and skill requirements of the employers. Therefore, one purpose to carry out
an alumni survey is to support the employability of graduates by improving the cur-
riculum of the university according to the industry requirements. The latest alumni
survey was carried out in the spring 2019 and it included equality related questions. In
this case study, we are analyzing these alumni responses and proposals against in-
equality. The research question of this study is: What are the alumni experiences and
perceptions towards equality in work in the context of ICT? Furthermore, we are
interested in what proposals alumni will give to change the situation in the ICT context.

2 Data Collection and Analysis

The data for the study was collected with the alumni questionnaire (AQ). It was
originally established to tighten the relationship with the ICT alumni, to enhance the
work-life connections with the studies and to engage the alumni with the faculty
activities such as guest lecturers, visits and practical training opportunities. The faculty
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has been involved with a Horizon 2020 project concerning gender equality issues in
the context of ICT. Based on this activity we added some gender equality questions to
the AQ.

The current AQ was pilot-tested with the faculty members and researchers. The
questionnaire was designed is such a way that privacy issues and the European GDPR
regulations were taken into account. We collected and analyzed the answers anony-
mously. The final AQ has 40 questions and we sent the questionnaire to 381 alumnus
whose email is in a voluntary database of the alumnus. 91 emails were not responding.
The online survey was distributed also via the social media channels of international
alumni network.

Altogether 131 (n = 131) alumni representing 25 nationalities replied, of these 28%
were women. In this study, we analyzed two quantitative questions for background
purposes. These questions were about the gender of the closest supervisor (131
responses) and whether responders have felt any gender-based discrimination in their
work (131 responses).

For the qualitative data of equality in work (51 open responses 37%women), we used
the content-based thematic analysis with three iterations by reading the texts many times.
The meaning units (hits) were collected in a matrix and encoded. The meaning units were
labeled based on text content. Content analysis and the matrix were used to provide
replicable andvalid inferences about gender equality. To secure reliability, two researchers
were analyzing the hits and categorizing them.Aftermany overlaps, typical for this kind of
research design, the content was organized under themes with lower and upper categories.
Based on the text analysis we formulated 16 sub-categories, which were grouped into five
super-categories and further conceptualized to theory with three main categories.

3 Results

The quantitative gender bias fact is that men dominate as their closest supervisor with
77%. Table 1 shows the overall gender distribution of the closest supervisors.

14% of alumnus have felt some kind of gender-based discrimination in their work
(Table 2). The answers were based on their last five year working experience. About
seven percent think that the promotion or higher salary was given to the other less
qualified gender. Eight people mentioned the following reasons when we asked a
description of the unfair situations. The reasons are related to age, management,
gender, and country:

Table 1. Gender of closest supervisor.

Gender N Percent

Men 101 77,1
Women 24 18,32
Other 2 1,53
I do not want to say, or I do not know 4 3,05
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• “Based on age, I’ve been treated as too young not based on my experience and
skills.” (R97)

• “Age discrimination” (R30)
• “Actually I think few people should have deserved a promotion, but were not give

one.” (R31)
• “More like Nepotism” (R37)
• “I never experienced any gender-based discrimination in Finland. Currently I work

in a big global company in the other country and here I sometimes feel that my men
colleagues threat me like their secretary.” (R116)

• “One firm did not grant a loan and I felt very strongly it would have been granted if
I were a man. Seriously.” (R114)

• “Men are always preferred for the most interesting work, while women are mostly
used for their organizational skills” (R129)

We asked our alumni “If you feel that the equality in the IT/IS field/education could
be better, do you have any proposal on how to change the situation?” 51 alumni
responded (f = 51) to the question that equality in the IT/IS field/education could be
better. We asked the respondents to give proposals on how to change the situation.

In the thematic content analysis, we made the following iterations:

• 1st iteration (analyzing text meanings): 16 categories (no opinion, zero, general
awareness, raising awareness, content development, work-life connections, identity
support, social competence, age, national identity, the state of art/more women)

• 2nd iteration (grouped into super-categories): 5 categories (zero, awareness-raising,
education and work-life connection development, soft skills, hard facts)

• 3rd iteration (conceptualizing categories to theory): 3 main categories (0-category,
digital transformation-category with three dimensions: individual, organizational
and societal dimension, hard facts-category)

Conceptualized categories and their hits:

• Zero-category: no problem, no opinion: 21 hits

Table 2. Gender-based discrimination at work.

N Percent

No kind of gender-based discrimination in their work 111 84,73
Yes, some kind of gender-based discrimination in their work 14 10,69
Somebody, other gender than me got the work although I was more
qualified

5 3,82

Somebody, other gender than me got the promotion or salary prize
although I was more qualified

4 3,05

I was treated unfairly for another reason. How? Describe the situation
shortly

8 6,11

I do not want to say 2 1,53

Alumni Reflections on Gender Equality in the ICT Context 383



• Digital transformation-category: societal awareness (10 hits), organizational (edu-
cation) development (12 hits), individual development (7 hits): 29 hits

• Hard facts-category: age (4), nationality (3), more women (5): 12 hits

To better understand the issue we provide some examples of the responses. Firstly,
the respondents suggested that companies should provide general awareness of the work
tasks and especially whether the work is suitable for both genders. “Stats regarding the
recruiting processes be open in a way that it’s possible to recognize companies who
avoid hiring women that are in a certain age (Man 9)”. Also, some of the respondents
pointed out that all the students should get more education on programming “More focus
on specialization skills so that students know how a real business works to manage their
IT (Woman 22).” Secondly, there should be enough connections to work-life and hands-
on training. “More practical education (Woman 2).” Some respondents answered that
the students need more teaching of social skills and support for professional identity.
“More project management skills and tools; Purchasing negotiation skills; Emotional IQ
skills (understanding others); Influencing people; Presentation and performing skills
(Man 24).”

In Fig. 1, we are illustrating the inequality proposals and the levels between men
and women. Men dominate the proposals 14 > 7 that there are no actions needed to
change the inequality situation. An example of men’s proposal: “I guess this means
equality between male and female? I believe that women selecting career within IT/IS,
have excellent opportunities to be successful. Now gender equality is such a topic that
all companies take this issue seriously. The biggest challenge is to increase the amount
of female workers in IT/IS clusters. That is growing all the time, the challenge is to
communicate women, what kind of career opportunities there are, and maybe to help
them to understand that IS/IT positions are not necessarily very technology focused
(which I believe is one main barrier to women) (Man 42).” But at the same time, men

0
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Organisation

IndividualHard facts

Zero

Male Female

Fig. 1. Differences between male and female proposals for changing the inequality in the ICT
education and field.
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also dominate society based actions 9 > 1 to be taken to change the situation. Indi-
vidual action proposals are more or less at the same level. An example of woman
proposal: “I think it would be important to support the development of professional
identity of all the students, but perhaps women need to be focused particularly, at least
as long as there is a lack of role models for women. You could ask all the students how
confident they are as ISS professionals, and how their confidence could be further
enhanced, and make gender analysis of the results, too (Woman 12).”

Altogether, men gave 21 proposals and women nine proposals related to digital
transformation and gender inequality. As men dominates the number of the proposals it
is also interesting to see the shape of the figure. Women seem to be more sensitive to
identify the hard facts such as gender, age and nationality (7 > 5) than men.

4 Discussion

To be able to develop and better understand the ICT education we researched the work-
life reflections of the ICT alumni. All the results are based on the responses for the
alumni survey (n = 131).

It seems that men dominate the closest supervisor status - only 19% of the
respondents had women supervisors. Most of the respondents did not experience any
kind of discrimination in their work yet 14% did. The most common form of dis-
crimination was gender-based, but also nationality and age-based forms of discrimi-
nation were reported.

However, alumni seem to be ready to change the situation and they gave several
proposals for changing the situation in the future. The development proposals could be
categories based on the current definition of digital transformation, i.e. some proposals
were society level whereas others where either organizational or individual level. The
respondents stated that we should approach the inequality questions to change the same
procedures at the workplaces, such as making the recruiting more transparent and
providing support in the identity building. In the context of education, the respondents
stated that the students should get teaching in both the technical and social skills. Based
on this paper and the alumni survey results our university should still continue the
activities that connect the work-life and the university as this was seen as a good way
for fighting inequalities.

Our alumni research reveals that our graduates have both faced and recognized
gender inequality in the work-life and they are willing to change it. These findings are
important as high equality and free education in the society do not guarantee gender
equality in the ICT field. Digitalization is the most powerful weapon which we can use
to change the world and to create a new kind of future. No society, nowhere in the
world, does afford to create the digital future under the gender bias, which today is an
undesirable situation globally.
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To summarise, with this study we are:

1. Illuminating the extent of male domination in the ICT workforce
2. Calling for recruitment to be transparent
3. Calling for support in identity building and
4. Highlighting the need for students to attain both technical and social skills.
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Abstract. This paper focuses on how populations by the use of technology,
more specifically an app, can comprehend the enactment of ordinances (local
laws) in an urban area along with their public reactions expressed as tweets.
Furthermore, they can understand how well the area is developing and
enhancing as a Smart City. The main goal of this research is to develop an
Ordinance-Tweet Mining App that disseminates the results of analyzing ordi-
nances and tweets about them, especially related to Smart City Characteristics
such as Smart Environment, Smart Mobility etc. This app would be beneficial to
various users such as environmental scientists, policy makers, city committees
as well as the common public in becoming more aware of legislative bodies, and
possibly contributing in different aspects to make the urban area improve as a
Smart City. This work fits the realm of Smart Governance due to transparency
via public involvement.

Keywords: App development � Human Computer Interaction (HCI) �
Legislative information � Opinion mining � Twitter data � Smart cities � Urban
policy

1 Introduction

The paradigm of Smart Governance leverages transparency through public inclusion.
This is gaining impetus with Smart Cities [1, 2]. It is thus important to disseminate
knowledge on urban policy to the public. Ordinances (local laws) are often publicly
available, e.g. [3], yet many residents view them as impervious due to complex
legalese. Thus, ordinances need mining to discover knowledge that a wide spectrum of
users can comprehend. A related aspect is public opinion on social media. It is
important to gauge public reactions on issues related to ordinances by opinion mining.
The results of mining ordinances and their public reactions need dissemination to be
easily accessible and understandable. This is the focus of our overall research [4, 5].
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We address ordinances from publicly available sites, and reactions to them expressed
on Twitter. We conduct mining on these to discover knowledge on how well the
ordinances enhance the given area into a Smart City, and to what extent the public is
satisfied with the ordinances.

We conduct such ordinance and tweet mining, guided by commonsense knowledge
(CSK) [6] to capture subtle human reasoning. We use CSK sources, along with the
well-known word2vec [7] for ordinance-tweet mapping, and with sentiment polarity
classification for mining. Based on this, we develop an Ordinance-Tweet Mining App,
to disseminate the analysis. In this paper, we describe the app development using
principles from HCI (Human Computer Interaction), e.g. [8, 9]. We explain the mining
of ordinances and tweets leading to useful legislative information disseminated by the
app. This app provides QA (Question Answering) on interesting issues in urban policy.
It is user-friendly, including interactive graphs and FAQs (Frequently Asked Ques-
tions) that facilitate comprehension by the public and experts. Targeted users, including
the common public and domain experts in environmental management evaluate this
app. In this paper, we focus on disseminating the results of mining NYC ordinances
available on its public legislative council website [3]. We collect tweets from NYC
through location-based data available on Twitter. We consider NYC since it is the
financial capital of the USA, one of the major metropolitan cities in the world and a
leading Smart City (see Fig. 1) [3, 10]. As per world rankings, NYC is among the top
25 smart cities worldwide [11]. This is a good achievement. Yet there is scope for
enhancement. We address this in the mining of ordinances and tweets, and in the
corresponding app.

We present the development and experimentation of our Ordinance-Tweet Mining
App herewith. To the best of our knowledge, ours is the first app disseminating the
outcomes of ordinance-tweet mining, leveraging HCI. This app contributes to Smart
Governance by making information on urban policy ubiquitous and comprehensible.

Fig. 1. NYC (New York City) as a prominent smart city [left] and NYC council website [right]
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2 Overview of Ordinance and Tweet Mining

In our earlier works, we propose methods for mining of ordinances from websites [4,
12] and furthermore, the mining of public opinions about them expressed on Twitter [5,
13, 14]. We use these methods for ordinance-tweet mining within NYC and conduct
evaluation as included in our papers [4, 5, 12–14]. As stated in [5, pp. 1721–1722], “an
important focus in our work is to determine to what extent such ordinances contribute
to establishing the relevant urban region as a Smart City. Hence, we categorize ordi-
nances based on their pertinent Smart City Characteristics (SCCs). We aim to connect
ordinances to relevant tweets by drawing on their semantic relatedness. This is non-
trivial, as ordinances and tweets both involve highly intricate and rather heterogeneous
natural language, so simple keyword matching does not suffice. We propose a two-step
approach for mapping that exploits the transitive nature of the connection between
ordinances and tweets considering their relationship with SCCs. Specifically, the
transitive property we invoke is that: if the ordinance relates to a given SCC and any
tweet relates to the same SCC, then the ordinance bears a connection to the tweet. This
approach is proposed because classical sources of SCC data e.g., [1, 2] are finite and
are restricted to a limited set of identifying features that can be relied upon for mapping.
Thus, this transitive approach is more feasible than attempting to directly relate a
seemingly infinite number of tweets to ordinances from various websites. As a first
step, we discover connections between SCCs and ordinances using classical SCC
sources [2] guided by commonsense knowledge (CSK) from web-based repositories
[15, 16]. In the second step, we consider the mapping of tweets to SCCs, again drawing
on such CSK. This approach then enables us to directly relate ordinances and the
tweets to the pertinent aspects of Smart Cities and also sets the stage for sentiment
polarity classification” [5, pp. 1721–1722]. Based on this, our mapping algorithm is
Algorithm 1, as presented herewith [5].

(Source: [5])

As stated in [13, pp. 841–842], “we conduct sentiment analysis to discover
knowledge specifically with respect to opinion mining of tweets on ordinances. This is
conducted after the mapping of ordinances to tweets. The primary database used for
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Sentiment Analysis in this work is SentiWordNet [17]. This is an enhanced version of
the CSK source WordNet [15]. It groups words into synonym sets (synsets) annotated
by how positive the terms are. Accordingly, words are classified as positive, negative or
neutral based on polarity of terms. In SentiWordNet, different meanings exhibited by
the same word can have different sentiment scores. For example, the word estimable
when relating to computation has a neutral score of 0.0, while the same word in the
sense of deserving respect is assigned a positive score of 0.75. The process we deploy
for sentiment analysis of tweets constitutes a semi-supervised learning method using
SentiWordNet. Through this, subtle human judgment through commonsense in
understanding emotions is embodied in the mining processes with specific reference to
context” [13, pp. 841–842]. Accordingly, our algorithm for polarity classification of
tweets is Algorithm 2 as presented next [13].

(Source: [13])

As further stated in [13, pp. 841–842], “based on this algorithm, we classify
thousands of tweets that we obtain from Twitter. Note that the selection of relevant
tweets and also the mapping of tweets to their respective ordinances is guided by CSK.
We construct SCC-based Domain KBs (Domain-Specific Knowledge Bases) [5, 13,
14] derived from WebChild [16] and WordNet [15], to filter out unwanted tweets as a
first step, followed by the mapping of tweets to relevant ordinances using SCCs as a
next step” [13, pp. 841–842]. We start mapping groups of ordinances to tweets [5, 13],
and then connect them with each other at finer levels of granularity [14] by mapping
individual ordinances to tweets. This is via ordinance KBs in addition to SCC KBs,
incorporating pragmatics and semantics through CSK and domain knowledge
respectively [14]. The mining in our work is on ordinances and tweets from NYC,
using a public council site [3] and Twitter location-based data. The results of the SCC-
based ordinance analysis and tweet polarity classification comprise significant inputs
for building the Ordinance-Tweet Mining App. We now describe its design process.

3 Approach for App Design

With the advancement in technology over the years, we are now benefiting from the
“The Digital Age” which gave rise to the Internet and various mobile devices. This has
digitized many institutions over the past few decades with governments processing
applications via e-government websites that help people process their applications
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faster and avoid long wait periods. Retail stores today have e-commerce websites that
help them reach a global audience. This progress has evolved the manner in which we
do business on a higher scale. New technologies emerging in AI will help improve
urban policies significantly [18], especially with respect to outreach initiatives. Users
today often wish to have ubiquitous access to information. This leads to the devel-
opment of apps. Accordingly, in the realm of e-government, an app for disseminating
the results of ordinance-tweet mining is useful.

Based on this background and the overview of our ordinance and tweet mining
research, we explain our proposed approach to design an Ordinance-Tweet Mining
App. We comprehensively use principles from Human Computer Interaction (HCI) [8,
9, 19, 20] to create a user experience that would be all encompassing for various users.
An important concept in HCI is Fitt’s Law [9, pp. 518–519], i.e., “T = k log2
(D/S + 1.0) where T = time to move the pointer to a target, D = distance between the
pointer and the target, S = size of the target, k is a constant of approximately
200 ms/bit”. We incorporate Fitt’s Law in our app design. Thus, we design items in the
app such that they are big enough to enable users to spot them fast, especially as
navigation proceeds further from the opening screen. Yet, these items are small enough
to fit on the required screens, and hence users do not need to spend much time while
searching.

For the layout of the app, we use another HCI concept, i.e. “mockup designs”.
Mockups are multiple designs created by interviews with “stakeholders” that give an
overview of the blueprint of the app [8]. Stakeholders in HCI terminology are various
influential groups such as domain experts who have a thorough knowledge of the field;
students/working professionals involved in providing data; and end-users ranging from
novice to expert, and casual to frequent [8]. Among the mockups, we select the best
designs for the app layout and screens. Other HCI aspects we incorporate are the
simplicity and efficiency of the interface [20]. These include navigation, the time spent
to find an answer to a question asked by the user, and the analytical graphs displayed.
Considering HCI, some principles used in the app adhere to the guidelines of Google’s
material design [19] to ensure that the app is up to date with the current and latest
software, and to warrant that the app runs smoothly without errors or bugs.
Another HCI aspect is a “metaphor” [9]. The term metaphor refers to conceptualization
of actions, typically for the interface. For example, a shopping cart is an interface
metaphor used for checkout in online shopping. We incorporate metaphors in our app
for various purposes, e.g. to depict different ordinance departments and smart city
characteristics.

Good design of this app entails navigating pages without spending too much time
on locating the options that the users need [20]. Based on HCI principles, Fig. 2
illustrates the navigation of the app in an efficient manner to access the given infor-
mation. For details, please see [21]. This navigation keeps the users engaged and alert.
Another important factor is the specific usage to assess the emotions of users while
navigating the app and seeing the results. In order to incorporate this, we make sure that
the intermediate pages and end-results focus on inclusion and interactive design ele-
ments [19].
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4 Implementation of the App

For the implementation of the Ordinance-Tweet Mining App, we use Android Studio
[22, 23] as the Integrated Development Environment (IDE). Android Studio provides
useful features that make the actual programming of app very convenient and efficient.
The IDE facilitates development and use for anyone ranging from a beginner to a full-
fledged software engineer [24]. Some features of Android Studio are:

• Code Completion
• Creation of Templates
• Instant App Run
• Fast Emulator
• Smart Code Editor
• Kotlin Programming Language Support

Based on these features, we implement the Ordinance-Tweet Mining App
deploying Android Studio. Figure 3 illustrates the implementation process using UML
for Android Development [23] with a self-explanatory diagram. For a more detailed
explanation, please see [21]. Given this implementation, Fig. 4 shows a snapshot of the
app layout. The left screen in the figure serves as a landing and welcome page with a
call to action button labeled “Get Started”. This lets the users know that they can access
the app and navigate to the desired location. The center screen gives a brief description
of the app. Once the users are ready to select an option, they can click on “Select
Ordinance Session”. The right screen serves as an action sheet. Action sheets are
helpful whenever there are multiple actions [20]. They work well on this screen, since it
shows the different options for the region and the sessions that the users can select.

Fig. 2. App navigation flowchart
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Figure 5 depicts the screens with FAQs and corresponding results of ordinance
mining for the NYC ordinance passing sessions considered [3], i.e. Session 1 (2006–
2009) and Session 2 (2010–2103). The leftmost screen includes general questions that
users may have for example, “What is a smart city?” “What specific characteristics
does a smart city have?” and so on. The other screens depict the outputs from the
mining of the specific sessions and the combined results from mining both the sessions.

Fig. 3. Implementation process of the app using the Android platform

Fig. 4. Layout screens of the Ordinance-Tweet Mining App
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5 Experiments and Discussion

In order to evaluate the app, we conduct user surveys [21]. We create survey questions
using a Likert Scale format [9]. We summarize the results in Figs. 6, 7 and 8. These
encompass the feedback of 34 participants with an assortment of computer and envi-
ronmental scientists, students, lawyers, policymakers and researchers. The main
questions are as follows with responses on a scale of 1–5 [1: Strongly Agree… 5:
Strongly Disagree]

• Q1: Do you find this app, quick and easy to use?
• Q2: Does this work increase public awareness of urban policy?
• Q3: Do you feel NYC is getting better as a smart city?

Fig. 5. FAQs for various selection categories in the app

Fig. 6. Responses to Q1: “Do you find the app quick and easy to use?”

396 C. Varghese et al.



As seen in these figures, the user survey results indicate favorable responses
towards this app. After collecting the data from the surveys, it is evident that the app is
feasible for use and makes users more aware of urban policy. Many users feel that NYC
is getting better as a smart city while some are neutral. In addition to the Likert scale
evaluation, some comments included by the users in the survey are as follows.

• “This can be useful in courses on urban policy”
• “This app looks great – simple and informative is what New Yorkers need. I would

have liked to have access to links to the researcher’s published work, if available or
maybe lists of smart city ordinances as a resource.”

• “Very good usage of graphics, makes data easier to understand”
• “Great work you are doing. Well-done”
• “I am interested in understanding the technology behind this product”

Based on these survey results and the general feedback received from the users we
can infer that the work on extracting ordinance data and conducting sentiment analysis

Fig. 7. Responses to Q2: “Does this work increase public awareness of urban policy?”

Fig. 8. Responses to Q3: “Do you feel NYC is getting better as a smart city?”
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through mining of tweets have proven useful by reaching a larger audience and by
disseminating information that may not have been readily available to the public
earlier. Please note that our research on ordinance-tweet mining as well as the devel-
opment of this app both constitute pioneering work in the area, to the best of our
knowledge. Hence, we do not conduct comparative studies for the mining or the app
development.

All this work is in line with the recent concept of greater awareness and more
transparency in governance. Some local celebrities have played their part by
influencing laws that improve society. Tim Tebow, a quarterback for NY Jets inspired
South Carolina legislators to pass the Equal Access to Interscholastic Activities act in
May 2012. Also known as the “Tim Tebow Law” [25], this allows homeschooled
children to participate in public school extracurricular activities. Candy Lightner
founded the “Mothers against Drunk Driving (MADD)” organization to ensure sterner
laws against drunk driving [26]. Due to the media attention this organization received
with Candy’s story, it raised more awareness of driving responsibly. Likewise, our
Ordinance-Tweet Mining App, the first of its kind, is likely to play an important role in
making the public more aware of legislative policies and take action needed for
enhancement. This concept fits the realm of Smart Governance [1, 2], a characteristic of
Smart Cities that leverages greater transparency in governing processes via more public
involvement.

6 Related Work

Social media users generate massive amounts of information in their daily life. Sci-
entists consider that as valuable data for various studies on urban policy, traffic, energy
conservation, climate change, disaster management etc. Social media text mining is
therefore a powerful tool to extract useful knowledge.

Gu et al. [27] propose a method to use tweets for gathering road incident infor-
mation. They build an API (Application Programming Interface) to compare incidents
recorded on social media and in traditional databases. This not only validates existing
incident information but also finds new incidents, thus supplementing the data in
databases. Gandhe et al. [28] conduct sentiment analysis of data from Twitter on
political scenarios, urban events etc. As stated in [28, p. 57], the “proposed approach
entails a hybrid learning method for classification of tweets based on a Bayesian
probabilistic method for sentence level models given partially labeled training data”.
The advantage is that the approach is semi-supervised, and works even with partly
labeled data. Nuortimo [29] studies social media data from multiple platforms to
understand public reactions for a system called Case Carbon Capture and Storage, to
control carbon dioxide emissions. Results show that the overall reactions are positive.
This study indicates that social media mining could be a great tool to measure public
awareness and acceptance for topics related to energy and climate. Huang et al. [30]
assess disaster analysis of historical and future events. They gather social media,
remote sensing and Wikipedia data, performing spatial analysis and social media
mining. Their results show that social media mining enhances disaster analysis and
provides real-time tracking.

398 C. Varghese et al.



All these works demonstrate the potential of social media mining. Accordingly, if
an app disseminates knowledge from such mining for public outreach, it would have
broader impacts on sustainability and Smart Cities [1, 2, 11], especially with reference
to Smart Governance [2]. It would foster building other related apps. The sharing of
data via such apps would benefit pertinent research. Various useful mobile apps for
Androids exist in the literature, as described in recent work [31]. Our design and
development of the Ordinance-Tweet Mining App contributes to this overall realm.

Various aspects of AI can make an impact on Smart Cities as surveyed in the
literature [2, 6, 18, 32–34]. AI can help record car activity, foot traffic, types of
shoppers that go to different retailers, their preferences, availability of parking spots etc.
These are minor details yet they make big impacts to create efficient solutions [18]. AI
can contribute to autonomous and semi-autonomous driving through incorporation of
CSK-based techniques for enhanced decision-making [6, 32]. AI can play a role in
augmenting object detection for Smart Mobility in Smart Cities with neural models,
deep learning, CSK and adversarial datasets [6, 33, 35]. Another major aspect is AI in
lighting. NYC has bright lights, which imply significant energy consumption. Thus, if
lamppost design occurs with sensors, these can adjust their brightness depending on the
amount of traffic within the area. In some cities such as Amsterdam, canal lights dim
and brighten based on pedestrian usage [2]. Likewise, AI can contribute to several
aspects of Smart Cities [34]. Our work in this paper is a step in this direction, using
HCI-based app design and disseminating the results of mining ordinances along with
their public reactions. Hence, this paper makes an impact on Smart Governance in
Smart Cities.

7 Conclusions

This paper addresses the development of an Ordinance-Tweet Mining App that dis-
seminates knowledge discovered by mining ordinances in a given region and tweets
about them, especially relevant to Smart Cities. Through this app, users from various
backgrounds can obtain quick and easy access to legislative information. Via the app
the public can make better decisions and contributions, e.g. by understanding policies
and public reactions, they can participate city council committees, or support their
region through financial means and community outreach. In addition, this app can
provide decision support to lawmakers by providing ubiquitous information, and can
enhance the scope of study for researchers through future issues emerging from the
work here. To the best of our knowledge, ours is the first ever Ordinance-Tweet Mining
App. While this app focuses on NYC in particular, it can foster the development of
similar or related apps for other cities, by reuse of the approaches and data with
modification.

Future work includes embedding intricate NLP (Natural Language Processing)
along with semantics and pragmatics in order to facilitate direct QA (Question
Answering) beyond static FAQs (Frequently Asked Questions) and keywords. This
would encompass advances in the field of CSK (Commonsense Knowledge) to fathom
the QA text and give enhanced responses in the app based on the mining results. This
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constitutes part of our ongoing research. In general, our work in this paper makes a
broader impact on Smart Governance.
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Abstract. Good medication adherence is directly proportional to good health
recovery and general improvement of a patient’s health condition. Although
many good medication adherence monitoring methods/techniques exist, the
level of medication adherence for some chronic diseases by patients in rural
settings is still suboptimal. Hence, the need for healthcare organisations to
devise viable governance frameworks that will facilitate effective medication
adherence monitoring and improved adherence by patients. This paper presents
the conceptual overview of a governance framework for medication adherence
monitoring and improvement that enables the collaboration of multiple stake-
holders and data analytics (MUCODAF) in support of the patient in the treat-
ment journey. The framework allows relevant stakeholders such as Healthcare
workers (HCW), family members, and close friends to collaborate in support of
a patient through the engagement of critical human factors such as empathy,
motivation, encouragement, flexibility, and negotiation. The use cases of the
framework, its technical composition, and the implementation plan are discussed
in this paper. A concrete example of the application of the governance frame-
work for medication adherence monitoring and improvement for a Tuberculosis
patient in the African Country of Lesotho is presented to highlight the plausi-
bility of the framework.

Keywords: Digital healthcare � Medication adherence � Data analytics � Smart
wearables � Clinical governance � Data-driven decision making

1 Introduction

Generally, patients have a higher probability of recovery from chronic ailments if they
keep to agreed medication schedules as prescribed by medical practitioners [1]. An
optimal level of positive adherence behaviour is difficult to attain in low resource
settings and rural areas due to many socio-economic problems. So far, several
adherence-monitoring technologies such as Direct Observation Therapy (DOT), Video
Observation Therapy (VOT), Indirect Monitoring Technology (Patient-facilitated or
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Device-facilitated), and Direct Monitoring Technology are being used to monitor
adherence [2, 3]. However, these methods have not yielded maximum improvement in
treatment outcomes because of the challenges of medication adherence particularly
associated with older people, and persons in rural settings [4]. The socio-economic
challenges of people in the rural setting ranging from poverty, illiteracy, poor infras-
tructure, shortage of good medical facilities, and medical experts make it difficult for
healthcare organisations to effectively monitor medication adherence of patients in
these settings and to motivate them for good adherence behaviour. Generally, existing
methods have failed to embrace a multiple stakeholder approach that can encourage the
patient towards positive adherence during the treatment journey [3]. There is also a lack
of consideration for the dynamics of the everyday life of a patient, which could affect
adherence behaviour. A patient is adjudged to have negative adherence behaviour if
there is no consistency in the timing, dosage, and frequency of taking medication, or
there is an outright disregard for the agreed medication schedule. However, irregular
adherence behaviour could be due to challenges of work, home, and other circum-
stances that obstruct a patient’s normal schedule. The existing adherence monitoring
methods have failed to include critical human factors such as motivation, encourage-
ment, negotiation, and flexibility that recognise the dynamics of everyday life of a
patient into the design of their medication adherence monitoring scheme, which limits
their patient-centeredness. These adherence monitoring approaches have not made
adherence improvement an integral part of their design in a way that is supportive of
the patient. This paper presents the conceptual overview of a governance framework for
medication adherence monitoring and improvement that will enable the collaboration
of multiple stakeholders and data analytics (MUCODAF) to ensure that good decisions
are made by the healthcare organisations when dealing with patients with different
observed levels of medication adherence.

Relative to existing adherence monitoring methods, the proposed MUCODAF is
conceived to embrace a more patient-centered perspective that makes key human
factors such as motivation, encouragement, negotiation, and flexibility an integral part
of the medication treatment adherence monitoring process through a multiple stake-
holder approach. The composition of the framework is based on the integration of
cloud computing, wearable sensors, mobile technology, artificial intelligence (AI),
machine learning (ML), and data analytics. The governance framework creates a basis
for intelligent and data-driven decision making by allowing relevant messages to be
sent to the stakeholders from time to time based on the signals received from the
wearable sensor device. Also, the post-analysis report of patients’ adherence beha-
viours can be generated weekly by the healthcare workers (HCW) in healthcare
organisations, which will provide a basis to determine the right strategy to deal with
individual patients based on their identified adherence behaviours.

The rest of this paper is described as follows. Section 2 provides a review of the
literature on medication adherence, while Sect. 3 presents a description of the proposed
framework in terms of its core use cases, and its technical composition. In Sect. 4, an
example of the application of the proposed framework for tuberculosis (TB) adherence
monitoring and improvement is presented. The implementation plan and imperatives
for the framework are discussed in Sect. 5, while the paper is concluded in Sect. 6 with
a short note.
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2 Literature Review

Adherence monitoring approaches can be categorised into direct monitoring methods,
and indirect monitoring methods. Direct monitoring methods involve directly
observing the patient as the drug is taken or immediately by testing the body fluid of
the patient in the laboratory. Indirect monitoring entails the use of technology devices
for tracking activities that could signal when a patient has taken the drug or not. Many
indirect adherence monitoring methods are device-facilitated by using various
technologies [3, 4]. Device-facilitated measuring can be classified into various cate-
gories such as sensor-based systems, proximity-based systems, vision-based systems,
and fusion-based systems [4]. The sensor-based system can be classified into three sub-
classes, which are smart pill containers, wearable sensors, and ingestible biosensors.
The use of smart pill containers entails the detection of cap opening and bottle pick up
to track adherence. Examples of these type of initiatives include Wisepills [5], Mem-
scap [6], GlowCap [3, 7], Evrimed [8], and Amiko [9]. Wearable sensors detect
motions related to cap twisting, hand-to-mouth, pouring the pill into the hand, and pill
swallowing. Neck-worn sensors [10, 11], and wrist-worn sensors (in the form of
smartwatches) [12–14] have been used to track medication adherence.

Also, ingestible biosensors have been used to detect pill ingestion by patients to
track medication adherence [15, 16]. Currently, the use of ingestible biosensors has
proved to be the most accurate, however, many patients will not find it convenient to
ingest a biosensor so that they can be tracked to determine if they have taken their
medication or not [3, 15, 17]. Proximity-based systems are non-invasive systems that
detect medication presence or absence within the proximity of a reader’s antenna by
using computer vision technology. Vision-based systems detect medication presence or
absence within the scope of the camera, while fusion-based systems try to verify the
operation of monitoring the medication-taking activity [4]. All of these methods have
been found to perform creditably well in tracking medication adherence with different
levels of accuracy, but they are strictly medication adherence monitoring methods.
They did not include medication adherence improvement as an integral part of their
design as envisioned by our proposed framework in a way that offers support to the
patient for improved adherence behaviour.

3 Description of the Proposed Framework

In this section, we present an overview of the affordances of the multistakeholder data
analytics framework (MUCODAF) and the technical composition of the framework.

A governance framework for medication adherence and improvement is a system
that makes a healthcare organization to be responsible, and accountable for:

• Continuously improving patients’ medication adherence behaviours
• Maintaining a high level of medication adherence among patients
• Ensuring good treatment outcomes based on acceptable medication adherence

behaviours.
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3.1 Affordances of the Multistakeholder Collaborative Data Analytics
Framework

The proposed Multistakeholder Collaborative Data Analytics Framework (MUCO-
DAF) affords five core use cases that pertain to medication adherence monitoring and
improvement. These are described as follows.

Digital Collaboration of Multiple Stakeholders. MUCODAF will enable the
exchange of messages between a specific stakeholder (patient supporter) and a patient,
and a stakeholder and an HCW via a dedicated mobile app.

Description. Relevant stakeholders that have been enrolled with the consent of the
patient to participate in the adherence monitoring process can communicate with a
patient directly or share information with the HCW based on their observations on the
adherence behaviour of the patient. A dedicated mobile app for adherence monitoring
(to be developed) will be installed on a smartphone and other mobile devices for this
purpose. The mobile app will enable all stakeholders to send messages to the patient,
and the HCW by using four alternative means, which are app-to-app, the app to
WhatsApp, the app to SMS, and app to email. A patient supporter that has only a
cellphone (not a smartphone) can send an SMS or make a call to the HCW on their
observations of the adherence behaviour of the patient. For SMS, this can be sent via a
specific code to the mobile app of the HCW. The essence of the specific code is to
ensure that such SMS messages are free of charge or at a subsidized rate. Govern-
ment and other donor agencies could come in to have special arrangements with
telecommunication/mobile service providers to support the patients with chronic ail-
ments and in need of critical care in this way. Disease such as Cancer, Tuberculosis,
HIV, and Diabetes are prominent in developing countries where this kind of govern-
mental and external support for patients will be useful. A stakeholder (patient
supporter) may also prefer to use alternative means of communication such as email
that is sent from a desktop or laptop to contact the HCW.

Medication Adherence Monitoring. MUCODAF will enable continuous acquisition
of data on specific events that suggest adherent behaviour of the patient through a
smartwatch and a mobile device. The information is subsequently stored in a cloud
database and also transmitted to relevant stakeholders.

Description. The framework will enable medication adherence monitoring through a
coordinated operation that will involve the use of an outdoor, waterproof smartwatch
that is worn by the patient. The smartwatch is paired with the smartphone of the patient
via Bluetooth Low Energy (BLE) connectivity to ensure that information is sent reg-
ularly to a cloud database via Wi-Fi or 2G/3G/4G data transmission. Adherence
information is stored locally on the smartphone until a period when the patient has
access to WiFi or mobile data when the stored information is transferred into the cloud.
Medication adherence tracking with smartwatch will be done by sensing the Near Field
Communication (NFC) tag on the drug casing. When the patient opens the drug box, he
receives a message asking to confirm if he has taken his drug, if the reply is a yes,
the event is recorded as an instance of positive adherence. A timestamped record of the
event is stored on his phone for subsequent transfer to the cloud database. From the
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stored data, a patient supporter who is co-monitoring the adherence of the patient
receives a message that the patient has taken his drug for that day. At the end of the
week, the patient supporters (stakeholder, HCW, etc.) also get an adherence activity
report via the mobile app/email/WhatsApp on the level of adherence of the patient in
terms of compliance with the prescribed/agreed medication schedule for that week.
Negotiation comes in when a patient requests an adjustment to a previously agreed
schedule due to changes in his daily activities which may affect his adherence to an
existing schedule. A patient can request adjustment of an existing medication schedule
by sending a message to the HCW from the mobile app. Once a negotiated and revised
schedule has been approved for the patient, it then becomes the basis for monitoring the
patient’s adherence by all stakeholders. A cloud-based central coordinating service
ensures that information on a patient’s adherence is sent through various channels such
as SMS, WhatsApp, or email depending on the preferred mode of communication of a
patient supporter. The patient supporter will use the available information on the
adherence behaviour of a patient to determine how best to support the patient by way of
encouragement, advice, or commendation to improve the level of adherence. The
patient supporter is also able to contact the HCW when it is deemed necessary.

Data-Driven Decision Making. MUCODAF will facilitate a decision support system
for HCW via the Mobile App based on the analysis of medication adherence data. By
engaging data analytics services through Machine learning, and intelligent recom-
mendations, the HCW can make informed decisions on the treatment of a patient.

Description. The framework will support various AI-based, and data analytics services
such as predictive analytics, descriptive analytics, diagnostic analytics, and prescriptive
analytics based on the data that have been acquired over time. These operations will
mostly be executed using the backend resources of the framework, but the user will
access the results/reports of the analytic services from their mobile apps. By using
machine learning and statistical learning algorithms, periodic reports can be generated
on a patient’s adherence behaviour on a weekly and monthly basis. The report of these
analyses will be accessible by HCW via an interface of the adherence monitoring
mobile app. It will be possible for an HCW (Doctor, nurse) to obtain reports on
adherence of a specific patient, or group of patients or run specific queries based on an
issue of interest. Reports on specific patient groups/categories and selected demo-
graphics can also be generated from the framework on a monthly, quarterly, bi-
annually or yearly basis for decision making at higher levels of healthcare management,
and policy formulation.

Personalised Treatment Strategy. MUCODAF will foster decision support for HCW
through intelligence recommendations. It will ensure a review of the patient’s treatment
regimen by HCW.

Description. The intelligent analysis of medication adherence data through various
analytics methods will make it possible for the HCW (Doctor, Nurse) to devise the
most appropriate way to engage with a patient to ensure a good treatment outcome.
This may include scheduling counselling sessions for patients that are found to be non-
adherent, and individual follow-up sessions in some cases to ensure improvement in a
patient’s adherence behaviour. It will also be possible to receive intelligent
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recommendations as a form of decision support on the course of action to deal with a
patient based on the report of the adherence behaviour and the state of his health after
clinical examination.

Adherence Behaviour Data Archiving and Curation. MUCODAF will allow
automated processing of data in a way that ensures archiving and curation of data into
relevant categories and classes for reuse.

Description. The framework will enable data on adherence behaviour that has been
collected over time to be categorized and allotted to various classes and clusters. This
will aid data retrieval and data reuse particularly for planning and policy formulation by
healthcare organizations, and the national government.

The technical composition of the MUCODAF comprising a smartphone, smart-
watch, Bluetooth (BLE), and IoT Hub is shown in Fig. 1, while the mapping of the use
cases to specific actors in terms of the initiator of an action, the receiver/beneficiaries of
such a use case, is shown in Table 1. The BLE ensures that there is a continuous
connection between the smartwatch, and the patient’s mobile devices as long as both
devices are on. The only concern is the need to ensure that the devices are charged
regularly. Recent advancement in technology ensures that wearable devices are now
able to work for longer periods before it is necessary to recharge their batteries. This
explains why an increasing number of medication adherence methods are based on the
wearable technologies that use sensors [3, 4].

3.2 Potential for Generalization of the MUCODAF

The selected use cases that are presented are not exhaustive, but those considered as
basic to ascertain the plausibility of the proposed MUCODAF framework. It is quite
possible that additional valid use cases that pertain to medication adherence and

Fig. 1. An overview of the composition of the MUCODAF for improved medication adherence
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Table 1. Use case mapping of affordances to specific actors

S/n Affordance Description

1 Digital collaboration of
multiple stakeholders

Receiver/Beneficiary
Patient: motivation, encouragement, negotiation,

flexibility
HCW: timely update on the patient’s progress

2 Medication adherence
monitoring

Initiator
Patient: initiates action
Wearable device: smartwatch
Mobile device: smartphone, cellphone
Software: cloud-based Adherence monitoring service

Receiver/Beneficiary
Stakeholders: HCW, friends, family member(s):

timely update on patient’s medication adherence
3 Data-driven decision making Initiator

HCW: takes decision-based on analysis of gathered
data, and observed patterns

Health Sector: take decisions based on generally
observed patterns on adherence behaviour for various
patients

Government: make plans and policies regionally, and
nationally
Receiver/Beneficiary

Patients: improved healthcare
HCW (Doctors, Nurses, etc.): decision support for

improved service delivery
Health Sector: data for improvement of healthcare

services
Government: data for planning and development
Society: a healthier society, improved healthcare

4 Personalised treatment
strategy

Initiator
HCW: devise person-specific methods and strategies

to help a patient based on the observed adherence
behaviour
Receiver/Beneficiary

Patient: receives the right attention and care that is
necessary

HCW: improved success rate in healthcare
5 Adherence behaviour data

archiving and curation
Initiator

MUCODAF: an automated process of storing
relevant data for future use
Receiver/Beneficiary

Health Sector: data-driven process improvement in
the healthcare sector

Government: data stored will be used for policy
development. Statistics
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improvement be can yet be identified in the circumstances of an actual implementation.
Therefore, the design of the MUCODAF should be based on a modular architecture
that will ensure that additional use cases other than the basic ones highlighted in
Sect. 3.1 can be catered for. Thus, with the choice of a modular design, it will be
possible to adapt the MUCODAF to suit different contexts on the issue of medication
adherence and adherence improvement.

4 Tuberculosis (TB) Medication Adherence with MUCODAF

In this section, we demonstrate by using textual narratives how MUCODAF can be
applied to the case of a Tuberculosis (TB) patient under care in need of adherence
monitoring. The narrative provided embraces key aspects of the 5 main use cases of
MUCODAF.

4.1 Background of the TB Patient in Lesotho

As extracted from [18], Mr. T is a chronic TB patient (age - 45 years old) that works in
a major mine in Lesotho. He lives with his wife and four children in a mining
community/township that is called Botha Bothe in Lesotho. Mr. T has been enrolled for
TB treatment for six months in the local hospital in Botha Bothe and he is expected to
take his medication twice a day at 6 h interval. Mr. T has agreed with the healthcare
worker that he will take his drug at 7 am every morning and at 1 pm during the lunch
break while at work, and maintain the same schedule on non-work days. The medi-
cation schedule was agreed with the healthcare worker in the presence of the wife of
Mr. T (Mrs. T) and Joe, who is a close friend and associate of Mr. T at work. Mrs.
T and Joe have been enrolled as co-monitors and patient supporters to aid Mr. T in the
aspect of adherence to the agreed schedule. A challenge with Mr. T is that lunch breaks
at work do vary at times depending on the work schedule. For example, there are times
when Mr. T and his colleagues need to spend longer periods in the mine, which would
require that lunchtime be postponed until a later time.

4.2 Scenario Description of MUCODAF at Work

To apply the MUCODAF, there must be a centralized cloud-based coordination service
that runs 24/7. The coordination service should be able to send messages to a patient
through a wearable device (smartwatch, smartphone) when it is required, and period-
ically to all the patient supporters (stakeholders). With this in place, the following
scenario can then be realized [18]:

1. The smartwatch device alerts Mr. T 15 min to the time when his drug is due to be
taken.

2. At the specified time, the smartwatch starts to make an alarm sound.
3. The smartwatch tracks the medication adherence event by sensing the NFC (Near

Field Communication) tag on the drug casing and prompts Mr. T if indeed he has
taken his drug.
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4. If Mr. T answers in the affirmative, then data consisting of the time when the drug
was taken, location, date, and a score that is indicative of a positive adherence
behaviour of Mr. T (“Yes” – positive; “No” - negative) is stored in the cloud
database. If there is internet connectivity the data is sent directly to the cloud
through the local IoT hub. If there is no connectivity, the data is stored temporarily
on Mr. T’s smartphone, and sent subsequently to the cloud (this is because the
patient’s smartphone that has been paired with the wearable smartwatch via BLE).

5. A reminder message is sent to Mr. T. via his smartphone and smartwatch every
10 min within 30 min from when he is supposed to have taken his medication to
motivate him to take his medication according to the current medication schedule.
If a message of positive adherence is not received 45 min after the expected time,
then a conclusion of nonadherence is made by the system.

6. A daily report that conveys the adherence behaviour of Mr. T (positive/negative) is
sent to Mrs. T, Joe, and HCW. The HCW receives a more detailed report that
shows the specific time, date, and place when the drug was taken, and times when
medications were missed.

7. Mr. T. is allowed to change the time of his medication (possibly due to work-
related, family, emergency, ad hoc events), once a week through the negotiation
module of the mobile app. Once a new medication schedule has been selected, this
communicated to all stakeholders. The newly negotiated schedule then becomes
active from that point forward as the new treatment adherence plan that will be
monitored by stakeholders.

8. After a new negotiated treatment plan has been selected by Mr. T., it is then used
subsequently by the cloud-based coordination service to send messages to the
smartwatch and the smartphone of Mr. T, and other stakeholders.

9. The suite of cloud-based data analytics services that can be accessed from the
dedicated mobile app for adherence monitoring is used by the HCW to generate a
report on the adherence behaviour of a patient periodically, which could lead to a
personalised and differentiated engagement with a TB patient to improve his
adherence behaviour.

10. All stakeholders can exchange messages or chat on issues that pertain to the TB
patient to which they are affiliated via the mobile app, WhatsApp or email.

5 Implementation Plan for MUCODAF

To ascertain the viability of the MUCODAF, it is essential to demonstrate its appli-
cation in a real study context. In this section, we discuss the imperatives for the
concrete implementation of MUCODAF. This will involve several aspects such as
recruitment of participants, selection of the study cites, system development, and
training of the participants. These salient aspects are discussed below.

Setting. To assess the plausibility of our proposed approach, a study site called Botha
Bothe in Lesotho has been selected. The consent of a local hospital has been secured,
while ethical clearance received from the Department of Health in Lesotho, and the two
universities that are involved in the research (the university affiliations of the authors of
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this paper). A cohort study involving a few patients would be undertaken in the first
instance (there is a plan to 20–40 patients), which would later be scaled up with more
subject when more funding is received. Each of the patients will be provided with a
smartwatch, and a smartphone, while a specific patient supporter will also be assisted
with appropriate technology devices that would make it possible for them to play their
co-monitoring role effectively.

System Development. A mobile app that is dedicated to adherence monitoring shall
be provided for the study. The key features of the mobile app will include capability to
enable patients, and patient supporters’ participant to send messages to the HCW,
HCW being able to send messages to relevant persons, HCW receiving intelligent
recommendations, and being able to view data analytics results (predictive, prescrip-
tive, diagnostic, descriptive) for decision making. An overview of the key features of
the mobile app is shown in Fig. 2.

Training Participants. All participants in the proposed study have to be trained on the
use of medication adherence monitoring mobile app, and the smartwatch and smart-
phone. This is particularly important because the subjects in the study would mostly the

Fig. 2. Overview of features of the mobile app for medication adherence
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less educated persons that not technically savvy. This makes it necessary to conduct
orientation and training sessions for them. The training will include all HCWs, patients,
and patient supporter that have been selected to participate in the cohort study.

Support of Government and Relevant of Donor Agencies. The conceptualization of
the MUCODAF is meant to elicit the support of relevant government agencies and
donors who are committed to improved healthcare of the less privileged people. The
practicality of MUCODAF for improving medication adherence will require that a
patient be supported by providing smartwatches, and smartphones for them. Donor
agencies may also need to offer free internet/mobile data packages for a patient and the
patient supporters that have been enrolled to co-monitor adherence of a patient at least
for the period when the patient is under medication.

6 Conclusion

In this paper, we have presented the concept of a multistakeholder collaborative data
analytics framework for improved medication adherence (MUCODAF). In contrast to
existing medication adherence monitoring approaches, most of which focus mainly on
adherence tracking and measurement, MUCODAF seeks to integrate both medication
adherence and adherence improvement of the patient. To achieve this, the notion of
multiple stakeholder collaboration that is driven by sensor-based adherence tracking and
data analytics was introduced to support the patient in the treatment journey.
Although MUCODAF is still at the conceptual stage, the imperatives for its implemen-
tation were also discussed, as well as the plausibility of its adoption for medication
adherence monitoring and improvement in low resource settings. Our immediate plan is
to commence the execution of theMUCODAFbased on the research fund that is currently
available to us. Thereafter, an evaluation in terms of the usability of the framework from
the perspective of the participants will be undertaken, and its effectiveness to monitor
medication adherence and endanger improvement medication adherence.
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Abstract. An objectives of good governance is to increase capital base of small
scale businesses (SSB) in order to encourage more investments and hence
increase employment rate. Embracing good financial inclusion (FI) schemes in a
country helps to ensure that entrepreneurs of SSB have access to financial
services and hence meet their needs. In this paper we studied FI scheme in
Kingdom of Eswatini with the view to establish the extent to which SSB have
access to funds in running their businesses such that they could satisfy the target
population and meet their desired goals. We got FI dataset for Eswatini for 2018
from Finscope database. Finscope 2018 dataset contains 1385 attributes with
2928 records. This study extracted attributes based on payment channel,
registered/unregistered business, usage of commercial banks/insurance/mobile
money and source of income for households from the Finscope database. We
identified lot of missing data and hence replaced them using Mode method of
preprocessing module in WEKA. We split the datasets and carried out cross
validation on it. Training data is 80% of the datasets and 20% was used for
testing. We carefully classified FI for selected parameters for Hhohho, Manzini,
Shiselweni and Lubombo regions of Eswatini using Logistic regression with
80% for training and 10 fold cross-validation. The best 10 fold cross-validation
recall rate for Manzini region using support vector machine (SVM) is 69.4% and
63.4% using logistic regression. These results show that veracity of FI dataset is
weak and this is due to large number of missing data.

Keywords: Financial inclusion � Machine learning � Governance � Small scale
business � Low-income earner

1 Introduction

Business is about producing, selling and buying of goods and services with the view to
making money. It is an organized effort(s) of an individual or group of individuals that
team up to produce and sell goods and services [1]. The ultimate goal in business is
making profit, however some businesses can be for non-profit and hence operate for
charitable purposes. Every business organization, small scale, medium scale or large
scale, needs valuable FI. Financial inclusion particularly for small scale businesses play
very import role when it comes to business governance vis-à-vis meeting the needs of
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the target audience and customers [2]. Adequate understanding and proper represen-
tation of FI data paves way for good business analytics for proper decision making in
business organizations [3].

Financial inclusion is the ability of business entrepreneurs to access financial
products and services with the view to satisfy the need of their clients or customers [4].
It has to do with saving, making and receiving payments, transacting, receiving credit,
and insurance [5]. It is needed for all business organizations especially the small scale
businesses in the developing nations. The inclusion helps the small scaled companies to
access credits that could be invested in their businesses. It also helps in saving of cash
such that future investments or response to unforeseeable risks can be carried out [6].
Financial inclusion improves the access to insurance products and services which are
critical towards addressing vulnerabilities in businesses [7]. Therefore one of the ele-
ments of good governance in any country is to have adequate FI schemes for small
scale businesses with view to (1) improve production of good and services; (2) increase
employment rate and vis-à-vis the standard of living of the people.

The governance of a country relies so much on data aggregated from all private
organizations, agencies and government parastatals. Decision making is based on these
data [8]. Data grow geometrically in different forms in terms of structure, size,
semantics, varieties etc. Therefore this increases the complexity of data and hence use
of traditional database management system for data management becomes a challenge.
Thus big data technology evolved to help organizations and government collect,
organize, represent, process, and analyse data from many sources with the view to
reducing cost and time; optimizing the use of resources and developing new products;
and making smart decisions [9]. Financial inclusion dataset are big datasets and they
are always needed by both private and public sectors. The datasets are diverse in terms
of Volume, Velocity, Variety, Variability, Veracity, Visualization, and Value (i.e.
7 V’s of Big Data) [10]. Thus, in this paper, we focus on the analysis of the financial
inclusion dataset for Eswatini with the view to carefully classify FI data set based on
selected parameters for Hhohho, Manzini, Shiselweni and Lubombo regions of
Eswatini using Logistic regression (LR) and SVM. Machine learning technique has
been identified to be very useful for analysis of government-based data and hence infer
relevant hidden facts from them [11].

The paper is organized as follows: Sect. 2 present the general overview of the
Kingdom of Eswatini vis-à-vis financial inclusion in the context of Eswatini. Review of
related works is presented Sect. 3. Methodology is presented in Sect. 4 while result is
presented in Sect. 5. Conclusion is presented in Sect. 6.

2 General Overview of Financial Inclusion in the Kingdom
of Eswatini (Formerly Swaziland)

Eswatini is a growing economy and it is a Southern African country with a current
population of 1,154,514 which is equivalent to 0.01% of the total world population as
of January 10, 2020, based on the United Nations estimates [12]. It is a landlocked
country in Southern Africa with total land area of approximately 17,200 Km2 (6,641
sq. miles) [12]. The Gross Domestic Product (GDP) per capital is 3,914.02 US dollars
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in 2017 and in the long-term, the Swaziland GDP per capita is projected to trend
around 3,955.07 USD in 2020, according to World Bank econometric models. The ease
of doing business is ranked 112 as at 2017. The country is ranked as middle-income
country and is committed to a free market economy and private ownership.

The governments in the African continent have realized the pivotal role that FI
plays in combatting poverty and contributing to inclusive economic growth by posi-
tively impacting on the low income earners and small scale businesses. Hence reducing
income inequality and expanding employment. Recent innovations in financial services
for small scale business groups has made governments to know how FI could
strengthen the resilience of vulnerable and marginalised populations [13]. Thus a
number of countries on the African continent have begun to develop national FI
strategies and spearhead key programs and initiatives to improve financial markets.

In the light of the above, the Ministry of Finance in Swaziland in 2017, published the
FI strategy for the Government of Swaziland (GoS) [13]. This was based on the critical
role that GoS attached for FI. The FI journey for GoS dated back to 2010 in which the
government through the Ministry of Finance (MoF) established the Micro Finance Unit
(MFU) to implement the International Fund for Agricultural Development (IFAD)
supported Rural Finance and Enterprise Development Programme (RFEDP) with the
view of facilitating access to financial services for the rural population and the micro and
small scale businesses. In 2013, Ministry of Finance of GoS joined the Alliance for
Financial Inclusion (AFI), which is a global movement on FI and this helps to impact
directly on the welfare of people at microeconomic and household levels. It helps to
reduce people’s transaction costs and hence enabling them to efficiently manage risks,
allocating capital for productive use and supporting the accumulation of wealth over
time [13]. There are three dimensions of FI: Access, usage and quality. The compre-
hensive document of the GoS financial inclusion strategy is well presented in [13]. It is
expected that the proposed strategy will lead to increase in reach, depth and quality of FI
in Swaziland, and a sustainable financial sector that is able to increase citizen welfare,
create economic growth, and hence meet national goals. It also presents the level of
readiness of the government of Swaziland about financial inclusiveness. In this light few
research works have been reported in the recent time on FI as it affect Swaziland.

The qualitative research reported in [14] was an exploratory study to investigate the
competitive advantage and the critical success factors of Swaziland (Eswatini) financial
cooperatives. Financial cooperatives are means of providing financial services to low-
income earners and hence make them to be in the FI scheme of government. Financial
services acquisition journey model in the context of Eswatini was proposed. The model
offered an integrated representation whereby financial services are fully extended to
low-income earners with the view to access funds and credit facilities and hence
guarantees financial inclusiveness for them. Thus financial cooperatives are noted
among the distribution channels for credit facilities. This aligns with the interest of
United Nations (UN) and International Labour Organization (ILO) towards financial
cooperatives as mechanism that should be utilized to promote FI within the low-income
earners [15]. However the author in [15] noted the mixed views about the role of
savings and credit cooperatives (SACCOs) to facilitate access to financial services for
people in Swaziland. Thus it was reported in the research that more knowledge is
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required about role of SACCOs and development of better scheme for quick access to
loan and repayment of loan by their members which are mostly low-income earners.

The authors in [16] considered micro-insurance companies as another distribution
channel that could make fund and credit accessible to low-income earners in Swaziland
and this further helps to ensure wider coverage for FI. Hence they proposed a
framework of micro-insurance distribution and implication based on the data collected
in Swaziland. Similarly Mngadi noted in the research reported in [17] the role that
microfinance institutions played on entrepreneurship in Swaziland. It was recom-
mended that microfinance institutions should focus more on developmental finance for
small scale businesses and low-income earner. In [18] crop insurance was identified as
another FI scheme. Though it served as a means of protecting farmers against potential
losses and hence minimize risk but it was noted in Swaziland that crop insurance is not
well developed and implemented due to shallow knowledge of farmers about the
preference for crop insurance. Similar study was carried out by Xolile in [19] focusing
on livestock insurance. In [20], investment was also identified as one of the key
instruments for equitable income distribution to ensure FI but this is also not well
explored in low income countries and fragile environment.

3 Related Works and Deductions

3.1 Related Works

Financial inclusion is a government scheme that is meant to enable citizens to make
contribution towards the growth of a country and also make the citizen to make gain
from the economic growth [21]. FI is considered as one of the significant indicator of
inclusive growth in governance [22]. A number of research works have been done on
financial inclusion across the continents. In [23], the authors criticized the unambitious
approach that did not include FI as a sustainable goal in 2030 agenda for sustainable
development in developing countries. The authors noted that FI was not included as a
stand-alone goal among the several sustainable development goals (SDGs). The rea-
sons identified for this are the: instrumentality argument, free market argument, and
veil argument. The 2030 agenda was seen as a missed opportunity to focus on finding
means to meeting the financial need of the global poor. This implies that in developing
economies, the financial bridge between the rich and the poor keep widening as the
government fail to extend good governance to the poor through the establishment of a
strong financial structure that makes FI to be fully extended to the poor. Similarly in
[24] positive influence of mobile micro-insurance on FI in developing countries was
investigated and it was established that inclusive financing is more successful in
countries that adopt and use mobile micro-insurance compared to countries where such
services are not made available to the poor or low-income earners. It is inferred from
this study that the use of low-cost mobile channels of micro-insurance would enable
low-income earners and small scale businesses to have immediate access to micro-
insurance and this contributes to financial inclusiveness. Thus governance should be
extended to low-cost or rural communities by erecting good infrastructural facilities
and making good policies to support establishment of micro-insurance and low-cost
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mobile channels in these areas. Ozili in [25] reviewed digital finance (DF) vis-à-vis FI
in the context of developing and emerging economies. It was noted that the mesh of DF
and FI has lots of benefits to financial services users, DF providers, government and the
economy in general. This corroborates with the study reported in [24]. Célerier and
Matray in [26] did a study on the effects of FI on wealth accumulation in the context of
USA. The authors studied the USA interstate branching deregulation policy between
1994 and 2005 and established that expansion of the bank branches across the states
helped to increase access to funds the low-income earners, hence it increase the low-
income household FI. These studies presented in [22, 27] looked at empowering
women through financial inclusion. The authors noted that most of the Indian women
that make up 46% of the India total population are denied opportunities and rights to
financial access and this made them to be financially dependent. The authors affirmed
that FI is needed for the women in order to pay for micro-insurance and obtain credit
from financial institutions. This helps in national development by women improving
access to markets and overall empowerment data.

3.2 Deductions from Literature Review

a. We deduce from our review that a number of research works have been carried on
financial inclusion with the following set of objectives: (1) Development of
framework for FI implementation with view to reduce poverty; (2) Review of
factors (e.g. social, political, environmental etc.) that could influence financial
inclusiveness; (3) The involvement of adult in banking operations with view to
having access to credit facilities; (4) Development of financial structure that make FI
fully extended to the poor; (5) Government to focus more on encouraging the
establishment of micro-insurance institutions.

b. We further deduced that statistical technique was applied in the data analysis with
the view to affirm the financial inclusiveness of households, low-income earners and
small scale entrepreneurs.

c. In addition, we found out that despite the wide range of research works done on FI
across the continents, few were recorded for the Kingdom of Eswatini and these are
mostly doctoral theses and masters dissertations reported in universities outside of
Eswatini. These research works are mostly exploratory studies that focus mainly on
the behaviour of the people (mostly low income earners and small scale entrepre-
neurs) towards micro-finance, micro-insurance, financial cooperatives and banks.
Some also focused on the saving and investment attitude of low-income earners.
None of the works access or make use of FI data set for Eswatini and no compu-
tational technique is applied in the course of data analysis.

d. We noted that none of these research works relates FI with governance and neither
did the authors make use of intelligent techniques such as machine learning tech-
niques for mining the FI data set with the view to extracting more meaningful
information that could impact on the governance of the country as per financial
distribution, use and proper management. Also none of the works applied data
mining or machine learning technique to process the FI data set with the view to
understand the data pattern, ascertain the validity and accuracy of the data set.
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In view of the above deduction, we choose in this research to apply machine
learning technique for proper pre-processing of FI data set with the aim to clean,
validate and classify the data and relate the required attributes of the data set to the
governance of the country with regards to financial management (i.e. income distri-
bution through credit facilities and government contribution and use of the income for
personal and organizational gains)

4 Methodology

4.1 Dataset Description

The FinScope dataset is made up of 2928 data objects and 1352 attributes. Table 1
presents the description of the dataset and it shows the selected attributes from the
FinScope database based on the objective of this study. The FinScope dataset are
categorized based on four region (HhoHho, Manzini, Lubombo and Shiselweni). All
data object used in this study has numeric attributes as shown in Table 1.

4.2 Data Pre-processing

The data collected was in Microsoft Excel in CSV (comma separated variable) format.
After reading the data, the missing data that occurred in the payment channel attributes
as displayed in Table 1 was replaced using the Mode method. In the mode method, all
the missing attributes value in numeric form is replaced by the most frequent value of
the known attribute.

5 Results

5.1 Experimental Results on Logistic Regression and Support Vector
Machine

This section provides a comparison of the logistic regression and support vector
machine (SVM) in terms of recall, precision and correctly classified instances.

In this experiment, SPSS and WEKA (Waikato environment for knowledge
Analysis) were used. SPSS was used to determine the number of missing data in the
selected attributes as display in Table 1 and WEKA was employed for the machine
learning techniques (logistic regression and SVM) to determine the classification
accuracy. The results of the comparison are given in Tables 2, 3, 4 and 5.

From the matrix in Table 2, the correctly classified financial inclusion from the
selected parameters for Hhohho region is 269, 337 is incorrectly classified in Manzini,
83 incorrectly classified in Shiselweni and 87 incorrectly classified in Lubombo. The
correctly classified financial inclusion from the selected parameters for Manzini region
is 563, 104 is incorrectly classified in Hhohho, 87 incorrectly classified in Shiselweni
and 134 incorrectly classified in Lubombo. The correctly classified financial inclusion
from the selected parameters for Shiselweni region is 137, 80 is incorrectly classified in
Hhohho, 250 incorrectly classified in Manzini and 121 incorrectly classified in
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Lubombo. The correctly classified financial inclusion from the selected parameters for
Lubombo region is 148, 86 is incorrectly classified in Hhohho, 301 incorrectly clas-
sified in Manzini and 101 incorrectly classified in Shiselweni.

From the matrix in Table 4, the correctly classified financial inclusion from the
selected parameters for Hhohho region is 289, 417 is incorrectly classified in Manzini,
52 incorrectly classified in Shiselweni and 58 incorrectly classified in Lubombo.

Table 1. Description of dataset

Variable
name

Data
type

Description

C13B_1 Numeric C13b. Payment channel - Food and drink and other groceries
C13B_2 Numeric C13b. Payment channel - Water/Electricity, paraffin, gas and other fuel
C13B_3 Numeric C13b. Payment channel - Education (school fees, university or college fees,

uniform, transport, stationery)
C13B_4 Numeric C13b. Payment channel - Transport expenses (taxi fare, bus fare, train fare, petrol

for car)

C13B_5 Numeric C13b. Payment channel - Bond or home loan, credit card, car financing
C13B_6 Numeric C13b. Payment channel - Communication, e.g., Airtime, cell phone contract, EPTC

telephone line payments, internet payments, data
C13B_7 Numeric C13b. Payment channel - Medical, health expenses, doctors fees,

pharmacy/chemist medicines
C13B_8 Numeric C13b. Payment channel - Rental payments and rates, levies

C13B_9 Numeric C13b. Payment channel - Other debt repayments (e.g. clothing store accounts, hire
purchase)

C13B_10 Numeric C13b. Payment channel - Savings, investments and retirement
C13B_11 Numeric C13b. Payment channel - Insurance and Funeral premium payments (e.g., life

insurance, burial society)
C13B_12 Numeric C13b. Payment channel - Household furnishings, equipment and routine household

maintenance
C13B_13 Numeric C13b. Payment channel - Personal spending e.g. haircuts, gym, lotto, cigarettes,

alcohol, clothes

C13B_14 Numeric C13b. Payment channel - Leisure, entertainment and miscellaneous goods and
services

C13B_15 Numeric C13b. Payment channel - Farming inputs e.g. seeds, feritiliser, equipment,
chemical

C13B_16 Numeric C13b. Payment channel - Business inputs e.g. stock, machinery or equipment
A18 Numeric A18. Main source of income – for Head of Household

Region Numeric Region
E1_1 Numeric E1. Ever used - Commercial bank
E1_2 Numeric E1. Ever used - Mobile money operator

E1_3 Numeric E1. Ever used - Cooperative Society
E1_4 Numeric E1. Ever used - Insurance provider

E1_5 Numeric E1. Ever used - Pension fund administrator
E1_6 Numeric E1. Ever used - Microfinance institution
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The correctly classified financial inclusion from the selected parameters for Man-
zini region is 616, 116 is incorrectly classified in Hhohho, 74 incorrectly classified in
Shiselweni and 82 incorrectly classified in Lubombo. The correctly classified financial
inclusion from the selected parameters for Shiselweni region is 114, 98 is incorrectly
classified in Hhohho, 295 incorrectly classified in Manzini and 81 incorrectly classified
in Lubombo. The correctly classified financial inclusion from the selected parameters
for Lubombo region is 96, 104 is incorrectly classified in Hhohho, 361 incorrectly
classified in Manzini and 75 incorrectly classified in Shiselweni.

From the results on Table 5, it is the Manzini region that has a pass mark for the
financial inclusion using the logistic regression and the SVM model. The SVM model
outperforms the logistic regression model in terms of the recall while the logistic
regression model outperforms the SVM model in term of the correctly classified
instances as display in Table 5.

Table 2. Matrix on cross-validation based on logistic regression

A = Hhohho B = Manzini C = Shiselweni D = Lubombo

A = Hhohho 269 377 83 87
B = Manzini 104 563 87 134
C = Shiselweni 80 250 137 121
D = Lubombo 86 301 101 148

Table 3. Matrix on cross-validation based on SVM

A = Hhohho B = Manzini C = Shiselweni D = Lubombo

A = Hhohho 289 417 52 58
B = Manzini 116 616 74 82
C = Shiselweni 98 295 114 81
D = Lubombo 104 361 75 96

Table 4. Recall on logistic and SVM

Region Logistic SVM

HhoHho 0.33 0.354
Manzini 0.634 0.694
Shiselweni 0.233 0.194
Lubombo 0.233 0.151
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From the results on Table 5, it is the HhoHho region that has the highest precision
for the financial inclusion using the logistic regression and the SVM.

From the classification accuracy result show on Table 6 it is discovered that after
the pre-processing of the replaced missing data in the financial inclusion dataset of
2018 the result is affected negatively due to large missing data in the original dataset.
This is the main reason why the accuracy in the two model considered are below 40%.
The classification algorithms will only be able to make an informed decision on the
dataset if the accuracy is 80% and above.

5.2 Inferences

The following are our inferences based on the study carried out in this research as far as
financial inclusion in the kingdom of Eswatini is concern vis-à-vis governance:

a. Statistically, after the pre-processing, it was discovered that over 80% payment was
made by cash while less than 1% was through the bank. On bank usage, it was
discovered that only 47.5% has used commercial bank, 66.4% used mobile money,
7.2% used cooperative society, 10% used insurance, 4.9% used pension fund and
0.9% used microfinance. Most households in local communities does not have bank
account so government need to come up with a policy to encourage cashless society
that will also give room for credit accessibility and use of financial institution.

b. From the classification algorithm in machine learning, the recall result in Table 3 is
an indication that the government of Eswatini need to pay more attention to enhance
financial inclusion in the these three regions (HhoHho, Shiselweni and Lubombo)
with more attention on Lubombo.

c. It was discovered in this study that 66.7% of the household in low-income earning
communities make use of mobile money for making payment then the government
need to consider mobile money as part of the key indicator for financial inclusion.

d. The government also need to encourage head of household on the importance of
business registration since only 3.8% registered their businesses.

Table 5. Precision on logistic and SVM

Region Logistic SVM

HhoHho 0.499 0.476
Manzini 0.378 0.365
Shiselweni 0.336 0.362
Lubombo 0.302 0.303

Table 6. Classification accuracy

Logistic regression SVM

Correctly classified 38.1489 38.0806
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e. Research in this area is few in Swaziland and this is attested to by Zikalala in [15]
and Kanyangale [16].

f. Low-income earners and small scale entrepreneurs should be encouraged to bank in
order to have access to credit facilities with the view to expand FI and thus have all
the low-income earners included. Similar recommendation was made in [19].

g. Financial empowerment programmes are recommended to train people in various
households on investment vis-à-vis financial management. Such programmes open
up the credit opportunities in financial institutions (i.e. Banks, Microfinance, Micro-
insurance, Financial cooperatives etc.) and how they can be accessible to low-
income earners. This is similar to the recommendations stated in [28, 29].

6 Conclusion

Presently in Africa there is so much interest to promote financial inclusion based on the
commitment of so many countries to financial inclusion action plan to reduce poverty
and grow their economy [26, 30]. But Africa as a continent is lagging behind other
continents in financial inclusion because inclusive development is left out [5, 31]. Our
findings in this study show that there is still need to revamp the financial inclusion
datasets on the demand-side using machine learning methods for exploring different
pre-processing algorithms to eliminate the remaining outliers in the dataset to improve
the classification accuracy which is yet to be looked into critically due to lack of data
quality. A better classification can only be achieved when there is good quality of data.
The Confusion matrix was discussed in this paper using logistic regression and SVM to
classify the actual and observations (true positive, true negative, false negative and
false positive) from the payment channel, registered/unregistered/licensed business,
usage of commercial banks, mobile money, insurance, microfinance, cooperative
society and source of income for head of household. The results show that the veracity
of the financial inclusion dataset is weak and this is due to the fact that the precision
and recall rate is less than 50% and 70% respectively. Therefore, it is expedient to
separate the demand-side data from the supply side data from the entire dataset and also
to employ different pre-processing approaches or data transformation techniques to
improve the quality of the data which will automatically improve the classification
accuracy. The misclassification of the features misrepresents the causes underlying
financial inclusion due to the precision rate against the recall rate.
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Abstract. This study examines how quickly we can predict users’ ratings on
visual aesthetics in terms of simplicity, diversity, colorfulness, craftsmanship.
To predict users’ ratings, first we capture gaze behavior while looking at high,
neutral, and low visually appealing websites, followed by a survey regarding
user perceptions on visual aesthetics towards the same websites. We conduct an
experiment with 23 experienced users in online shopping, capture gaze behavior
and through employing machine learning we examine how fast we can accu-
rately predict their ratings. The findings show that after 25 s we can predict
ratings with an error rate ranging from 9% to 11% depending on which facet of
visual aesthetic is examined. Furthermore, within the first 15 s we can have a
good and sufficient prediction for simplicity and colorfulness, with error rates
11% and 12% respectively. For diversity and craftsmanship, 20 s are needed to
get a good and sufficient prediction similar to the one from 25 s. The findings
indicate that we need more than 10 s of viewing time to be able to accurately
capture perceptions on visual aesthetics. The study contributes by offering new
ways for designing systems that will take into account users’ gaze behavior in an
unobtrusive manner and will be able inform researchers and designers about
their perceptions of visual aesthetics.

Keywords: Eye-tracking � Machine learning � E-commerce � Aesthetics �
Design � Artificial Intelligence

1 Introduction

Website and application development have largely focused on good visual design that
can support users’ interaction with the website and improve their online experience. To
this end, previous work has studied several website design characteristics, including
their effectiveness and visual appeal [1–4]. Daily, we visit numerous websites or use
their applications, and our evaluations are affected by their usability, how they look and
feel, as well as their content and service quality [5]. Since website design will influence
user experience, designers and the companies they work for strive to offer aesthetically
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pleasing websites of high quality. The majority of the studies in the area employ
subjective methods (e.g., data collection using questionnaires), while some utilize more
objective approaches by collecting physiological data such as fMRI and eye-tracking
[6, 7].

The advancement of technology and machine learning techniques allows the
implementation of Artificial Intelligence (AI) applications in many fields, including
Human Computer Interaction [8] or image aesthetics [9]. Recently, early attempts have
been proposed to employ machine learning for assessing aesthetics of websites [10].
Furthermore, previous studies have assessed website aesthetics using eye-tracking
techniques to detect areas of interest while looking at a website, mainly by using
heatmaps [11–13]. Going beyond heatmaps, eye-tracking techniques can offer deeper
insight into users’ gaze behavior as they can also capture how one’s eyes move during
the whole period, including for example speed of eye movement, a change in direction,
switching between two spots [14, 15].

Users’ first impression is very important when they visit new websites, or they visit
re-designed websites. Earlier studies suggest that first impressions are formed very fast
when users visit at a website, in the very first seconds [16]. Thus, when taking design
decisions different aspects that grab one’s attention are more likely to influence their
perceptions on visual aesthetics. However, as users become more experienced their
perceptions regarding visual aesthetics are likely to evolve as well [15]. Indeed, eye-
tracking data show that the more a user fixates on certain elements in a website the
more likely it is to find it less appealing [14], which may occur if users start looking
into more details as they look at the website. This raises the question if and how fast we
can predict users’ perceptions on visual aesthetics while they are looking at a website.
Thus, we formulate the following research question: RQ: How fast can we predict
users’ ratings when judging visual aesthetics in websites in terms of simplicity,
diversity, colorfulness, and craftsmanship?

To address our research question, first we measure how users’ look at a website
using eye-tracking along with their perceptions on visual aesthetics via a questionnaire.
Then, we employ machine learning techniques to predict users’ ratings from the gaze
behavior and test how fast we can get an accurate prediction with a low error. We
conducted an experiment in which users were asked to look at websites and then rate
them in terms of simplicity, diversity, colorfulness, craftsmanship. The experiment
included websites that ranged from low, neutral, and high visually appealing. We
contribute by showing that when examining users’ first impressions towards a website
more than a few seconds are needed to get an accurate and valuable estimate on their
perceptions towards the website’s visual appeal. This is a first step towards designing
and developing AI applications that will track users’ eyes only for a specific amount of
time (i.e., the time needed to get an accurate estimate) and inform designers about
users’ perceptions on visual aesthetics.

The paper is organized as follows. Section 2 presents the background of the study,
along with related work on website visual aesthetics. Section 3 presents the details on
the experiment, and the methodology that was employed. Section 4 presents the
findings, and Sect. 5 provides a discussion along with implications and suggestions for
future work.
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2 Background and Conceptual Model

2.1 Visual Aesthetics of Websites

Previous studies examining user experience highlight several factors that may influence
users’ evaluations towards visual aesthetics of websites [1–3, 17]. Capturing such
evaluations for websites is highly important for website designers and can be done by
examining screen design factors and layout elements which are related with users’
perceptions of visual aesthetics [3]. To measure perceptions on visual aesthetics studies
commonly use questionnaires which introduce a subjective take on the matter. Visual
aesthetics can be divided into two basic types [4]. First, there are classical aesthetics
that describe websites that are clear, well organized, and pleasant. Then, there are
expressive aesthetics which refer to websites that are creative, colorful, and original.

Additionally, a more precise description of visual aesthetics has been proposed
which offers a measure that represents visual aesthetics in a more holistic manner [2].
In detail, this measure includes four dimensions, or facets of visual aesthetics, which
are simplicity, diversity, colorfulness, and craftsmanship. Simplicity, part of the clas-
sical aesthetics, refers to website design regarding its unity, clarity, orderliness and
balance. Next, diversity, part of the expressive aesthetics, refers to a website design
having a dynamic, novel, and creative design. For a more holistic representation of
visual aesthetics the measure was extended by adding colorfulness and craftsmanship,
adopted from Lavie and Tractinsky [4]. The unique effect of colors as well as the
skillful and coherent integration of all design dimensions can be evaluated [1, 2]. The
present study adopts the four facets of visual aesthetics as they are considered to be
more detailed by examining more aspects of aesthetics [2]. This approach enables a
better and deeper understanding of perceived visual aesthetics.

2.2 Visual Aesthetics and Eye-Tracking

HCI studies that examine visual aesthetics of e-commerce websites measure users’ gaze
with different eye tracking techniques [11, 13], offering a better understanding of user
behavior when visiting e-commerce websites. Indeed, we can collect data on where
exactly the user looks when browsing a website and also how they look at it. The
manner we look at an object is related with how we process and think about that object
[18]. Our aesthetical preferences can be predicted with the derivatives of the stimulus
properties [11, 19, 20]. Furthermore, based on the eye-mind hypothesis [18], what a
user looks at indicates their cognitive process. These two notions can be simply
described as “what you perceive is what you see” and “what you see is what you
process”. Thus, cognitive load theory has been used to explain gaze behavior and how
we process what we see [21], supporting the eye-mind hypothesis [18]. Consequently,
what users perceive and what they process is also linked with their gaze.

By being able to capture measurable qualities of an object or a stimulus we can
explain users’ perceptions on visual aesthetics [22], thus here we employ eye-tracking
techniques to examine how specific functions can be used to predict users’ ratings on
visual appeal. In detail, we use eye-tracking measures and compute their respective
features as a proxy for users perceived visual aesthetics, to examine how looking at
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websites explains perceptions of visual appeal. Previous studies have employed eye-
tracking techniques to predict website design characteristics and users’ visual attention
[11, 13, 21, 23]. Nonetheless, previous studies mainly focus on using heat maps to
explain eye behavior, which although is useful to show where the user focused, but it
does not provide any information on how his or her eyes moved while looking at the
website and interacting with it. Here we combine information from gaze behavior and
questionnaires to predict users’ ratings and extend previous studies by examining how
fast can we get an accurate prediction.

3 Research Methodology

3.1 Context

Building on previous work [11, 12] the homepages of some popular e-commerce sites
are used to examine their visual appeal. For this, we use the top-100 popular websites,
based on the ranks on Alexa.com (i.e., provider of global traffic estimates in different
categories). Fifty e-commerce websites were selected randomly, and 10 HCI experts
were asked to evaluate them in terms of visual appeal on a 7-point scale. Amazon
websites were removed from the list as Alexa is owned by Amazon to avoid any
potential bias. Based on the median score from experts’ ratings, nine websites were
chosen, creating 3 categories, that is high, neutral and low visually appealing, with 3
websites each. Figure 1 shows examples from each category. A key distinction among
the homepages of these websites is the photo-text ration, a main design characteristic in
visually appealing websites [2, 11]. Since the first impression of a webpage is formed
right away, as soon as one visits it, [16], investigating users’ eye-tracking behavior on
those very first seconds that they look at a webpage is important and can prove
beneficial in explaining how behavior relates to main factors of visual aesthetics and
design.

Fig. 1. High, neutral, low appealing e-commerce websites (from left to right)

432 I. O. Pappas et al.



3.2 Sample and Procedure

Twenty-three users participated in this experiment (10 females, 13 males, average age
27.5 years, SD 7.15 years), with prior experience with e-commerce. Email and social
media were used to find participants. We conducted the experiment at a lab space of a
large university in Norway with 5 participants at a time.

We gathered information regarding age, gender, and internet experience, while we
explained the objective of the study. To calibrate the eye tracker the participant watches
a dot that moves to the four corners and center of the screen. The participants were
instructed to look at each website for at least ten seconds. Then they were given a
questionnaire which used a seven-point scale to capture their appeal ratings regarding
the four facets of visual aesthetics. They viewed on average each webpage for about
25 s. Also, they were told not to base their ratings of visual appeal on the content of the
page. We did not give them specific tasks because it can influence the way they look at
the website and their focus [21], but they were instructed to look at the homepage
freely. Participants had not purchased from the e-commerce websites before. Also, they
controlled the mouse, allowing them to browse freely and decide on their own when to
proceed to the next website.

3.3 Eye-Tracking Device

We used 4 SMI RED 250 and 1 TOBII mobile eye-tracker which look like glasses.
They have a sampling rate of 60 Hz, that is considered appropriate in usability studies
[24]. The frames of the eye-tracker contain two cameras that record each eye of the
participant; and an array of infrared LEDs which are reflected by the cornea. There is a
third camera that records the field of view of the participants. Then the software
calculates the position of the gaze on the field of view video. Finally, we correct for
head movements by employing fiducial markers placed on the computer screen.

3.4 Measurements and Feature Extraction

For the visual aesthetics, we study simplicity, diversity, colorfulness, and craftsmanship
[2]. Table 1 shows the actual and theoretical limits (min, max values) for the 4 facets of
visual aesthetics. Minimum and maximum values are computed based on the 7-point
scale and the fact that some items are reverse coded. Their items are presented in the
Appendix.

Table 1. Thresholds for visual aesthetics

Visual aesthetics Min - Max Theoretical Min - Max

Simplicity 2, 13 −11, 19
Diversity −3, 11 −11, 19
Colorfulness −4, 8 −12, 12
Craftmanship −5, 8 −12, 12
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Eye tracking data offer the mean, variance, minimum, maximum and median of
several parameters, such as pupil diameters, fixation details, saccade details, blink
details, and event statistics. Table 2 presents an overview of the extracted features along
with the respective reference from the literature. In total, we extracted 31 features.

3.5 Pipeline Formation

In this paper, we present 4 pipelines. Each pipeline has 5 steps. First, we collect the
data from 4 different interaction lengths: (1) 25 s, (2) 20 s, (3) 15 s and 10 s. Next, we
compute the features given in the Table 1. Once the features are computed, we use a
Random Forest regression algorithm to predict the four dependent variables. Next, we
compare the prediction for all 4 different interaction lengths to examine how quickly
we can get an accurate estimate (Fig. 2).

For each pipeline, we kept the data from 10% of the participants for the out of
sample testing. We trained the random forest with the data from the remaining 90%
participants using a 10-fold cross validation (Fig. 3).

Table 2. Eye-tracking features

Eye-movement
parameters

Features extracted Source

Diameter Pupil Diameter (mean, median, max, SD) [25]
Fixation Fixation duration (mean, median, max, SD) [26]

Fixation dispersion (mean, median, max, SD) [27]
Skewness of fixation duration histogram [28]

Saccade Ratio of forward saccades to total saccades [29]
Ratio of global and local saccades with a threshold on sac. vel. [30]
Skewness of saccade velocity histogram [31]
Saccade velocity (mean, median, max, SD) [32]
Saccade amplitude (mean, median, max, SD) [33]
Saccade duration (mean, median, max, SD) [34]

Events Number of fixations, number of saccades, fixation to saccade ratio

Fig. 2. Pipeline formation

Fig. 3. Data collection for 4 interaction lengths
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4 Findings

Table 3 depicts the prediction accuracy, that is the NRMSE (Normalized Root Mean
Squared Error) prediction Random Forest regression algorithm by using the selected
features (Table 2) for simplicity, diversity, colorfulness, and craftmanship. The NRMSE
value should be as low as possible. Tables 3 and 4 show which model can give a good
prediction compared to the base model (25 s) and for which model the error rate is
significantly different (Table 4) from the base model.

We can observe that in the case of simplicity, the model with 25 s of data has a 9%
error while the models with the 20, 15 and 10 s of data have 10%, 11% and 16% errors,
respectively. The model with 10 s of data is significantly worse than the model with
25 s of data. Hence, the chosen model is the one with the smallest error that is closest to
the base model (model with 25 s of data) and uses the least amount of data. For
simplicity the chosen model is the one with 15 s of data.

Next, in the case of diversity, the model with 25 s of data has a 9% error while the
models with the 20, 15 and 10 s of data have 10%, 12% and 15% errors. The models
with 15 and 10 s of data is significantly worse than the model with 25 s of data. Thus,
the chosen model is the one with the smallest error that is closest to the base model
(model with 25 s of data) and uses the least amount of data. For diversity the chosen
model is the one with 20 s of data.

Table 3. Prediction accuracy for the 4 interaction lengths

Duration Simplicity
NRMSE (S.D.)

Diversity
NRMSE (S.D.)

Colorfulness
NRMSE (S.D.)

Craftsmanship
NRMSE (S.D.)

25 s
(base model)

0.09 (0.02) 0.09 (0.03) 0.10 (0.02) 0.11 (0.03)

20 s 0.10 (0.03) 0.10 (0.04) 0.11 (0.05) 0.13 (0.05)
15 s 0.11 (0.05) 0.12 (0.04) 0.12 (0.05) 0.14 (0.04)
10 s 0.16 (0.02) 0.15 (0.03) 0.17 (0.03) 0.16 (0.04)

Note: Normalized Root Mean Squared Error (NRMSE) prediction from Random Forest with the
selected features (as presented in Table 2). In bold we show the Error is can be acceptable,
compared to the base model, because it is the one before the error being significantly different
(based on T-test presented on Table 4)

Table 4. Significant differences between the models

Duration Simplicity Diversity Colorfulness Craftsmanship

25 s
(base model)

– – – –

20 s 1.24 (0.22) 0.89 (0.37) 0.83 (0.43) 1.53 (0.13)
15 s 1.66 (0.10) 2.67 (0.01)** 1.66 (0.10) 2.68 (.01)**
10 s 11.06 (.001)*** 6.32 (0.001)*** 8.68 (.001)*** 4.47 (.001)***

Note: The difference of the base model with the other shorter in duration models.
*** p < 0.001, ** p < 0.01
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In the case of colorfulness, the model with 25 s of data has a 9% error while the
models with the 20, 15 and 10 s of data have 11%, 12% and 17% errors. The model
with 10 s of data is significantly worse than the model with 25 s of data. Similarly, the
chosen model is the one with the smallest error that is closest to the base model (model
with 25 s of data) and uses the least amount of data. For colorfulness the chosen model
is the one with 15 s of data.

Finally, regarding craftsmanship, the model with 25 s of data has a 9% error while
the models with the 20, 15 and 10 s of data have 13%, 14% and 16% errors. The
models with 15 and 10 s of data are significantly worse than the model with 25 s of
data. Similarly, the chosen model is the one with the smallest error that is closest to the
base model (model with 25 s of data) and uses the least amount of data. For crafts-
manship the chosen model is the one with 20 s of data.

To offer more insight and details on what the NRMSE values show we should point
out that they refer to the error on the range that our values get based on their theoretical
limits (Table 1). For example, for simplicity the minimum and maximum theoretical
limits are -11 and 19, respectively. Thus, the range of simplicity is 30. An 11% error on
the range of 30 is basically a 3.3 deviance. Since, simplicity is calculated based on the
sum of 5 items (Appendix), it means that per item, the 11% error translates to a 0.66
(i.e., 3.3/5) deviance on the Likert Scale. Thus, the accuracy of our predictions is quite
high and can be deviant by approximately half point or less on the Likert scale.

5 Discussion

This study provides evidence on how quickly we can get accurate estimates of users’
ratings regarding their perceptions of visual aesthetics measuring and analyzing their
gaze behavior. Users perceptions are directly related to what they see, that is a visual
stimulus, and the way that the stimulus changes will also influence users’ perceptions.
This has been described by two basic notions that are “what you perceive is what you
see” [19, 20] and “what you see is what you process” [18]. This paper goes one step
further from previous studies that predict users’ ratings and answers the question on
how quickly we can predict these ratings.

The findings show that for simplicity and colorfulness 15 s of gaze data offer a
good prediction, similar to the one from 25 s of data. This means that when a user is
looking at website, after 15 s they will have formed their first impression of it regarding
simplicity and colorfulness and it will not change if they look at the website for up to
half a minute. Furthermore, the findings show that 10 s are not sufficient to make a
good enough prediction, compared to 25 s, and the error rate goes up to 16% and 17%,
for simplicity and colorfulness. Previous studies suggest that our first impression is
formed almost immediately [16] and users are instructed to look at websites for about
10 s in similar studies [11]. Similarly, in our study the participants were instructed to
look at the websites at least for 10 s, but the findings show that by adding 5 more
seconds (i.e., 15 in total) the prediction rate is similar to the prediction from 25 s.

In the case of diversity and craftmanship, the findings show that more data are
needed for a good enough prediction. Thus, 20 s give a good prediction as 25 s of
viewing. Similarly, to simplicity and colorfulness, 10 s are not enough to get a
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sufficient prediction as the error rates increase 15% and 16%, being significantly dif-
ferent from those with 25 s of data. We empirically show that in website aesthetic
evaluation a user has to look at a website for 15 s or more depending on which facet of
visual aesthetics is of interest. The fact that diversity and craftmanship need more time
to be predicted (longer interaction lengths) can be explained by the fact that a more
diverse website is likely to increase interest and attention of the users [2, 3], making
them look for details and spend more time looking at it. Similarly, for craftmanship,
users may need to look at the website more carefully, thus need more time, in order to
make judgements if a website is well built and of high quality.

This study contributes both theoretically and practically. We contribute to the need
of automatizing the process of capturing and explaining users’ perceptions towards
visual aesthetics. The use of objective data from eye-tracking combined with ques-
tionnaires can remove bias and offer more robust results. Drawing on recent discussion
in HCI on how machine learning and AI can improve the field [8] as well as to be used
to improve image [9] and website aesthetics [10], we offer empirical evidence on how
the process of predicting users’ preferences can be automated. The findings pave the
way to design new systems that will take into account users’ gaze behavior in an
unobtrusive manner and will be able inform researchers and designers about their
perceptions of visual aesthetics. An AI application or an intelligent agent may compute
in real time the probability for a user to find a website high or low appealing, which in
turn may be used as feedback to improve design. Furthermore, building on previous
studies showing that users’ gaze is related both with their perceptions and cognitive
processing [18, 19], we provide empirical evidence that gaze behavior is linked to
perceptions towards the same stimuli.

Managers and websites designers can benefit from our findings and use them to
better understand their customers with a focus on their perceptions of visual appeal. As
technology evolves, eye-tracking devices are becoming cheaper and accessible to larger
audiences. At the same time, machine learning and AI have evolved at a level where we
see their applications in our daily lives, and with automated machine learning
(AutoML) practitioners can more easily develop such new applications. For example
website retailers can use eye tracking or even users’ own mobiles phones to evaluate
websites [35]. By knowing how quickly we can predict users’ ratings, a developer can
design an application that will request to track users’ eye behavior only for the first 15
or 20 s of using the application. This could serve as a middle ground, where the
company will get important data to improve their application and users’ data will be
recorded at a minimum level, making it more likely for users to accept and share their
data. This can be combined with knowledge on gaze behavior, as they can show
accurately which parts of a website were more or less important (e.g., high fixation on
specific areas or high saccade velocity between two areas) and how that relates to their
ratings regarding aesthetics. Thus, if we can predict high ratings on simplicity then we
can automatically identify which areas created this perception to the user.

The present study has some limitations. First, we measure visual aesthetics through
questionnaires, thus taking a subjective approach [2]. Future studies, may combine
subjective and objective methods, such as using screen design factors [1], along with
eye-tracking techniques to acquire a deeper understanding of users’ judgments of visual
appeal. Furthermore, although the sample of the study is relatively small, the low-level
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data that we capture are able to offer useful insight, allowing us to quantify aesthetic
qualities using eye-tracking measures [22]. Finally, to better understand the users and
their online experience, complexity theory may be combined with the novel fuzzy-set
qualitative comparative analysis (fsQCA) as it can offer deeper understanding of the
sample by identifying asymmetric relations inside a dataset [36, 37].

Appendix

Items to measure visual aesthetics

Simplicity
The layout appears too dense (r)
The layout is easy to grasp
Everything goes together on this site
The site appears patchy (r)
The layout appears well structured
Diversity
The layout is pleasantly varied
The layout is inventive
The design appears uninspired (r)
The layout appears dynamic
The design is uninteresting (r)
Colorfulness
The color composition is attractive
The colors do not match (r)
The choice of colors is botched (r)
The colors are appealing
Craftsmanship
The layout appears professionally designed
The layout is not up-to-date (r)
The site is designed with care
The design of the site lacks a concept (r)
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Abstract. In this study, 20 papers were reviewed to identify means, methods,
techniques, tools or other interventions that practitioners may use to positively
influence the affective state of users of digital interactive technologies. A sys-
tematic literature review was conducted in order to find such interventions.
A literature background covering concepts from the fields of Human-computer
interaction, as well as certain concepts from the field of psychology that is
relevant to this study is provided. Search criteria were determined and used to
identify research papers from various academic resources. Four categories of
intervention categories were identified from the papers reviewed, which can be
applied to interactive digital technologies by practitioners in order to evoke
positive affect on users. These four categories were aesthetics, affective com-
puting, need fulfilment and novel interaction techniques. The identified cate-
gories for practitioners were consolidated alongside metadata such as the types
of publications of the reviewed papers, the regions the studies were conducted
and the growth in the number of studies.

Keywords: User experience � Human-Computer Interaction � Positive affect �
Hedonic quality � Delight � Systematic literature review

1 Introduction

Functionality and usability have long been the main considerations taken in to account
by practitioners developing interactive digital technologies [1]. However, user expe-
rience (UX) design has moved towards a more experiential approach, and no longer
focuses on just functionality and usability. Understanding the user that interacts with
technology [2] has led to more attention being paid by practitioners to psychological
aspects that influence a user’s perception of an experience.

There are two attributes of UX that influence the appeal, pleasure and satisfaction in
a user, pragmatic attributes, i.e. the attributes that fulfil a user’s functional and usability
needs, and hedonic attributes, i.e. those attributes that fulfil a user’s psychological
needs related to emotion and pleasure [3]. Despite both hedonic and pragmatic qualities
having a relation to positive affect, hedonic quality appears to have a stronger rela-
tionship to positive affect than the pragmatic quality of a user experience [4].
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Given the effect of positive affect and hedonic qualities on the appeal of a tech-
nology to a user, the following research question can be raised: “What practices,
techniques or interventions can a practitioner implement to evoke positive affective
responses from users of a digital interactive technology?”. The aim of this review is to
evaluate existing research in the discipline of human-computer interaction (HCI) and
user experience to identify the different interventions that have been put forward by
researchers specifically intended to improve the emotional responses evoked in users of
digital interactive technologies. The focus of this review will not be on the functionality
or usability (pragmatic quality) aspects, but instead on the pleasurable and emotional
aspects (hedonic quality) of user experiences.

This review firstly describes some of the background knowledge on Human-
Computer Interaction, Human-Centered Design, User Experience and the
Hedonic/Pragmatic model of UX. The literature background also investigates some
concepts from psychology, such as the pleasure-arousal-dominance model [5, 6], and
the ten psychological needs [7]. The selection process of articles used for the review is
described in Sect. 3 including search terms, sources, as well as the data extraction
process. The extracted research was then reviewed to answer the research question.

2 Literature Background

This section describes key concepts that are relevant in this research, such as Human-
Computer Interaction (HCI), Human-centered design (HCD), User Experience (UX)
and The Hedonic/Pragmatic model. While the focus of this study is in the context of
HCI and UX, answering the research question involved understanding certain concepts
or models that relate to a user’s emotions from a psychology perspective, and, there-
fore, this section also describes relevant concepts from the field of psychology.

HCI is a broad term for the study of the interaction between humans and computers
[8]. Two key considerations in designing human computer interfaces are functionality
and usability [8]. The functionality of a technology is defined by what the technology
can do, either actions or services, for the user to achieve goals, while the usability of the
system is the degree to which the user can efficiently use a particular function or set of
functions provided by the system [9]. The functionality of a technology is only fully
realised if it is usable by the intended user of the technology [10], this is an important
consideration in the development of systems.

HCD is defined as “an approach to interactive systems development that aims to
make systems usable and useful by focusing on the users, their needs and requirements,
and by applying human factors/ergonomics, and usability knowledge and techniques”
[11]. HCD, originates from User-Centered Design (UCD), is a concept coined by
Norman in 1986, and later built on in his book “The Psychology of Everyday Things”
[12].

In UCD the user is at the center of the design process [12]. HCD aims to improve
the design of technologies/systems by understanding the needs, emotions, abilities and
experiences of the intended users [13]. Developing a system that meets the needs of the
user through HCD effectively can evoke positive experience from users.
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UX is defined as the evaluative feeling experienced by an end user during their
interaction with a digital technology [14]. While traditional HCI studies focus more on
the usability or utilitarian aspects of user’s interaction with a digital technology, UX
studies include other, non-utilitarian aspects of these interactions, such as a users’
emotions, the meaning and value of the interactions to the user [15].

The hedonic/pragmatic model is a model of UX that recognizes that people per-
ceive their experience of interactive products in two dimensions, pragmatics and he-
donics [16]. Pragmatics refers to the product’s attributes which provide utility to the
user, such as completing a specific task that fulfils a functional need of the user [17].
Hedonics are the attributes of a product that fulfil the psychological needs of the user,
those needs of enjoyment or pleasure, self-expression and even provocation of mem-
ories [16].

A model to study hedonics is the Pleasure-Arousal-Dominance (PAD) model by
Mehrabian and Russell [5] which suggest that there are three dimensions that represent
the affective response of a user to a stimulus: pleasure which is the scale of the
pleasantness of the affective response to a stimulus, arousal which represents an
individual’s degree of excitement, and dominance which is the extent individuals feel
as if they are in control [5, 6]. The PAD model has been applied in numerous studies in
the field of HCI to measure user intention, behavior and response in various contexts
like online gaming [18], online marketplaces [19] and even in UX [20]. Some other
models in psychology like the 10 psychological needs by Sheldon, Elliot, Kim and
Kasser [7] have also been used in UX to understand human needs that influence their
experiences.

In summary, when systems are designed and developed to provide specific func-
tionality to end users, the usability and the experience of those end users should also be
considered [10]. Approaches such as HCD involve users throughout the design process,
in order to take in to consideration their needs, abilities and emotions [13]. UX design
that considers the emotional wellbeing of the user can make a technology more
appealing, easier to use and will ultimately improve the effectiveness and usefulness of
the end product [2, 4].

3 Research Method

This study followed a systematic literature review (SLR) process [21]. The research
question, derived from the title was: “What practices, techniques or interventions can a
practitioner implement to evoke positive affective responses from users of a digital
interactive technology?”.

The IEEE Xplore, Ebscohost, SpringerLink, ACM Digital Library, ScienceDirect,
ResearchGate, Google Scholar, Web of Science, Scopus and Semantic Scholar aca-
demic databases were used in the SLR process.

The search term used for the SLR to search academic research databases was:
(“user experience” OR “user (NEAR/2) experience” OR UX) AND (tool* OR
Technique* OR Method* OR Practic* OR Intervention OR Mean*) AND (emotion*
OR hedoni* OR Pleasur* OR Delight* OR Enjoy* OR arous* OR Domin* OR
“positive affect” OR affect*).
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Once academic sources were extracted from the databases using the search criteria,
the sources were filtered based on selection criteria. Sources were included when:

• They were published in English between 1989 and 2019.
• They were peer review academic articles related to HCI and or UX.
• They reported on the effectiveness of a specific practice, technique or method that

can be implemented in a digital technology to invoke positive affect or improve
hedonic quality.

Articles were excluded from the study if they did not meet the inclusion criteria or
if they were duplicates. The SLR process involved (1) using the search terms in each
academic database to obtain a preliminary set of articles (2) the removal of duplicate
articles (3) the exclusion of articles based on the selection criteria (4) screening and
filtering of articles through abstract reviews to determine relevance. Initially 323
articles were identified, 301 were excluded and 20 formed part of the final set of articles
used in this study [21].

4 Results

This section contains the findings of this review. The results were analyzed for
information such as the types of articles reviewed, the journals the articles were
published in, and the geographical spread of the research reviewed. The contents of
each article were then analyzed through a thematic analysis to identify the themes and
to categorize each article.

4.1 Sources Overview

20 articles were included for review in this study, 16 of the 20 articles were peer-
reviewed journal articles, and four were conference proceedings. Four papers (20%)
included were published in the International Journal for Human-Computer Interaction,
three (15%) in the International Journal of Human-Computer Studies, the rest of the
papers were extracted from other journals (1 paper from each individual journal).

Geographically, seven studies included were conducted in Asia, three in China, two
in Singapore, one in Japan, and one in South Korea. Seven studies were based in the
North American region, five in the USA and two in Canada. Six studies were con-
ducted in Europe, three studies in Germany, and one study each in Finland, France and
Italy. There were no studies that included from Africa, South America or the Middle
East. There has been an increase in the number of studies released on the subject over
the last three decades. Only one of reviewed papers (5%) were published in the period
of 1990 to 1999. Four of the papers reviewed (20%) were published in the period of
2000–2010, and 15 papers (75%) were published between 2010 and 2019.

4.2 Findings

The 20 articles were analyzed thematically to categorize them based on the way they
suggest designing for positive emotional responses in digital technologies. The
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identified themes are the specific implementations, practices, or guidelines practitioners
can implement in digital interactive technologies to evoke positive affect in users.
Many of the papers focused on a specific characteristic, implementation or technique
and their influence on the hedonic quality of the user experience or on positive affect
invoked on users. They were then grouped together and then categorized into a theme.
The identified themes were aesthetics (9 papers), affective computing (6), novel
interaction techniques (1 paper) and need fulfillment (4 papers). These themes are
depicted in Table 1.

Aesthetics. From the 20 papers reviewed, 9 studied the influence of aesthetics on UX.
These were further categorized under general aesthetics, animations and effects, color
appeal.

General Aesthetics. General aesthetics involved studying the influence of aesthetics in
general on the affective responses of users, rather than a specific aesthetic quality or
implementation. Bhandari et al. [24] performed a study on classical aesthetics (de-
scribed with the dimensions of symmetry, clarity and cleanliness) and expressive
aesthetics (with the dimensions of originality, creativity and special effects), and found
that both classical and expressive aesthetics had a significant effect on user emotional
states. Classical aesthetics significantly affects the valence (pleasure) dimension of
emotions, while expressive aesthetics reflects in the arousal dimension of emotion [24].
Another paper found that beautiful web-pages had a similar effect as pleasant pictures,
and ugly web-pages to that of unpleasant pictures [23]. Ugly webpages induced a
negative affective state, while pleasant web pages influenced the affective state of the
user towards the positive end [23]. A study on the visual complexity of a webpage
found that it bears a positive correlation to the arousal and pleasantness experienced by
the user [25]. Design aesthetics of an m-commerce site was shown to positively
influence the perceived enjoyment by the user, and it was shown that perceived
enjoyment is as important to the loyalty of a user as perceived usefulness [22]. Based
on these studies it can be said that practitioners can use different general aesthetic
characteristics or interventions, such as symmetry, clarity and cleanliness, and
expressive aesthetic qualities (creativity, special effects and originality) to evoke a

Table 1. Themes and categories used.

Theme Categories Articles

Aesthetics General aesthetics
Animations and effects
Color appeal

[22–25]
[26–28]
[29, 30]

Affective computing Affective language
Anthropomorphism
Conversational interactions

[31, 32]
[33–35]
[36]

Novel interaction techniques Novel interaction techniques [37]
Need fulfillment General need fulfilment

Need fulfilment through gamified systems
[4, 38]
[39, 40]
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positive affective state in users [24]. Practitioners that implement attractive design
aesthetics are more likely to influence the perceived enjoyment of users [22, 23].

Animations and Effects. Articles classified as animations and effects studied the
influence of animations and other special effects on the affective responses of users.
A website containing both static and animated content is perceived as hedonically
superior [28]. A study on the effectiveness of parallax scrolling found that it did not
affect the perceived usability, aesthetic or satisfaction of the user experience but did
have a significant effect on the perceived “fun” experienced of the participant [26].
Another study on the implementation of parallax effects in an interactive interface
found that including such effects on an interface made it more likely to be perceived as
“cool” or “vivid” by users [27]. Based on these studies, implementing animations, such
as parallax scrolling effects, can allow practitioners to increase the likelihood of
inducing positive affect in the users.

Color Appeal. Articles classified under color appeal focused on the relationship
between the colors used in an interface and the affective state of users. A study on color
appeal of an e-commerce site found that color had a significant link with trust and
satisfaction when using an e-commerce platform [30]. The study also tested the effect
of different colors on multiple users’ (from different cultural backgrounds), and found
that certain colors can create an adverse reaction in users [30]. Bonnardel et al. [29]
studied the effect of colors on designers and users’ cognitive processes. Practitioners
should therefore carefully consider the combinations of color that are utilized on their
interfaces.

Affective Computing. Six papers reviewed studied the impact of affective computing,
which were categorized in to 3 sub-categories, namely affective language, anthropo-
morphism, and conversational interactions. These papers studied the influence of using
emotional, more human-like language or human-like expressions on the affective
responses of users.

Affective Language. Affective language refers to the use of language that appeals to the
emotion of the reader/listener. The studies in this sub-category focused on the influence
of this implementation on the affective responses of users. A paper on the effect of
flattery from computers found that both flattery and sincere praise from the computer
had a significant effect on the affective response of the user, i.e. users had greater
positive affect obtained from the interaction, when compared to generic feedback from
the computer [32]. Flattery and sincere praise also improved the user’s perception of
their own performance, as well as the satisfaction, enjoyment and evaluation of the
computer’s performance [32]. Another study found that receiving apologetic messages
from a computer when something goes wrong made users less likely to experience
frustration when compared to non-apologetic or neutral messages [31]. Based on these
studies, practitioners could illicit positive affective responses from users through util-
ising affective language, such as apologetic messages when displaying error messages
[31] and providing sincere praise to users through the interface during interactions [32].

Anthropomorphism. Anthropomorphism is described as attributing human-like char-
acteristics or behavior to non-human entities [41]. The articles in this section studied
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the influence of implementing human-like characteristics to interfaces on the affective
responses of the user. Mancini et al. [33] studied the effects of implementing a laughing
virtual character in an interface and found that the presence of such character increased
their level of activation and puzzlement. Qiu and Benbasat [34] studied the effects of
anthropomorphic embodiments in the interfaces of product recommendation agents and
found that it can increase the user’s perceived enjoyment and trust in the recommen-
dation agent. A study on anthropomorphism in digital voice assistants found that a
more human-like interaction between the voice assistant and the user positively
influenced the likeability of the digital voice assistant, which in turn also influenced the
user’s intention to use the assistant again [35]. Based on the above research, practi-
tioners can, therefore, influence the affective responses of users through implementing
virtual characters, or other anthropomorphic means/techniques or tools in their
interfaces.

Conversational Interactions. A study on conversational agents found that self-
disclosure (communicating information about one’s self) and reciprocity (adequate
responses and continuance of conversation) with the conversational agents significantly
influences the perceived enjoyment of the interaction, while interactional enjoyment
also influenced the user satisfaction experienced when interacting with the conversa-
tional agent [36]. While there is only one study in this sub-category, practitioners could
still implement more conversational interactions with users as the study does show that
it can significantly influence affective responses.

Need Fulfilment. Four papers studied the effects of need fulfilment. These papers
studied the influence of fulfilling user needs on the affective responses of users. These
were categorized under general need fulfilment or need fulfilment through gamified
systems.

General Need Fulfilment. These papers studied the influence of satisfying the needs as
identified by Sheldon et al. [7] on the affective state of the user. Hassenzahl et al. [4]
studied the effects of fulfilment of the needs identified by Sheldon and King [42] on the
affect and user experience, and found that satisfaction of each need is strongly corre-
lated to positive affect. Hassenzahl et al. [38] studied need fulfilment and positive affect
further. Practitioners can evoke positive affective responses in users through fulfilling
user needs (such as those identified by Sheldon and King).

Need Fulfilment Through Gamified Systems. The studies in this sub-category look at
how gamification can fulfil human needs and as a result influence the affective state of
the user positively. Hamari and Koivisto [39] and Suh et al. [40] studied the effects of
gamification on user engagement as well as the needs fulfilled by applying gamifying
interactions. Gamified systems can fulfil the user needs identified by Sheldon and King
[42]. Suh et al. [40] found that gamified elements such as gaining points, levels and
badges can positively influence the satisfaction of the user’s need to competence and
autonomy. Gamified elements can thus be utilized by practitioners to fulfil user needs.
Therefore, as was shown by Hassenzahl et al. [4, 38], satisfying these needs can
positively influence positive affective responses from users.
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Novel Interaction Techniques. One paper, by Dou and Sundar [37], studied the
effects of implementing different interaction techniques. Adding swiping gestures to a
web interface had a significant effect on the perceived enjoyment of a mobile website
[37]. Based on the above study, practitioners that implement interaction techniques
such as swiping and clicking can, therefore, influence the perceived enjoyment by the
user. While, once again, the findings of this study were not evidenced due to the lack of
further research, practitioners may still find benefit in implementing these techniques
into their products.

5 Discussion

Aesthetics was the most popular theme covered by the articles reviewed, comprising of
nine (9) of the 20 articles reviewed (36%), followed by affective computing, com-
prising of six (6) of the 20 articles reviewed (30%). Four (4) studies were on the
influence of need fulfilment on the affective responses of users. Only one (1) article
studied some sort of interaction technique on the affective responses of users.

Based on the above, aesthetic aspects of an interface are more likely to evoke a
positive affective response within users, as there is evidence to support the influence of
aesthetics qualities, techniques or implementations on the user’s affective response
[22–30]. Practitioners will likely find that they can evoke affective responses in users
through the aesthetics of the interface of a digital technology that they are developing.

Practitioners may also implement affective computing techniques, as there is also
evidence to support their influence on the affective responses of users [31–36].

Need fulfilment also influences the affective responses of users, and as such sat-
isfying these needs of users’ (such as those identified by Sheldon and King) [4, 38].
Practitioners can evoke affective responses from users through the implementation of
techniques such as gamification [39, 40].

Finally, while there is only one study supporting the influence of an interaction
technique on the affective responses of users, implementing those techniques may still
allow practitioners to evoke positive affect in users. Further studies into interaction
techniques and affective responses will benefit practitioners. It is important to note that
practitioners do not need to implement every identified means of evoking affective
response from users in their technologies, as certain implementations are relevant to
specific types of applications. For example, the findings on conversational interaction
may only be relevant to those interactive systems that involve users ‘conversing’ with
them, such as digital voice assistants or chatbots. Practitioners should identify the ideal
implementations that would best suit the interactive technology that they are
developing.

While the number of studies published over the last three decades that were relevant
to this study has steadily increased, there were still relatively few papers that were
available to review in order to answer the research question of this paper. Certain
interventions, while shown to positively influence affective responses, were studied in
very few papers, their findings were not verified with other research or similar results.
Further studies in this area of research should allow for new knowledge that can be
utilized by practitioners of UX.
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6 Conclusion

This paper provided a systematic literature review on existing research available in
order to identify methods, means, techniques and tools that practitioners can implement
into their digital interactive technologies to evoke affective responses from users.
20 articles were obtained through various digital libraries, on which thematic analysis
was conducted in order to identify themes that relate to the research question. 16 papers
of the papers selected were journal articles and four papers were conference pro-
ceedings. In reviewing the selected papers, four overarching themes were identified,
aesthetics, affective computing, need fulfilment and novel interaction techniques.

Furthermore, three sub-categories were identified for both the theme of aesthetics
and affective computing and two were identified for the theme of need fulfilment.
These papers provided studies on the influence of specific techniques, tools, means or
methods on the affective responses of the users of digital interactive technologies. This
study allows practitioners identify various interventions that UX practitioners can use
in their digital interactive technologies to positively influence the affective
responses/state of the user. Furthermore, this study identifies the relatively low quan-
tities of studies in the focus area of this research. Further academic research in this area
may allow for practitioners to identify more interventions or methods that can be
implemented in their products.
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Abstract. The usability of customer facing software interfaces is a source of
competitive advantage for organisations. The usability of systems has also
shown to encourage the effective and efficient completion of tasks and in con-
sequence, operations. Furthermore, competitive analysis of the usability of
software products has been shown to be a useful tool in the adoption of the user
centred design philosophy within organisations. However, low adoption of
usability evaluation is prevalent due to a lack of methodologies to support
organisations in their endeavours to achieve better usability. Therefore, the
purpose of this study is to present a methodology to compare the usability of
information systems. By using such a methodology, organisations will be able to
gauge the standard of the usability of their information systems, by comparing it
to others.

Keywords: Usability � User centred design � Competitive analysis �
Benchmarking � Information systems

1 Introduction

The usability of information systems (IS) has been shown to improve the productivity
of employees. Furthermore, when customers need to use information systems, bad
usability leads to a lack of loyalty, desertion of tasks (such as cart abandonment) and a
decrease in satisfaction [1, 2]. Market research suggests that poor usability is the
biggest reason why mobile applications are rejected by customers [3]. Sykes and
Venkatesh [4] explain that the potential of using enterprise software within organisa-
tions is limited because many implementations fail due to a lack of usability testing.
They suggest that in addition to testing the usability of customer facing systems, it is
important to examine how people use enterprise software systems to do their work and
achieve their goals. It is vital that the usability of systems, such as mobile applications
and business intelligence systems, remains optimal for organisations to gain and
maintain a competitive advantage [5]. For example, a usable system may lead to a
reduction in system transaction time, which could have direct cost benefits [6].

Due to the importance of usability, usability evaluations can be used to test how
well people use IS and have great potential in improving the usability of systems [7, 8].
Nielsen and Gilutz [9] explains that the main benefits of usability evaluations are:
(1) Reduced training cost with relation to the information system, (2) Limited user
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investment risk. The user makes less mistakes and completes tasks more effectively
when the usability of an information system is optimal, (3) The enhanced performance
of users that are completing a task, (4) Enhanced user efficiency and satisfaction,
(5) Lower personnel cost for organisations due to computer based tasks being com-
pleted more effectively and efficiently by employees, (6) Reduced software develop-
ment cost and length of the development lifecycle because users are more satisfied with
systems, (7) Easier to use online interfaces for enhanced customer interactions,
(8) Improved competitive advantage.

One method organisations use to achieve a competitive advantage is through
benchmarking. Benchmarking is important because it allows organisations to set
standards, measure the effectiveness of operations and processes, and analyse com-
petitive advantage [10]. Organisations often conduct comparative studies to benchmark
[11]. Comparative studies may be conducted at the inception, during operations and at
the closure of an organisation. Stakeholders in an organisation may have various
questions that could be answered through benchmarking. These include why some
competing organisations are doing better than others, what the strengths and weak-
nesses of an organisation are, and why certain organisations may easily mitigate threats
and take advantage of opportunities [12–14]. Similar questions could be asked about
the organisation’s competition and this may enable the organisation posing the ques-
tions to gain competitive advantage [12–14].

A typical organisation may compare the current manner of operations to alternative
ways in which these operations could be conducted. If the alternative promises to be an
improvement and it is feasible to implement the better method of operations, the
organisation may do so. This may have a variety of influences on that organisation,
including greater profits or business growth [15]. It is challenging for organisations to
determine the value they will derive from making a change to an IS or its environment
[13]. Thus, a methodology to compare the usability of ISs with the view of obtaining a
competitive advantage, may be useful.

A literature search yielded no research regarding methods to compare the usability
of information systems within a competitive environment. A/B testing was the closest
result. A/B testing, also called split testing or bucket testing, is a method of comparing
different versions of an information system to determine the effectiveness of a change
or the effectiveness of the operations of a development team [16].

A methodology is a system of methods used in a particular activity. For example, in
software development, a general definition of a methodology is: “a recommended series
of steps and procedures to be followed during the development of an IS” [17]. The goal
of the research presented in this paper was to create a series of methods that practi-
tioners can use to compare the usability of information systems.

Therefore, this paper presents a methodology to compare the usability of two or
more corresponding IS (within competitive environments). We used a design-based
approach [18] to develop a Comparative Inter-Organisational Usability Evaluation
(CIUE) methodology. CIUEs can be used to (1) compare the usability of user interfaces
(UIs), (2) work towards the benchmarking of the usability of user interfaces, (3) Create
a method to convince stakeholders of IS to invest in the application of User Centred
Design (UCD) in systems development, (4) scale the value of an investment made in
usability enhancements, (5) encourage the use of usability enhancement mechanisms to
gain competitive advantage through user interfaces of IS.
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The CIUE is presented by discussing the research context in the next section,
followed by a section on the method adopted to create the CIUE, then a section that
discusses the results of the method applied and finally the CIUE. Possible future
research is presented in the concluding section.

2 Research Context

The main theoretical concepts that form the basis of this research are usability, UCD,
usability evaluation and competitive analysis. We begin our contextual discussion by
defining these concepts and showing how they relate to each other. We also delve into
the lack of adoption of UCD practices by organisations. Since the outcome of this
research is a usability evaluation methodology, we provide a critical overview of
existing usability evaluation techniques and explain how these informed our CIUE. We
further discuss comparative evaluation and benchmarking to substantiate our prefer-
ence for comparative usability testing above single system evaluations.

2.1 Usability, UCD and Competitive Analysis

Usability relates to the effectiveness, efficiency and satisfaction with which users
achieve goals using computer systems [19]. Usability evaluations examine the quality
of computer interfaces, particularly regarding how easy they are to use [8]. The
improved usability of an IS may reduce the anxiety and fear associated with computer
use, improve learnability, could direct users more concisely and may improve the
navigation of systems [6].

A user’s interaction with an IS is not only bound to that user’s interaction with
computers as it may include the interaction with human system actors [20]. The term
user interface, however, commonly refers to the technological elements through which
users interact with computer systems [21].

UCD is a broad term used to describe the design process where the end user has an
influence on the design [22]. In UCD, the usability, user environment, user opinions,
user characteristics, tasks and workflow of products are key considerations in the
design process. What may be an effective design for one group of users may be an
ineffective design for a different group [23]. UCD addresses these differing user
requirements.

The involvement of users to influence the design of IS increases the number of
breakthrough ideas in research and development projects [24]. The formation of con-
cepts and scenarios regarding the adoption of IS, which may otherwise not have been
thought of, was also improved when UCD was adopted in a number of projects [24].

Despite its clear benefits for the improvement of the user experience of IS, the
adoption of UCD practices in organisations has been limited [25, 26]. This has been
attributed to the fact that business potential of an IS and technological requirements are
considered before users are attended to [25, 26].

Venturi et al. [27] showed that when competitive analysis is done on the usability
of software products it may increase the adoption of UCD. There is a strong emphasis
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on the usability of information systems when UCD is adopted. Some of the basic UCD
principles that relate to usability are [28]:

1. Make it easy to determine which actions are possible for a user at any time.
2. User should easily determine what the current state of task completion is
3. It should be intuitive to follow mappings between intentions and the required

actions, between actions and the resulting effect, and between the information that is
visible and the system state.

These principles put the user at the center of the design process [28]. UCD is often
regarded as a philosophy of IS design as it influences the entire design process.

2.2 Usability Evaluation Techniques

This section presents a summary of the most widely used usability evaluation methods.
The discussions to follow informed the development of the CIUE methodology. We
look at the advantages and disadvantages of the different methods and consider whether
they are appropriate for use in comparative analysis. The main advantages and dis-
advantages of the various methods to evaluate usability are summarised in Table 1.

A goal of the methodology is to use objective data, therefore focus groups and
heuristic evaluations are not suitable for use in CIUEs. Furthermore, the variable nature
of the environment of remote usability evaluation renders remote user evaluation
inappropriate for use during CIUEs because it is impossible to account for all the
variables in such unknown and vastly different environments.

Controlled environment evaluations are more suited for CIUEs because the vari-
ability in data and environment can be controlled. As such, the focus can be placed on
the difference between the usability of the different competing computer systems. This
can also be optimised by using specialised equipment. This, in turn, increases the value
and quality of the comparison. This extensive range of indicators reduces the need for
possibly subjective data such as expert recommendations or user opinions.

Table 1. Advantages and disadvantages of usability evaluation methods

Method of evaluation Advantages Disadvantages

Focus group [29–31] Low cost,
quick analysis

Subjective opinion of focus
group. Participatory challenges

Heuristic evaluation [30,
32–36]

Low cost and
quick

Subjective opinion of usability experts

Remote usability
evaluation [37–39]

Low cost Context is often lost, there is typically no
interaction with users

Controlled environment
evaluation [39–41]

Objective
quantitative
data

The environment is not always realistic, i.e.
as it would be in the real world
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Benchmarking and comparative evaluations have often been used to identify an entities
strengths and weaknesses [42]. Single system evaluations tend to lack data to show
how important a system change with be (quantitatively), this can be addressed by
CUIEs.

3 Research Method

The study followed a Design Science Research (DSR) approach proposed by Kuechler
and Vaishnavi [43]. The study followed five steps as prescribed by the methodology
and is outlined in Fig. 1. The first step was the “awareness of the problem” step, this
was done from literature analysis and industry requests for CIUEs. The second step was
the suggestion step which was done abductively with the use of peer reviewed literature
regarding usability and benchmarking. The first version of the CIUE methodology was
applied in step three by evaluating and comparing three Mobile communications
websites. The CIUE methodology was then refined and evaluated in step 4 through
further application in the aviation and medical insurance sectors, and further through
expert consultations, both from the organisations involved in the study and from
academia.

This paper, however, only reports on the final step of the DSR approach which is
the presentation of the artefact – A methodology to conduct CIUEs. The earlier phases
were reported on in [44].

4 A Methodology to Conduct CIUEs

The contribution of the research study is a methodology to conduct Comparative Inter-
Organisational Usability Evaluations (CIUEs). This section presents the final CIUE
methodology in terms of its underlying philosophy, strategies, principles and proce-
dures. The components of the CIUE is depicted in Fig. 2.

4.1 Philosophy

User Centred Design (UCD) is a design process in which the end users influence how
an IS is designed [22]. To follow UCD, the user is placed at the centre of the design
process [45]. UCD can be regarded as the philosophy that underlies a CIUE.

UCD is about optimising the experience that a user will have when using a product
by involving the user in the design process rather than expecting the user to change
their behaviour or attitude to accommodate the product [45]. This is done primarily by
involving users in the design process. The goal of a CIUE is ultimately to improve the
usability of an IS by showing that it is not on the same standard as that of a competing
IS, from the user’s point of view.
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Step 1: Awareness of 
problem- No methodology for 

CIUEs.

Step 2: Suggestion-
Methodology for CIUE from 

literature review and 
introduction.

Step 3: Development- Pilot 
case study where tentative 

artefact is applied in the 
Mobile communications 

industry

Step 4: Evaluation

First evaluation case study 
Application in the Medical 

insurance industry

Step 5: Conclusion 
Final suggestion for 

artefact

OutputStep

Scenarios of 
application of CIUEs 
and positioning from 

literature.

Tentative design of 
methodology to 
conduct CIUEs.

Initial design of 
methodology to 
conduct CIUEs.

Refined methodology 
to conduct CIUEs 
and performance 

measures.

Final methodology to 
conduct CIUEs and 

other results.

–

Second evaluation case 
study – Application in the 

Aviation industry

–

Expert interviews

Fig. 1. Application of DSR in this study

Fig. 2. CIUE components.

A Methodology to Compare the Usability of Information Systems 457



4.2 Strategies

A usability evaluation is essentially a research project that has to be designed in a way
that will ensure valid results. As in research, the investigator has to make choices with
regard to data collection and analysis methods and the type of data that would be
suitable for a specific evaluation case. The investigative approach that we recommend
for CIUEs is controlled user observation. Controlling the observation requires some
form of experimental design. The observation is controlled to minimise the influence of
the environment on data collection. Variability in the data should be focused on the
differences between the interfaces being compared rather than on contextual factors.

Quantitative or qualitative methods could be used to collect and analyse data that
are relevant to the usability of a system interface [46]. A goal of our methodology is
objectivity. Collecting data through qualitative methods such as expert recommenda-
tions can, for example, be doubted due to their perceived subjective nature [47]. CIUEs
therefore follow a quantitative approach in the collection and analysis of the usability
data. The epistemological assumption is that an objective reality exists in which the
usability of IS can be measured and analysed deductively [46]. The data collected
during observation should therefore be suitable for quantitative analysis.

4.3 Principles

In addition to the principles of UCD, we have identified the following principles
specific to CIUEs:

1. IS evaluated in a CIUE should not contain any system breaks. A system break will
influence the user’s interaction with the system and the value of many metrics (e.g.
time taken to complete the task) will be meaningless for comparison purposes

2. The environment where the CIUE is conducted should be controlled to minimise
contextual or environmental influences on the outcome of the evaluation (e.g. the
lighting in the evaluation space should be consistent for the duration of the tests and
across all tests)

3. Gather data for as many different metrics as possible. This way one set of data can
confirm other sets of data, making the conclusions stronger, or one set can con-
tradict another set, showing that further evidence is required

4. The tasks that the users will perform on the different systems should be similar with
regard to the outcome for the user

5. The number of participants should be the same for each system being evaluated
6. The less homogenous the group of participants is, the more participants are

required. This is an attempt to minimise the influence that characteristics of the
participants have on the comparison

7. The evaluations should be done in the same way for all the participants. The
procedure followed, the evaluation environment and the tasks that participants are
requested to complete should be the same for all participants and all systems

8. The results of the CIUE should be presented in a manner that is easily under-
standable and unambiguous

9. A CIUE should be done at a point in time. The versions of the systems being
evaluated should not change.
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4.4 Procedures

This section discusses the steps and procedures to be followed when conducting a
CIUE. The broader steps are planning, setting up the environment, conducting the
usability evaluations, exporting data, performing the analysis and presenting results.
We elaborate on each step below. Figure 3 provides an overview of the CIUE process.

Step 1: Plan the CIUE. The following aspects need to be considered when planning
the CIUE:

Timing. If the lifetime of the product is limited, the CIUE may not be useful. Fur-
thermore, if the organisation for which the evaluation is being done, cannot give
priority to the CIUE it may not be worthwhile.

Data to be Collected. Depending on the nature of the systems included in the CIUE,
the evaluator should identify metrics that will best serve the comparative evaluation.
The quality of the data is also important, therefore criteria that will result in the
elimination of data should be formulated beforehand (e.g. if eye tracking is used, the
required percentage of fixations picked up during the task can be set to 80%, elimi-
nating the data of all users with less than 80% fixations recorded). The cost of data
collection and data analysis should also be considered.

The Candidate Organisations. The amount of evaluation resources required for a
CIUE increases with the number of organisations, but the CIUE results could be more
reliable when more organisations are included. This is due to the performance of a
system becomes clearer as the number of systems it is compared to increases. If the data
is going to be used to determine benchmarks for the future, the number of organisations
should be maximised to increase the reliability of the benchmarks [48].
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Fig. 3. Overview of the CIUE process
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Recruit Participants for the Study. The number of participants depends on the diversity
of the user population of the systems involved. If a group of similar participants are
selected, then fewer participants are required. If the user population is diverse, a larger
number of participants is required. The advantage of a more diverse group of partic-
ipants is that the results of the study are valid for a larger part of the total population of
possible users. Generally, a sample size of 16 ± 4 is accepted as adequate for usability
studies [49]. To make sure all participants have had the same level of exposure to the
systems being tested, select people who had not used the systems before. Divide the
participants in as many groups as the number of organisations included in the study.
These groups have to be equal in size.

Location. The location should be easily accessible for the participants and easy to
control in terms of lighting, sounds, smell, available hardware, setup of tools, clean-
liness, et cetera.

The Tasks. The tasks should have the same outcome for the user if performed on the
different systems. For example, if a participant is going to buy an airline ticket on one
of the systems then the same should be done on the rest of the systems involved in the
CIUE. The organisation that requested the CIUE should provide input into the task
selection.

Data Collection Methods. Make sure the required recording devices are available and
working. If specialised methods such as eye tracking will be used, an expert in that
method should collect the data. This could influence the cost of a CIUE.

Data Analysis and Reporting. A complete written report should be provided but we
recommend that the results are also presented in a face-to-face meeting so that the
evaluators can answer questions that arise.

Step 2: Conduct the usability evaluations for each IS. As stated in the section
regarding usability evaluation techniques, the controlled lab technique is most suited
for CIUEs because the focus can be placed on the comparison. In the case studies we
used to develop the methodology to conduct CIUEs, we used an eye tracker to max-
imise the amount of data collected but the methodology will not be prescriptive
regarding this as a CIUE can be done without an eye tracker. Ensure that the data is
organised to avoid confusing the results of the CIUE.

Step 3: Extract the data from the recording tools and import the data into the
analysis tools. Ensure that the data is strictly organised to avoid mistakes in the results
of the CIUE. For example, first create separate spreadsheets for each organisation. Then
use a separate spreadsheet to compare all the data. Data should preferably be stored in
the cloud and backups should be made to avoid data loss.

Step 4: Perform the analysis of the data by comparing similar metrics. Stick to
objective, quantitative analysis. Create graphs that juxtapose the results of the different
organisations for easy comparison.

Step 5: Presenting the outcomes. Present the outcomes to the parties that requested
the CIUE. This can be done using reports or presentations.
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5 Conclusions and Future Research

We developed a methodology to conduct CIUEs and presented the resulting method-
ology in this article. We used DSR using a multiple-case study and interviews. The
distinguishing characteristics of the CIUE methodology are that it should be done in a
manner that emphasises the comparison being conducted, and so it was suggested that
the CIUE be conducted in a controlled environment. Furthermore, it was found that
CIUEs can be useful in selecting IS products based on usability, to work towards the
benchmarking of the usability of user interfaces, to scale the value of an investment
made in usability enhancements, to encourage the use of usability enhancement
mechanisms to gain competitive advantage.

Since UCD is the underlying philosophy of the CIUE methodology, its application
may be useful to encourage the adoption of UCD in organisations. CIUE can also aid
the development of benchmarks.

During our research, various ways to use CIUEs were identified that may be
elaborated in future. Firstly, research can be done into how to conduct a longitudinal
CIUEs, where the change in comparison can be measured over time. This would entail
comparison of the usability of systems of competing organisations over time to mea-
sure, for example, the effectiveness of changes made to improve usability. The
application of CIUEs in the selection of software products could also be explored. The
development of usability benchmarks using a similar approach as CIUEs may be
useful.
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