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Abstract. There is an increasingly pressing need, by several applica-
tions in diverse domains, for developing techniques able to index and
mine very large collections of sequences, or data series. It is not unusual
for these applications to involve numbers of data series in the order of bil-
lions, which are often times not analyzed in their full detail due to their
sheer size. In this work, we describe techniques for indexing and efficient
similarity search in truly massive collections of data series, focusing on
the iSAX family of data series indexes. We present their design char-
acteristics, and describe their evolution to address different needs: bulk
loading, adaptive indexing, parallelism and distribution, variable-length
query answering, and bottom-up indexing. Based on this discussion, we
conclude by presenting promising research directions.

Keywords: Data series · Time series · Sequences · Indexing ·
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1 Introduction

Data series have gathered the attention of the data management community for
almost three decades [54], and still represent an active and challenging research
direction [7,56,83]. Data series are one of the most common data types, present in
virtually every scientific and social domain [56]: they appear as audio sequences
[34], shape and image data [76], financial [67], environmental monitoring [64],
scientific data [30], and others. It is nowadays not unusual for applications to
involve numbers of sequences in the order of billions [1,2].

A data series, or data sequence, is an ordered sequence of data points1. For-
mally, a data series T = (p1, ... pn) is defined as a sequence of points pi = (vi, ti),
where each point is associated with a value vi and a time ti in which this record-
ing was made, and n is the size (or length) of the series. If the dimension that
imposes the ordering of the sequence is time then we talk about time series,

1 For the rest of this paper, we are going to use the terms data series and sequence
interchangeably.
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though, a series can also be defined over other measures (e.g., angle in radial
profiles in astronomy, mass in mass spectroscopy, position in biology, etc.).

A key observation is that analysts need to process and analyze a sequence (or
subsequence) of values as a single object, rather than the individual points inde-
pendently, which is what makes the management and analysis of data sequences
a hard problem. In this context, Nearest Neighbor (NN) queries are of paramount
importance, since they form the basis of virtually every data mining, or other
complex analysis task involving data series [56]. However, NN queries on a large
collection of data series are challenging, because data series collections grow very
large in practice [13,63]. Thus, methods for answering NN queries rely on two
main techniques: data summarization and indexing. Data series summarization
is used to reduce the dimensionality of the data series [3,16,35,36,43,44,62], and
indexes are built on top of these summarizations [5,62,66,70,72].

In this study, we review the iSAX family of data series indexes, which all
use the iSAX summarization technique to reduce the dimensionality of the orig-
inal sequences. These indexes have attracted lots of attention, and represent the
current state-of-the-art for several variations of the general problem. In partic-
ular, we present the iSAX summarization and discuss how it can be used to
build the basic iSAX index [68,69]. We describe iSAX2.0 [12] and iSAX2+ [13],
the first data series indexes that inherently support bulk loading, allowing us to
index datasets with 1 billion data series. We present the ADS and ADS+ indexes
[78–80], which are the first adaptive data series indexes than can start answering
queries correctly before the entire index has been built, as well as ADS-Full [80],
which based on the same principles leads to an efficient 2-pass index creation
strategy. We discuss ParIS [58] and ParIS+ [60], the first parallel data series
indexes designed for modern hardware, and MESSI [59], a variation optimized
for operation on memory-resident datasets. DPiSAX [42,74,75] is a distributed
index that operates on top of Spark. We present ULISSE [45,46], which is the
first index that can inherently support queries of varying length. Finally, we
describe Coconut [38–40], the first balanced index, which is built in a bottom-up
fashion using a sortable iSAX-based summarization.

It is interesting to note that these indexes can be used not only for similarity
search of data series, but also of general high-dimensional vectors [23,24], leading
to better performance than other high-dimensional techniques (including the
popular LSH-based methods) [24].

By presenting all these indexes together2, we contribute to the better under-
standing of the particular problems that each one solves, the way that their
features could be combined, and the opportunities for future work.

2 Background and Preliminaries

[Data Series Queries]. Analysts need to perform (a) simple Selection-
Projection-Transformation (SPT) queries, and (b) more complex Data-Mining
2 More details on the topics of this paper can be found elsewhere [12,13,19,20,23,27,

28,38–40,42,45,46,48–51,53–56,58–60,74,75,78,79,81–83].
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(DM) queries. Simple SPT queries are those that select sequences and project
points based on thresholds, point positions, or specific sequence properties (e.g.,
“above”, “first 10 points”, “peaks”), or queries that transform sequences using
mathematical formulas (e.g., average). An example SPT query could be one that
returns the first x points of all the sequences that have at least y points above a
threshold. The majority of these queries could be handled (albeit not optimally)
by current data management systems, which nevertheless, lack a domain specific
query language that would support and facilitate such processing. DM queries on
the other hand are more complex: they have to take into consideration the entire
sequence, and treat it as a single object. Examples are: queries by content (range
and similarity queries), clustering, classification, outlier, frequent sub-sequences,
etc. These queries cannot be efficiently supported by current data management
systems, since they require specialized data structures, algorithms, and storage
methods.

Note that the data series datasets and queries may refer to either static, or
streaming data. In the case of streaming data series, we are interested in the sub-
sequences defined by a sliding window. The same is also true for static data series
of very large size (e.g., an electroencephalogram, or a genome sequence), which
we divide into sub-sequences using a sliding (or shifting) window. The length of
these sub-sequences is chosen so that they contain the patterns of interest.

One of the most basic data mining tasks is that of finding similar data series,
or NN in a database [3]. Similarity search is an integral part of most data min-
ing procedures, such as clustering [73], classification and deviation detection
[11,17]. Even though several distance measures have been proposed in the lit-
erature [6,10,18,21,51,71], the Euclidean distance is the most widely used and
one of the most effective for large data series collections [22]. We note that an
additional advantage of Euclidean distance is that in the case of Z-normalized
series (mean = 0, stddev = 1), which are very often used in practice [81,82], it
can be exploited to compute Pearson correlation [61].

[Data Series Summarizations]. A common approach for answering such
queries is to perform a dimensionality reduction, or summarization technique.
Several such summarizations have been proposed, such as the Discrete Fourier
Transform (DFT) [3], the Discrete Wavelet Transform (DWT) [16], the Piece-
wise Aggregate Approximation (PAA) [36,77], the Adaptive Piecewise Constant
Approximation (APCA) [15], or the Symbolic Aggregate approXimation (SAX)
[44]. Note that that on average, there is little difference among these summa-
rizations in terms of fidelity of approximation [22,57] (even though it is the case
that certain representations favor particular data types, e.g., DFT for star-light-
curves, APCA for bursty data, etc.).

These summarizations are usually accompanied by distance bounding func-
tions that relate distances in the summarized space to distances in the original
space through either lower or upper-bounding. With such bounding functions,
we can index data series directly in the summarized space [5,62,66,70,72], and
use these indexes to efficiently answer NN queries on large data series collections.
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[Data Series Indexing]. Even though recent studies have shown that in cer-
tain cases sequential scans can be performed very efficiently [63], such tech-
niques are only applicable when the database consists of a single, long data
series, and queries are looking for potential matches in small subsequences of
this long data series. Such approaches, however, do not bring benefit to the gen-
eral case of querying a mixed database of several data series. Therefore, indexing
is required in order to efficiently support data exploration tasks, which involve
ad-hoc queries, i.e., the query workload is not known in advance.

A large set of indexing methods have been proposed for the different
data series summarization methods, including traditional multidimensional
[9,29,37,62] and specialized [5,66,70,72] indexes. Moreover, various distance
measures have been presented that work on top of such indexes, e.g., Discrete
Time Warping (DTW) and Euclidean Distance (ED).

Indexing can significantly reduce the time to answer DM queries. Neverthe-
less, recent studies have observed that the mere process of building the index
can be prohibitively expensive in terms of time cost [12,13,78]: e.g., the process
of creating the index for 1 billion data series takes several days to complete.
This problem can be mitigated by the bulk loading technique. Bulk-loading has
been studied in the context of traditional database indexes, such as B-trees and
R-trees, and other multi-dimensional index structures [4,25,32,33,41,65].

3 The iSAX Family of Indexes

In this section, we describe the iSAX family of indexes, that is, all the indexes
that are designed based on the iSAX summarization, and discuss their evolution
over time. Figure 1 depicts the lineage of these indexes, along with the corre-
sponding timeline. We note that all these indexes support both Z-normalized and
non Z-normalized series, and the same index can answer queries using both the
Euclidean and Dynamic Time Warping (DTW) distances (in the way mentioned
in [59]), for k-NN and ε-range queries [23]. Finally, recent extensions of some of
these indexes demonstrate that they can efficiently support approximate simi-
larity search with quality guarantees (deterministic and probabilistic) [24], and
that they dominate the state-of-the-art in the case of general high-dimensional
vectors, as well [23,24].

3.1 The iSAX Summarization and Basic Index

The Piecewise Aggregate Approximation (PAA) [36,77] is a summarization tech-
nique that segments the data series in equal parts and calculates the average
value for each segment. An example of a PAA representation can be seen in
Fig. 2; in this case the original data series is divided into 4 equal parts. Based on
PAA, Lin et al. [44] introduced the Symbolic Aggregate approXimation (SAX)
representation that partitions the value space in segments of sizes that follow
the normal distribution. Each PAA value can then be represented by a character
(i.e., a small number of bits) that corresponds to the segment that it falls into.
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This leads to a representation with a very small memory footprint, an important
advantage when managing large sequence collections. A segmentation of size 3
can be seen in Fig. 2, where the series is represented by SAX word “10 10 11”.
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Fig. 1. Lineage of the iSAX family of indexes. Timeline is depicted on the top; imple-
mentation languages are marked on the right. Solid arrows denote inheritance of the
index design; dashed arrows denote inheritance of some of the design features; the
two new versions of iSAX2+ and ADS+ marked with an asterisk support approximate
similarity search with deterministic and probabilistic quality guarantees. Source code
available by following the links in the corresponding papers.

The SAX representation was later extended to indexable SAX (iSAX) [70],
which allows variable cardinality for each character of a SAX representation. An
iSAX representation is composed of a set of characters that form a word, and
each word represents a data series. In the case of a binary alphabet, with a word
size of 3 characters and a maximum cardinality of 2 bits, we could have a set of
data series (two in the following example) represented with the following words:
002102012, 002112012, where each character has a full cardinality of 2 bits and
each word corresponds to one data series. Reducing the cardinality of the second
character in each word, we get for both words the same iSAX representation:
00211012 (11 corresponds to both 10 and 11, since the last bit is trailed when
the cardinality is reduced). Starting with a cardinality of 1 for each character in
the root node and gradually splitting by increasing the cardinality one character
at a time, we can build in a top-down fashion the (non-balanced) iSAX tree
index [69,70]. These algorithms can be efficiently implemented with bit-wise
operations.

The iSAX index supports both approximate and exact similarity search [23]:
approximate does not guarantee that it will always find the correct answers
(though, in most cases it returns high-quality results [24,70]); exact guarantees
that it will always return the correct results. In approximate search, the algo-
rithm uses the iSAX summaries to traverse a single path of the index tree from
the root to the most promising leaf, then computes the raw distances between the
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Fig. 2. An example of iSAX and SAX representations [78].

query and each series in the leaf, and return the series with the smallest distance,
i.e., the Best-So-Far distance (BSF). Exact search starts with an approximate
search that returns a BSF, which is then used to prune the rest of the index
leaves; the leaves that cannot be pruned are visited, the raw distances of the
series to the query are computed, and the BSF is updated (if needed). At the
end of this process, we get the exact answer.

3.2 Bulk-Loading: iSAX 2.0 and iSAX2+

Inserting a large collection of data series into the index iteratively is an expensive
operation, involving a high number of disk I/O operations [12,13]. This is because
for each time series, we have to store the raw data series on disk, and insert into
the index the corresponding iSAX representation. In order to speedup the process
of building the index, iSAX 2.0 [12] and iSAX2+ [13] were the first data series
indexes (based on the iSAX index) with a bulk loading strategy.

The key idea is to effectively group the data series that will end up in a
particular subtree of the index, and process them all together. In order to achieve
this goal, we use two main memory buffer layers, namely, the First Buffer Layer
(FBL), and the Leaf Buffer Layer (LBL) [13]. The FBL corresponds to the
children of the root of the index, while the LBL corresponds to the leaf nodes.
The role of the buffers in FBL is to cluster together data series that will end
up in the same subtree of the index, rooted in one of the direct children of the
root. In contrast, the buffers in LBL are used to gather all the data series of leaf
nodes, and flush them to disk.

The algorithm operates in two phases, which alternate until the entire dataset
is processed, as follows (for more details, refer to [13]). During Phase 1, the
algorithm reads data series and inserts them in the corresponding buffer in the
FBL. This phase continues until the main memory is full. Then Phase 2 starts,
where the algorithm proceeds by moving the data series contained in each FBL
buffer to the appropriate LBL buffers. During this phase, the algorithm processes
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the buffers in FBL sequentially. For each FBL buffer, the algorithm creates all the
necessary internal and leaf nodes, in order to index these data series. When all
data series of a specific FBL buffer have been moved down to the corresponding
LBL buffers, the algorithm flushes these LBL buffers to disk.

The difference between iSAX 2.0 [12] and iSAX2+ [13] is that the former
treats the data series raw values (i.e., the detailed sequence of all the values of the
data series) and their summarizations (i.e., the iSAX representations) together,
while the latter uses just the summarizations in order to build the index, and only
processes the raw values in order to insert them to the correct leaf node. In both
cases, the goal is to minimize the random disk I/O, by making sure that the data
series that end up in the same leaf node of the index are (temporarily) stored in
the same (or contiguous) disk pages. The experiments demonstrate that iSAX
2.0 and iSAX2+ significantly outperform previous approaches, reducing the time
required to index 1 billion data series by 72% and 82%, respectively. A recent
extension of iSAX2+ supports approximate answers with quality guarantees [24].

3.3 Adaptive Indexing: ADS, ADS+, ADS-Full

Even though iSAX 2.0 and iSAX2+ can effectively cope with very large data
series collections, users still have to wait for extended periods of time before the
entire index is built and being able to start answering queries.

The Adaptive Data Series (ADS) and ADS+ indexes [78,79] are based on
the iSAX 2.0 index, and address the above problem. They perform only a few
basic steps, mainly creating the basic skeleton of the index tree, which contains
condensed information on the input data series, and are then ready to start
answering queries. As queries arrive, ADS fetches data series from the raw data
and moves only those data series needed to correctly answer the queries inside
the index. Future queries may be completely covered by the contents of the
index, or alternatively ADS adaptively and incrementally fetches any missing
data series directly from the raw data set. When the workload stabilizes, ADS
can quickly serve fully contained queries while as the workload shifts, ADS may
temporarily need to perform some extra work to adapt before stabilizing again.

The additional feature of ADS+ (when compared to ADS) is that it does not
require a fixed leaf size: it dynamically and adaptively adjusts the leaf size in
hot areas of the index. ADS+ uses two different leaf sizes: a big build-time leaf
size for optimal index construction, and a small query-time leaf size for optimal
access costs. Initially, the index tree is built as in plain ADS, with a constant leaf
size, equal to build-time leaf size. In traditional indexes, this leaf size remains
the same across the life-time of the index. In our case, when a query that needs
to search a partial leaf arrives, ADS+ refines its index structure on-the-fly by
recursively splitting the target leaf, until the target sub-leaf becomes smaller or
equal to the query-time leaf size.

ADS and ADS+ support the same query answering mechanisms as iSAX2.0
and iSAX2+, but they also introduced the Scan of In-Memory Summarizations
(SIMS) algorithm for exact query answering. SIMS starts by an approximate
search to compute the BSF, which is then used to compare to the in-memory
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iSAX summaries of all the series in the collection, and finally, performs a skip-
sequential scan of the raw series that were not pruned in the previous step.

Experiments with up to 1 billion data series and 105 random approximate
queries show that ADS+ answers all queries in less than 5 h, while iSAX 2.0
needs more than 35 h. In turn, ADS+ and iSAX 2.0 are orders of magnitude
faster in index creation than KD-Tree [8], R-Tree [29], and X-Tree [9].

In settings where a complete index is required, i.e., when there is a completely
random and very large work-load, a full index can also be efficiently constructed
using ADS-Full [80]. In the first step, the ADS structure is built by performing a
full pass over the raw data file, storing only the iSAX representations at each leaf.
In the second step, one more sequential pass over the raw data file is performed,
and data series are moved in the correct pages on disk. The benefit of this process
is that it completely skips costly split operations on raw data series, leading to
a 2x–3x faster creation of the full index, when compared to iSAX 2.0. A recent
extension of ADS+ supports approximate answers with quality guarantees [24].

3.4 Parallel and Distributed: ParIS, ParIS+, MESSI, DPiSAX

The continued increase in the rate and volume of data series production with col-
lections that grow to several terabytes in size [53] renders single-core data series
indexing technologies inadequate. For example, ADS+ [80], requires >4 min to
answer a single exact query on a moderately sized 250 GB sequence collection.

The Parallel Index for Sequences (ParIS) [58], based on ADS+, is the first
data series index that takes advantage of modern hardware parallelization, and
incorporate the state-of-the-art techniques in sequence indexing, in order to
accelerate processing times. ParIS, which is a disk-based index, can effectively
operate on multi-core and multi-socket architectures, in order to distribute and
execute in parallel the computations needed for both index construction and
query answering. Moreover, ParIS exploits the Single Instruction Multiple Data
(SIMD) capabilities of modern CPUs, to further parallelize the execution of indi-
vidual instructions inside each core. Overall, ParIS achieves very good overlap
of the CPU computation with the required disk I/O. ParIS+ [60], an alternative
of ParIS, completely removes the CPU cost during index creation, resulting in
index creation that is purely I/O bounded, and 2.6x faster than ADS+. ParIS+
achieves this by reorganizing the way that the workload is distributed among the
worker threads. ParIS and ParIS+ employ the same algorithmic techniques for
query answering. The experiments also demonstrate their effectiveness in exact
query answering: they are up to 1 order of magnitude faster than ADS+, and up
to 3 orders of magnitude faster than the state-of-the-art optimized serial scan
method, UCR Suite [63]. We also note that ParIS and ParIS+ have the potential
to deliver more benefit as we move to faster storage media.

Still, ParIS+ is designed for disk-resident data and therefore its performance
is dominated by the I/O costs it encounters. For instance, ParIS+ answers a
1-NN exact query on a 100 GB dataset in 15 s, which is above the limit for
keeping the user’s attention (i.e., 10 s), let alone for supporting interactivity
in the analysis process (i.e., 100 ms) [26]. The in-MEmory data SerieS Index
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(MESSI) [59] is based on ParIS+, and is the first parallel index designed for
memory-resident datasets. MESSI effectively uses multi-core and multi-socket
architectures in order to concurrently execute the computations needed for both
index construction and query answering, and it exploits SIMD. Since MESSI
copes with in-memory data series, no CPU cost can be hidden under I/O, and
required more careful design choices and coordination of the parallel workers
when accessing the required data structures, in order to improve its performance.
This led to the development of a more subtle design for the construction of
the index and on the development of new algorithms for answering similarity
search queries on this index. The results show a further ∼4x speedup in index
creation time, in comparison to an in-memory version of ParIS+. Furthermore,
MESSI answers exact 1-NN queries on 100 GB datasets 6-11x faster than ParIS+,
achieving for the first time interactive exact query answering times, at ∼50 ms.

In order to exploit parallelism across compute nodes, the Distributed Par-
titioned iSAX (DPiSAX) [42,74,75] index was developed. DPiSAX is based on
iSAX2+, and was designed to operate on top of Spark. DPiSAX uses a sampling
phase that allows to balance the partitions of data series across the compute
nodes (according to their iSAX representations), which is necessary for efficient
query processing. DPiSAX gracefully scales to billions of time series, and a par-
allel query processing strategy that, given a batch of queries, efficiently exploits
the index. The experiments show that DPiSAX can build its index on 4 billion
data series in less than 5 h (and one order of magnitude faster than iSAX2+).
Also, DPiSAX processes 10 millions 10-NN approximate queries on a 1 billion
data series collection in 140 s.

The DPiSAX solution is complementary to the ParIS+ and MESSI solutions,
and they could be combined in order to exploit both parallelism and distribution.

3.5 Variable-Length: ULISSE

Despite the fact that data series indexes enable fast similarity search, all existing
indexes can only answer queries of a single length (fixed at index construction
time), which is a severe limitation. The ULtra compact Index for variable-length
Similarity SEarch (ULISSE) [45,46] is the first, single data series index structure
designed for answering similarity search queries of variable length. ULISSE intro-
duces a novel envelope representation that effectively and succinctly summarizes
multiple sequences of different lengths. These envelopes are then used to build
a tree index that resembles to iSAX2+. ULISSE supports both approximate
and exact similarity search, combining disk based index visits with in-memory
sequential scans, inspired by ADS+. ULISSE supports non Z-normalized and Z-
normalized sequences, and can be used with no changes with both Euclidean Dis-
tance and Dynamic Time Warping, for answering k-NN and ε-range queries [47].

The experimental results show that ULISSE is several times, and up to orders
of magnitude more efficient in terms of both space and time cost, when compared
to competing approaches (i.e., UCR Suite, MASS, and CMRI) [45,47].
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3.6 Sortable Summarizations: Coconut-Trie/Tree/LSM

We observe that a shortcoming of the indexes presented earlier is that their
design is based on summarizations [14,44] (used as keys by the index) that are
unsortable. Thus, sorting based on these summarizations would place together
data series that are similar in terms of their beginning, i.e., the first segment,
yet arbitrarily far in terms of the rest of the segments. Hence, existing summa-
rizations cannot be sorted while keeping similar data series next to each other in
the sorted order. This leads to top-down index building (resulting in many small
random disk I/Os and non-contiguous nodes), and prefix-based node-splitting
(resulting in low fill-factors for leaf nodes), which negatively affect time perfor-
mance and disk space occupancy.

The Compact and Contiguous Sequence Infrastructure (Coconut) index
[38,39] was developed in order to address these problems, by transforming the
iSAX summarization into a sortable summarization. The core idea is interweav-
ing the bits that represent the different segments, such that the more significant
bits across all segments precede all less significant bits. As a result, Coconut is
the first technique for sorting data series based on their summarizations that can
lead to bottom-up creation of balanced indexes: the series are positioned on a
z-order curve [52], in a way that similar data series are close to each other. Index-
ing based on sortable summarizations has the same ability as existing summariza-
tions to prune the search space. Coconut supports bulk-loading techniques and
log-structured updates to enable maintaining a contiguous index. This eliminates
random I/O during construction, updating and querying. Furthermore, Coconut
is able to split data series across nodes by sorting them and using the median
value as a splitting point, leading to data series being packed more densely into
leaf nodes (i.e., at least half full). We studied Coconut-Trie and Coconut-Tree,
which split data series across nodes based on common prefixes and median values,
respectively. Coconut-Trie, which is similar to an ADS+ index in structure, dom-
inates the state-of-the-art in terms of query speed because it creates contiguous
leaves. Coconut-Tree, based on a B+-Tree index, dominates Coconut-Trie and
the state-of-the-art in terms of index construction speed, query (using SIMS)
speed and storage overheads because it creates a contiguous, balanced index
that is also densely populated. Finally, Coconut-LSM [39,40], that is based on
an LSM tree index, supports efficient log-structured updates and variable-size
window queries over different windows of the data based on recency.

Overall, across a wide range of workloads and datasets, Coconut-Tree
improves both construction speed and storage overheads by one order of magni-
tude and query speed by two orders of magnitude relative to DSTree and ADS.
Coconut-LSM supports updates without degrading query throughput, and is
able to narrow the search scope temporally. This improves query throughput by
a further 2–3 orders of magnitudes in our experiments for queries over recent
data, thus, making Coconut-LSM an efficient solution for streaming data series.
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4 Discussion and Open Research Directions

Despite the strong increasing interest in data series management systems [83],
existing approaches (e.g., based on DBMSs, Column Stores, TSMSs, or Array
Databases) do not provide a viable solution, since they have not been designed for
managing and processing sequence data as first class citizens: they do not offer a
suitable storage model, declarative query language, or optimization mechanism.
Moreover, they lack auxiliary data structures (such as indexes), that can support
a variety of sequence query workloads in an efficient manner. For example, they
do not have native support for similarity search [31,53], and therefore, cannot
efficiently support complex analytics on very large data series collections.

Current solutions for processing data series collections, in various domains,
are mostly ad hoc (and hardly scalable), requiring huge investments in time and
effort, and duplication of effort across different teams. For this reason new data
management technologies should be developed; albeit ones that will meet their
requirements for processing and analyzing very large sequence collections.

An interesting and challenging research direction is to design and develop
a general purpose Sequence Management System, able to cope with big data
series (very large and continuously growing collections of data series with diverse
characteristics, which may have uncertainty in their values), by transparently
optimizing query execution, and taking advantage of new management and query
answering techniques, as well as modern hardware [53,55]. Just like databases
abstracted the relational data management problem and offered a black box
solution that is now omnipresent, the proposed system will enable users and
analysts that are not experts in data series management to tap in the goldmine
of the massive and ever-growing data series collections they (already) have.

Our preliminary results, including the first data series similarity search
benchmark [81,82], and indexing algorithms that can be efficiently bulk-loaded
[12,13,38–40], adapt to the query workload [78–80], support similarity queries of
varying length [45,46,48,49], take into account uncertainty [19,20], and exploit
multi-cores [58–60] and distributed platforms (e.g., Apache Spark) [42,74,75],
are promising first steps. Nevertheless, much progress is still needed along the
directions mentioned above. This is especially true for query optimization, since
earlier work has shown that different techniques and algorithms perform better
for different query workloads and data and hardware characteristics [23]. Trying
to further optimize query execution times, techniques that provide approximate
answers, and in particular answers with (deterministic, or probabilistic) guar-
antees on the associated error bounds [23,24], can be very useful. The same is
true for techniques that provide progressive answers [28], which can also lead to
significant speedup, while guaranteeing the desired levels of accuracy.

It would also be interesting to develop an index that combines all (or most
of) the features mentioned earlier, namely, support for progressive exact and
approximate queries of variable length, running on modern hardware in parallel
and distributed environments. Given the way that these index solutions have
been developed, i.e., by building on top of one another, combining the various
features in a single solution seems feasible.
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Note that, even though the indexes we presented have been developed for
data series, they are equally applicable to and extremely efficient in the case of
general high-dimensional vectors [23,24]. This opens up several exciting applica-
tion opportunities, including in deep learning analysis pipelines, where we often
need to perform similarity search in high-dimensional vector embeddings.

5 Conclusions

In this work, we discussed the evolution of the iSAX family of indexes, which rep-
resent the current state-of-the-art in several variations of the problem of indexing
for similarity search in very large data series collections. We reviewed the basic
design decisions behind these indexes, and contrasted their strong points. The
presentation (for the first time together) of all these indexes contributes to the
better understanding of which particular problem each one solves, how their
features could be combined, and what the opportunities for future work are.
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