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Preface

This book contains the selected research papers presented at ISIP 2019, the 13th
International Workshop on Information Search, Integration and Personalization, during
May 9-10, 2019, at FORTH Institute of Computer Science, Heraklion, Greece. Two
keynote talks were given during the workshop:

“Towards diversity-aware, fair and unbiased data management,” by Professor
Evaggelia Pitoura, University of Ioannina, Greece.

— “Visual analytics of multiple media and real world Big Data,” by Professor Masashi
Toyoda, University of Tokyo, Japan.

There were 24 presentations of scientific papers, of which 16 were submitted to the
post-workshop peer review. The International Program Committee selected 11 papers
to be included in the proceedings.

The themes of the presented and/or submitted papers reflected today’s diversity of
research topics as well as the rapid development of interdisciplinary research. With
increasingly sophisticated research in science and technology, there is a growing need
for interdisciplinary and international availability as well as distribution and exchange
of the latest research results in organic forms, including not only research papers and
multimedia documents, but also various tools developed for measurement, analysis,
inference, design, planning, simulation, and production as well as the related large data
sets. Similar needs are also growing for the interdisciplinary and international avail-
ability as well as distribution and exchange of ideas of works among artists, musicians,
designers, architects, directors, and producers. These contents, including multimedia
documents, application tools, and services are being accumulated on the Web, as well
as in local and global databases, in a remarkable speed that we have never experienced
with other kinds of publishing media. Large amounts of content are now already on the
Web, waiting for their advanced personal and/or public reuse. We need new theories
and technologies for the advanced information search, integration through interoper-
ation, and personalization of Web content as well as database content.

The ISIP 2019 workshop was organized to offer a forum for presenting original
work and stimulating discussions and exchanges of ideas around these themes,
focusing on the following topics.

— Data Analytics and Visualization

— Data mining

— Linked/Open Data

— Languages and Query Answering

— Data Integration, Data Warehouses, and Data Lakes
— Gamification and Recommendation

— Machine Learning
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The selected papers contained in this book are grouped into four major topics,
namely Linked Data, Data Analytics, Data Integration, and Data Mining Applications;
they span major current topics in Information Management research.

Historical Note

ISIP started as a series of Franco-Japanese workshops in 2003, and its first edition was
placed under the auspices of the French embassy in Tokyo, which provided the
financial support along with JSPS (Japanese Society for the Promotion of Science). Up
until 2012, the workshops have alternated between Japan and France, and attracted
increasing interest from both countries. Then, motivated by the success of the first
editions of the workshop, participants from countries other than France or Japan vol-
unteered to organize it in their home country. The following shows the history of past
ISIP workshops:

— 2003: 1st ISIP in Sapporo (June 30 — July 2, Meme Media Lab, Hokkaido
University, Japan)

— 2005: 2nd ISIP in Lyon (May 9-11, University Lyon 1, France)

— 2007: 3rd ISIP in Sapporo (June 27-30, Meme Media Laboratory, Hokkaido
University, Japan)

— 2008: 4th ISIP in Paris (October 6—8, Tour Montparnasse, Paris, France)

— 2009: 5th ISIP in Sapporo (July 6-8, Meme Media Laboratory, Hokkaido
University, Japan)

— 2010: 6th ISIP in Lyon (October 11-13, University Lyon 1, France)

— 2012: 7th ISIP in Sapporo (October 11-13, Meme Media Laboratory, Hokkaido
University, Japan)

— 2013: 8th ISIP in Bangkok (September 16-18, Centara Grand & Bangkok Con-
vention Centre CentralWorld Bangkok, Thailand)

— 2014: 9th ISIP in Kuala Lumpur (October 9-10, HELP University, Kuala Lumpur,
Malaysia)

— 2015: 10th ISIP in Grand Forks (October 1-2, University of North Dakota, Grand
Forks, North Dakota, USA)

— 2016: 11th ISIP in Lyon (November 3—4, University Lyon 1, France)

— 2018: 12th ISIP in Kyushu (May 14-15, Kyushu University, Fukuoka, Japan)

Originally, the workshops were intended for a Franco-Japanese audience, with the
occasional invitation of researchers from other countries as keynote speakers. The
proceedings of each workshop were published informally, as a technical report of the
hosting institution. One exception was the 2005 workshop, selected papers of which
were published by the Journal of Intelligent Information Systems in its special issue for
ISIP 2005 (Vol. 31, Number 2, October 2008). The original goal of the ISIP workshop
series was to create close synergies between a selected group of researchers from the
two countries; and indeed, several collaborations, joint publications, joint student
supervisions, and research projects originated from participants of the workshop.
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After the first six workshops, the organizers concluded that the workshop series had
reached a mature state with an increasing number of researchers participating every
year. As a result, the organizers decided to open up the workshop to a larger audience
by inviting speakers from over ten countries at ISIP 2012, ISIP 2013, ISIP 2014, as
well as at ISIP 2015. The effort to attract an even larger international audience has led
to organizing the workshop in countries other than France and Japan. This will con-
tinue in the years to come. Especially in these past four years, an extensive effort was
made to include in the Program Committee academics coming from around the globe,
giving the workshop an even more international character.

We would like to express our appreciation to all the staff members of the organizing
institution for the help, kindness, and support before, during, and after the work-
shop. Of course we also would like to cordially thank all speakers and participants of
ISIP 2019 for their intensive discussions and exchange of new ideas. This book is an
outcome of those discussions and exchanged ideas. Our thanks also go to the Program
Committee members whose work has been undoubtedly essential for the selection
of the papers contained in this book.

January 2020 Dimitris Plexousakis
Nicolas Spyratos
Yuzuru Tanaka



Executive Committee

Co-chairs

Dimitris Plexousakis
Nicolas Spyratos
Yuzuru Tanaka

Program Committee Chairs

Giorgos Flouris
Dominique Laurent

Local Organization

Haridimos Kondylakis

Publicity Chair
Ioannis Chrysakis

Program Committee

Antonis Bikakis
Yeow Wei Choong
Ioannis Chrysakis
Giorgos Flouris
Arnaud Giacometti
Mirian Halfeld Ferrari
Tao-Yuan Jen
Haridimos Kondilakis
Dimitris Kotzinos
Anne Laurent
Dominique Laurent
Yoshihbiro Okada
Laurent d’Orazio
George Papastefanatos

Jean-Marc Petit
Dimitris Plexousakis
Pascal Poncelet
Lakhdar Sais
Domenico Fabio Savo

Organization

FORTH-ICS, Greece
Paris-Sud University, France
Hokkaido University, Japan

FORTH-ICS, Greece
University of Cergy-Pontoise, France

FORTH-ICS, Greece

FORTH-ICS, Greece

University College London, UK

HELP University, Malaysia

Ghent University, Belgium, and FORTH-ICS, Greece

FORTH-ICS, Greece

Université Frangois Rabelais de Tours, France

Université d’Orléans, France

University of Cergy-Pontoise, France

FORTH-ICS, Greece

University of Cergy-Pontoise, France

Université Montpellier, France

University of Cergy-Pontoise, France

Kyushu University, Japan

Université de Rennes 1, France

Institute for the Management of Information Systems,
Greece

INSA de Lyon, France

FORTH-ICS, Greece

Université Montpellier, France

Université d’Artois, France

University of Bergamo, Italy



X Organization

Nicolas Spyratos
Kostas Stefanidis
Yannis Tzitzikas
Dan Vodislav
Masaharu Yoshioka

Paris-Sud University, France

University of Tempere, Finland

University of Crete and FORTH-ICS, Greece
University of Cergy-Pontoise, France
Hokkaido University, Japan



Contents

Linked Data

Enabling Efficient Question Answering over Hundreds of Linked Datasets. . . 3
Eleftherios Dimitrakis, Konstantinos Sgontzos,
Michalis Mountantonakis, and Yannis Tzitzikas

From Publications to Knowledge Graphs . . ... ... ... ... ... ... ..... 18
Panos Constantopoulos and Vayianos Pertsas

Data Analytics

Analytics over RDF Graphs . . . .. ... ... .. .. . . 37
Maria-Evangelia Papadaki, Yannis Tzitzikas, and Nicolas Spyratos

Incremental Evaluation of Continuous Analytic Queries in HIFUN . . . ... .. 53
Petros Zervoudakis, Haridimos Kondylakis, Dimitris Plexousakis,
and Nicolas Spyratos

Evolution of a Data Series Index: The iSAX Family of Data Series Indexes:

iSAX, iSAX2.0, iSAX2+, ADS, ADS+, ADS-Full, ParlS, ParlS+, MESSI,

DPiSAX, ULISSE, Coconut-Trie/Tree, Coconut-LSM . . .. ............. 68
Themis Palpanas

Data Integration

Proximity-Based Federation of Smart Objects: Its Application Framework
for Complex Secure Federation Scenarios. . .. ...................... 87
Yuzuru Tanaka

4-Valued Semantics Under the OWA: A Deductive Database Approach. . . . . 101
Dominique Laurent

Query Driven Entity Resolution in Data Lakes . . .. .................. 117
Giorgos Alexiou and George Papastefanatos

Data Mining Applications

A Hybrid Recommender System for Steam Games . ... ............... 133
Jin Gong, Yizhou Ye, and Kostas Stefanidis

Using Twitter Streams for Opinion Mining: A Case Study on Airport Noise ... 145
Theb Meddeb, Catherine Lavandier, and Dimitris Kotzinos



Xii Contents

A Platform Development for Multilingual Law Collection and
Comparative-Law Support Services: ASEAN Laws as a Case Study
Vee Satayamas, Asanee Kawtrakul, and Takahiro Yamakoshi

Author Index . ... ... ... .. .. . . ... . ...



Linked Data



®

Check for
updates

Enabling Efficient Question Answering
over Hundreds of Linked Datasets

Eleftherios Dimitrakis':?, Konstantinos Sgontzos!:?,

Michalis Mountantonakis'2(®  and Yannis Tzitzikas'2

! Institute of Computer Science, FORTH, Heraklion, Greece
{dimitrakis, sgontzos,mountant,tzitzik}@ics.forth.gr
2 Computer Science Department, University of Crete, Heraklion, Greece

Abstract. In this paper we introduce an approach, called LODQA, for
open domain Question Answering over Linked Open Data. We confine
ourselves to three kinds of questions: factoid, confirmation, and defini-
tion questions. By using LODQA it is feasible to answer questions over 400
millions of entities of any domain without using any training data, since
we exploit simultaneously 400 Linked datasets. In particular, we exploit
the services of LODsyndesis, a suite of services (based on semantics-aware
indexes) which supports cross-dataset reasoning over hundreds of Linked
datasets and 2 billion triples. The proposed Question Answering process
follows an information extraction approach and comprises several steps
including question cleaning, heuristic based question type identification,
entity recognition, linking and disambiguation using Linked Data-based
methods and pure NLP methods (specifically DBpedia Spotlight and
Stanford CoreNLP), WordNet-based question expansion for tackling the
lexical gap (between the input question and the underlying sources),
and triple scoring for producing the final answer. We discuss the benefits
of this approach in terms of answerable questions and answer verifica-
tion, and we investigate, through experimental results, how the afore-
mentioned steps of the process affect the effectiveness and the efficiency
of question answering.

Keywords: Questions Answering - Linked data - Multiple datasets

1 Introduction

Although the first QA (Question Answering) systems were created decades
ago (back in 1960s), the problem is still open since the existing techniques
have several limitations (for more see [24]), therefore QA is subject of contin-
uous research. There is a wide range of techniques for QA ranging from sim-
ple manually-written regular expression-based methods, to methods relying on
deep learning, e.g. see the survey papers [16,21,28], and there are several col-
lections for evaluating QA systems (see [8]). Recently we observe a wide adop-
tion of QA-based personal assistants (including Apple’s Siri, Google Assistant,
Amazon’s Alexa) that are capable of answering a wide range of questions, as

© Springer Nature Switzerland AG 2020
G. Flouris et al. (Eds.): ISIP 2019, CCIS 1197, pp. 3-17, 2020.
https://doi.org/10.1007/978-3-030-44900-1_1
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well as an increasing interest from the database community for natural language
interfaces to databases [2,26]. Indeed natural language interfaces can comple-
ment the existing methods for query formulation by casual users, i.e. faceted
search [27], as evidenced by prototypes supporting spoken dialogue interfaces
for information navigation [20].

Open domain (as opposed to closed domain) Question Answering (QA) is
a challenging task, since it requires to tackle a number of issues: (i) the issue
of data distribution, i.e., several datasets, that are usually distributed in differ-
ent places, should be exploited for being able to support open domain question
answering, (ii) the difficulty of word sense disambiguation, because the asso-
ciated vocabulary is not restricted to a single domain, and (iii) the difficulty
(or inability) to apply computationally expensive techniques, such as deep NLP
analysis, due to the huge size of the underlying sources. In this paper we focus
on Open Domain Question Answering over Linked Data. We introduce LODQA, a
Linked Data-based Question Answering system that exploits LODsyndesis [17], a
recently launched suite of services over hundreds of LOD Datasets (that contains
two billion triples about 400 million entities). We selected to use LODsyndesis,
because if offers two distinctive features for the QA process, which are not sup-
ported by a single source: (a) it is feasible to verify an answer to a given question
from several sources, and (b) the number of questions that can be answered is
highly increased, because datasets usually contain complementary information
for the same topics and entities. Essentially, we try to find the best triple(s)
for answering the incoming question; we do not carry out any other information
integration techniques (like those surveyed in [19]).

Regarding (a), suppose that the given question is “What is the population
of Heraklion?”, and the system retrieves two candidate triples, i.e., {(Heraklion,
population, 140,730), (Heraklion, population, 135,200)}. The two triples contain
a different value for the population of that city, however, suppose that the first
triple can be verified from four datasets (say D1, D2, D3, D,), whereas the second
one only from a single dataset (say D). In this example, LODQA will return as
correct answer the first triple, because it can be verified from a larger number
of datasets, thereby, we have more evidence about its correctness.

Regarding (b), suppose that LODQA receives the two following questions for
an other domain (say marine domain), “Is Yellowfin Tuna a predator of Atlantic
pomfret?” and “Which is the genus of Yellowfin Tuna?”. These two questions are
addressed to the same entity i.e. “Yellowfin Tuna”, however there is not a single
dataset where we can find the desired information for answering both questions.
Indeed, LODQA is able to answer the first question by using data from FEcoscope
dataset, whereas the second question is answerable by a triple that occurs in
DBpedia knowledge base.

Concerning the Question Answering process followed from LODQA, it is an
information extraction approach, as opposed to the semantic parsing approach,
that consists of multiple steps. In particular, LODQA performs question cleaning
(e.g., removal of stopwords) and it identifies the question type (e.g., factoid)
by exploiting heuristics. Moreover, it recognizes the entities of the question and
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it performs linking and disambiguation, by using both pure NLP methods and
Linked Data-based methods, specifically Stanford CoreNLP [9,13] and DBpedia
Spotlight [14]. Furthermore, it uses WordNet [15] for tackling the possible lexical
gap between a given question and the answer which can be found in the under-
lying sources. Finally, it receives the candidate triples from LODsyndesis, and
it scores each candidate triple for producing the final answer. Concerning evalu-
ation, we discuss the benefits of this approach in terms of answerable questions
and answer verification, and we investigate through experimental results, how
the aforementioned steps of the process affect the effectiveness and the efficiency
of question answering.

The rest of this paper is organized as follows: Sect. 2 discusses related work,
Sect. 3 introduces the proposed approach, Sect. 4 reports comparative experimen-
tal results, whereas Sect.5 describes an application of the proposed approach.
Finally, Sect.6 concludes the paper and discusses directions for future research
and work.

2 Related Work

Knowledge Base Question Answering (KBQA) systems can be divided in two
different categories: (a) Semantic Parsing (SP) [4,10,23,30,31], and (b) Infor-
mation Extraction (IE) [1,3,7,22,29].

Concerning SP approaches, they focus on question understanding, i.e., they
convert sentences into their semantic representation and they usually generate
a query (e.g., a SPARQL query), for retrieving the answer. Such approaches can
answer compositional questions by using aggregation operators (e.g., argmax,
count), however, they suffer from structure differences between the Knowledge
Base and the input Natural Language question. On the contrary, the objective
of IE approaches is to identify the main entities of the question and to map
the words of the question to the Knowledge base predicates, either by using
pre-defined templates, or automatically generated ones. As a final step, these
approaches exploit the neighborhood (in the knowledge graph) of each matched
entity for producing the final answer. Their disadvantage is that they cannot eas-
ily answer compositional questions, since they cannot represent such operators
[11]. Our work, i.e., LODQA, belongs to IE category.

The most related approaches to LODQA, are predominantly WDAqua [7] and
AMAL [22], and secondarily Aqqu [3,32] and SINA [25]. In contrast to these four
related tools, LODQA exploits the contents of 400 datasets for answering a given
question, whereas the other tools support either a single or a few KBs, therefore,
they cannot verify the answers from several datasets. LODQA follows an informa-
tion extraction approach by exploiting the services and indexes of LODsyndesis,
instead of using a SPARQL translation approach. By using indexes, we can offer
faster question responses comparing to approaches using SPARQL queries, since
their efficiency usually rely on the sources’ servers, whereas SPARQL querying
can be quite expensive for large knowledge bases.

Comparing to WDAqua [7], we take into account both the syntactic form
of the question and the relations of the underlying question words, instead of
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exploiting only the semantics of the question words. However, we do not support
multilingual questions. Concerning the differences with AMAL [22], the latter
exploits Wikipedia Disambiguation links and DBpedia lexicons for performing
relation matching, whereas we use services offered by LODsyndesis for taking
into consideration equivalent relationships, and also synonyms through WordNet.
Therefore, we can exploit multiple sources for relation matching task, instead
of using only DBpedia resources. On the contrary, we do not support list and
aggregation questions, which are offered from AMAL [22]. Regarding Aqqu [3],
we exploit two different tools for entity detection, i.e., DBpedia Spotlight and
Stanford CoreNLP, whereas Aqqu [3] uses hand-crafted rules based on POS-tags.
Concerning SINA [25], it performs the data interlinking among the datasets (for a
few number of datasets) at query time (which can be time-consuming), whereas,
we exploit the indexes of LODsyndesis, where the interlinking has already been
done once at indexing time. Finally, comparing to Aqqu [3] and SINA [25], we
do not use any training data for producing the answer.

3 The LODQA Approach

In Sect.3.1 we present the LODsyndesis services that we exploit, while in
Sect. 3.2, we introduce the proposed QA process.

3.1 LODsyndesis Knowledge Services

We decided to use LODsyndesis, for two tasks: namely FEntity Detection and
Answer Extraction, due to the following benefits that cannot be found in a sin-
gle knowledge base: (a) it collects all the available information for millions of
entities from hundreds of datasets, (b) it contains complementary information
from different datasets. Moreover, it is worth mentioning that (c) it can surpass
the problems of non-informative URISs, since it supports cross-dataset reasoning.
The process of indexing of LODsyndesis is illustrated in Fig. 1, i.e., LODsyndesis
uses as input several datasets containing RDF triples (see the lower left side of
Fig. 1), where a triple is a statement of the form subject-predicate-object (s,p,0)
and T is the set of all the triples that exist in the LOD cloud. Moreover, it
uses several equivalence relationships (see the lower right side of Fig. 1), such as
owl:sameAs relationships which denote that two URIs refer to the same entity
(e.g., dbp:Heraklion = test:Heraklion), and owl:equivalentProperty relation-
ships which are used for denoting that two schema elements are equivalent (e.g.,
dbp:population = test:population). LODsyndesis uses as input these equivalence
relationships and computes their transitive and symmetric closure for collecting
all the information for any entity (e.g., see the index for “Heraklion” in the
middle part of Fig. 1).

Concerning benefit (a), it is important for any kind of question to verify
the answer from several sources. Regarding benefit (b), for any type of ques-
tion, two or more datasets can possibly answer different questions, e.g., in Fig. 1,
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C. Services using the dedicated Indexes
Keyword- Fact Object
to-URI Checking Coreference
Service Service Service
1 I
B. Indexing including all inferred equivalence relationships
Entity Property Value Datasets
Birth Place Nikos Kazantzakis D1,D3 | Datasets
(dbp:birthPlace, (dbp:Nikos_Kazantzakis, i Agree
test:wasBornln) test:Kazantzakis)
Heraklion population 140,730 D1,D2 B
(wdt:Q1605_44, (dbp:numberOfPeople, [135 500 D3 g Conflicts
dbp:Heraklllon, wdt:P1082, g o |
test:heraklion) test:numberOfPeople)
Knossos D2 )
locatedIn* (wdt:Q173527, test:Knossos)
(dbp:isLocatedin, Koules_Fortress D1
wdt:P276) (dbp:Koules_Fortress) | Complementary
University of Crete D1 Information
(dbp:University_of_Crete)
rdfs:label “Heraklion” D2 —
rdfs:comment “Itis the capital city of Crete” | D3
country (dbp:country) | Greece (dbp:Greece) D1
Index Containing all the information for Heraklion
A. Input.

- Input. D3, Test Source Equivalence Relationships
LoD Cloud test:Heraklion test:population “135,200” owl:sameAs relaﬁonSh_’ps
Datasets test:Heraklionrdfs:comment “Itis the capital city of Crete” dbp:Heraklion=wdt:Q160544

test:Knossos rdf:type test:Archaeological_Site dbp:Heraklion = test:Heraklion
test:Kazantzakis test:wasBornin test:Heraklion dbp:Nikos_Kazantzakis
=test:Kazantzakis
D1. DBpedia D2. Wikidata wdt:Q173527= test:Knossos
dbp:Heraklion dbp:population “140,730" wdt:Q160544 wdt:P1082 “140,730” owl:equivalentProperty relationships
dbp:Heraklion dbp:country dbp:Greece wdt:Q173527 wdt:P276 wdt:Q160544
dbp:Koules_Fortress dbp:isLocatedin dbp:Heraklion wdt:Q160544 rdfs:label “Heraklion” dbp:population = wdt:P1082
dbp:Nikos_Kazantzakis dbp:birthPlace dbp:Heraklion wdt:P1082 = test:population
dbp:University_of_Crete dbp:isLocatedIn dbp:Heraklion dbp:isLocatedIn = wdt:P276
test:wasBornin =dbp:birthPlace
Linked Open Datasets for Heraklion

Fig. 1. The steps of LODsyndesis

one dataset contains a comment about Heraklion, another one about the coun-
try where Heraklion is located in, and so forth. Concerning benefit (c), many
datasets publish non-informative URISs, e.g., in Fig. 1 only Wikidata can answer
the question “Is Knossos located in Heraklion?”, with the corresponding triple
(wdt:Q173527, wdt:P276, wdt:Q160544). LODsyndesis supports cross-dataset
reasoning, i.e., it computes the transitive and symmetric closure of equivalent
relationships (e.g., see the lower right side of Fig.1) and it stores the equiva-
lent URIs of each URI, thereby, it knows that dbp:Heraklion = wdt:QQ160544,
dbp:isLocatedIn = wdt:P276 and wdt:Q173527 = test:Knossos. Therefore, we
can find fast the correct answer, by checking the equivalent URIs of each one.
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Fig. 2. Overview of the QA process

LODsyndesis offers several services by exploiting the aforementioned
semantics-aware indexes. Concerning LODQA, it exploits the following three
LODsyndesis services (more information about them can be found in [18]): (a)
the Keyword-to-URI service which returns those URIs whose suffix starts with a
given keyword, (b) the Object Coreference service which provides all the equiv-
alent URIs for a given one, and (c¢) the Fact Checking service, which can be
used for retrieving all the triples containing a set of given keywords for a single
focused entity.

3.2 The Process of LODQA

The question answering process consists of three main phases: (i) Question
Analysis (QA), (i) Entities Detection (ED) and (iii) Answer Extraction (AE).
Figure 2 introduces the main phases and steps of LODQA process, where one can
clearly observe the input and the output of each different step. To make these
steps more clear, Fig. 3 shows a running example i.e., the steps for answering the
factoid question “What is the population of Heraklion?”.
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] What s the population of

Heraklion? Input
T

Question Analysis (QA)

QA1). Question | Tokenization Stopwords
what, is, the, population, what, is, the, a, for,
of, Heraklion by, of,...

| QA2). Stopwords Removal I

| {population, Heraklion} |

QA3). Question Type

Entities Detection(ED)
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Heraklion, DBpe-dia
dbp:Heraklion Spotlight

| Heraklion
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Keyword-to-
dbp:Heraklion Prefecture —— Y i
URI Service
ED3). Final entity l-URI extraction
| Heraklion,dbp:Heraklion |
AE1) Extract more useful words Answer Ext-

raction (AE)

AE2) Candidate l triples retrieval
Subject | Predicate |Object |Prov. |Score
Heraklion| hasNumber 140,730/ YAGO, |[0.75

of People DBpedia LODsyndesis
Heraklion| hasNumber |135,200|Test 0.75 Fa"t_
of People Checking

Service

Heraklion|areaNumber|281 Freebase| 0.3

AE3) Final answer extraction and Production
| “Heraklion population is 140,730” |

Fig. 3. The QA process over the running example

Question Analysis Phase. In this phase, we convert the input question into
a set of tokens and we remove the stopwords of the given question, such as the
words “what” and “is” in the example of Fig.3. The next step is the question
type identification, by using a set of indicative words and simple heuristics. Con-
cerning factoid and confirmation questions, we check if the question starts with
one of the following words: Wrgcroia = {when, who, where, what, which, ...} for
factoid questions, and Weep pirm = {are, did, is, was, does, were, do, ...} for con-
firmation questions. Finally, for the definition questions, we check if the question
contains one of the following words: Wye.s = {mean, meaning, definition, ...} in
its middle part. As an example, in Fig. 3 we identified the question as a factoid
one, since is starts with the word “what”.
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Entities Detection Phase. The target of the second phase is to identify the
entities occurring in the question and to link them with their corresponding
URIs in the sources which are supported from LODQA. For achieving this goal,
we exploit two widely used tools, i.e., Stanford CoreNLP [9,13] and DBpedia
Spotlight [14]. The Stanford CoreNLP tool, hereafter SCNLP, combines hand-
crafted rules and statistical sequence taggers for identifying the named entities
of a given question, and it returns the recognized entities in natural language,
e.g., for the input question of Fig. 3, it will return as the entity of the question
the word “Heraklion”. However, since LODQA needs also the corresponding URI of
each entity, we use the Keyword-to-URI service of LODsyndesis, which returns a
set of candidate URIs for a given keyword. On the contrary, DBpedia Spotlight
uses a string matching algorithm, a lexicon for retrieving the possible candidates
and a TF*IDF variation for tackling disambiguation issues. As an output, it
produces for each entity a pair containing the entity in natural language and
its corresponding URI in DBpedia knowledge base [12]. Afterwards, we compare
the candidate URIs derived from both tools for the same entity, we compute a
score for each such URI, and we select the most relevant URI for each entity. In
our running example of Fig. 3, we identified that for the entity “Heraklion”, the
most relevant URI is “dbp:Heraklion” (and not “dbp:Heraklion_Prefecture).

Answer Extraction Phase. In the third phase, the objective is to retrieve the
candidate RDF triples, and to identify the best matching triple, for returning
the final answer. It is achieved through the exploitation of LODsyndesis, and
of an expanded set of question words by using (i) the SCNLP lemmatizer and
(ii) the WordNet dictionary [15]. Concerning SCNLP lemmatizer, we use it for
extracting the lemmas of the question words, e.g., the lemma of the word “ana-
lyzed” is “analyze”. Regarding WordNet dictionary, we use the API offered by
extJWNL!, for deriving nouns, verbs and synonyms based on the POS tags of
the question words. Therefore, it can produce from the word “populated” the
noun “population”, and from the word “population”, the word “inhabitants”
and the phrase “number of people” which have a similar meaning.

The next step is to exploit the factChecking service of LODsyndesis, which
takes as input a single entity, along with a set of words, i.e., in our running
example, we give as input to that service the parameters “dbp:Heraklion” and
the words “population”, “inhabitants” and “number of people” (e.g., the latter
two phrases derived through WordNet dictionary). Afterwards, a set of candi-
date triples is returned from LODsyndesis, which are analyzed through LODQA
for selecting the most relevant answer for the given question. In our running
example, we received three candidate triples for the input question. However,
it is worth mentioning that without the Question Exrpansion step, it would be
infeasible to derive candidate triples for the given question (i.e., there was not a
triple containing the word “population” in this example).

Afterwards, LODQA produces the final triple for the input question, by tak-
ing into account its type. Specifically, for factoid questions, it selects the max
scored triple based on the percentage of the question words included in the triple,

! https://github.com /extjwnl/extjwnl.
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and the number of provenance datasets. In our running example, by analyzing
the candidate triples, we identified that the first two triples were more rele-
vant comparing to the third one. However, LODQA selected the first triple (i.e.,
the population of “Heraklion” is “140,730”) as the best matching one, since
it was included in more datasets in comparison to the second triple. Concern-
ing confirmation questions, LODQA returns “Yes” if the candidate triple contains
all the entities of the question and at least one other “useful” word, e.g., sup-
pose that the given question is the following: “Was Nikos Kazantzakis born in
Heraklion?” and the candidate triple is “Nikos Kazantzakis, birthPlace,
Heraklion”, the system would return “Yes”, since the answer contains both
entities and the predicate “birthPlace”, which is a synonym to the predicate
“born in”. Finally, for definition questions, it returns the best matching triple
containing as predicate one of the following: rdfs:comment, dcterms:description,
dbpedia:abstract.

4 Evaluation

Here, in Sects.4.1-4.4 we report experimental results concerning the effective-
ness and efficiency of Entities Detection and Answer Extraction steps, by using
SimpleQuestions (v2) collection [6]?. Finally, in Sect. 4.5, we show some mea-
surements regrading the impact of using multiple datasets.

4.1 Evaluation Collection

We performed a comparative evaluation over the SimpleQuestions (v2) collec-
tion [6], for evaluating and improving the tasks of Entities Detection and Answer
Eztraction. This collection contains 108,442 simple (mainly factoid) questions,
i.e., questions that can be answered by using a single triple from Freebase knowl-
edge base [5]. For each question it includes the corresponding answer, i.e., a
single Freebase triple. It is worth mentioning that LODsyndesis contains infor-
mation from several sources (including DBpedia, Freebase and others), therefore
LODQA can answer a question by exploiting a different dataset (e.g., DBpedia)
and not Freebase. Since this requires a manual check for evaluating whether the
answer is correct, mainly due to missing mappings between these sources (e.g.,
between DBpedia and Freebase), we selected a subset of them for the experi-
ments. Indeed, we selected randomly a set 1,000 factoid questions, where each
question contained on average 7 words. The subset of the collection that was
used in the experiments, is accessible online3.

4.2 Entities Detection Evaluation

Our objective is to understand how the capabilities of the two used different
tools (SCNLP and DBpedia Spotlight) affect the outcome of the whole process.

2 http://research.fb.com/downloads/babi/ .
3 http://islcatalog.ics.forth.gr/tr/dataset /simplequestions-v2-1000-questions.
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Table 1. Evaluation using 1000 questions from SimpleQuestions (v2). Left: Accuracy
of each Named Entity Recognition approach. Right: Accuracy of each Triples Retrieval
approach

Model Accuracy | Accuracy (Perfect ED)
NER Method Accuracy L0ODQA 0.487 0.642
SCNLP-Spotlight | 0.626 LODQA-w/o-L 0.411 0.556
Spotlight-SCNLP | 0.653 LODQA-w/o-N  10.414 0.558
Combined 0.737 LODQA-w/o-V  |0.429 0.581

LODQA-w/0-LNV |0.407 0.547

For this reason, we report comparative results by using three different
approaches. Specifically, for each approach we measure the accuracy, i.e., the
number of questions where each approach identified the correct entities, divided
by the number of all questions. The approaches which are compared for the
Named Entity (NE) detection and linking follow: (i) SCNLP-Spotlight: we use
SCNLP and in case of failing to recognize any NE, we use DBpedia Spotlight,
(ii) Spotlight-SCNLP: we use DBpedia Spotlight and in case of failure, we use
SCNLP, (iii) Combined: we exploit both tools for identifying the NEs and their
URIs and then, we use some simple heuristics for selecting the best entities.
The evaluation results are shown in Table 1(left). We observe that the combined
method achieves much higher accuracy, i.e. 0.73, compared to any of the other
two approaches, which achieve an accuracy of 0.62 and 0.65, respectively! For
this reason, we will use that method for evaluating the outcome of the whole
process in Sect. 4.3.

4.3 Answer Extraction Evaluation

Regarding the Answer Extraction step, our target is to tackle the possible lex-
ical gap between the question and the underlying datasets. For this reason, we
compare variations of our approach, where we expand the available set of ques-
tions words. Indeed, we perform the expansion by producing the lemmas (from
SCNLP) of the question words. Moreover, based on the POS tag of each word, if
(a) a word is a Verb, we produce all the derived nouns (from WordNet) and (b)
if it is a Noun, we produce all the derived verbs. We evaluate the effectiveness of
our approach (i.e., LODQA) by using all the aforementioned expansion methods
(i.e., lemmas, nouns, verbs), and we compare it with variations of our approach
that do not perform word expansion based on lemmas (LODQA-w/o-L), nouns
(LODQA-w/0-N), and verbs (LODQA-w/o-V). Moreover, we provide also experi-
mental results for an approach that do not perform any word expansion, i.e.,
(LODQA-w/0-LNV). The evaluation results are shown in Table 1(Right), where we
measure the accuracy of each different variation, i.e., the number of questions
answered correctly, divided by the number of all the questions. The proposed
approach (i.e., LODQA) using all the expansion steps achieves the highest accuracy
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Table 2. Efficiency results using 500 Table 3. LODsyndesis measurements
questions from SimpleQuestions (v2).

Measurement Value
Step Average time Number of entities in > 2 | 25,289,605
Question analysis | 0.007 s datasets
Entities detection | 1.808 s Number of entities in > 3 |6,979,109
Query expansion | 0.330 s datasets

Candidate triples | 3.005 s Verifiable questions from | 28,439,760
at least 2 datasets

retrieval

Final answer 0.134 s Average triple per entity |17.3
production (by using 1 dataset)

Total time 5.330 s Average triple per entity |29.3

(by using all datasets)

(i.e., 0.49), whereas by taking into account only the questions that passes the
Entities Detection Step (i.e., all the questions that we detected the correct enti-
ties), the accuracy increases (i.e., 0.64). On the contrary, without any question
words expansion, the precision is only 0.4 and 0.54 respectively. Concerning the
different methods for expanding the set of question words, we identified that for
this set of questions, verbs were more important that nouns and lemmas. The
above evaluation results indicate that our approach is KB agnostic, since it can
be applied for any given KB (indexed by LODsyndesis) without requiring any
additional effort and training data.

4.4 Efficiency

For performing the experiments, we used a single machine with 8 GB RAM,
8 cores and 60 GB Disk space, and we measured the efficiency in 500 questions
of SimpleQuestions collection for each different step, as it can be seen in Table 2.
As we can see, LODQA needs on average 5.33s to answer a question. The most
time consuming steps are to retrieve the candidate triples (57.2% of the required
time) and to detect the entities of the question (30% of the required time).
Furthermore, it is worth noting that the minimum time for answering a question
was 1.6s and the maximum one was 37.46. Finally, half of the questions (i.e.,
median value) were answered in less than 3.7s.

4.5 The Benefits of Using Multiple Dataset