Chapter 2
Functional Metrics to Evaluate Network izl
Vulnerability to Disasters

Carlos Natalino, Sasko Ristov, Lena Wosinska, and Marija Furdek

Abstract Disasters can cause, intentionally or unintentionally, the failure of several
network components at the same time. A vast body of literature focuses on under-
standing the impact of disasters on the network infrastructure to enable the design
of more robust networks. However, these multiple failures also affect the applica-
tions running over the network infrastructure. Even when the impact of a disaster
on the structural performance indicators is insignificant, the functional implications
can be substantial. More importantly, a small degradation in network performance
can result in severe disruptions of overlay applications, or even completely prevent
their proper functioning. Therefore, it is essential to analyze the impact of a disaster
on the functional aspects of the network, i.e. the Quality of Service (QoS) offered
to the applications and the Quality of Experience (QoE) perceived by the users. In
this chapter, we review the functional metrics for evaluating the impact of disasters
on applications and users. We specify relevant packet- and network-based functional
metrics as well as perceived subjective metrics, and demonstrate the impact of dis-
asters on QoS and QoE metrics in a case study.
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2.1 Introduction

The introduction of new applications has been pushing the boundaries of the through-
put and latency that current networks can provide. It is expected that by 2022, 82% of
all Internet traffic will be video, and more than half of these videos will be watched
in Ultra High Definition (UHD) [5], greatly increasing the network traffic. Besides,
latency-critical applications, such as gaming, are expected to grow at 55% per year
[5], requiring application servers to be ever-closer to users. Other applications such
as those supporting Machine-to-Machine (M2M) communication and Internet of
Things (IoT) may require a mix of latency-critical or Ultra Low Latency Reliable
Communication (ULLRC) [30] and/or high bit rate. These new applications are sen-
sitive to network performance degradation, such as an increase in latency and/or
a decrease in throughput. For instance, while traditional services (e.g. e-mail and
Web pages) can remain functional under degradation of several tens or hundreds
of milliseconds in latency, new applications (e.g. self-driving cars, interactive video
streaming) cannot afford a latency degradation in the order of few milliseconds.

The 5th generation of networks (5G) is expected to provide specialized slices
with appropriate QoS to support the execution of these bit-rate-hungry latency-
constrained applications [27]. Driven by the proliferating data-center-based com-
munication paradigms, network traffic profiles have been changing from unicast to
anycast or even multicast, and metrics tailored for unicast traffic may not be able to
effectively measure the ability of a network to support the execution of these new
traffic patterns [5, 22]. Moreover, optical networks, which is the standard choice
technology for high-capacity networks, have been adopting elastic bandwidth allo-
cation technologies, i.e. Elastic Optical Networks (EONs), which adapt the modula-
tion format to the particularities of the channel (e.g. path length and physical-layer
impairments), enabling shorter paths to adopt more efficient modulation formats [3].
However, small variations in the length of the path may disrupt the communication,
forcing the use of a less efficient modulation format [2]. Finally, some applications
may be provisioned with a very tight latency budget, being very sensitive to any
increase in path length and consequent propagation latency increase.

Many studies in the literature have analyzed the reliability of the network infras-
tructure by using structural measures. These measures are related to the network
topology, usually relying on graph theory, such as Average Two-Terminal Reliabil-
ity (ATTR) and the size of the giant component [7, 20, 26, 28]. However, metrics
based solely on the topology only assess whether nodes can communicate or not. By
focusing only on the network topology structure, these measures may not fully cap-
ture the disruptions caused by disasters to the applications running over the network,
i.e. QoS. Moreover, even if the application remains working after a disaster, the user
experience may be affected, and these aspects are also not captured by the structural
measures.

This chapter presents an overview of the functional metrics used to evaluate the
network QoS and QoE. A case study introduces an approach that assesses the impact
of a disaster on application functionality and on perceived user experience. The
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assessment demonstrates that new applications (such as video in the specific case
study) can be severely degraded by disasters even when their impact on the network
structure is minor.

2.2 Metrics for Functional Evaluations

In computer networks, functional metrics are used to measure the performance of
the network infrastructure perceived by its users (e.g. overlay networks, network
applications, and users). For the functional metrics, it is not enough that nodes are
connected, but the connections should correctly support the functioning of the appli-
cation. The functional metrics can be classified into objective and subjective. In this
section, we introduce the classification of functional metrics.

2.2.1 Objective Metrics

Objective functional metrics measure the network performance in objective terms,
which can be usually obtained by networking devices and/or specific monitoring
equipment. These metrics are closely related to QoS metrics and are usually collected
at the transport layer (Layer 4) of the network model. Since they are easy to collect,
objective functional metrics are often used to determine terms of Service Level
Agreements (SLAS).

2.2.1.1 Packet-Level Metrics

Several applications may suffer degradation when the transmitted packets undergo
degradations. These degradations may be caused by a disaster that disrupts part of
the network infrastructure. For instance, applications such as Voice over IP (VoIP)
using User Datagram Protocol (UDP) may lose part of the audio if packets are lost.
Other applications may experience severe degradation if the latency increases beyond
certain limits. The main objective metrics at packet level are described as follows.

e Transmission time over a link [16] represents the amount of time necessary to
push a message (all bits of the message) into a link (channel).

e Propagation time over a link [16] is a metric that represents the amount of
time a message must travel through the link. We assume that the message will be
transmitted through all links of the path and reach its destination; otherwise, it will
be retransmitted.

e Latency/delay [4] of a message represents the sum of transmission and propa-
gation times over all links from the sender to the receiver. We assume that the
message will be transmitted through all links of the path and reach its destination;
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otherwise, it will be retransmitted. We have to note that the delay can be consid-
ered in two different manners: at network layer and application layer (especially
in overlay networks) from the sender to the receiver.

e Jitter [9] is the variation in network delay caused by factors such as fluctua-
tions in queuing and scheduling delays at intermediate network elements. In gen-
eral, jitter is the variation of the one-way delay for two consecutive packets. In
static audio/video applications (e.g. listening to music or watching to video), de-
jitter buffers are used to remove the delay variation caused by the network. How-
ever, many applications, such as video-conferencing and gaming, require very low
latency and cannot use buffers to alleviate the effects of jitter in the application.

e Packet loss ratio [18] is a metric that represents the ratio of packets not correctly
delivered at their destination over the total number of packets sent. Packets may
not reach the receiver either due to errors in transmission or network congestion.

e Retransmission rate [16] is a metric that represents the percentage of retransmit-
ted over the total transmitted packets from the sender to the receiver.

2.2.1.2 Network-Based Metrics

During network operation, and especially in disaster scenarios, network-based met-
rics are essential to understand the status of the network, i.e. the status of links and
nodes, and how they determine the capabilities of the network as a whole. These
network-based metrics might be used, for instance, to define which strategy should
be used for the routing of new services, or a whether reconfiguration of services is
necessary to prevent bottlenecks [15, 29, 35]. In the following, the main objective
metrics at network level are described.

e Link utilization [4] is a metric that shows the used percentage of the total link
capacity.

e Link load in overlay networks [34] is a metric that represents the number of
overlay links that pass through a physical link. The link with larger load is more
important than the link with the lower load generating a smaller impact.

e Node load in overlay networks [34] represents the number of overlay links that
pass through a physical node. A node with a larger load is more important than a
node with a lower load as its failure generates a smaller impact.

e Congestion [18] is a metric that represents a ratio of the average sum of the best
(lowest) Round Trip Time (RTT) of all active hops between the sender and the
receiver and the best (lowest) RTT (RTT;) on the receiver (the last hop) RTT},:

YiZ) RTT;

2.1
ny - RTTlast ( )

F Congestion —

While it is expected that congestion on continuous, stable, and ascending forward-
ing paths falls within the open interval (0, 1), the total range of the congestion
is within the open interval (0, 0o). In case the receiver is one hop away from the
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destination (neighbors), the value for the congestion will be 1. In case there is
congestion over the path from the sender to the receiver, the Feopgesion value will
be greater than 1.

e Path stability (PST) [18] shows how stable a forwarding path is over time. It is
defined as the product of the two previous metrics—packet loss and congestion.
Values within the open interval of (0, 1) should lead to the optimal non-congested
paths. However, in general, the expected values are PST € (0, co). Still, this metric
can be used to evaluate the best path among those in the range of the open interval
(0, 1), as other paths (i.e. paths with Feopgesiion > 1) are congested.

e Path symmetry (PSY) [18] is a measure that quantifies how symmetrical the paths
between the sender and receiver are, i.e. it expresses the balance between the end-
to-end latency and hop count on the forwarding and the reverse path. This metric is
important in distributed systems as it is unlikely (or unwanted) that the path from
the sender to the receiver differs from the reverse path [14]. Therefore, the path
symmetry PSY considers both hop count and the RTT paths in both directions:

PSY — n RTTlast
"~ n' RIT,

last

(2.2)

where n’ and RTT),, denote the total hop count and the lowest RTT of the reverse
path. Based on (2.2), one can determine whether a path is a perfectly symmetric
(PSY = 1), whether the reverse path is relatively inflated (PSY < 1), or maybe the
forwarding path is relatively inflated (PSY > 1). Namely, the path symmetry gives
the balance between the end-to-end latency and hop count for forwarding versus
reverse paths.

e Link stress [4] often counts a packet crosses over the same link, which is greater
than or equal to 1 in overlay networks. For example, as shown in Fig. 2.1, a message
from Node N1 to Node N5 needs to cross link < R1, R2 > twice.

e Stretch or relative delay penalty [4, 17] measures the delay overhead in overlay

compared to the underlying network. It is the ratio of the delays between two nodes
in the overlay network and the same two nodes in the underlying network.
Using the example shown in Fig.2.1, messages from N2 — N3 have a total cost
of 730 (going through N2 - R2 - R1 —- R5 —- N5 —- R5 - R3 — R4 —
N4 — R4 — R3 — N3). On the other hand, the underlying network will gen-
erate a total cost of 470 (path N2 — R2 — R4 — R3 — N3).

e Average content accessibility ACA [22] quantifies the ability of a network to
deliver anycast traffic when its infrastructure is subject to a disaster scenario. This
ability is largely influenced by the placement of the replicas of the service provided
by the network. Different from the ATTR, which counts the node-pairs that are able
to communicate in an unicast fashion, Average Content Accessibility (ACA) can be
considered a functional metric because it is tailored to assess the communication in
anycast traffic, such as Content Distribution/Delivery Networks (CDNs). Content
is considered accessible to a requesting (source) node if the requesting node can
reach any of the nodes hosting a replica of the requested content. Considering
that nodes hosting replicas can also originate requests for the replicas, the ACA
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value lies in the interval (/| V|, 1). The ACA can be computed in three different
cases: best-, worst- and real-case scenarios. These different cases illustrate how
the placement decision influences the ability of the network to serve its users.

e Average content accessibility in the best-case scenario ACA-BCS [22] is a theo-
retical metric that calculates the upper bound on the ACA value for a given network
topology, link cut scenario, and a number of content replicas. The ACA reaches
its highest value when content is spread across the largest connected components,
such that each one of the largest components hosts at least one replica.

e Average content accessibility in the worst-case scenario ACA-WCS [22] is a
theoretical metric that calculates the lower bound on the ACA value for a given
network topology and a number of content replicas. The lowest value of ACA
occurs in two situations, depending on the relation between the number of replicas
and the number and size of connected components. The exact fit occurs when
the number of replicas is equal to the number of nodes in a subset of one or more
connected components. Placing all replicas in those components leaves the content
inaccessible to nodes in all other components. If the replicas do not fit exactly to
any subset of connected components, Average Content Accessibility in the Worst
Case Scenario (ACA-WCS) is calculated by searching for the best fit of replicas
to the smallest connected components.

e Average content accessibility in a real-case scenario ACA-RCS [22] is a met-
ric that calculates the ACA for a given network topology and placement of the
replicas. Different from the Average Content Accessibility in the Best Case Sce-
nario (ACA-BCS) and ACA-WCS, which only consider the number of replicas,
the Average Content Accessibility in a Real Case Scenario (ACA-RCS) uses the
replica placement information to compute the value of the ACA for that particular
placement. The ACA-RCS can be used, for instance, to evaluate how different
replica placement strategies may perform with respect to the content accessibility
when the network is under a disaster.

e Mean content accessibility (1-ACA) [23] extends the ACA and evaluates the
robustness of anycast traffic of a topology over a range of disasters. It is particularly
useful when evaluating the effect of several disaster scenarios over a network
topology and server placement.

2.2.2 Subjective Metrics

While the objective metrics capture how the network performance reflects on the
application performance, they are incapable of capturing how eventual performance
degradations impact the user experience. Different from objective metrics, subjective
functional metrics should represent the quality that the user perceives while using
an application that runs over the network infrastructure. Since these metrics aim
at measuring the user experience, it becomes more difficult to obtain such metrics
by automated or analytical tools. In recent years, there has been increasing interest



2 Functional Metrics to Evaluate Network Vulnerability ... 53

Fig. 2.1 Overlay network — Overlay network
example. The values on links - Network links
denote the delay incurred © End host

D Router

to develop tools for mapping objective metrics to subjective ones without human
intervention. Many of these proposals use, e.g. machine learning to learn to map
the objective to the subjective metrics based on the previously evaluated scenarios
[19, 37].

These metrics also depend on the specific application. Several evaluation methods
are available in the literature, and the most studied applications are audio and video.
However, with the emergence of new applications, it becomes necessary to revisit
the audio/video-based metrics and develop new metrics to evaluate better these new
experiences provided by new applications. The best-known metrics to objectively
measure the subjective functional metrics include:

e Mean opinion score (MOS) [11] estimates the perceived quality considering the
human visual system and the video re-buffering frequency. It can also be used to
obtain scores from subjective evaluation of users.

e Peak signal-to-noise ratio (PSNR) [10] measures the Mean Squared Score (MSE)
between the original and the received image averaged over all the frames of a video.
The PSNR can also be expressed in logarithmic scale, where the resulting value
represents the maximum possible power of a signal and the noise that affects the
fidelity of its representation.

e Structural similarity (SSIM) [36] predicts the perceived quality of images and
videos. It improves upon the MOS and PSNR measures, which have shown to
provide an inconsistent assessment of the video quality with the human eye [33].

Subjective metrics, such as the ones presented in this chapter, have been used as
a basis to develop several algorithms with the goal to deliver better QoE to users.
For instance, heterogeneous networks may collaborate to deliver a better experience
[12]. Another example is the coordination of vehicles to improve QoE in vehicular
networks [13]. A final example is considering the energy consumption of devices to
decide on the bit-rate adaptation [1].

Several aspects affect the quality of a video perceived by the user. For instance,
video resolution, screen resolution, and refresh rate play a fundamental role in the per-
ceived video quality. Another important aspect is the codec used to encode the video.
For instance, H.264 and H.265 are currently considered state-of-the-art options.
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Depending on the codec used, several options need to be selected depending on
the type of video, e.g. animation, high movement [6, 33].

Companies providing video streaming services need to make a careful selection
of the codec options. For instance, Netflix selects the codec options specifically for
each title (e.g. movie or series).! These options can lead, if overestimated, to an
unnecessary increase in the bit rate of the videos. If underestimated, these options
may cause artefacts in the image, resulting in low QoE even when having high
resolution [6, 33].

In this scenario, video providers need to decide, based on the screen resolution and
available throughput, which video quality should be provided to the user such that
its QoE is maximized. Therefore, there is a need to move from fixed-quality video
streaming, which does not adapt to the user network conditions, to more dynamic
video-quality adjustments. In this context, the MPEG-Dynamic Adaptive Streaming
over HTTP (MPEG-DASH) standard facilitates the interoperability between video
providers and devices. The MPEG-DASH allows video quality to dynamically adapt
to the changing network conditions on the user end [25, 31]. This means that by
using this new standard, video providers can better exploit the capabilities of user
devices and ensure to provide the best QoE possible, given the current user network
conditions while using the right amount of network resources. However, in the context
of disasters, it should be expected that network resources would be scarce, and video
quality is expected to drop significantly. In the following section, a case study showing
the effects of disasters on network performance is presented.

2.3 Case Study

In this section, we analyze how link removals (caused by natural disasters or malicious
attacks) can degrade or disrupt the correct functioning of real-world applications
running over a real-world network topology. First, we describe the setup used to
obtain the statistics presented in this chapter, which considers a realistic optical
network infrastructure and population-based traffic distribution. Then, we present the
numerical results of the effects of link removals to the functioning of video streaming
applications. Finally, we discuss the remaining challenges in the assessment of the
effects of disasters to the degradation or disruption of applications running over the
damaged network.

2.3.1 Evaluation Setup

To evaluate the effects of link removals to real-world applications, we use the Ger-
many50 network topology [24] with 50 nodes and 88 links, depicted in Fig.2.2. Each

Thitps://medium.com/netflix-techblog/per-title-encode-optimization-7e99442b62a2.
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Fig. 2.2 Network topology
(Germany50) used for the
study carried in this chapter
[24]. Cities and population
associated with each node
are described in Table 2.1

node in the topology was associated with a German city and its population, as shown
in Table2.1. The link lengths were computed using the Euclidean distance between
the adjacent nodes and considering the curvature of the Earth surface.”

A multi-Data Centre (DC) scenario is considered, where users connect to the clos-
est among the several DCs deployed in the network. The anycast traffic assumption
is suitable for many of the current applications [5], such as video streaming and gam-
ing, and allows to increase the robustness of the applications while reducing latency
between user and application server. In Table 2.1, superscripts besides cities indicate
the nodes that are selected by the optimal DC placement model (we refer to [21] for
more details) when 8 DCs are placed in the network (8 = 4, 5, 6).

For the physical connectivity, we assume an EON deployed over the network
topology with one fiber pair per link and adopting a grid of 320 frequency slots
of 12.5 GHz bandwidth. For each scenario, 100 simulations were carried out where
the available spectrum is allocated to unitary demands respecting the frequency
continuity constraint. Unitary demands (i.e. demands comprising one frequency slot)
are generated. The sources of demands are randomly selected using a probability
distribution that reflects the population associated with each node. The Routing,
Modulation and Spectrum Assignment (RMSA) is performed selecting the shortest
path to the closest DC as the route, and the first-fit approach is used to select the
frequency slot to be used by the demand (we refer to [3, 8, 32] for more details
regarding RMSA).

Table 2.2 shows the modulation formats considered for the dynamic modulation
format assignment used in this chapter, their respective spectral efficiency, and their
maximum distance reach. Demands are generated until network resource exhaustion
occurs, i.e. until no additional demands can be accommodated. On average, 170,000

2The page http://www.movable-type.co.uk/scripts/latlong.html describes the appropriate method
to compute the distance.
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Table 2.1 List of nodes and their associated population [24]

ID City Population® ID City Population™
1 Aachen 245,885 |2 Augsburg 286,374
3 Bayreuth 72,295 |4 Berlin 3,575,000
5 Biclefeld 333,090 |6 Braunschweig 251,364
7 Bremen> ® 557,464 |8 Bremerhaven 114,025
9 Chemnitz 243,521 |10 Darmstadt 155,353
11 Dortmund* > 585,813 |12 Dresden 543,825
13 Duesseldorf 612,178 | 14 Erfurt 210,118
15 Essen 582,624 |16 Flensburg 85,942
17 Frankfurt 736,414 |18 Freiburg 22,759
19 Fulda 22,117 |20 Giessen 83,628
21 Greifswald 55,659 |22 Hamburg 1,810,000
23 Hannover* 532,163 |24 Kaiserslautern 100,569
25 Karlsruhe* > 6 307,755 |26 Kassel 197,984
27 Kempten 67,529 |28 Kiel® 246,306
29 Koblenz 112,586 |30 Koeln 1,061,000
31 Konstanz 282,191 |32 Leipzig> 560,472
33 Magdeburg 235,723 |34 Mannheim 305,780
35 Muenchen> © 1,450,000 |36 Muenster 310,039
37 Norden 25,099 |38 Nuernbc—:rg4 509,975
39 Oldenburg 165,711 |40 Osnabrueck 162,403
41 Passau 51,781 |42 Regensburg 145,465
43 Saarbruecken 178,151 |44 Schwerin 95,668
45 Siegen 102,355 |46 Stuttgart 628,032
47 Trier 110,636 |48 Ulm 122,636
49 Wesel 60,750 |50 Wuerzburg 124,873

Superscripts besides cities indicate which nodes were selected to host content replicas for the cases
with 4, 5, and 6 replicas according to the optimal DC placement model presented in [21]

#Nodes selected to host a content replica for 8§ = 4 replicas

>Nodes selected to host a content replica for 8 = 5 replicas

%Nodes selected to host a content replica for 8 = 6 replicas

*Numbers obtained using Google and Wikipedia

demands are assigned at each simulation. For the sake of simplicity, no guard-bands
were considered in the results of this section. The speed of the light in the fiber is
assumed to be 2 x 10% m/s.

Figure2.3 shows the CDF of different performance indicators obtained for the
Germany50 network topology and the considered scenarios with 4, 5 and 6 DCs.
Figure 2.3a shows that the maximum path length from the node to the closest DC
is shortened by around 30% when increasing from 4 to 5 DCs, i.e. from more than
500km to around 350 km. The shortening of paths reflects directly on the decrease in
the propagation latency, as shown in Fig. 2.3b. For instance, while § = 4 has some



2 Functional Metrics to Evaluate Network Vulnerability ... 57

Table 2.2 Spectral efficiency and maximum reach of modulation formats [8, 32]

Modulation format Spectral efficiency (b/Hz/s) Maximum distance (m)
BPSK 1 4000
QPSK 2 2000
3QAM 3 1000
16QAM 4 500
32QAM 5 250
64QAM 6 125
1.0 sgr=r = =Yrm= = Y- 1.0 B

0.8 /j_' 0.8
i
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Fig. 2.3 Cumulative Distribution Function (CDF) of the ratio of nodes for different numbers of
DCs (B): a path length; b propagation latency; ¢ spectral efficiency and d bit rate per user

nodes with up to 2.5 ms latency, having an extra DC (8 = 5) reduces the maximum
propagation latency to less than 2 ms. Moreover, having shorter paths also allows
for more efficient modulation formats to be used, as shown in Fig.2.3c. With 4 DCs
(B = 4), 10% more nodes use modulation formats with spectral efficiency equal to
3 and 4 b/Hz/s when compared to 8 = 5. This lower spectral efficiency translates
into lower bit rates being available to the users. Figure 2.3d shows that the increase
from 4 to 5 DCs increases the maximum bit rate from less than 70 Mbps to more
than 80 Mbps per user.

To mimic the effects of a disaster on the network topology, we adopted a strat-
egy that progressively removes a number of links (p) from the network topology
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and evaluates the impact of the removal on the performance indicators. These link
removals, depending on the order of link selection, can model natural disasters (dis-
rupting links within a geographical area) or malicious attacks (disrupting the most
critical links) [28]. For the sake of simplicity, the order in which links are removed
was selected using the link betweenness centrality computed considering the anycast
traffic scenario, i.e. based on the number of shortest paths from a node to its closest
DC that traverse each link. In the beginning, the network topology with all 88 links
was evaluated (i.e. p = 0). Then, links were progressively removed following the
order obtained by the betweenness centrality metric. The bit- rate simulations were
performed for the network considering the remaining links.

Figure 2.4 shows the impact of the link removals on the selection of the modulation
format per node. For the network topology in normal working conditions (p = 0),
32QAM, 64QAM, and 16QAM are the dominantly used modulation formats, selected
for 50%, 48% and 2% of the nodes, respectively. As links get removed, paths from
source nodes to their closest DCs increase in length, affecting the eligible modulation
formats. For instance, 16QAM accounts for only 2% of the nodes for p = O butis used
by up to 42% of the nodes when 24 links are removed. Less efficient modulation
formats (i.e. 8QAM and QPSK), which are not used in the network at its initial
state, are also necessary when experiencing large disruptions. It is expected that
the use of less efficient modulation formats degrades the bit rate available for the
users, potentially disrupting the functioning of bit-rate-hungry applications. These
potential degradations are investigated in the next section.

2.3.2 Use Case: Adaptive Video Streaming

This section presents the results obtained by considering the use of the network
described in the previous sections to support adaptive video streaming services. We
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Fig. 2.4 Percentage of the nodes using a given modulation format over the number of removed
links (p)
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assume that streaming services use the MPEG-DASH standard to detect and adjust
the video quality according to the network conditions [25, 31]. The total bit rate
assigned to each network node is evenly divided among the population associated
with the node. Table2.3 summarizes the considered video resolution options and
their respective required bit rates. The video quality associated with each node is
selected as the highest resolution possible for the bit rate available per user.
Figure?2.5 shows the percentage of the population able to receive a given video
quality when up to 40 links are removed. For the network in normal operating con-
ditions (i.e. p = 0), 4k, 8k, and 1080p are the dominant video qualities accounting
for 88% of the users in total, i.e. 45%, 28%, and 14% of the users, respectively. As
links get disrupted, the traffic must traverse longer paths to reach the DC, and the
resources are shared among more users, leading to a lower bit rate available per user.
When 9 links are removed (i.e. p = 9), users with higher video quality (i.e. 8k,
4k, and 1080p) drop from 88% (in normal operating conditions) to 61%, with users
accessing 4k dropping by nearly 15%. Moreover, the bit rate available for 0.12% of
the users is already insufficient to provide even the lowest video quality, meaning that
they have no access to video at all. Interestingly, at this stage, the network topology
remains connected, i.e. all node-pairs are still connected. This means that structural
metrics, such as ATTR, still evaluate the network condition with their highest score,

Table 2.3 List of video resolutions and their associated bit rates [6]

Resolution Bit rate (bps)
No video 0

240p 235K

720p 3iM

1080p 5,8M

4k 12M

8k 24 M

100

80

48 NoVideo
. 240p
= 720p

Sz

O > |

2
15 20

Y
3
N1

I
S

Percentage of population
8

Number of links removed (0)

Fig. 2.5 Percentage of the population accessing videos with a given quality over the number of
links removed (p)
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demonstrating that they are not sufficient to assess the effects of disasters on the
applications such as video streaming.

With 14 (i.e. 15%) links removed, the video service is no longer available to 3% of
the users. At this condition, nearly 34% of the users have the video quality degraded
to 240p or 720p, compared to only 10% of the users for p = 0. Moreover, the network
is partitioned, and all-node-pairs connectivity drops to 92% (ATTR = 0.92). These
values also show that even though only 92% of all node-pairs can be connected,
97% of the users can still connect to one of the DCs, demonstrating the increased
reliability properties of anycast traffic.

2.4 Conclusions

This chapter reviewed functional metrics for evaluating the impact of disasters on
applications and users. Objective and subjective functional metrics were discussed.
For the objective metrics, packet-level and network-level metrics were summarized
and discussed as the means to evaluate the network status. The subjective metrics
were also summarized and discussed, bringing attention to the need for evaluating
the network status not only through its infrastructure metrics but also by the quality
perceived by the user.

Moreover, this chapter investigated the impact of disasters disrupting network
links on the functional aspects of applications that rely on the network infrastructure
to deliver services to users. The effects of these link disruptions on QoS metrics were
illustrated assuming an EON deployed over a 50-node national topology. A use case
for adaptive video streaming was investigated, and numerical results indicate that
a severe degradation of the QoE is imposed when links are disrupted in the network.

The assessment methodology adopted in this chapter assumed several state-of-
the-art technologies such as EON and adaptive video streaming using MPEG-DASH.
However, there are several aspects that disasters can cause and that were not inves-
tigated in this chapter. One of these is, for example, the impact that the latency
degradation shown in this chapter may have on applications. Moreover, new video
codecs and adaptive video streaming techniques may present different behavior upon
the degradation of network connectivity. Finally, other optical network technologies
and/or traffic conditions would also need to be investigated, given that optical net-
works are expected to support several applications.
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