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Preface

The 12th International Conference on Scientific Computing in Electrical Engineer-
ing (SCEE) was organized by the Group of Applied Mathematics at the University
of Catania, Italy, jointly with the Interdepartmental Center of Mathematics for
Technology “A. M. Anile” (CIMAT). It was held in the period 23–27 September
2019 in Taormina, Italy, a charming town on a cliff by the sea on the east coast
of the island of Sicily, with a mythical atmosphere spread all around which has
enchanted visitors from all over the world for years and years.

The SCEE series of conferences has an interdisciplinary focus and provides a
platform for sharing the results of the latest scientific research about modeling
and numerical simulation related to electrical engineering in a broad sense. That
in Taormina was the 12th edition after the conference series started as a national
meeting in 1997 in Darmstadt, Germany. The other previous editions were held in

– Wolfgang, Austria (2016),
– Wuppertal, Germany (2014),
– Zurich, Switzerland (2012),
– Toulouse, France (2010),
– Espoo, Finland (2008),
– Sinaia, Romania (2006),
– Capo D’Orlando, Italy (2004),
– Eindhoven, Netherlands (2002),
– Warnemünde, Germany (2000),
– Berlin, Germany (1998).

The main topics of the conferences concern:

– computational electromagnetics,
– circuit and device modeling and simulation,
– coupled problems and multi-scale approaches in space and time,
– mathematical and computational methods including uncertainty quantification,
– model order reduction, and
– industrial applications.

v



vi Preface

The scientific program included invited and contributed talks, poster sessions,
and an industrial day. More than 60 scientists attended SCEE 2018. Nine invited
speakers covered all the subjects of the conference with inspiring and visionary
presentations (in alphabetical order):

– Bilen Emek Abali, Technische Universität Berlin, Modeling Mechanochemistry
in Li-Ion Batteries;

– Matthias Auf der Maur, University of Rome Tor Vergata, Current Developments
in Device Simulation: Degeneracy, Arbitrary Density of States and Multi-Particle
Drift-Diffusion;

– Tonio Biondi, Maxim Integrated, Catania, Data Center Power;
– Steffen Börm, University of Kiel, GCA-H2Matrix Compression for Electrostatic

Simulations;
– Peter Gangl, Technische Universität Graz, Topology and Shape Optimization of

Electrical Machines;
– Jay Gopalakrishnan, Portland State University, Techniques for Modeling Fiber

Laser Amplifiers;
– Sarah Grundel, Max Planck Institute Magdeburg, Simulation and Model Order

Reduction of Power Systems;
– Tudor Ionescu, University Politehnica of Bucharest, Model Reduction for Non-

linear Systems—A time-Domain Moment Matching Perspective;
– Omar Morandi, University of Florence, Description of the Trajectories of

Quantum Particles by a Quantum Lagrangian Approach.

In addition, there have been 26 oral contributed talks, selected by the scientific
committee, and 22 posters. More details can be found in the webpage of the
conference.1 The scientific program was completed with a social tour through the
streets of Taormina and a visit to the magnificent ancient Greek-Roman theater.

This book contains a selection of the contributions to SCEE 2018, after a regular
peer-review process. The contributions are divided into five parts according to the
specific investigated subject:

I Computational Electromagnetics
II Device Modeling and Simulation

III Circuit Simulation
IV Mathematical and Computational Methods
V Model Order Reduction

We would like to thank all the attendees, whose contributions have made the event a
scientifically successful one, the scientific committee, for their valuable work during
the selection of the scientific contributions, and the organizing committee, for the
help which has allowed a smooth carrying on of the conference.

We acknowledge the financial contribution from the Department of Mathematics
and Computer Science, University of Catania, and from the Gruppo Nazionale di

1https://scee2018.icas.xyz.

https://scee2018.icas.xyz


Preface vii

Fisica Matematica (GNFM). A special thanking is addressed to the association Asso-
ciazione Angelo Marcello Anile (ASSOAMA) which very generously supported the
conference.

We are grateful to Dr. Giovanni Nastasi whose work, in collecting all the
contributions and unifying their styles to merge them into a unique book, has been
precious for the redaction of the present proceedings.

Catania, Italy Giuseppe Nicosia
Catania, Italy Vittorio Romano
November 2019
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Part I
Computational Electromagnetics

Seven papers form this part dedicated to the contributions falling into the field of
the Computational Electromagnetics (CE).

In the contribution Surface Charging Formulations for Engineering Applications.
Validation by Experiments and Transient Models by A. Blaszczyk et al. electrostatic
BEM (Boundary Element Method) formulations are presented for the calculation
of dielectric surface charging, including saturation and restrike phenomena. The
simulation results turn out to be in agreement with surface potential measure-
ments in a simple rod-barrier-plane configuration, where lightning impulses initiate
streamers and charge accumulation on the barrier. The usefulness of the given
BEM-formulation is additionally supported by transient charging simulations in the
framework of an electric carrier drift model.

In A Mass-Lumped Mixed Finite Element Method for Maxwell’s Equations by
H. Egger and B. Radu a novel mass-lumping strategy for a mixed finite element
approximation of Maxwell’s equations is proposed. On structured orthogonal grids
it coincides with the spatial discretization of the Yee scheme but generalizes
naturally to unstructured grids and anisotropic materials, thus yielding a natural
variational extension of the Yee scheme for these situations.

In the contribution Adaptive Mesh Refinement for Rotating Electrical Machines
Taking into Account Boundary Approximation Errors by A. Fohler and W. Zulehner
an error estimator for a class of second order quasilinear elliptic problems in 2D is
presented. The computational domain consists of two parts—called rotor and stator
in the framework of electrical motors—separated by a curvilinear interface. For the
coupling of the rotor and the stator on the interface a Nitsche technique is employed.
The residual error estimator is constructed with adaptations due to the coupling
strategy. The error estimator takes into account the polygonal approximation of the
stator and the rotor using ideas from hierarchical error estimates.

Future e-mobility calls for efficient electrical machines. For different areas of
operation, these machines have to satisfy certain desired properties that often
depend on their design. In the contribution Isogeometric Simulation and Shape
Optimization with Applications to Electrical Machines by P. Gangl et al. the authors
investigate the use of multipatch Isogeometric Analysis (IgA) for the simulation



2 I Computational Electromagnetics

and shape optimization of the electrical machines. In order to get fast simulation
and optimization results, non-overlapping domain decomposition (DD) methods
are used to solve the large systems of algebraic equations arising from the IgA
discretization of underlying partial differential equations. The DD is naturally
related to the multipatch representation of the computational domain and provides
the framework for the parallelization of the DD solvers.

Since a full-featured simulation using the Maxwell system on a realistic fiber is
beyond reach, simplified models using Coupled Mode Theory (CMT) form the state
of the art. Numerical techniques for simulation of electromagnetic wave propagation
within fiber amplifiers are discussed in the contribution Techniques for Modeling
Fiber Laser Amplifiers by J. Gopalakrishnan et al. who present a novel concept of
an equivalent short fiber, namely an artificial fiber which imitates a longer fiber in
the essential characteristics. A CMT simulation on an equivalent short fiber requires
only a fraction of the computational resources needed to simulate the full length
fiber.

There exist different models which approximate the phenomenon of magnetic
hysteresis. Only some of them inherently consider the thermal dependency of
hysteresis or have been extended with that respect. In A Thermal Extension of
Tellinen’s Scalar Hysteresis Model, authors J. Kühn et al., Tellinen’s scalar magnetic
hysteresis model is reviewed and illustrated. A temperature dependent scalar
magnetic hysteresis model is deduced and investigated.

In the contribution Computational Characterization of a Composite Ceramic
Block for a Millimeter Wave Heat Exchanger by P. Kumi et al. electromagnetic
and electromagnetic-thermal coupled problems are solved by the finite-difference
time-domain technique for an AlN:Mo composite ceramic block backed by a thin
metal plate and irradiated by a high-power W-band plane wave. Computation is
based on experimental data on temperature-dependent complex permittivity, specific
heat, and thermal conductivity. Non-uniformity of patterns of dissipated power and
temperature is quantified via standard-deviation-based metrics.



Surface Charging Formulations
for Engineering Applications: Validation
by Experiments and Transient Models

Andreas Blaszczyk, Thomas Christen, Hans Kristian Meyer,
and Michael Schueller

Abstract Electrostatic BEM (Boundary Element Method) formulations are pre-
sented for the calculation of dielectric surface charging, including saturation and
restrike phenomena. The simulation results turn out to be in agreement with surface
potential measurements in a simple rod-barrier-plane configuration, where lightning
impulses initiate streamers and charge accumulation on the barrier. The usefulness
of the given BEM-formulation is additionally supported by transient charging
simulations in the framework of an electric carrier drift model.

1 Introduction

Surface charges (SC) on solid insulator surfaces can significantly influence the
dielectric performance of medium and high voltage power devices. They can miti-
gate discharge inception effects during a lightning impulse test, as well as enhance
them for applied voltages with reversed polarity. Unfortunately, the simulation of the
intrinsically transient charging, which may occur via a zoo of different gas discharge
processes like streamers, leaders, ion motion and combinations thereof, is a complex
task and thus requires simplified approaches for application to real devices.

Recently a simplified engineering approach based on the saturation-charge
boundary-condition has been proposed [1]. It works because saturation is a rather
robust extremal stage of SC accumulation that allows assessment of possible
changes in field distribution without performing the full analysis of the charging
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4 A. Blaszczyk et al.

process. By neglecting the influence of the space charge, a simple electrostatic
computation based on integral approach is possible (without meshing the gas
volume).

In this paper we present a new formulation of the saturated SC for the 3D
boundary element method (BEM), which can be efficiently applied in an industrial
design environment. In addition to the saturation stage, computational models for
modification of the accumulated charge due to restrikes (back discharges after
changes of electrode potentials) are considered. The new formulation is validated
with experiments and transient models.

2 BEM Formulations

The formulations presented below are explained and validated for a simple, air-
insulated arrangement of rod-barrier-plane shown in Fig. 1 where the standardized
lightning impulse (LI) 1.2/50 μs is applied to the active rod electrode. During
the transient load and the dynamically developing discharge we distinguish a few
representative stages shown in Fig. 1a–e. They occur within a time frame starting
from 1 μs, when the applied voltage reaches the peak, up to 2–3 min lasting
until the final measurement. Each of these stages can be represented by a steady
state (electrostatic) formulation that is described in the following subsections. Such
steady state formulations are applicable for arbitrary 3D geometries and can be
efficiently used in engineering simulations [2].

The presented equations are limited to boundaries between gas and the solid
dielectric where the surface charge distribution has to be obtained or specified.
Other parts of the traditional BEM formulation including the Fredholm integral
equation of the first order for electrode boundaries as well as formulation for floating
potentials are described in [2–5].

Fig. 1 Rod-barrier-plane configuration for different stages of discharge development. (a) Back-
ground field. (b) Saturation. (c) Subsaturation. (d) Restrikes. (e) Surface potentials
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2.1 Background Field

For a point i on a dielectric boundary the Gauss law must be fulfilled according to
the following equation:

εr,Insε0Eni,Ins = εr,Gasε0Eni,Gas + σsi (1)

where εr,Ins and εr,Gas are the relative permittivities of the solid insulation and gas,
Eni,Ins andEni,Gas are normal components of the electric field in the corresponding
medium, and σsi is the density of the accumulated surface charge, which is equal to
zero in case of the initial background field, see Fig. 1a.

The indirect BEM formulation introduces a concept of virtual charge “in vacuo”
that specifies the density σi for all points i on boundaries of the model as a solution
of the equation system including (1) . Once this charge is obtained the field can be
computed as a superposition of all virtual charge contributions. An essential feature
is handling of the singularity when the field is computed exactly at the point i.
This is solved by introducing a jump term resulting from the Gauss law applied
to the virtual charge located on a small, flat surface area around the point i [4].
Consequently, the normal field components in (1) can be computed as a sum of a
jump term and the normal electric field component E−ni obtained by integrating all
virtual charges σj except of the charge located within the small, flat surface area
around the point i:

Eni,Ins = E−ni −
σi

2ε0
and Eni,Gas = E−ni +

σi

2ε0
(2)

with

E−ni =
1

4πεo

∑

j

∫

Sj

ni · rij
r3
ij

σj dS (3)

where ni is the normal vector at collocation point i pointing into the gas and rij is
the distance between collocation point i and the surface element represented by the
integration point j .1 After applying (2) to (1) and assuming σsi = 0 one can obtain
the Fredholm integral equation of the second order as follows:

E−ni −
εr,Ins + εr,Gas
εr,Ins − εr,Gas

σi

2ε0
= 0. (4)

1Rigorous mathematical formulations denote the integral included in (3) as the adjoint double
layer potential operator. Since our focus is on physical and engineering models the mathematical
technique of computing this integral is beyond of scope of this paper. For more details we refer to
literature [4, 5].



6 A. Blaszczyk et al.

As shown in Fig. 1a, a streamer discharge will start to propagate if the applied
voltage Uappl (peak value) is larger than the inception voltage Uinc at the rod tip
(estimated according to [1]). This will deliver the charge to be accumulated along
the barrier surface.

2.2 Saturation

We assume that the saturation stage at the dielectric boundary is achieved when the
amount of accumulated charge is so large that the normal component of the electric
field in the gas Eni,Gas is zero. Physically, it means that the accumulated charge
changes the background field in such a way that the streamer discharge instead of
hitting the barrier will follow the field lines going parallel to its surface, which will
prevent further accumulation. Consequently, Eq. (1) can be split into the following
two equations where the prescribed surface charge density σsi is replaced by the
unknown saturation charge density σsati:

εr,Gasε0Eni,Gas = 0 and εr,Insε0Eni,Ins = σsati (5)

After applying (2) to (5) we get a system of integral equations where the
unknowns are both charge densities, the virtual σi related to BEM and the physical
σsati representing the accumulated charge:

E−ni +
σi

2ε0
= 0 and E−ni −

σi

2ε0
− σsati

ε0εr,Ins
= 0 (6)

An example of the computed saturation charge distribution σsati has been shown
in Fig. 2b (bell-shaped curve). The saturation charge will mitigate the field strength
at the rod tip and increase the inception voltage from Uinc to UincS . The saturation
charge can be considered as a good approximation of the accumulated charge
if UincS < Uappl , see Fig 1b. Otherwise, the formulation presented in the next
subsection should be followed.

2.3 Subsaturation

In case of UincS > Uappl the streamers delivering charge to the barrier may be
extinguished. Consequently, the saturation may not be achieved and the extremal
value of σsati (calculated from (6)) has to be reduced as follows:

σsi = ksiσsati ∼= ksConstσsati (7)
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Fig. 2 (a) Rod-barrier-plane configuration. (b) distributions of charge density and normal field
strength before and after the restrike calculated for: Uappl=35 kV,D=4 mm, dP =10 mm, dB=5 mm

where the reduction factor ksi is approximated, for simplification, by a constant
ksConst ≤ 1 (to be independent of location i). The value of ksConst needs to be
estimated iteratively so that the original inception voltage in saturation stage UincS
will decrease to a new value U

′
incS where U

′
incS = Uappl . U

′
incS is the inception

voltage calculated with the presence of the reduced surface charge (7), see Fig 1c. If
in the saturated stageUincS < Uappl then ksConst = 1 and no iterations are required.

The reduced charge (7) applied together with (2) to the continuity equation (1)
leads to the following BEM formulation:

E−ni −
εr,Ins + εr,Gas
εr,Ins − εr,Gas

σi

2ε0
= σsi

ε0(εr,Ins − εr,Gas) . (8)
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2.4 Restrikes

Restrikes, called also back discharges, may occur due to changes of the applied
voltage. For example, the maximum voltage applied to the rod during the standard
lightning impulse test 1.2/50 μs lasts approximately a few microseconds. The rod
is grounded after a few hundreds microseconds, see Fig 1d. Due to the charge
accumulated on the barrier a new inception may be initiated at the grounded rod tip.
The new discharge will bring the charge of the opposite polarity to the dielectric,
which will recombine with the previously accumulated charge reducing its total
amount by a value of Qremoved . We assume that in the new equilibrium the normal
field strength component at the dielectric will converge to a constant value EnConst
within a surface region affected by the charge removal. For a collocation point i
within this region the charge density σsi calculated in saturation or subsaturation
stage will be reduced by an unknown value σΔi . With these assumptions the
continuity equation can be split in two separate equations like in (5), but the
additional terms related to EnConst and σΔi must be included as follows:

εr,Gasε0Eni,Gas = εr,Gasε0EnConst (9)

εr,Insε0Eni,Ins = εr,Gasε0EnConst + σsi − σΔi (10)

After introducing (2) and moving all unknowns to the left hand side the following
BEM formulation can be obtained:

E−ni +
σi

2ε0
− EnConst = 0 (11)

E−ni −
σi

2ε0
+ σΔi

ε0εr,Ins
− εr,Gas
εr,Ins

EnConst = σsi

ε0εr,Ins
(12)

The unknown value of EnConst requires an additional equation specifying the
amount of removed charge as a fraction of the total accumulated charge:

∑

i

σΔiSi = Qremoved = (1− krConst)Qtotal (13)

where σΔi is the surface charge density removed in a point i, Si is the surface
area assigned to point i and Qtotal is the total amount of surface charge Qtotal =∑
i σsiSi . The factor krConst , representing the fraction of the remaining charge, has

a value in the range between 0 and 1, which has to be estimated iteratively using the
similar criterion like in Sect. 2.3: the inception voltage initiating the re-strike UincR
should be equal to Uappl . The whole restrike computation can be skipped if initially
UincR > Uappl . Examples of the computed charge density (volcano-shaped curve)
and normal field distributions are shown in Fig. 2b.
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2.5 Surface Potentials

The last step in evaluation of surface charging is computation of the measured
surface potentials. Typically a measurement has to be performed in a different
geometrical configuration, which may significantly differ from the initial one used
for background field, saturation and re-strikes. An example is shown in Fig. 1e
where the active rod electrode has been replaced by a measurement probe (neglected
in simulations). This requires re-computation of the whole model while preserving
the already computed surface charge. (The charge remains unchanged because in
this stage all discharge activities are finished and no additional charge is delivered.)
For all charged points i Eqs. (7) and (8) can be used with the factor ksConst = 1 or
smaller if decaying effects should be considered.

3 Iterative Procedure

When using a static approach only snapshots of the final or intermediate charging
stages can be evaluated. For complex geometrical configurations such an analysis
is not straightforward and may require several computational steps in order to
properly reflect the process of surface charge accumulation and the related discharge
development. We propose an iterative procedure consisting of the following steps:

1. Compute electrostatic background field without any surface charge (4).
2. Find a location of saturation boundary condition and compute the corresponding

saturation charge density according to (6):

(a) Evaluate the critical spots and identify points with the lowest inception
voltage

(b) Select a discharge path starting from the most critical point and ending at a
dielectric

(c) Find and verify the surface patch for saturation boundary condition. This
patch must fulfill the following criteria:

• it must include the point where the discharge arrived (“seed point”)
• the initial patch includes all neighboring points with the same orientation

of the normal field component as in the “seed point”
• the polarity of the resulting charge density must be the same as the

polarity of the discharge; points with the opposite polarity of surface
charge density must be rejected

• surface patches detached from the “seed point” must be rejected
• all points within the patch must fulfill the stability field criterion [1]:

distance from the discharge start point is not larger than Uappl/Estability.
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Note: For complex geometries the above procedure may require several steps
(typically 2–4) including re-computation of saturation charge for the cor-
rected patch. For simple examples like in Fig. 2 the surface patch represented
by a circle of approximately 70 mm radius (= 35 kV/0.5 kV mm−1) could
be correctly defined within the first iteration.

3. Compute sub-saturation according to (7)–(8) if required.
4. Repeat steps 2 and 3 above if new inception points and possible discharges

appeared due to computed surface charge. For example, the charge accumulated
on the top of the barrier in Fig. 2a can trigger a new inception below the barrier,
which will bring the charge of opposite polarity to the barrier bottom.

5. Compute re-strikes according to (11)–(13) if required.
6. Compute surface potentials for comparison with measurements.

4 Experimental Validation

The experimental test arrangement includes a HV rod with diameter D=7 mm (or
4 mm), a dielectric barrier 600× 600× 5 mm with εr,Ins=3, and a grounded plate
electrode. The rod-barrier distance, dB , and rod-plate distance, dp, vary between
0 and 100 mm. A standard lightning voltage impulse (LI) with 1.2/50 μs and a
peak value in the range between 20 and 100 kV is applied to the rod. The positive
streamer discharge initiated at the spherical rod tip r=3.5 mm (or 2 mm) deposes SC
at the barrier surface. After the impulse and a possible restrike the barrier together
with the grounded plane are moved to another location where the surface potential
due to accumulated charge is scanned by a robot-driven measurement probe. Before
applying the next impulse the barrier is cleaned with alcohol in order to remove the
SC.

For comparison between computations and experiments we selected three geo-
metrical configurations representing different combinations of physical effects that
have to be considered in the iterative procedure of Sect. 3: (a) subsaturation with
ksConst = 0.975, Steps: 1, 2, 3, 6; (b) re-strike with krConst = 0.95, Steps: 1,
2, 5, 6; (c) charge accumulated on both barrier sides due to inception triggered
by a small protrusion placed at grounded plate under the rod, Steps: 1, 2, 4, 6.
The corresponding comparisons presented in Fig. 3 show reasonable agreement.
Multiple measurement curves illustrate the statistical behavior obtained when
repeating the experiments. More experimental results are included in [6].
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Fig. 3 Surface potential distributions for configurations with: (a) subsaturation, (b) re-strike, (c)
charge accumulation on both barrier sides. Note: in case (c) the measurement and computation
have been performed for the positively charged bottom side after removing the rod and turning the
barrier around

5 Validation with a Transient Drift-Diffusion Model

Surface charging is, in general, a dynamic process, and should thus be simulated
with a transient simulation. Note that the iterative procedure discussed in Sect. 3
mimics a kind of transient charging. Of course, there are different types of charging
processes, e.g., by streamers, Corona, or DC ion drift, etc. with different underlying
physics and which may thus lead to different details of the final charge distributions.
Here we show for a specific illustrative example that the previous approach, i.e.,
the nullification of the normal field component at the dielectric surface, reproduces
well the result, which is obtained from a drift-diffusion model for space charge
in a transient simulation. The details of the drift-diffusion model are described
in Refs. [7, 8] and will not be re-iterated here. It consists of the drift-diffusion
equation for charge carriers with a mobility μ, which are injected from the contact.
In principle, one can take into account in this model [7, 8] the effect of space charge
in the Poisson equation, the effect of suppression of the inception in the electrode
boundary condition model for charge injection, and the stability field in the carrier
drift model. But we will include here only the effect of the surface charge density, σ ,
in the Poisson equation, disregard all other effects, and compare the result with the
assumption of normal field nullification used in Sect. 3. Surface charging is modeled
by a local surface-charge source term on the solid dielectric surface, dσ/dt = j ,
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Fig. 4 (a) Surface charge and (b) normal surface field at different times during the transient
charging up at 30 kV. i: capacitive state, ii: 0.2 μs, iii: 1 μs, iv: 10 μs, v: 100 μs, vi (blue dots): exact
normal field nullification (Sect. 3), vii (dashed): with space charge (see text). (c) Simulated final
state: equipotential curves (blue), field lines (black), and surface charge (color) (the box contains a
refined mesh)

where j is the normal component of the current density onto the dielectric surface.
The surface charge density is thus just the time integral of the current density.

The cylindrically symmetric geometry allows to perform the simulations in 2d
cylindrical coordinates (r, z); the geometrical details (D = 7 mm, dp = 45 mm,
dB = 25 mm) are sketched in Fig. 4. Furthermore, although we will not discuss
details of the charging dynamics, we mention that there are two quantities which
affect the duration of the charging process: the speed of the charge propagation,
and the injection current density. The speed is generally very high for streamers
as compared to, e.g., ion drift velocities. Although it is rather artificial to model
streamers by a charge density cloud, we will assume a carrier mobility of μ ≈
1 m2/Vs, which leads in fields of the order of a few kilo-volts per millimeter to
velocities which are comparable to typical streamer velocities. Nevertheless, due to
the artificiality of the model, the mobility value should not be taken too serious but
rather as a mean to control the characteristic time scale.

The simulation results are shown in Fig. 4. Parts (a) and (b) provide the space
charge and field distributions, respectively, at different times during charging up.
The final saturated state (curve v) is in good accordance with the normal field
nullification approach obtained from a separate simulation, shown as curve vi. Of
course, if one includes further phenomena, like space charge effects, the normal field
component does not necessarily vanish on charged surfaces. As an example, the
dashed curves in Fig. 4a and b show the result for a case study, where the transient
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is simulated with taking space charge into account. The presence of space charge
increases the accumulated saturation charge density by approximately 20% (curve
vii in Fig. 4a). After charging (steady state) the space charge is removed, such that
the final field distribution is only due to the applied voltage and the surface charge.
The normal field, which nullifies in presence of space charge, leads to a nonzero
reversed field when the positive space charge is removed (curve vii in Fig. 4b).
However, the inclusion of space charge can lead to a strongly nonlinear behavior
(e.g., the formation of space charge limited currents [7, 8]), and requires additional
justification and validation which is not the purpose here.

6 Conclusion

A comparison with experiments and transient modelling indicates that the numeri-
cally efficient steady-state surface charging model based on the discussed saturation
concept can be used for a reasonable prediction of field characteristics during high
voltage tests.
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A Mass-Lumped Mixed Finite Element
Method for Maxwell’s Equations

Herbert Egger and Bogdan Radu

Abstract A novel mass-lumping strategy for a mixed finite element approximation
of Maxwell’s equations is proposed which on structured orthogonal grids coincides
with the spatial discretization of the Yee scheme. The proposed method, however,
generalizes naturally to unstructured grids and anisotropic materials and thus yields
a natural variational extension of the Yee scheme for these situations.

1 Introduction

We consider the propagation of electromagnetic radiation through a linear non-
dispersive and non-conducting medium described by Maxwell’s equations

ε∂tE = curlH, (1)

μ∂tH = − curlE. (2)

Here E, H denote the electric and magnetic field intensities and ε, μ are the
symmetric and positive definite permittivity and permeability tensors. For ease of
notation, we assume that E × n = 0 on the boundary. The space discretization of
(1)–(2) usually leads to finite dimensional differential equations of the form

Mε∂te = C′h, (3)

Mμ∂th = −Ce. (4)
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Due to the particular structure of the system, the stability of such discretization
schemes can easily be ensured by the simple algebraic conditions

(i) C′ = C�,
(ii) Mε , Mμ symmetric and positive definite.

In order to enable an efficient solution of (3)–(4) by explicit time-stepping methods,
one additionally has to assume that

(iii) M−1
ε , M−1

μ can be applied efficiently.

The finite difference approximation of (1)–(2) on staggered orthogonal grids yields
approximations of the form (3)–(4) satisfying the conditions (i)–(iii) with diagonal
matrices Mε , Mμ [13]. Moreover, the entries ei , hj in the solution vectors yield
second order approximations for the line integrals of E, H along edges of the
primal and dual grids [3, 12]. An extension to unstructured grids and anisotropic
coefficients is in principle possible, but these approaches rely on the use of two sets
of unstructured grids [2, 11] which makes a rigorous convergence analysis rather
difficult.

The finite element approximation of (1)–(2) on the other hand yields systems
of the form (3)–(4) satisfying conditions (i)–(ii) automatically and a rigorous
convergence analysis is possible in rather general situations [7–9]. Although the
matrices Mε and Mμ are usually sparse, condition (iii) is here in general not
valid. The resulting lack of efficiency can however be overcome by appropriate
mass-lumping [4, 6], which aims at approximating Mε and Mμ by diagonal or
block-diagonal matrices. These approaches are usually based on an enrichment of
the approximation spaces and appropriate quadrature; see [3] for details and further
references.

In this paper, we present a novel mass-lumping strategy for a mixed finite element
approximation of (1)–(2) that yields properties (i)–(iii) without such an increase of
the system dimension. We further show that in special cases, i.e., for orthogonal
grids and scalar coefficients, the resulting scheme reduces to the staggered-grid
finite difference approximation of the Yee scheme.

2 A Mass-Lumped Mixed Finite Element Method

As a preliminary step, we consider a mass-lumped mixed finite element approxima-
tion based on enriched approximation spaces and numerical quadrature. We seek for
approximations Ẽh(t) ∈ Ṽh, H̃h(t) ∈ Q̃h satisfying

(ε∂t Ẽh(t), ṽh)h = (H̃h(t), curl ṽh) ∀ṽh ∈ Ṽh, (5)

(μ∂tH̃h(t), q̃h)h,∗ = −(curl Ẽh(t), q̃h) ∀q̃h ∈ Q̃h, (6)
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for all t > 0. Here, Ṽh ⊂ H0(curl;Ω) and Q̃h ⊂ L2(Ω) are appropriate finite
dimensional subspaces and (a,b)h, (a,b)h,∗ are approximations for usual the scalar
product (a,b) = ∫

Ω a(x) · b(x) dx to be defined below.
In the sequel, we restrict our discussion to problems where E = (Ex,Ey, 0) and

H = (0, 0,Hz) with Ex,Ey,Hz independent of z, which allows to represent the
fields in two dimensions. The extension to three dimensions will be discussed in
Sect. 5.

Let Th = {T } be a conforming mesh of Ω consisting of triangles and
parallelograms. Any element T ∈ Th is the image FT (T̂ ) of a reference triangle
or reference square under an affine mapping FT (̂x) = aT + BT x̂ with aT ∈ R

2 and
BT ∈ R

2×2. We denote by h the maximal element diameter and assume uniform
shape regularity.

To every element Tj , j = 1, . . . , nT of the mesh, we associate one basis function
ψ̃j of the space Q̃h with ψ̃j |Tk = δjk . For every interior edge ei = Tl ∩ Tr , i =
1, . . . , ne of the mesh, we further define two basis functions φ̃i , φ̃i+ne which are
defined by

φ̃i+�·ne |T = B−�T φ̂α,γ , � = 0, 1, (7)

on T ∈ {Tl, Tr } and vanish identically on all other elements. Here α ∈ {1, . . . , n̂e}
refers to the number of the edge ei on the reference element T̂ and γ ∈ {0, 1}
depends on � and the orientation of the edge ei . The functions φ̂α,γ are defined in
Fig. 1. Similar approximation spaces in three dimensions were utilized in [8, 9]. We
further set (a,b)h,∗ = (a,b) and define (a,b)h =∑

T (a,b)h,T with

(a,b)h,T = |T |
∑n̂p

l=1
a(FT (̂xl)) · b(FT (̂xl)) wl, (8)

where wl = 1/̂np denote the quadrature weights and x̂l , l = 1, . . . , n̂p the
quadrature points on the reference element, depicted by dots in Fig. 1.
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Fig. 1 Degrees of freedom and basis functions for the unit triangle and unit square. The black dots
at the vertices represent the quadrature points for the quadrature formula introduced below
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Using the bases defined above, all functions in Ṽh and Q̃h can be represented as

Ẽh =
∑

i
ẽi φ̃i + ẽi+ne φ̃i+ne and H̃h =

∑
j
h̃j ψ̃j . (9)

This allows to rewrite the variational problem (5)–(6) in algebraic form as

M̃ε∂t ẽ = C̃�h̃, (10)

M̃μ∂t h̃ = −C̃ ẽ, (11)

with matrices (M̃ε)ij = (εφ̃j , φ̃i )h, (M̃μ)ij = (μψ̃j , ψ̃i ), and (C̃)ij =
(curl φ̃j , ψ̃i ). As a direct consequence of the particular choice of the basis functions,
we obtain

Lemma 1 Let M̃ε , M̃μ, and C̃ be defined as above. Then conditions (i)–(iii) hold.

Proof The properties (i)–(ii) follow directly from the definition of the matrices and
the symmetric positive definiteness of the material tensors. Since the basis functions
for Q̃h are supported only on single elements, one can see that M̃μ is diagonal.
To see the block-diagonal structure of M̃ε , let us refer to Fig. 2. In the left plot,
the degrees of freedom for Ṽh are depicted by the red arrows and the quadrature
points by blue circles. By definition, the corresponding basis functions are zero in
all vertices, except the one which the arrow representing the corresponding degree
of freedom originates from. Together with the nodal quadrature formula, this reveals
that only groups of basis functions associated with same vertex yield non-zero
contributions to the mass matrix M̃ε . In the right plot of Fig. 2, we depict the
structure of the inverse of M̃−1

ε . Each block here corresponds to the degrees of
freedom associated to one of the vertices in the mesh and the size of the block
is determined by the number of edges incident to the corresponding vertex. Note

Fig. 2 Location of degrees of freedom for the basis function of the space Ṽh (left), and structure
of the matrix M̃−1

ε after appropriate numbering of degrees of freedom (right)
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that an appropriate numbering of the degrees of freedom is required to see the block
diagonal structure so clearly. �

Let us mention that the quadrature rule satisfies (a,b)h,T =
∫
T a(x) · b(x) dx

when a(x) ·b(x) is affine linear. This ensures that the method (5)–(6) also has good
approximation properties. By a slight adoption of the results given in [5], we obtain

Lemma 2 Let E, H be a smooth solution of (1)–(2) and let Ẽh(0) and H̃h(0) be
chosen appropriately. Then

‖Ẽh(t)−E(t)‖L2(Ω) + ‖H̃h(t)−H(t)‖L2(Ω) ≤ Ch,

for all 0 ≤ t ≤ T withC = C(E,H, T ). Moreover, ‖H̃h(t)−π0
hH(t)‖L2(Ω) ≤ Ch2

where π0
hH denotes the piecewise constant approximation of H on the mesh Th.

Remark 1 For structured meshes and isotropic coefficients, one can observe second
order convergence also for line integrals of the electric field along edges of the
mesh. Second convergence for the electric field can also be obtained for unstructured
meshes by a non-local post-processing strategy; see [5] for details.

3 A Variational Extension of the Yee Scheme

The method of the previous section already yields a stable and efficient approxi-
mation. We now show that one degree of freedom per edge can be saved without
sacrificing the accuracy or efficiency of the method. To this end, we construct
approximations Eh(t) ∈ Vh, Hh(t) ∈ Qh in spaces Vh ⊂ Ṽh andQh = Q̃h.

We again define one basis function ψj of Qh for every element Tk by ψj |Tk =
δjk . To any edge ei = Tl∩Tr , we now associate one single basis function φi defined
by

φi = φ̃i + φ̃i+ne . (12)

Using the construction of φ̃i , one can give an equivalent definition of φi via

φi |T = B−�T φ̂α, T ∩ ei �= ∅, (13)

with basis functions φ̂α = φ̂α,0 + φ̂α,1 defined on the reference element in Fig. 3.
Note that the space Vh coincides with the Nedelec space of lowest order [1, 10]. Any
function Eh ∈ Vh and Hh ∈ Qh can now be expanded as

Eh =
∑

i
eiφi and Hh =

∑
j
hjψj . (14)
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x−1

3 = 1
2

1−y
x .

Fig. 3 Degrees of freedom and basis functions on the unit triangle and unit square

As a consequence of (12), any Eh ∈ Vh can be interpreted as function Ẽh ∈ Ṽh by

Eh =
∑

i
eiφi =

∑
i
ei (φ̃i + φ̃i+ne ) =

∑
i
ei φ̃i + ei φ̃i+ne = Ẽh. (15)

The coordinates of Ẽh and Eh are thus simply connected by ẽi = ẽi+ne = ei . Vice
versa, we can associate to any function Ẽh ∈ Ṽh a function Eh = ΠhẼh ∈ Vh by
defining its coordinates as ei = 1

2 (̃ei + ẽi+ne ). In linear algebra notation, this reads

e = P ẽ, (16)

with projection matrix P defined by Pij = 1
2 if j = i or j = i + ne, and Pij = 0

else.
We now define system matrices for the system (3)–(4) by (Mμ)ij = (μψj ,ψi),

Cij = C′ji = (curlφj ,ψi), and M−1
ε = P M̃−1

ε P�, where M̃ε is defined as in the
previous sections. This construction has the following properties.

Lemma 3 Let Mμ, C, C′, and M−1
ε be defined as above, and set Mε = (M−1

ε )
−1.

Then the conditions (i)–(iii) are satisfied.

Proof Condition (i) follows by construction. The matrix Mμ is diagonal and
positive definite and therefore M−1

μ has the same properties. This verifies (ii) and
(iii) for the matrix Mμ. Since P is sparse and has fully rank and M̃−1

ε is block
diagonal, symmetric, and positive definite, one can see that also M−1

ε is sparse,
symmetric, and positive-definite. This verifies conditions (ii) and (iii) for Mε . �

In the following, we investigate more closely the relation of the system (3)–(4)
with matrices as defined above and the system (10)–(11) discussed in the previous
section. We start with an auxiliary result.

Lemma 4 Let C, P, and C̃ be defined as above. Then one has C̃ = CP.

Proof The result follows directly from the construction. �
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As a direct consequence, we can reveal the following close connection between
the methods (3)–(4) and (10)–(11) discussed in the preceding sections.

Lemma 5 Let ẽ(t), h̃(t) be a solution of (10)–(11). Then e(t) = P ẽ(t), h(t) =
h̃(t) solves (3)–(4) with matrices Mε , Mμ, and C as defined above.

Proof From Eq. (10), the definition of e, h, and Lemma 4, we deduce that

∂te = P∂t ẽ = PM̃−1
ε C̃�h̃ = PM̃−1

ε P�C�h̃ = M−1
ε C�h.

This verifies the validity of Eq. (3). Using Eq. (11), we obtain

Mμ∂th = M̃μ∂t h̃ = −C̃ ẽ = −CP ẽ = −C e,

which verifies the validity of Eq. (4). Finally, using the discrete stability of the
projection completes the proof. �

Remark 2 The vectors e(t), h(t) computed via (3)–(4) with the above choice of
matrices correspond to finite element approximations Eh(t) ∈ Vh, Hh(t) ∈ Qh.
Therefore, the procedure described above can be interpreted as a mixed finite
element method with mass-lumping based on the approximation spaces Vh andQh.

As an immediate consequence of Lemma 5 and the approximation results of
Lemma 2, we now obtain the following assertions.

Lemma 6 Let e(t), h(t) denote the solutions of (3)–(4) with appropriate initial
conditions and set Eh(t) =∑

i ei (t)φi , Hh(t) =∑
j hj (t)ψj . Then

‖Eh(t)−E(t)‖L2(Ω) + ‖Hh(t)−H(t)‖L2(Ω) ≤ Ch,

for all 0 < t ≤ T . In addition, ‖π0
hH(t)−Hh(t)‖L2(Ω) ≤ Ch2 where π0

hH denotes
the piecewise constant approximation of H on the mesh Th.

By some elementary computations, one can verify the following observation.

Lemma 7 Let Th be a uniform mesh consisting of orthogonal quadrilaterals T of
the same size. Furthermore, let ε and μ be positive constants. Then the matrices
Mε , Mμ, and C, defined above coincide with those obtained by the finite difference
approximation on staggered grids; see [3] for the two dimensional version.

The method proposed in this section therefore can be understood as a variational
extension of the Yee scheme in the sense of [3]. In the two dimensional setting, one
degree of freedom ei is required for every edge, and one value hj for every element.
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4 Numerical Validation

Consider the domain Ω = (−1, 1)2 \ {(x, y) : (x − 0.6)2 + y2 ≤ 0.252}, which
is split by an interior boundary into Ω = Ω1 ∪ Ω2; see Fig. 4 for a sketch. We
set ε = 1 on Ω1, ε = 3 on Ω2 and μ = 1 on Ω , and consider a plane wave that
enters the domain from the left boundary. The wave gets slowed down and refracted,
when entering the domain Ω2, and reflected at the circle ∂Ω0, where we enforce a
perfect electric boundary conditions. For the spatial discretization, we choose the
method presented in Sect. 3, while for the time discretization, we choose the leap-
frog scheme. A very small time step is chosen to suppress the additional errors due
to time discretization. Convergence rates for the numerical solution are depicted in
table of Fig. 5 and a few snapshots of the solution are depicted Fig. 6. The error is
measured in the norm |||e||| := max0≤tn≤T ‖e(tn)‖L2(Ω).

1

01

2

(−1,−1) (1,−1)

(−1,1) (1,1)

Fig. 4 Geometry

h DOF |||Eh − hEh∗ ||| eoc ||| 0
h (Hh − hHh∗ )||| eoc

2−3 2246 0.158291 — 0.242490 —
2−4 8884 0.057465 1.46 0.069676 1.80
2−5 35368 0.025145 1.19 0.017157 2.02
2−6 141136 0.011835 1.08 0.004064 2.07

Fig. 5 Errors and estimated order of convergence (eoc) with respect to a fine solution (Eh∗ ,Hh∗ )
for h∗ = 2−8. The total number of degrees of freedom (DOF) is also given

Fig. 6 Snapshots of the magnetic field intensity Hh for time t = 0.8, 1.2, 1.6, 2.4, 2.8
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5 Discussion

Before we conclude, let us briefly discuss an alternative formulation and the
extension to three dimensions and higher order approximations.

Remark 3 Eliminating h from (3)–(4) leads to a second order equation

Mε∂t te = Kμ−1e (17)

for the electric field vector e alone, with Kμ−1 = C′M−1
μ C. A sufficient condition

for the stability of the scheme (17) is

(iv) Mε and Kμ−1 are symmetric and positive definite, respectively, semi-definite,

and for an efficient numerical integration of (17), one now requires that

(v) M−1
ε and Kμ−1 can be applied efficiently.

The conditions (iv) and (v) can be seen to be a direct consequence of the conditions
(i)–(iii), and the special form Kμ−1 = C′M−1

μ C of the matrix Kμ−1 .

Remark 4 Using the definition of the matrices Mμ, C, and C′ = C� given
in the previous section, one can verify that Kμ−1 is given by (Kμ−1)ij =
(μ−1 curlφj , curlφi). Thus Kμ−1 can be assembled without constructing C or Mμ

explicitly. Moreover, the conditions (iv) and (v) for Kμ−1 are satisfied automatically.
The essential ingredient for a mass-lumped mixed finite element approximation of
(1)–(2) thus is the construction of a positive definite and sparse matrix M−1

ε .

Remark 5 The construction of the approximation Mε discussed in Sect. 3 imme-
diately generalizes to three space dimensions. Like in the two dimensional case,
two basis functions φ̃i , φ̃i+ne of the space Ṽh are defined for every edge ei of the
mesh [9, 10] and the approximation (·, ·)h is defined via numerical quadrature by
the vertex rule. The lumped mass matrix given by (M̃ε)ij = (εφ̃j , φ̃i )h then is again
block-diagonal. As before, the basis functions for the space Vh are then defined by
φi = φ̃i + φ̃i+ne and the inverse mass matrix for the reduced space is again given by
M−1
ε = P M̃−1

ε P� with projection matrix P of the same form as in two dimensions.
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Adaptive Mesh Refinement for Rotating
Electrical Machines Taking into Account
Boundary Approximation Errors

Armin Fohler and Walter Zulehner

Abstract In this work we present an error estimator for a class of second order
quasilinear elliptic problems in 2D. The computational domain consists of two
parts—called rotor and stator in the framework of electrical motors—separated by
a curvilinear interface. For the coupling of the rotor and the stator on the interface
we use a Nitsche technique as described in Hollaus et al. (Nitsche-type mortaring
for Maxwell’s equations, In: Progress in electromagnetics research symposium
proceedings, Cambridge, pp 397–402, 5–8 July 2010). The residual error estimator
is constructed similarly to the approach used in Houston et al. (IMA J Numer Anal
28:245–273, 2008) with adaptations due to the coupling strategy. The error estimator
takes into account the polygonal approximation of the stator and the rotor using
ideas from hierarchical error estimates.

1 Motivation and Introduction

During an optimization process of a rotating electrical machine with respect
to specific requirements on the performance many different designs have to be
simulated. In each simulation a complete rotation cycle of the motor has to be
performed. The vast amount of simulations calls for efficient concepts to reduce
the computational costs.

Our focus is on the introduction of a domain decomposition approach that allows
an independent meshing of the two motor parts. This decomposition gives us the
flexibility to simulate the whole rotation cycle without remeshing. Furthermore, to
reduce the complexity of the simulation while attaining the same accuracy of the
calculation we are interested in a mesh that is as coarse as possible and as fine as
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necessary. To achieve an optimal distribution of the degrees of freedom in our finite
element mesh we use an adaptive mesh refinement procedure.

2 Model Problem

To model the behaviour of the electrical machine we use the magnetostatic case of
Maxwell’s equations in 2D. Since we are interested in modelling a rotating electrical
machine our computational domain Ω decomposes—as already mentioned—into
two different parts. One part is fixed—we will call it stator ΩS—and one part is
moving—the rotor ΩR. Both parts consist of various material domains Ωi , i ∈ I .
In our considerations we added to the physical stator and rotor an outer and inner
air domain as well as parts of the motor-air-gap to each of them respectively.
Additionally we introduce the interface

Γ = ∂ΩS ∩ ∂ΩR,

where ∂Ωk represents the boundary of the respective domain.

Remark 1 In our application we consider only interfacesΓ that are circular (Fig. 1).

The variational formulation for the continuous problem then has the following
form: Find u ∈ H 1

0 (Ω) such that

a (u,w) = 〈f,w〉 ∀w ∈ H 1
0 (Ω) (1)

with the semi-linear form

a (u,w) =
∑

i∈I

(∫

Ωi

νi(|∇ui |)∇ui · ∇wi
)

Fig. 1 Example of the
cross-section of a motor
sector. Iron parts are colored
in gray, magnets are depicted
in yellow. Current domains
and their connections are
indicated in orange, green and
red
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and the linear form

〈f,w〉 =
∑

i∈I

(∫

Ωi

J3,iwi +
∫

Ωi

νMMi,⊥∇wi
)
.

Here ui is the restriction of the solution u to the domain Ωi . The right-hand side
includes contributions from the current J3,i in the coils of the electrical machine
and from the magnetization of domains representing permanent magnets, denoted
by Mi = (M1,i ,M2,i). The material properties in Ωi is described by the function
νi , which is non-linear in iron. In air we use a constant value ν0.Hs(Ω) andHs0 (Ω)
denote the usual Sobolev spaces.

2.1 Nitsche Coupling

The Nitsche coupling is a domain decomposition technique see, e.g., [2, 3]. The
idea is to penalize the jump of the solution on the two adjacent domainsΩS andΩR
across the interface Γ. For this the trace of u on Γ is introduced as a new variable λ
(Fig. 2).

2.1.1 Discrete Problem

We approximate the domainsΩS andΩR by admissible triangular meshes TS,h and
TR,h. We require that all nodes of an element T lie inside one material domain Ωi .
With this assumption we write νT instead of νi for this triangle. We assume that
the meshes are shape-regular. The interface Γ is subdivided by elements EΓ = {e}
with Γ = ⋃

e∈EΓ e. Note that the elements of EΓ are curvilinear and represent Γ
accurately. So the overall mesh is described by the triple Mh = (TS,h, TR,h,EΓ)
(Fig. 3).

Fig. 2 Schema of the two
different motor parts: the
rotor and the stator with the
circular interface Γ in
between

ΩS

ΩR

Γ
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Fig. 3 Example of a
polygonal approximation Th
for the individual parts. The
meshes are separated for
better presentation, in reality
all interface vertices of rotor
and stator lie on Γ

ΩS,h

ΩR,h

EΓ

For the discretization we use continuous piece-wise linear elements, in details:
Find uh = (uS,h, uR,h, λh) ∈ Xh(Mh) = Vh

(
TS,h

)× Vh
(
TR,h

) ×Wh
(
EΓ

)
, such

that

ah (uh,wh) = 〈f,wh〉 ∀wh = (wS,h,wR,h, ψh) ∈ Xh(Mh) (2)

with

Vh
(
Tk,h

) =
{
wh ∈ H 1

0,∂Ω∩∂Ωk,h(Ωk,h) : wh T ∈ P1(T ) for T ∈ Tk,h

}
,

where P1(T ) is the space of polynomials of degree less than 1 restricted to the
element T and

Wh
(
EΓ

) =
{
wh ∈ L2(Γ ) ∩ C0(Γ ) : wh e ◦ Fe ∈ P1(̂e ) for e ∈ EΓ

}
,

where ê = [0, 1] denotes the reference element and Fe maps ê onto e. The semi-
linear form and the linear form are given by

ah (uh,wh) =
∑

k∈{R,S}

⎛

⎜⎝
∑

T ∈Tk,h

∫

T

νT (
∣∣∇uk,h

∣∣)∇uk,h · ∇wk,h

−
∑

e∈EΓ

∫

e

ν0∇uk,h · nk
(
wk,h − ψh

)+ β
∑

e∈EΓ

∫

e

ν0
(
uk,h − λh

)∇wk,h · nk

(3)

+ α

h

∑

e∈EΓ

∫

e

ν0
(
uk,h − λh

) (
wk,h − ψh

)
⎞

⎠
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and

〈fh,wh〉 =
∑

k∈{R,S}

∑

T ∈Tk,h

(∫

T

J3wk,h +
∫

T

νMM⊥∇wk,h
)
.

Here nk stands for the normal vector on ∂Ωk that points in outward direction. uk,h
and wk,h denotes the extension of the function uk,h and wk,h respectively as defined
by

Definition 1 (Extensions of uh) The extension of uk,h from Ωk,h to Ωk ∪Ωk,h is
given in the following way:

uS,h =
{
uS,h onΩS,h

0 onΩS \ΩS,h
uR,h =

{
uR,h onΩR,h

uextR,h onΩR \ΩR,h,

where uext denotes the linear extension of the function on the triangle to the curved
domain.

The second term on the right-hand side in (3) is called consistency term, the third
term is the symmetry term, since in the linear case we get a symmetric bilinear form
by choosing β = −1. The last term in (3) is referred to as penalization term.

We use β = −1 and we choose the parameter α = 20. This choice results
in a symmetric, positive definite stiffness matrix. In the notation of discontinuous
Galerkin methods this corresponds to a symmetric interior penalty Galerkin (SIPG)
method.

3 A Posteriori Error Estimator

The error is estimated in the following energy norm (see [2, p.6])

‖(w,ψ)‖E(Ω,Γ ) =
⎛

⎝
∑

k∈{R,S}

∑

i∈Ik
ν2
ref,i ‖∇wi‖2

L2(Ωi)
+ ν2

0 |w − ψ|21
2 ,Γ

⎞

⎠

1
2

, (4)

where νref,i is a reference value for each material domain, and

|w|21
2 ,Γ

=
∑

k∈{S,R}

1

h
|wk|2L2(∂Ωk∩Γ ) .
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Fig. 4 M̂h with one
boundary refinement. The
two meshes that are touching
the interface are depicted
separately

Ω̂S,h

Ω̂R,h

ÊΓ

Additionally we introduce the jump notation for vector-valued functions q:

�q�e =
{
qi · ni + qj · nj for e ∈ Ωi ∩Ωj,
qi · ni for e ∈ ∂Ω ∩ ∂Ωi.

For the error estimator we introduce another mesh M̂h which is finer near the
curvilinear boundaries than Mh (see Fig. 4). In particular we start in each part Ωk
from the mesh Tk,h and refine all elements with at least two nodes on a curvilinear
boundary uniformly. Additionally the neighbouring elements are refined in such a
way that we end up with admissible meshes. The interface elements are refined
uniformly. This refinement strategy is repeated until the boundary is approximated
sufficiently well. By ûh we will denote an approximate solution of the discrete
problem on this finer mesh (calculated by using a few steps of a symmetric Gauss-
Seidel-Iteration), extended toΩ ∪ Ω̂h as described in Definition 1.

Theorem 1 (A Posteriori Error Estimation) Let u ∈ H 1
0 (Ω) be the solution of

problem (1), and let uh ∈ Xh(Mh) denote the solution of (2) and ûh ∈ Xh(M̂h)

denotes the solution on the finer mesh. Then there exists a constant C such that for
eh = u− uh the following a posteriori error bound holds:

‖eh‖E(Ω,Γ ) ≤
⎛

⎝η2 +
∑

k∈{R,S}
Oη(fk, ûh)+ O(h3)

⎞

⎠

1
2

(5)

with

η2 =
∑

k∈{R,S}

⎛

⎜⎝
∑

T ∈Tk,h
η2
T +

∑

e∈EΓ
η2
e,k

⎞

⎟⎠ ,
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where

η2
T = Ch2 ‖f ‖2

L2(T )
+

∑

T̂ ∈C(T )

⎛

⎝
∑

e∈∂T̂

C

2
h
∥∥�νT̂ (|∇ûh|)∇ûh�

∥∥2
L2(e)

+ ∥∥νref∇ûh − νref∇uh
∥∥
L2(T̂ )

+ 1

2
h
∑

e∈∂T̂

∥∥�νT̂ (|∇uh|)∇uh − νT̂ (|∇ûh|)∇ûh�
∥∥2
L2(e)

⎞

⎠

η2
e,k = 2Ch−1

∥∥(ûk,h − λh
)∥∥2
L2(e)

+ ν0h
−1

∥∥(ûk,h − λ̂h − uk,h + λh
)∥∥2
L2(e)

.

The set C(T ) consists of all child-triangles of T in T̂h,k . For the oscillation terms
Oη(fk, ûh) see [4, p.6].

Remark 2 In [1] an adaptive strategy including a posteriori controlled boundary
approximation was presented for the Poisson problem with pure Dirichlet condi-
tions. This technique cannot be adopted to the case of mixed boundary and interface
conditions.

3.1 Marking and Refinement Strategy

The constant C in Theorem 1 plays the role of a weighting factor. For the
numerical experiments C was replaced by a computable heuristic approximation
based on information on the coarsest mesh leading to corresponding computable
approximations which—for simplicity—are denoted by the same symbols ηT and
ηe,k . With these quantities we assign local error indicators η̃T , η̃e for each triangle
T and each edge e from Mh in the following way:

1. for all triangles T with at most one vertex on Γ we set η̃T = ηT ,
2. for every e ∈ EΓ we set η̃e = ηe,S + ηe,R ,
3. for the remaining triangles we set η̃T equal to ηT enlarged by contributions η̃e

from edges e ∈ EΓ weighted proportional to the length of the edge e between
the two point of T on Γ .

As marking strategy we use Dörfler marking. For refinement we used classical red-
and green-refinement.

4 Numerical Experiments

The error estimator was tested for the motor geometry shown in Fig. 1 for different
rotor-to-stator positions. The initial mesh was generated with Netgen [5] and
consists of 562 degrees of freedom. The mesh generator takes material interfaces
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into account leading to a non-uniform distribution of elements mainly concentrated
around the air gap as depicted in Fig. 5.

For the first rotor-to-stator position the final mesh after 7 refinement steps is
depicted in Fig. 6 and the reduction of the error in the energy-norm compared to the
solution on a uniform refined mesh shown in Fig. 7.

Fig. 5 Initial Mesh with 562
degrees of freedom

Fig. 6 Final Mesh for ϕ = 0,
α = 20

Fig. 7 Convergence for
ϕ = 0, α = 20
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Fig. 8 Final mesh for
ϕ = 60, α = 20

Fig. 9 Convergence for
ϕ = 60, α = 20
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Starting from the same initial mesh, with the rotor part rotated by ϕ = 60◦ we
arrive after 7 refinement steps at a mesh depicted in Fig. 8 with an error reduction
rate given in Fig. 9.

5 Conclusions

The adaptive refinement strategy show promising results. As expected due to the
varying current in the coils for different ϕ as well as the natural change in the
overall geometry the refined mesh looks quite different for different ϕ. Since it
would be preferable to have one refined mesh for all rotation angles we are working
on strategies to refine the mesh in an optimal way for the whole rotation cycle.

Acknowledgments This work has been supported by the “LCM - K2 Center for Symbiotic
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Isogeometric Simulation and Shape
Optimization with Applications
to Electrical Machines

Peter Gangl, Ulrich Langer, Angelos Mantzaflaris,
and Rainer Schneckenleitner

Abstract Future e-mobility calls for efficient electrical machines. For different
areas of operation, these machines have to satisfy certain desired properties that
often depend on their design. Here we investigate the use of multipatch Isogeometric
Analysis (IgA) for the simulation and shape optimization of the electrical machines.
In order to get fast simulation and optimization results, we use non-overlapping
domain decomposition (DD) methods to solve the large systems of algebraic
equations arising from the IgA discretization of underlying partial differential
equations. The DD is naturally related to the multipatch representation of the
computational domain, and provides the framework for the parallelization of the
DD solvers.

1 Introduction

Isogeometric Analysis (IgA) is a relatively new approach for discretizing partial
differential equations (PDEs). IgA was introduced in [2]. It can be seen as an
alternative to the more classical Finite Element Method (FEM). The idea in IgA
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is to use the same basis functions for both representing the geometry of the
computational domain and solving the PDEs. This aspect makes IgA especially
interesting for design optimization procedures. In practice, it is often the case
that one performs design optimization and geometric modeling simultaneously.
State-of-the-art computer aided design (CAD) software uses B-splines or Non-
Uniform Rational B-splines (NURBS) for the modeling process whereas the design
optimization requires an analysis suitable representation of the model. So far the
design optimization is mainly done using FEM as discretization method. Hence, the
B-spline or NURBS representation of the geometric model has to be converted into
a suitable mesh for the Finite Element Analysis. This conversion is in general very
computationally demanding. The new IgA paradigm circumvents these problems.
Therefore, IgA is very beneficial for the simulation and optimization when the
representation of the computational domain comes from CAD software; see [1, 10]
for applications to electrical machines.

Since practical optimization problems tend to be very large, the numerical
solution of the underlying PDEs becomes computationally very expensive. More-
over, in PDE-constrained shape optimization processes, there are more than one
PDE to solve. In particular, line search requires to solve the magnetostatic PDE
constraint several times. In order to get fast optimization results, we use Dual-Primal
IsogEometric Tearing and Interconnecting (IETI-DP) methods for the solution of the
linear algebraic systems arising from the IgA discretization. The IETI-DP solvers
are non-overlapping domain decomposition methods; see [5, 6]. IETI-DP methods
are closely related to the FEM-based FETI-DP methods; see, e.g., [9] and the
references therein. We show that IETI-DP methods are superior to sparse direct
solvers with respect to computational time and memory requirement. Moreover,
IETI-DP provides a natural framework for parallelization. Indeed, our numerical
experiments on a distributed memory computer show an excellent scaling behavior
of this method.

The remainder of the paper is organized as follows. In Sect. 2, we describe
our model problem and the shape optimization method that is based on the shape
derivative. Section 3 is devoted to the IETI-DP solver and its performance on parallel
computers. Finally, in Sect. 4, we use IETI-DP within the interior point optimizer
Ipopt [11] yielding an efficient shape optimization procedure.

2 Shape Optimization via Gradient Descent

2.1 Problem Description

We investigate the simulation and shape optimization of an interior permanent
magnet (IPM) electric motor by means of IgA. The IgA approach seems to be
very attractive for such practical problems. The most beneficial aspect of IgA in
the context of optimization is the fact that the same basis functions which are used
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Fig. 1 Real world IPM electric motor (see Acknowledgement section) on the left, and a quarter
of the cross section of a similar electric motor with 8 magnetic poles that is used in our numerical
tests on the right

to represent the geometry of the IPM electric motor are also exploited to solve the
underlying PDEs. In the optimization procedure, we want to optimize the shape
of the motor in order to maximize the runout performance, i.e. to maximize the
smoothness of the rotation of the motor. An example of an IPM electric motor
is given in Fig. 1 (left). One possible way to optimize the runout performance of
an IPM electric motor is to minimize the squared L2-distance between the radial
component of the magnetic flux B in the air gap and a desired smooth reference
function Bd. The resulting optimization problem is subject to the 2d magnetostatic
PDE as constraint.

Mathematically, the arising optimization problem can be expressed as follows:

min
D
J (u) :=

∫

�

|B(u) · n� − Bd|2ds =
∫

�

|∇u · τ� − Bd|2ds (1)

s.t. u ∈ H 1
0 (Ω) :

∫

Ω

νD(x)∇u · ∇η dx = 〈F, η〉 ∀η ∈ H 1
0 (Ω), (2)

where J denotes the objective function, � is the midline of the air gap, Ω denotes
the whole computational domain, andD is the domain of interest also called design
domain. The variational problem (2) is nothing but the 2d linear magnetostatic
problem with the piecewise constant magnetic reluctivity νD(x) = χΩf (D)(x)ν1 +
χΩmag(x)νmag + χΩair(D)(x)ν0. Here,Ωf , Ωmag andΩair denote the ferromagnetic,
permanent magnet and air subdomains, respectively, and ν1, νmag and ν0 denote
the corresponding reluctivity values. Note that the shape D enters the optimization
problem via the function νD and influences the objective function via the solution
u. The right hand side F ∈ H−1(Ω) in (2) is defined by the linear functional

〈F, η〉 :=
∫

Ω

(J3η + νmagM
⊥ · ∇η) dx (3)
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for all η ∈ H 1
0 (Ω). Here, M⊥ denotes the perpendicular of the magnetization

M , which is indicated in Fig. 1 and vanishes outside the permanent magnets, and
J3 is the third component of the impressed current density in the coils. Note
that the solution u is the third component of the magnetic vector potential, i.e.
B(u) = curl((0, 0, u)T ). Moreover, nΓ = (n1, n2, 0)T and τΓ = (τ1, τ2)T denote
the outward unit normal and unit tangential vectors along the air gap, respectively.

We are interested in the radial component of the magnetic flux density along
the air gap due to the permanent magnetization. For that reason, we set J3 = 0
and consider the coil regions as air. Figure 1 (right) shows a quarter of a cross
section of a simplified IPM electric motor that is provided by CAD software.
Hence, this geometry representation is suitable for IgA simulation. The red-brown
areas represent ferromagnetic material (Ωf ), the blue areas consist of air (Ωair),
the yellow areas are the permanent magnets (Ωmag). The air gap of the motor is
highlighted in light blue. In this initial model for the optimization, the design domain
D is the ferromagnetic area right above the permanent magnets. In order to get a
smoother rotation we are looking for a better shape of this partD.

2.2 The Shape Derivative

For the optimization of the IPM electric motor, we use gradient based optimization
techniques. Hence, we need the derivative of the objective J with respect to a
change of the current shape. The shape derivative in tensor form [4, 7, 10] of our
optimization problem is given by

dJ (D)(φ) =
∫

Ω

S(D, u, p) : ∂φdx, ∀φ ∈ H 1
0 (Ω,R

2) (4)

with S(D, u, p) = (νD(x)∇u ·∇p−νmag∇p ·M⊥)I+νmag∇p⊗M⊥−νD(x)∇p⊗
∇u− νD(x)∇u⊗∇p, where I denotes the identity, the state u solves the constraint
(2), and p solves the adjoint problem

∫

Ω

νD(x)∇p · ∇η dx = −2
∫

�

(B(u) · n� − Bd)(B(η) · n�) ds ∀η ∈ H 1
0 (Ω).

(5)

In (4), S(D, u, p) : ∂φ means Frobenius’ scalar product of the 2 × 2 matrices
S(D, u, p) and ∂φ = ( ∂φi

∂xj
)2i,j=1, defined by A : B := ∑n

i=1
∑n
j=1 aij bij for

general n × n matrices A = (aij )
n
i,j=1 and B = (bij )

n
i,j=1, whereas a ⊗ b :=

(aibj )
n
i,j=1 for vectors a = (ai)ni=1 and b = (bj )nj=1 from Rn.
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Fig. 2 Initial and final design of an IPM motor

2.3 Numerical Shape Optimization

We used a continuous Galerkin (cG) IgA discretization for both the simulation and
optimization problems. The implementation is done in G+Smo.1 Figure 2 (left)
shows a possible computational domain suitable for cG. The shown multipatch
domain consists of 93 patches. For each of these patches, we used a B-spline
mapping from a reference patch with splines of degree 3. For the optimization, we
need the shape gradient∇J ∈ V := H 1

0 (Ω,R
2) which can be computed by solving

the auxiliary problem: find ∇J ∈ V such that

b(∇J,ψ) = −dJ (D)(ψ) ∀ψ ∈ V. (6)

The expression on the right hand side of (6) is the negative shape derivative whereas
the expression b(·, ·) on the left hand side is some V -elliptic, V -bounded bilinear
form which must be chosen appropriately. For our studies, we used

b(φ,ψ) =
∫

Ω

φ · ψ dx +
∫

Ω

α(∂φ : ∂ψ) dx (7)

with a patchwise constant function α ∈ L∞(Ω).
In the right picture of Fig. 2, we can see the optimized shape with respect to the

runout performance compared to the initial domain on the left. We were able to
reduce the objective from 4.236 · 10−4 down to 2.781 · 10−4.

1Mantzaflaris, A. et al.: G+Smo (geometry plus simulation modules) v0.8.1., http://gs.jku.at/gismo,
2017 Jun 19 2018.

http://gs.jku.at/gismo
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3 Fast Numerical Solutions by IETI-DP

Up to now, we have solved the arising PDEs by means of a sparse direct solver.
One drawback of a direct solution method is that it is rather slow for large-scale
systems. In particular, in shape optimization, we have to solve the state equation (2),
the adjoint equation (5), and the auxiliary problem (6) for the shape gradient, which
decouples into two scalar problems, in every iteration of the optimization algorithm.
Moreover, during a line search procedure, it might be the case that the state equation
has to be solved several times. To overcome the issue of a slow performance, we
were looking for a fast and suitable solver for our simulation and optimization
processes. We chose the IETI-DP technique for solving the PDEs [5]. IETI-DP is a
non-overlapping domain decomposition technique which introduces local subspaces
which are then again coupled using additional constraints. A comparison between
the sparse direct solver SuperLU [3] and IETI-DP for solving the state equation
(2) on a full cross section of an IPM electric motor clearly shows that the recently
developed IETI-DP method [5] performs much better as can be seen in Table 1. The
numerical results displayed in Tables 1 and 2 were obtained on RADON1 (https://
www.ricam.oeaw.ac.at/hpc/overview/) a high performance computing cluster with
1168 computing cores and 10.7 TB of memory. Table 1 also shows that, with an
increasing number of degrees of freedom, the proposed IETI-DP technique solves
the problem much faster than the sparse direct solver. Moreover, it can be seen
that, with too many degrees of freedom, the sparse direct solver ran out of memory
whereas IETI-DP could provide the solution to the problem. The solution to the
state equation is shown in Fig. 3 (right).

Moreover, IETI-DP provides a natural framework for parallelization. Because
of the multipatch structure of the computational domains in IgA, each patch can
be seen as a subdomain in the IETI-DP approach. Then one can create suitable
subdomains consisting of a certain number of patches for each processor, e.g., one
possible choice is to group the patches to subdomains according to their number
of degrees of freedom which means that the degrees of freedom are almost evenly
distributed over the number of processors. Table 2 shows the strong scaling behavior
of the IETI-DP solver. In this experiment, we solved the constraint equation (2) on

Table 1 SuperLU vs.
IETI-DP on a single core

# dofs SuperLU IETI-DP speedup

72,572 36.0 s 17.0 s 2.12

250,844 193.0 s 69.8 s 2.77

928,796 1943.0 s 463.0 s 4.20

3,570,332 – 1179.0 s –

Table 2 Strong scaling with IETI-DP and 3,570,332 dofs

# cores 1 2 4 8 16 32 64 128

Time [s] 1179 577 325 164 89 43 22 14

Rate – 2.04 1.78 1.98 1.84 2.07 1.95 1.57

https://www.ricam.oeaw.ac.at/hpc/overview/
https://www.ricam.oeaw.ac.at/hpc/overview/
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Fig. 3 Whole initial cross section as well as the solution

the full cross section of an IPM electric motor with 3,570,332 degrees of freedom.
From Table 2, we can see the expected performance, i.e., if we double the number
of processors the computation time reduces nearly by a factor of two.

4 Shape Optimization Based on Ipopt and IETI-DP

In this section, we point out the usage of the interior point optimizer Ipopt [11],
for the shape optimization using IETI-DP as underlying PDE solver. If we perform
shape optimization without any additional considerations, then we might run into
troubles. More precisely, it can happen that we get self-intersections in the final
shape even if the objective decreases.

To prevent such self-intersections, we consider the Jacobian determinant of the
geometry transformation in the design domain and its neighboring air regions. The
Jacobian determinant of these patches must have the same sign in each iteration.
If the sign changes from one iteration to the next, then we reduce the step size
until the Jacobian determinant of the new design has the same sign as in the initial
configuration. In this way, we are able to ensure that the shape is technically feasible.

In the first naive approach, all control coefficients of the multipatch domain are
considered as design variables, and the vector field computed by (6) is applied
globally. The computational effort for the optimization can be reduced by applying
the computed vector field only on the important interfaces between the design
domain and the neighboring air regions. This reduces the number of design variables
from approximately 28,000 to 128 in the coarsest setting. The inner control
coefficients of the design area and the bordering air regions are rearranged via a
spring patch model [8].

In a first test setting, Ipopt stops at an optimal solution after 95 iterations using
a BFGS method. We set the NLP error tolerance to 10−6, the relative error in the
objective change to the same value, and we decided to exit the optimization loop
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Fig. 4 Optimal shape after 130 iterations with relaxed bounds (left), zoom into one of the design
regions (right)

after three iterations within these error bounds. The objective value dropped from
4.266 · 10−4 down to 2.587 · 10−4

Furthermore, we tried an additional experiment were we relaxed the bounds on
the constraints a bit. In particular, we set the bound_relax_factor in Ipopt
to 1. The result of this experiment can be seen in Fig. 4. We may observe from
Fig. 4 that we get a very smooth final shape with even a smaller objective value of
2.436 · 10−4. We point out that, if we adjust the different optimization parameters,
we may get different optimal shapes and different objective values in the end.
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Techniques for Modeling Fiber Laser
Amplifiers

Jay Gopalakrishnan, Tathagata Goswami, and Jacob Grosek

Abstract Numerical techniques for simulation of electromagnetic wave propaga-
tion within fiber amplifiers are discussed. Since a full-featured simulation using
the Maxwell system on a realistic fiber is beyond reach, simplified models using
Coupled Mode Theory (CMT) form the state of the art. This work presents a novel
concept of an equivalent short fiber, namely an artificial fiber which imitates a longer
fiber in essential characteristics. A CMT simulation on an equivalent short fiber
requires only a fraction of the computational resources needed to simulate the full
length fiber.

1 Fiber Amplifiers

The ability of solid-state fiber laser amplifiers to deliver high output power has
been exploited and studied over the last few decades [4]. Currently, the main
roadblock to power scaling these amplifiers is the transverse mode instability
(TMI), a sudden breakdown in beam quality at high power operation, first observed
experimentally [2]. These observations have led to intensive speculations on the
cause of TMI, the prevailing theory being that the cause is a temperature-induced
grating. Reliable numerical simulation of TMI and other nonlinear optical effects
within fibers can provide important insights for validating or rejecting various
physical hypotheses put forth to explain these effects. The simulation techniques
must however be able to numerically solve the field propagation within a long fiber
a vast number of times.
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While numerical modeling of fiber amplifiers has been effectively used by
many [5, 6, 9], accurate simulation of full length fibers remains cumbersome due
to its high demands on computational resources and long simulation times. A full
Maxwell simulation of Raman gain in a fiber was attempted in [7]: more than five
million degrees of freedom was needed to simulate a fiber 80 wavelengths long (less
than 0.0001 m). Clearly, a full Maxwell model of a realistically long (∼10 m) fiber is
beyond the reach of today’s simulation capabilities. The need for simplified models
is evident. Indeed the state of the art in fiber amplifier simulation consists of beam
propagation methods and simplified CMT-based models (see Sect. 2). Yet, even
these simplified models are computationally too demanding. This paper contributes
to the search for a faster numerical technique by developing a new concept of
equivalent short fiber (see Sect. 3) that can speed up these computations a 1000-
fold.

The highest power beam combinable amplifiers are large mode area (LMA)
circularly symmetric step-index fibers. They have a cylindrical core (usually
doped—see Example 2 below) of radius rcore and a cladding region enveloping the
core extending to radius rclad. We set up our axes so that the longitudinal direction of
the fiber is the z-axis. The transverse coordinates will be denoted x, y while using
Cartesian coordinates. The refractive index n of the fiber is a piecewise constant
function that equals ncore in the core and nclad in the cladding. There is also a
polymer coating surrounding the inner cladding; however, this will be ignored in
our model, which focuses on the guided light in the core region.

At its inlet (z = 0 cross section), the fiber core region is seeded by a continuous
wave input of highly coherent laser light, which is typically denoted as the “signal”.
We are interested in how the signal light is amplified by energy transfer from
“pump” light while it propagates through the fiber, through the process called
“gain”. The pump light is also injected at the beginning of the fiber in a “co-pumped”
configuration. The signal light is injected into the core, while the pump light goes
into both the core and the cladding.

Let Es,Hs and Ep,Hp denote the electric and magnetic fields of the signal
and pump light, respectively. They are time harmonic of frequencies ωs and
ωp, respectively, i.e., E�(x, y, z, t) = Re

[
E�(x, y, z)e

−iω�t
]
,H�(x, y, z, t) =

Re
[
H�(x, y, z)e

−iω�t
]
, for � ∈ {s, p}, so we may focus on their spatial dependence.

We assume that the signal field Es,Hs and the pump field Ep,Hp each satisfy
the time-harmonic Maxwell system and that they are coupled only through a
polarization term P� ≡ P�(Es,Ep):

curlE� − iω�μ0H� = 0, curlH� + iω�ε0E� = −iω�P�, � ∈ {s, p},

where ε0 is the electric permittivity and μ0 is the magnetic permeability (in
vacuum).

Since the fiber is a dielectric medium, the standard linear background polar-
ization term must be taken into account: Pbg

� = ε0(n
2 − 1)E�. We set the total

polarization P� to P� = P
bg
� − iε0E�ng�c/ω� where the gain term g� depends
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nonlinearly on Es ,Ep and c = 1/
√
ε0μ0 is the speed of light. Examples of g� are

given below.
Eliminating H�, we obtain the second order equation curl curlE�−ω2

�ε0μ0E� =
ω2
�μ0P� for the electric field alone, which by virtue of the expression for P� simpli-

fies to curl curlE�−k2
�n

2E�+ ik�ng�E� = 0 with k� = ω�/c. A further assumption,
frequently used in the theory of fiber optics, is that E� is linearly polarized, i.e.,
using êx to denote the unit vector in the x-direction, E�(x, y, z) = U�(x, y, z)êx.
Its also standard to neglect grad div(U�êx) since the dominant variations in E� are
in the z-direction. These assumptions yield the scalar Helmholtz equation for U�,

−ΔU� − k2
�n

2U� + ik�ng�U� = 0. (1)

Examples (below) of g� we have in mind are expressed in terms of the irradiance
I� = n|U�|2/μ0c. Light of high irradiance can perturb the refractive index causing
many interesting nonlinear effects in optical fibers, such as in Example 1 below.
However, of primary interest to us in the simulation of fiber amplifiers is active
gain, occurring in fibers whose core is doped with lanthanide rare-earth metallic
elements, such as Thulium (Tm) or Ytterbium (Yb)—see Example 2. They result
in much larger gain due to the pump light driving dopant ions to excited radiative
states followed by stimulated emission into signal photons.

Example 1 (Raman Gain) As described in [7, 10], the nonlinear Raman gain can be
modeled using a measurable “bulk Raman gain coefficient” gR by

g� = Υ�gRI�c , � ∈ {s, p} (2)

where Υp = −ωp/ωs , Υs = 1, and �c ∈ {s, p} \ {�}, the complementary index of �.

Example 2 (Ytterbium-Doped Fiber) Yb-doped fiber amplifiers are usually pumped
at λp =976 nm to move ions from a ground state (manifold 2F7/2) to an excited state
(manifold 2F5/2) [3, 8]. After undergoing a rapid non-radiative transition to a lower
energy state, the amplifier can lase around λs =1064 nm very efficiently. Denoting
the constant, uniformly distributed ion population asNtotal = Nexcited+Nground, the
active gain can be modeled by

g� = σ ems
� Nexcited − σ abs

� Nground = Ntotal
[
σ ems
� ε − σ abs

� (1− ε)] (3)

where the excited ion fraction ε = Nexcited/Ntotal is calculated in terms of a
radiative lifetime (τ ), and absorption and emission cross sections (σ abs

� , σ ems
� )

as ε = cabs/(cabs + cems + τ−1), where ce/a = σ e/a
p Ip/h̄ωp + σ e/a

s Is/h̄ωs,

for e/a ∈ {ems, abs} and ω� = 2πc/λ�. A commercial Yb-doped fiber, branded
Nufern™ (nufern.com), offers realistic parameters for our numerical simulations:
ncore = 1.45097, nclad = 1.44973, rcore = 12.5 μm, rclad = 16rcore. (Other
parameters: τ = 8e-4 s; σ abs

p , σ abs
s , σ ems

p , σ ems
s = 1.429e-24, 6e-27, 1.776e-24,

3.58e-25 m2/ion; Ntotal = 6.25e25 ions/m3.)
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2 CMT Model

Coupled Mode Theory (CMT) uses the transverse core modes of the fiber to con-
struct an electric field ansatz. These fiber modes ϕl(x, y) are non-trivial functions
that, together with their accompanying (positive) propagation constants βl, solve
the eigenproblem (Δxy + k2

s n
2)ϕl = β2

l ϕl, where Δxy = ∂xx + ∂yy denote the
transverse Laplacian. Since the modes we expect to see decay exponentially in
the cladding region, the eigenproblem may be supplemented with zero Dirichlet
boundary conditions. There can only be finitely many such modes, which we index
using l = 1, 2, . . . ,M . For step-index fibers, these modes are called the linearly
polarized (LP) transverse guided core modes [1]. The field ansatz is

Us(x, y, z) =
M∑

m=1

Am(z)ϕm(x, y)e
iβmz. (4)

Furthermore, we assume that each Am is so slowly varying in z that we may
neglect the second derivative d2Am/dz2 for all m = 1, . . . ,M . Since we may
precompute the modes ϕl , the ansatz (4) reduces the field computation to the
numerical computation of Al(z). Substituting (4) into (1) and simplifying using
the L2 orthogonality of the modes, we find that Al satisfies the system of ordinary
differential equations (ODE)

dAl
dz

=
M∑

m=1

ei(βm−βl)z Klm(A, Ip) Am, 0 < z < L, (5)

for l = 1, . . . ,M, where the mode coupling coefficientKlm is given by

Klm(A, Ip) = ks

2βl

∫

�z

gs(Is(x, y,A), Ip) n(x, y)ϕm(x, y)ϕl(x, y) dx dy. (6)

Here �z represents the fiber cross section having the constant longitudinal coordi-
nate value of z. Note that Is depends on x, y and also on z through A ≡ {Al},
i.e., Is ≡ Is(x, y,A) = n

μ0c
|∑M

m=1 Am(z)e
iβmzϕm(x, y)|2. Note that the “mode

beating” term on the right hand side of (5), namely ei(βm−βl)z, oscillates at a
wavelength not smaller than the mode beat length 2π/maxl,m |βm − βl |. An ODE
solver must take enough steps per mode beat length to safeguard accuracy.

As in previous works [6, 9], we use a drastically simplified model of pump light:
the effect of pump is modeled only through its irradiance Ip(z) after assuming it to
be independent of x and y, leading to the ODE

dIp
dz

= 〈gp〉Ip (7)
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Fig. 1 Results from simulation of the full length (L = 10 m) Nufern fiber

where 〈gp〉(z) denotes the mean value of gp over�z.
Equations (5)–(7) were solved numerically for a 10 m long Nufern fiber of

Example 2. This fiber has 4 modes, LP01, LP02, LP11 and LP21, enumerated as
ϕ1, . . . , ϕ4, respectively. We set initial values Am(0) such that 25 W of power is
injected into the LP01 mode, while the remaining modes receive no power at inlet.
Pump light is injected at 1000 W at z = 0. Lagrange finite elements of degree 5 were
used to approximate ϕl and the mode overlap integral. All our simulations used 50
steps of the 4th order Runge-Kutta scheme per mode beat length. Over 400,000 ODE
steps were needed to traverse 10 m. Results are shown in Fig. 1. Clearly, the signal
power amplifies as z increases, while the power in pump light depletes.

3 A Scale Model: Equivalent Short Fiber

Physical or numerical scale models of an object preserve some of the important
properties of the object while not preserving the original dimensions of the object.
In the context of fiber amplifiers, a miniature scale model that reduces fiber length
(while preserving the remaining dimensions) would be highly valuable in numerical
computations. By reducing the number of steps within the ODE solver, an equivalent
shorter fiber can bring about drastic reductions in computational cost.

At the outset, consider a quick dimensional analysis of (5). Its left hand side has
dimension V/m (Volts per meter), so Klm must have units of m−1. Therefore, by
writing out a non-dimensional formulation, we suspect that a shorter fiber of L̃� L

might, in some ways, behave similarly to the original fiber of length L, provided its
coupling coefficient is magnified by L/L̃.

We need to understand better in what way the behaviour is similar and what
properties need not be preserved. Let ζ(z̃) = z̃L/L̃. A fiber of length L, under
the variable change z̃ = ζ−1(z) = zL̃/L becomes one of length L̃. The
original system (5)–(7) under the variable change, becomes dIp(z̃L/L̃)/dz̃ =
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(L/L̃)〈gp〉Ip(z̃L/L̃) and

d

dz̃
Al(z̃L/L̃) =

M∑

m=1

L

L̃
Klm(A(z̃L/L̃), Ip(z̃L/L̃)) e

i(βm−βl)(L/L̃)z̃ Am(z̃L/L̃),

(8)

for all 0 < z̃ < L̃. Letting Âl = Al ◦ ζ and Îp = Ip ◦ ζ , we may rewrite these as

dÂl
dz̃

=
M∑

m=1

ei(βm−βl)Lz̃/L̃ L
L̃
Klm(Â, Îp) Âm,

dÎp
dz̃

= L
L̃
〈gp〉Îp, 0 < z̃ < L̃.

(9)

Thus, (9) on the shorter domain 0 < z̃ < L̃ is completely equivalent to (5)–(7).
(Same initial data at z = z̃ = 0 is assumed throughout.) Indeed, its solution Âl, after
changing variables is the same as the original solutionAl of (5). Unfortunately, (9) is
not an improvement over (5) for numerical simulation. This is because the mode beat
length is now reduced by L̃/L in (9). Therefore an ODE solver, keeping the same
number of steps per mode beat length, must now perform L/L̃ times the number of
original steps, thus destroying the advantage of shortening the fiber to length L̃.

Hence we formulate another mode coupling system on the shorter fiber, with the
same mode beat length as the original system (5)

dÃl
dz̃

=
M∑

m=1

ei(βm−βl)z̃ L
L̃
Klm(Ã, Ĩp)Ãm,

dĨp
dz̃

= L
L̃
〈gp〉Ĩp, 0 < z̃ < L̃. (10)

Since the phase factors in (9) and (10) are different, we cannot expect Ãl(z̃) to be the
same as the pullback Al ◦ ζ of the original solution Al . Thus (10) is not completely
equivalent to the original system (5): it does not preserve the solution. Yet the
phase information lost in this new formulation is not of significant importance
experimentally. Hence, we proceed to argue that (10) is a practically useful scale
model of (5) by showing that it preserves some features of the solution under certain
conditions.

Let al(z) = Al(z)eiβlz. Elementary calculations show that (5) implies

d|al|2
dz

= 2
M∑

m=1

Re
[
Klm(A, Ip) alam

]
. (11)

Let P be the vector function whose lth component, Pl(z), is the power contained
in the lth mode, namely Pl(z) =

∫
�z

n
μ0c
|Al(z)ϕl(x, y)|2 dx dy = |al|2Φl , where
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Φl =
∫
�z

n
μ0c
|ϕl |2 dx dy. Equation (11) can be expressed using Pl as

1

2

dPl
dz

= Kll(A, Ip)Pl +Φl
∑

m�=l
Re

[
Klm(A, Ip) alam

]
. (12)

Recall that Klm(A, Ip) is defined using gs(Is(x, y,A), Ip)—see (6). In some
circumstances (see below), Is(x, y,A) = n

μ0c
|∑M

m=1 amϕm|2 can be approximated
by

Is(P ) =
M∑

m=1

n

μ0c
|amϕm|2 =

M∑

m=1

n

μ0cΦm
Pm |ϕm|2 .

Let γ�(P, Ip) = g�(Is(P ), Ip) for � ∈ {s, p} and let κlm be defined exactly as Klm
but with gs replaced by γs . Then (12) may be rewritten as

1

2

dPl
dz

= κll(P )Pl + ηl, l = 0, 1, . . . ,M, where (13)

ηl =
[
Kll(A, Ip)− κll(P )

]
Pl +Φl

∑

m�=l
Re

[
Klm(A, Ip) alam

]
(14)

for l = 1, . . . ,M . For the index l = 0, we set P0(z) =
∫
�z
Ip(z) dxdy, the pump

power, thereby absorbing (7) into (13) after setting η0 = 1
2

[〈gp〉 − 〈γp〉
]
P0. We

are interested in the case of small ηl . Then (13) is a perturbation of an autonomous
system.

Repeating the same procedure starting from (10) using ãl(z) = Ãl(z)e
iβlz, we

find that the corresponding powers P̃l = |ãl|2Φl and P̃0 =
∫
�z
Ĩp dx dy satisfy

1

2

dP̃l
dz̃

= L
L̃
κll(P̃ )P̃l + η̃l , l = 0, 1, . . . ,M, where (15)

η̃l =
[
L

L̃
Kll(Ã, Ĩp)− L

L̃
κll(P̃ )

]
P̃l +Φl

∑

m�=l
Re

[
L

L̃
Klm(Ã, Ĩp) ãl ãm

]
.

To compare (15) with (13), we apply the change of variable ζ to (13) to find that
1
2 d(Pl ◦ ζ )/dz̃ = (L/L̃)κll(Pl ◦ ζ )Pl ◦ ζ + (L/L̃)ηl ◦ ζ. This means that when η and
η̃ are small, Pl ◦ ζ and P̃l solve approximately the same equation, so Pl ◦ ζ ≈ P̃l .

For this reason we shall call (10) an equivalent short fiber model, even if the
electric fields generated are generally not the same. Note that, when considering
real fiber amplifiers, power is the quantity of interest (measurable experimentally),
not the electric field amplitude and phase. To summarize, in the equivalent short
fiber, the power Pl contained in the lth mode is preserved from the original fiber
model (5) through a change of variable, under the above assumptions. Moreover, by
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estimating η̃ in equivalent fiber computations, we can gauge the reliability of the
equivalent short fiber model a posteriori.

To simulate the equivalent short fiber model (10), we only need to multiply Klm
and 〈gp〉 by L/L̃. In Example 1, this is accomplished by scaling the bulk Raman
gain coefficient, i.e., replace the physical gR by g̃R = gRL/L̃ in (2). Whereas
for an active gain amplifier (like that of Example 2) this may be accomplished by
scaling the total number of dopant ions, i.e., by replacing the physical Ntotal by
Ñtotal = NtotalL/L̃.

One scenario where the assumption that η is small is justified is when most of
the power is carried in one mode. Indeed, typical experimental setups of LMA fiber
amplifiers do operate them as near-single mode fibers by filtering out the higher-
order modes through differential bend losses induced by fiber coiling. When all
except one ai is small, cross terms involving ālam are small for all l �= m, so the last
term in (14) is small. Moreover, the approximation of Is by Is where similar cross
terms are neglected, is also accurate, so all terms defining (14) are small.

Figure 2 shows simulation results from the equivalent short fiber model of length
L̃ = 0.01 m mimicking the physical Nufern fiber of length L = 10 m we
simulated at the end of Sect. 2. We see that the power distribution plots (bottom
row) are identical to that of the physical fiber in Fig. 1. The cost of computation
has however been reduced by a factor of L̃/L = 1/1000 (keeping the same number
of ODE steps per mode beat length, see Sect. 2). When L̃ is changed to 0.005—
see Fig. 3—we obtain similar power distribution plots again, although the solution
components (Am) have notably changed, in agreement with our analysis above. In
further experiments (unreported here for brevity), we observed good performance

Fig. 2 Results from a short fiber of length L̃ = 0.01 equivalent to an L = 10 m Nufern fiber
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Fig. 3 Results from a short fiber of length L̃ = 0.005 equivalent to an L = 10 m Nufern fiber

of equivalent fiber of length 0.1 m even when power was distributed equally among
the modes. Note that all our simulations considered the worst-case scenario of no
differential mode bend loss, i.e., any tendency of a bent fiber toward single-mode
operation is left unmodeled.
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A Thermal Extension of Tellinen’s Scalar
Hysteresis Model

Jan Kühn, Andreas Bartel, and Piotr Putek

Abstract There exist different models which approximate the phenomenon of
magnetic hysteresis. Only some of them inherently consider the thermal dependency
of hysteresis or have been extended with that respect. In this paper, Tellinen’s scalar
magnetic hysteresis model is reviewed and illustrated. Thereby, special focus is
laid upon the physical motivation. Afterwards, the underlying concept is adapted
and extended w.r.t. thermal behavior. In the end, a temperature dependent scalar
magnetic hysteresis model is deduced and investigated.

1 Introduction and Motivation

In many applications, ferromagnetic materials are exposed to a broad range of
temperatures. In extreme cases the temperature approaches or exceeds the Curie
point. Then, the material loses its ferromagnetic properties and transits to a param-
agnetic state. But even for smaller temperature changes, the magnetic properties are
affected. This has been and is still being researched [2, 3]. By now, several magnetic
hysteresis models exist, e.g., [1, 4, 5, 9]. However, only some of them originally
incorporated thermal influence or have been extended in that sense (e.g. [6, 7]).
To our knowledge a temperature dependent Tellinen’s model [9] has not yet been
proposed. We have chosen Tellinen’s model because it is easy to understand, simple
to implement and overall fast to compute. Despite of that, it is still competitive
in comparison to more complicated models [8]. Tellinen’s model is motivated by
phenomenological observations and can be more or less described graphically. It
is very adaptable w.r.t. the input parameters. We will derive an extended model,
such that it includes temperature dependence, while retaining the above mentioned
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beneficial properties. The following sections are organized as follows: First, the
original model is introduced and the approaches used are presented. The thermal
extension is then modeled on the basis of a similar idea. Afterwards, some aspects
for embedding the model in a magnetic field simulation are discussed.

2 Tellinen’s Hysteresis Model

Originally, Tellinen’s hysteresis model was defined in [9]. In order to prepare the
thermal extension, we summarize some important model properties.

Input Data We start from a magnetically fully negatively saturated material, let
say h, b � 0 with a scalar magnetic flux density b and field strength h. Then, the
transition to the saturated state of opposite polarity, h, b � 0, is described by a
material specific function b = B+sat(h) (for a monotone transition from h � 0 to
h � 0). It is called the saturation or limiting curve. For B+sat to be a valid input for
Tellinen’s model, a few constraints must be fulfilled. Firstly, since both magnetic
polarization directions are interchangeable, there must exist an analogous function
for the transition from h � 0 to h � 0, say B−sat(h) which can be defined by
symmetry, i.e.,

B−sat(h) := −B+sat(−h) . (1)

Physically, B−sat must lie above B+sat, such that eventually a loop is formed, i.e.,

B+sat(h) < B
−
sat(h), lim|h|→∞

(
B−sat(h)− B+sat(h)

) = 0, (2)

see Fig. 1. Secondly, B+sat must be differentiable (C1) with bounds from below on
the derivative by μ0 (permeability of vacuum):

d

dh
B+sat(h) ≥ μ0 > 0 , lim|h|→∞

d

dh
B+sat(h) = μ0 . (3)

Due to (3), Tellinen’s model is valid for ferromagnetic and paramagnetic materials.
In the further course, let the given B±sat satisfy the constraints above.

Realization and Physical Motivation Tellinen’s model is based upon two major
principles. Firstly, the derivative db

dh
for the current working point (h, b) is calculated

depending on whether h is de- or increased. This reflects the fact that hysteresis is
not reversible. Secondly, the values for the derivative db

dh
are fixed on both bound-

aries B+sat and B−sat and intermediate values are determined by lin. interpolation. The
choice of the boundary values is physically motivated and also derived from input
data.
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Fig. 1 The first row represents b/h-curves, while the second row gives bi/h-curves for intrinsic
induction. The left column depicts a sample hysteresis loop starting from the origin. The right
column shows the idea of Tellinen’s model. For a given working point (h, b) the resulting slope
μdiff is depicted (inner arrows), depending on increasing or decreasing field strength

To define Tellinen’s model, we introduce the set of all valid states I within the
boundaries B+sat and B−sat by

I :=
{
(h, b) ∈ R2

∣∣ B+sat(h) ≤ b ≤ B−sat(h)
}
. (4)

For any (h, b) ∈ I , the relative (vertical) position between the boundaries B+sat and
B−sat is calculated by

λ = B−sat(h)− b
B−sat(h)− B+sat(h)

∈ [0, 1] . (5)

Now, combining the values of db
dh

on the boundary, i.e., for λ = 0 and λ = 1 and
linear interpolation, we obtain for the distinguished dh < 0 and dh > 0 cases [9]

db

dh
=

⎧
⎪⎪⎨

⎪⎪⎩

μ+diff = λ
dB+sat(h)

dh
+ (1− λ)μ0 if dh > 0 ,

μ−diff = λμ0 + (1− λ)dB
−
sat(h)

dh
if dh < 0 .

(6)

Tellinen’s model is fully defined by ((5)–(6)). By construction, an analytical solution
starting at (h0, b0) ∈ I , progressed by (6), always stays in I . To physically motivate
(6), we delve further into the derivation [9]. To this end, we examine the intrinsic
induction bi := b(h)− μ0h. Here, the pure vacuum term μ0h is subtracted. On the
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boundary (saturation), we have

B±i,sat(h) = B±sat(h)− μ0h ,
dB±i,sat

dh
= dB

±
sat

dh
− μ0 . (7)

All properties of B±sat and dB±sat
dh

can easily be transferred to B±i,sat and
dB±i,sat
dh

, see

Fig. 1. In [9], it is argued that a saturated material, i.e., bi = B+i,sat(h) or bi =
B−i,sat(h), resists a magnetization of opposing polarization. Thus, if the material is

in the state (h, bi) with bi = B+i,sat(h), we model dbi
dh
= dB+i,sat

dh
for dh > 0, because

this has been measured by B+i,sat. But for dh < 0, we explicitly set dbi
dh
= 0, because

the material opposes the magnetization, and therefore, does not contribute to bi. The
analogous approach is used for bi = B−i,sat(h). Together with (7) this results in (6).

Implementation Details and Drawbacks The implementation of Tellinen’s model
is easy, but the integration into a simulation tool, e.g., based on finite elements, has
to be done carefully. For a critical discussion, we mention two details:

(a) A priori in a time step, it is unknown if h is locally increasing or decreasing,
and thus, if μ+diff or μ−diff has to be used. An iterative solver remains applicable,
but the discontinuity may hinder the solver and may lead to a not converging
sequence. To fix this, one can create a smooth functionμdiff, e.g., by employing
a sigmoid-like transition between μ+diff and μ−diff. Unfortunately, this increases
the sensitivity of the problem, and thus can lead to a significantly reduced
time step size. Moreover, if the time step sizes are chosen too small, μdiff
might use the artificial values of the transition zone for a longer period yielding
inappropriate overall simulation results. For these reasons, we have not pursued
this concept any further.

In our current implementation, μ+diff or μ−diff is used if the h value was in-
or decreased in the last time step, respectively. Hence, this approach can only
react to a change of sgn( dh

dt
) with a delay of one time step. In a simulation,

μdiff needs to be computed on a discrete set of points (for each element) and we
need to store the data from the previous time step. We globally initialize μdiff =
1
2 (μ

+
diff + μ−diff), and then, update μdiff element-wise after each calculation by

μdiff =
{
μ+diff if hnew > hold,

μ−diff if hnew < hold.
(8)

The advantage of this procedure is that μdiff is fixed locally and per time step.
Therefore, it does not hinder the solver in any way and it allows the use of
non-iterative solvers.
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(b) Tellinen’s model does not calculate μ, b or h. For a given state (h, b) and
direction sgn( dh

dt
), it outputs the change of b, i.e., μdiff = db

dh
. To obtain the

new field values, we suggest a linear approach

bnew = bold + μdiff(hnew − hold) or hnew = hold + 1

μdiff
(bnew − bold).

(9)

For example, for the magnetoquasistatic approximation of Maxwell’s equations
in terms of the magnetic vector potential A, one obtains the curl-curl equation:

σ
dA

dt
+ ∇ ×

(
1

μ
(∇ ×A)

)
= J (10)

with conductivity σ , applied current density J and B = ∇ ×A. Using (9), this
yields

σ
dA

dt
+ ∇ ×

(
1

μdiff
(∇ ×A)

)
= J+∇ ×

(
1

μdiff
Bold −Hold

)
. (11)

Here, the incorporation of Tellinen’s model into (10) is simple. Since the left-
hand side remains the same, the solvability should not be worsened.

Possible Further Improvements Tellinen’s model needs very few inputs, namely
B+sat and its derivative. Thus a combination with other models as preprocessor
is possible if the inputs are computable. For example in [8], the Jiles-Atherton
model [4] is used to generate B+sat. Thus, the Tellinen model can be easily compared
and combined with other models as long as B+sat is shared.

Moreover, it is possible to add the data of intermediate first-order reversal
curves to the measured saturation curves B+sat and B−sat, see Fig. 2. Then, the linear
interpolation for a given operation point (b, h) can be restricted to the two adjacent
curves. This approach is necessary if the material exhibits a pronounced non-linear
behavior along h =const and B+sat(h) ≤ b ≤ B−sat(h). The complexity of this
approach is low and the additional computation cost at runtime is small.

Fig. 2 An example of
saturation curves B+sat, B

−
sat

and intermediate curves,
so-called first-order reversal
curves

B+
sat

B−
sat

h[A/m]

b[
T

]
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Fig. 3 Sample curves depicting the intrinsic induction bi versus the magnetic field strength h
for various temperatures. These curves are based upon measurements of NdFeB magnets [2], but
simplified for demonstration

These improvements can as well be applied to the thermal extension developed
next.

3 Thermal Extension of Hysteresis

Using the same concepts as Tellinen, we develop a thermal extension by defining
the partial derivatives ∂b

∂T
dependent on the sgn(∂T ). Again, a physical motivation

is given based on measured data for the saturation boundary and based on linear
interpolation for the intermediate points. Ultimately, the extended model shall
approximate the material behavior in terms of b if a current state (h, b, T ) is changed
w.r.t. to h and T (Fig. 3).

Input Data Let B+sat = B+sat(h, T ) ∈ C1 be a function that defines the saturation
value of b for a given field strength h and temperature T in the case where h is
monotonously increased from h � 0 to h � 0. Analogously to (3), the derivative
w.r.t. h has to be bounded from below:

∂

∂h
B+sat(h, T ) ≥ μ0 , lim|h|→∞

∂
∂h
B+sat(h, T ) = μ0 .

As in (2), B−sat(h, T ) can be defined by symmetry and shall satisfy

B+sat(h, T ) < B
−
sat(h, T ) := −B+sat(−h, T ), lim|h|→∞

(
B−sat(h, T )− B+sat(h, T )

) = 0.

Here, the valid states (4) become

IT =
{
(h, b, T ) ∈ R

3
∣∣B+sat(h, T ) ≤ b ≤ B−sat(h, T )

}
.
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Fig. 4 Shown are B+sat(h, T ) and B−sat(h, T ) for fixed values of h. The same dataset as in Fig. 3 is
used. The interpolation is based on a spline approach

One possibility to define such B+sat(h, T ) is to interpolate several b/h-curves of
different temperatures. For fixed h, B±sat(h, ·) might lack monotonicity, see Fig. 4.

Physical Motivation and Computation For a fixed temperature T and varying
h, the non-thermal Tellinen model is used by just replacing B±sat(h) by B±sat(h, T ).
We will now discuss the situation of fixed h and varying T . The combination of
both defines the temperature dependent Tellinen model. We remark that no solution
starting from a valid point (h, b, T ) ∈ IT may leave IT. Now, for given surfaces
B±sat(h, T ) and for any (h, b, T ) ∈ IT, λ can be calculated analogously to (5). Firstly,
for an increasing temperature ∂T > 0, it can be argued that the Weiss domains are
changing because the domain walls are more likely moving from their pinned state.
Therefore, this model tries to follow the measured values on the boundaries. Hence,
we define

∂b

∂T
= λ ∂

∂T
B+sat(h, T )+ (1− λ)

∂

∂T
B−sat(h, T ) for ∂T > 0 . (12)

Secondly, reducing the temperature, the ability of the Weiss domains to change is
decreased. They tend to freeze and try to retain their current state. Therefore, for
∂T < 0, we like to assign ∂b

∂T
= 0. However, there are cases where this will lead to

values of b outside of the set IT. To handle this, we assigns the value zero whenever
possible. Otherwise, the measured value on the boundary is used, such that IT cannot
be left. This reads: (see Fig. 5)

∂b

∂T
=λmin

(
∂
∂T
B+sat(h, T ), 0

)
+ (1−λ)max

(
∂
∂T
B−sat(h, T ), 0

)
for ∂T < 0 .

(13)

Properties The definition of the partial derivatives ((12)–(13)) ensures that an
analytical solution starting in IT always stays within IT. Keeping h constant and
increasing T , (12) will change state from (T0, b0) to (T1, b1). But reducing T back
to T0 via (13), one generally ends up in (T0, b2) with b0 �= b2, see Fig. 5. Thus, this
model reflects a non-reversible behavior. Nevertheless, also stable loops exist. It can
be shown that for a given interval [T0, T1], there is exactly one stable loop such that
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(T0, b0) (T1, b1)

B+
sat

B−
sat

T [K]

b[
T

]

(T0, b2) (T1, b1)

B+
sat

B−
sat

T [K]

b[
T

]

Fig. 5 For constant h, exemplary bounding saturation curves B±sat(h, T ) are shown. The arrows
represent the assigned values of ∂b

∂T
for an increasing (upper plot) and decreasing (lower plot)

temperature T . The inner solid path represent the solution of b starting at (T0, b0), and increasing
the temperature to T1 (upper) and going back to T0 (lower). In general, b0 �= b2. The dashed curve
shows a stable loop, where the start and end points coincide

b0 = b2 holds, or all loops are stable. If a loop is unstable, it converges against a
stable loop if T is periodically alternated between T0 and T1. The situation that all
loops for which B+sat ≤ b0 ≤ B−sat are stable, can only occur if ∂

∂T
B+sat(h, T ) ≤ 0 and

∂
∂T
B−sat(h, T ) ≥ 0 for all T ∈ [T0, T1]. In this special case, (12) and (13) are equal

and a reversible process is given. For h = 0 and uniqueness of the stable curve, this
stable curve is defined by b = 0 for all T . Thus, any valid b0 will lead to a gradual
depolarization of the material.

Simulation In time domain, the temperature is often slower evolving than the
magnetic field. Therefore, we allow that the temperature values are updated only in
every k-th time step; elsewhere, they are assumed to be constant. Now, to implement
the thermal extension, we perform an additional adjustment of the b field in every
k-th time step. This can be realized by the following linear approach

bnew = bold + ∂b

∂T
(Tnew − Told) , (14)

where ∂b
∂T

is given by (12) or (13). Overall, it is ensured that an analytical solution
stays in ∈ IT. This approach enables multirate simulation (for k > 1).

4 Conclusion and Outlook

A thermal extension of Tellinen’s hysteresis model was proposed, based on the same
ideas as given in the original version. The thermal model describes b in terms of
h and T . It reflects fundamental physical phenomena, e.g., the irreversibility and
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depolarization. Currently, we investigate the computation of magnetic losses based
on the extended thermal model. A comparison to other thermal models is also a
pending task.
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Computational Characterization
of a Composite Ceramic Block
for a Millimeter Wave Heat Exchanger

Petra Kumi, Jonathan S. Venne, Vadim V. Yakovlev, Martin S. Hilario,
Brad W. Hoff, and Ian M. Rittersdorf

Abstract Electromagnetic and electromagnetic-thermal coupled problems are
solved by the finite-difference time-domain technique for an AlN:Mo composite
ceramic block backed by a thin metal plate and irradiated by a high-power W-band
plane wave. Computation is based on experimental data on temperature-dependent
complex permittivity, specific heat, and thermal conductivity. Non-uniformity of
patterns of dissipated power and temperature is quantified via standard-deviation-
based metrics. A 10×10×10±2 mm block of the composite with concentration
of Mo from 0.25 to 4% is considered as irradiated by the plane wave with power
density on the block’s front surface from 0.3 to 1.0 W/mm2 at 95 GHz. It is shown
that the block can be heated up to 1000 oC highly uniformly for 50–110 s. The
composite producing maximum total dissipated power is found to have Mo content
about 3%.

1 Introduction

Electromagnetic (EM) heating is employed in applications in food engineering,
chemistry, materials science [1, 2]. This phenomenon is also in the core of recently
introduced EM heat exchangers (HX) used in solar energy collectors [3], power
beaming applications [4], and microwave thermal thrusters [5]. Millimeter-wave
(MMW) powered HX are currently under development for the use in power beaming
experiments for wireless energy transfer [6–8]. Interactions of the MMW field
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with ceramic slabs should be well understood for effectively utilizing EM energy,
controllably heating the material, and transferring heat to fluid flowing through the
neighboring channels.

In this paper, by the means of EM and coupled EM-thermal modeling, we study
the process of heating of a rectangular block of an aluminum nitride-molybdenum
(AlN:Mo) composite by a normally incident plane MMW. The back surface of the
block is in contact with a thin metal plate. Characterizing this system in terms of
homogeneity of heating and a level of absorbed power, we identify the material
which appears to be most efficient for using in a physical prototype of a MMW HX.

2 Computational Scenario & Input Data

A considered MMW-powered HX contains an assembly of ceramic tiles and a metal
baseplate that is attached to their back surfaces and contains channels with fluid flow
(Fig. 1). Due to dielectric losses, EM power is dissipated inside the ceramic blocks
and induces thermal field that heats the baseplate and the flowing fluid.

In order to help design the physical prototype, we build a computer model
capable of simulating EM and thermal processes in a single ceramic block irradiated
by a plane wave and attached to a thin metal plate (Fig. 2). An ultimate goal of the
computational experiments is to find a composition of the AlN:Mo composite that
leads to maximum absorption of EM energy and, at the same time, to as uniform
temperature distribution on the back surface of the block as possible.

The considered factors affecting the system performance are limited to its EM
and thermal material parameters: dielectric constant ε′, the loss factor ε′′, density ρ,
specific heat c, and thermal conductivity k. We examine AlN samples with different
levels of Mo doping; by varying percentage of Mo in the AlN:Mo composite, both
EM and thermal parameters can be significantly changed.

Temperature characteristics of ε′ and ε′′ were obtained with the use of a dedicated
apparatus for a free space dielectric measurement [7, 9] at 95 GHz for temperatures
T up to nearly 550 oC. The measurements were carried out for six samples of AlN
with Mo content from 0.25 to 4% by volume. The characteristics turned out to be
almost linearly dependent on T (Fig. 3). Corresponding linear polynomials (also
shown in Fig. 3) approximating the experimental data points were used to generate
the values of ε′ and ε′′ at 20, 100, 200, . . . , 1000 oC as input data for the EM model.

Fig. 1 Conceptual drawing
of a section of a
MMW-powered HX
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Fig. 2 3D view of the considered computational scenario

Fig. 3 Measured points and linearly approximated temperature characteristics of dielectric con-
stant ε′ and the loss factor ε′′ of six AlN:Mo samples with different concentrations of Mo

Values of specific heat and thermal conductivity were measured for 4% of Mo at
seven temperatures between 20 and 1001 oC (large points in Fig. 4), and they were
assumed to be similar to those of lower concentrations of Mo. The values of c and k
at the intermediate points (i.e., at 50, 150, 200, . . . , 950 oC) were determined from
cubic spline interpolations of the experimental points; those values are also shown
in Fig. 4 (small points).

Density ρ was measured for 4% of Mo at room temperature and found to be
3.66 g/cm3. It was used in all computations under the assumption that it does not
depend on concentration of Mo and temperature.

Computations were carried out for the AlN:Mo block with a = 10 mm and t = 8,
10 and 12 mm. Thickness of the thin metal plate was 1 mm. The frequency of the
incoming field was 95 GHz. The incident power of the plane wave was set as power
density at the front surface of the composite blockPin being from 0.3 to 1.0 W/mm2;
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Fig. 4 Measured and spline-interpolated points of temperature characteristics of specific heat c
and thermal conductivity k of the AlN:Mo sample with 4% concentrations of Mo

these values were expected to be consistent with the power and radiating antennas
typical for MMW HX operations.

3 Computational Techniques

3.1 Electromagnetic and Thermal Problems

The process of MMW heating of an AlN:Mo block is studied with EM and
EM-thermal (coupled) models. Both underlying (EM and thermal) problems are
numerically solved by a 3D finite-difference time-domain (FDTD) technique. That
is, similarly to the fundamental FDTD step with Maxwell’s equations, both spatial
and temporal partial derivatives in the heat transfer equation are approximated by
the central-difference formula, and the differential equation is converted into an
algebraic one. Both EM and thermal problems are discretized using the same mesh.

In order to satisfy the Courant condition and minimize computational resources,
the scenario is discretized by the mesh with maximum cell sizes of 0.295 and
0.095 mm in air and in the material, respectively. The t×a×a mm AlN:Mo block is
surrounded by the (t+8)×(a+3)×(a+3) mm plane wave box with one (a+3)×(a+3)
mm face responsible for sinusoidal excitation of the incident field. The ceramic
block is situated inside the (t+14)×(a+9)×(a+9) mm box imitating the Mur with
superabsorption boundary condition.

Depending on the size of the block, the model consists of 2.9 to 3.5 mil cells. It
is capable of computing patterns of dissipated power density (Pd ) in the volume of
the composite due to dielectric losses. These patterns are identical to temperature
distributions at the initial moment of heat dissipation due to thermal conductivity.

The heat transfer problem is solved under Neumann (adiabatic) boundary
conditions on all ceramic-air and ceramic-metal interfaces.
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The EM and thermal solvers operate as part of an iterative procedure in which a
steady state solution of the EM problem becomes an input for the thermal problem,
and, in the repeated runs of the EM solver, material parameters are upgraded in every
cell in accordance with the temperature field outputted from the thermal solver. The
latter determines temperature distribution induced after each heating time step τ ; N
steps are needed to reach maximum temperature of the process (1000 oC).

The above computational scheme mimics time evolution of the MMW-induced
temperature field under the given temperature-dependent EM and thermal material
parameters. The procedure employed for coupling the two solvers is similar to the
ones outlined in [10, 11]. The models were built in the environment of the FDTD
solver QuickWave that includes its thermal units QW -BHM and QW -HFM
[12].

3.2 Metric of Uniformity and Total Dissipated Power

Sufficient homogeneity of heating of the ceramic block is one of the required
features of a MMW HX. A formal metric of field (non-) uniformity is necessary
for quantitative characterization of the patterns and formulation of corresponding
optimization problems. Following discussions in [13], it is introduced for Pd fields
as:

λP = σ
μ
, (1)

where σ is the standard deviation of the Pd values in all FDTD cells in the block
from the mean value μ. When dealing with temperature field evolving in time,
metric (1) is applied to all n patterns (corresponding to n different temperatures, n
≤ N , where N is number of heating time steps τ ) representing the heating process.
The latter is therefore characterized by the metric

λT = 1

n

n∑

i=1

σi

μi
, (2)

where σi is the standard deviation of the T values in all FDTD cells in the block
from the mean value in the ith pattern μi . Evaluation of uniformity of 2D patterns
is based on the values of Pd or T in a particular layer of FDTD cells, and for 3D
patterns, λP,T are found from the values in the cells in the block’s volume.

Denoting the total power dissipated in the ceramic material as P̄d and the power
brought by the incident wave as P , we introduce parameter η as a measure of energy
efficiency of the MMW heating process as

η = P̄d
P
. (3)
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Since ε′ and ε′′ vary with temperature, the value of P̄d is different for every T . To
characterize the heating process in terms of total dissipated power, we calculate

P̂d = 1

n

n∑

i=1

P̄di, n ≤ N, (4)

where P̄di is the total dissipated power after the ith heating time step, and find η in
(3) by using P̂d instead of P̄d .

4 Results and Discussion

Typical distributions of Pd obtained from the EM model are shown in Fig. 5. For T =
400 and 800 oC, the patterns were computed under the assumption that the material
was heated uniformly and therefore the values of complex permittivity were the
same throughout the block. Of particular interest is distribution of heat on the back
surface, so patterns in Fig. 5 show distributions of dissipated power density in the
last layer of the FDTD cells in the ceramic block that is perpendicular to the x-axis.

It appears that Pd patterns, regardless the level of doping, are characterized by
vast amount of maxima/minima. When the metal plate is attached, the patterns
essentially change. A number of “hot spots” spread over the area of 10×10 mm

Fig. 5 Patterns of dissipated power density in the yz-plane on the back surface of the AlN:Mo
block with 0.25, 1, and 3% of Mo at T = 20, 400, and 800 oC and maximum values of dissipated
power density (Pdmax ); Pin = 1 W/mm2; t = 10 mm
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Fig. 6 Normalized temperature distributions in the yz-plane on the back surface of the AiN:Mo
block with 0.25, 1, and 3% of Mo and maximum values of temperature (Tmax ); heating time steps
5 s (0.25% Mo), 2.5 s (1.0% Mo), 2 s (3.0% Mo); Pin = 1 W/mm2; t = 10 mm

Fig. 7 Time evolution of maximum and minimum temperatures (Tmax and Tmin) of the MMW-
heated AlN:Mo blocks with different concentrations of Mo (0.25 to 4%) and power densities of
the incident wave Pin (0.3 and 1 W/mm2); a thin metal plate is absent (left) and present (right); t
= 10 mm

suggests that, due to high value of thermal conductivity of the AlN:Mo composites,
the material may be heated sufficiently uniformly.

Temperature distributions obtained from the coupled model and shown in Fig. 6
depict the heating processes of three AlN:Mo blocks. Exceeding the expectation
suggested by Fig. 5, the patterns are exceptionally uniform for all compositions of
the material. (This, in turn, justifies the assumption about uniformity of heating that
was used in computations of dissipated power in the EM model.)

The very high level of uniformity of temperature patterns in Fig. 6 (with λT in (2)
being of the order of 10−4) is also illustrated by the graphs in Fig. 7. It is seen that
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Fig. 8 Energy efficiency of the system with the thin metal plate absent and present

the time increases of minimum and maximum temperatures are almost identical; one
can see small (5 to 50 oC) differences between Tmax and Tmin only in the composites
with higher concentrations of Mo that are heated most rapidly.

When the power density of the incident field is 1 W/mm2, temperature in the
considered block reaches 1000 oC for the time between 50 and 110 s; the higher
concentration of Mo, the faster the heating. This is due to the impact of composite’s
dielectric losses which notably increase with the rise of the contents of Mo.

When a back surface of the block is in contact with a metal plate, the composites
with lower concentrations of Mo reach 1000 oC faster. The pace of heating for Pin
= 1 W/mm2 is found to be about three times higher than for 0.30 W/mm2.

Parameter η in (3) computed for six Mo concentrations and the cases of absent
and present metal plate reveals a maximum energy efficiency of the composites with
Mo near 3% (Fig. 8). Variation in thickness (from 8 to 12 mm) does not affect the
position of the maximum. The existence of the extreme value may be caused by
a significant decay of both the incident and reflected fields in the blocks with high
contents of Mo (3% and higher). The model may be built into a suitable optimization
procedure searching for maximum energy efficiency of the system.

5 Conclusions

The performed computational studies allow for the following observations. When
the plane wave carries the power of a practical level and that power is represented
by the power density on the front surface of the composite block (so that Pin is
from 0.3 to 1.0 W/mm2), the AlN:Mo 10×10×10±2 mm samples are heated up to
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1000 oC for 50–110 s, depending on the incoming power and concentration of Mo,
and with a very high level of uniformity (λT ≈ 10−4). When the back surface of the
ceramic block is in contact with a metal plate, absorption of MMW power is higher
than in its absence.

While the blocks made of all the considered composites are heated highly
uniformly, the materials with 3% concentration of molybdenum appear to be more
energy efficient: for all thicknesses of the block, the parameter η takes on the largest
values. On the other hand, preliminary data in production of the AlN:Mo composites
suggests that the materials with Mo ≥ 3% are mechanically more stable and robust.
The composites of those concentrations of Mo appear to be good candidates for the
use in the physical prototype of a MMW-powered heat exchanger.

The developed EM-thermal coupled model is open for further development, and
it is expected to be stimulated by the upcoming experimental studies. That may
include the oblique incidence of the plane wave, multiple composite blocks on the
metal plate, Gaussian beams, and alternative thermal boundary conditions imitating
some particular operational regimes.
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Part II
Device Modeling and Simulation

Nine papers form this part dedicated to the contributions falling into the field of
Device Modeling and Simulation (DMS).

Mechanochemistry in Li-ion batteries involve interaction of ions migrating in a
cell with mechanical stresses as well as electromagnetic fields. B. E. Abali in his
contribution Modeling Mechanochemistry in Li-ion Batteries models a battery cell
by involving thermomechanics with the corresponding balance equations of mass,
momentum, energy and electromagnetism with the aid of the Maxwell equations.
Before applying specific assumptions relevant for Li-ion batteries, developing a
complete theory by using continuum mechanics and thermodynamics is addressed.

Lately, organic semiconductor materials are going to play a relevant role in
electron device. In the contribution Automatic Extraction of Transport Model
Parameters of an Organic Semiconductor Material by P. C. Africa et al. a step-
by-step procedure is presented that enables to determine the density of states width,
the carrier mobility and the injection barrier height of an organic FET by fitting
data from simple measurements to suitable numerical simulations. At each step of
the procedure only one parameter value is determined, thus highly simplifying the
fitting procedure and enhancing its robustness. The procedure is applied to p-type
organic polymers and a very satisfactory fitting of experimental measurements is
obtained.

On a Bloch-Type Model with Electron-Phonon Interactions: Modeling and
Numerical Simulations the authors B. Bidégaray-Fesquet et al. discuss how to take
into account electron-phonon interactions in a Bloch type model for the description
of quantum dots. The model consists in coupling an equation on the density matrix
with a set of equations on quantities called phonon-assisted densities, one for each
phonon mode. After a description of the model, the authors discuss also how to
discretize efficiently this non-linear coupling in view of numerical simulations.

Thermal effects are playing an increasing crucial role for the design of electron
nanoscale devices. In Charge and Phonon Transport in Suspended Monolayer
Graphene by M. Coco et al. charge and phonon transport under an applied external
electric field is investigated in a suspended monolayer of graphene. A major ques-
tion is represented by the phonon-phonon collision operator involving in general
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a three particles scattering mechanism. To model the phonon-phonon interactions
a relaxation time approximation is employed. This requires the introduction of a
local equilibrium phonon temperature whose definition is still a matter of debate
for a general non equilibrium situation. Two different approaches are presented and
discussed.

In the contribution Monte Carlo Simulation of Electron-electron Interactions in
Bulk Silicon by G. Indalecio and H. Kosina a novel Monte Carlo (MC) algorithm
to study carrier transport in semiconductors in the presence of electron-electron
scattering (EES) is developed. It is well known that the Boltzmann scattering
operator for EES is nonlinear in the single-particle distribution function but in terms
of the pair distribution function the scattering operator is linear. A kinetic equation
for the pair distribution function is formulated. Assuming a spatially homogeneous
system a two-particle MC algorithm for the stationary problem and an ensemble
MC algorithm for the transient problem are formulated. Both algorithms were
implemented and tested for bulk silicon.

Since quantum transport is daunting to numerically face, often macroscopic
models are proposed. In Semi-classical and Quantum Hydrodynamic Modeling
of Electron Transport in Graphene by L. Luca and V. Romano A semi-classical
hydrodynamic model has been developed starting from the moment system asso-
ciated with the Boltzmann equation and obtaining the closure relations with the
Maximum Entropy Principle. In a second step the model previously developed has
been extended to include quantum corrections.

A different approach is presented by O. Morandi in his contribution Quantum
Model for the Transport of Nearly Localized Particles where a quantum model based
on the Gaussian-Hermite expansion of the wave function of a system of n particles
is proposed. The dynamics is described by trajectories in a configuration space. The
method is designed to provide some corrections to the classical motion of nearly
localized particles. An application to the motion of a nearly localized particle in a
2D confining structure is presented.

Instead a full quantum approach is investigated in Wigner Monte Carlo Sim-
ulation of a Double Potential Barrier, author O. Muscato, where the Wigner
transport equation is solved stochastically by Monte Carlo simulations, based on
the generation and annihilation of particles. This creation mechanism has been
recently understood in terms of the Markov jump process, producing new stochastic
algorithms. One of this is used to investigate the quantum transport through a double
potential barrier.

Field effects transistors, where the active region is constituted by a single layer
of graphene, is one of the present day challenging problem in the design of electron
devices. In the contribution Simulation of Graphene Field Effect Transistors by G.
Nastasi and V. Romano field effects transistors, where the active area is made of
a single layer of graphene, are simulated and the characteristic curves are shown.
The current-voltage curves present a behaviour different from that of devices made
of classical semiconductors, like Si or GaAs, because of the zero gap in monolayer
graphene. The current is no longer a monotone function of the gate voltage but there
exists an inversion gate voltage corresponding to which the type of majority carriers
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changes. A full two-dimensional simulation is presented. The model is based on a
system of drift-diffusion equations for electrons and holes. A special treatment of
the Poisson equation is adopted for taking into account the charge in the graphene
sheet.



Modeling Mechanochemistry in Li-ion
Batteries

Bilen Emek Abali

Abstract Mechanochemistry in Li-ion batteries involve interaction of ions migrat-
ing in a cell with mechanical stresses as well as electromagnetic fields. We aim at
modeling this multiphysics in a battery cell by involving thermomechanics with the
corresponding balance equations of mass, momentum, energy and electromagnetism
with the aid of the MAXWELL equations. Before applying specific assumptions
relevant for Li-ion batteries, we address developing a complete theory by using
continuum mechanics and thermodynamics.

1 Introduction

Two differently charged electrodes cause an electric potential leading to flow of
electric charge in a circuit—called an electric current. This basic idea is used in
batteries, where a positively charged electrode and a negatively charged electrode
are separated by a thin microperforated plastic sheet, which allows Li-ions to pass
between electrodes. By connecting the battery to an electric circuit, we get power
by discharging the battery. Electrons move along the circuit and at the same time,
within the battery, ions move through the separator. Electrodes and separator are
submerged in an organic solvent, acting as the electrolyte such that the ion transport
is possible. One typical example is graphite C6 and lithium cobalt oxide LiCoO2,
where during charging Li+ ions (and also electrons) leave cathode

LiCoO2 � CoO2 + Li+ + e− (1)

and move to the anode

C6 + Li+ + e− � LiC6 (2)
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by diffusing through the electrolyte (electrons moving through the circuit). During
discharging (standard use of the battery) the process is such that the electrons
(hence, ions) are transported from the anode to the cathode. Therefore, anode and
cathode are also called negative and positive electrodes, respectively. This basic
interpretation is intuitive; however, there are several assumptions taken for granted.
First, the presented process is based on the equilibrium thermodynamics under
the assumption that the amount of lithium insertion (intercalation) and extraction
(deintercalation) are equal for a time period, which is actually too long for the
underlying process. Intercalation is happening conceivably in a shorter time period
such that we claim that forcing an intercalation due to an electric voltage difference
is a non-equilibrium process. Second, charging and discharging are seen as a
reversible process, which is wrong since we know that the battery degrades over time
because of the charging and discharging cycle. Third, at least in classical theories
in chemical kinetics, the production rate of constituents is assumed to be a constant
without coupling to the underlying process (independent of the stress, temperature,
phase transformation).

For the long and polemical history of thermodynamics, we refer to [11]. The
modern theory of thermodynamics is started in [14–16] as known under the name
of the thermodynamics of irreversible processes. One of the general approaches for
thermodynamics of mixtures is given in [33]—also see [23, Chap. 7]—leading to
mass, momentum, energy balances for each constituent. In simple words, electrolyte
with ions is a mixture of ions, each modeled as a separate material, and electrolyte
as another material. All materials have different amount evolving in each location
of the battery cell. Depending on the process, the system can be simplified by
assuming that the ion particles are small in number such that momentum and/or
energy balance can be solved for the bulk instead of every single constituent leading
to models called Class I, II, III. Such theories are actually not new; already in [40] a
similar approach was proposed. However, they are still not popular among chemists.
Instead, phase-field models are often used. 150 years ago, introduced by Fick in [19]
for dilute solutions, the partial mass balance can be seen as a diffusion equation
with a flux term given as a constitutive equation. The diffusivity or mobility is
assumed to be a constant material parameter dictating the diffusion flux. There are
various theories in mesoscale, so-called phase field models, for a review see the
works cited in [4] as well as [37]. It is challenging to obtain the correct form for
FICKean fluxes, i.e., the dependencies of the diffusion flux on the thermodynamic
state is phenomenological and often arduous to justify. Even if the system is
closed, the phase-field models suffer under numerical problems, sometimes called
“mosaic instabilities,” mostly because of non-symmetric diffusion coefficients [39].
In other words, the interaction of constituents are not equal; concretely, constituent
α diffuses into another constituent β in a different rate than β into α. This fact is
partly because of the system being in non-equilibrium and also partly because of the
irreversible chemical reactions. Moreover, if one constituent is vanishing, the system
fails to be well-defined anymore, leading to severe numerical convergence problems.
Although the phase-field models are powerful, we will use a continuum mechanics
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based theory for motivating the governing equations and a thermodynamical theory
in order to obtain the full coupling between different types of phenomena.

We consider in this work a start for a modeling in the continuum scale by
describing the ion transport and chemical production by using the non-equilibrium
thermodynamics by following [10]. In this manner, the general formulation is
obtained and different simplifications are discussed by combining chemists’ and
continuum mechanicians’ jargons. We emphasize that the same physico-chemical
phenomena are studied with different notation by distinct groups such that the
possible understanding is lagging in modeling the Li-ion batteries. Therefore, in
this paper, we aim at building bridges between communities by presenting different
notations and conventional names for the process in a single Li-ion battery cell.
We follow [8] for names in chemistry and [41] for names in continuum mechanics.
For modeling the mechanochemical processes alike in batteries, there is a growing
attention in use of thermodynamics as in [6, 7, 9, 12, 13, 17, 20, 30, 32, 36, 42].
For a detailed review, we refer to [43]. The proposed strategy is based on
the thermodynamics of irreversible processes as well as on the non-equilibrium
thermodynamics. The main objective is to clearly demonstrate how to obtain the
governing equations for the mechanochemical process in a Li-ion battery cell.
We basically use the classical continuum mechanics notation and augment it by
chemists’ notation in order to demonstrate the differences as well as elucidate the
exchange between scientific communities.

2 Modeling the Process in a Battery Cell

Consider a battery cell composed of electrodes, binder, polymer, and ions diffusing
between as well as intercalating into the electrodes during charge and discharge.
At any given point all constituents build the bulk. Basically, we have different
constituents or species denoted by α and their corresponding mass and momentum
equations need to be fulfilled. Technically, it is challenging to measure velocity
of each constituent, vα, accurately. Therefore, constitutive relations involving this
quantity fail to be feasible. In order to overcome this restriction, we introduce a
diffusion flux:

Nαi = ρα(vαi − vi) , (3)

with partial mass, ρα , and velocity, vαi , of each constituent as well as the bulk
velocity, vi , where all velocities are expressed in Cartesian coordinates. The physical
meaning of this diffusion flux seems to be adequate as it involves a relative velocity,
vα − v, of the constituent with respect to the bulk velocity. Then we aim at finding
a constitutive equation relating the diffusion flux to other measurable quantities like
concentration such that the constituents’ velocities never occur in the formulation.
In other words, we simplify the system by circumventing the latter equation by
using a constitutive relation instead. Not always indicated, but the partial mass
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density, ρα in kg/m3, is a very confusing quantity. It is not a physical variable;
but it is introduced to allow a more convenient simplification in the theory as we
will see in the following. The partial mass density, ρα = Mαnα , is given by the
molar mass, Mα in kg/mol, and the molar density, nα in mol/m3, which is also
called molarity as well as number density. Often, chemists call the molar density
(number or amount) concentration. Molar mass of an atom is found in chemists’
periodic table by the weight per 1 mol. It is important to notice that the partial mass
density is a completely different concept than the mass density of the constituent.
Mass density is the mass per volume of the constituent. However, the partial mass
density is the mass of the constituent per the volume of the bulk. By using this
concept, rarely called the skeleton approach, we obtain an extensive quantity such
that the partial mass densities can be added. Consider a unit volume, V , of the bulk
material of mass, m, composed of constituents denoted by the index α and having
corresponding masses in this volume,mα , we have

m =
∑

α

mα ⇒ ρ = m
V
=

∑

α

mα

V
=

∑

α

ρα . (4)

Another terminology is the concept of the mass fraction, Yα , being simply the ratio
of each mass of the constituent to the total mass of the bulk within the volume V
such as we obtain

Yα = m
α

m
= ρ

α

ρ
⇒

∑

α

Y α = 1 . (5)

The mass fraction is called (mass) concentration by mechanicians and also by
chemists in polymer science. Using the same wording for different yet related terms
is very risky and also omits to exchange between different scientific communities.
We suggest a pretty simple remedy and never use a notation for the concentration;
molar density is denoted by nα and mass fraction is indicated by Yα . By using
the total (mol) number, n, within the unit volume V , an analogous quantity, molar
fraction reads

nα

n
= Xα ⇒ nXαMα = ρα = ρYα , Xα = ρYα

nMα
,

∑

β

Y β

Mβ
=

∑

β

ρβ

ρMβ
=

∑

β

nβ

ρ
= n

ρ
,

Xα = Yα/Mα

∑
β Y

β/Mβ
.

(6)

We aim at calculating constituents’ mass fraction, Yα , as the molar fraction is
determined by the latter relation. Starting with the balance of mass in the bulk as a
conserved quantity, as usual, we suggest a mass balance for each constituent, where
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the partial mass density is not a conserved quantity leading to production terms for
each constituent modeling a chemical reaction as in Eqs. (1), (2) with a reaction rate,
kα, depending on constituents as reactants (educts) or products,

∂ρ

∂t
+ ∂viρ
∂xi

= 0 ⇒ ∂ρα

∂t
+ ∂v

α
i ρ
α

∂xi
= kα , (7)

where and henceforth we employ EINSTEIN’s summation convention over repeated
Latin indices. A possible connection is generated between the balance of mass
(within the bulk) and the balance of partial mass (for each constituent) by assuming

∑

α

ραvαi = ρvi ,
∑

α

kα = 0 . (8)

The former relation introduces the velocity of the bulk, v, as a barycentric (center
of mass) velocity. The latter relation furnishes that the sum of reactant masses are
equal to the sum of product masses such that the total mass or the bulk mass remains
constant throughout the chemical process. We circumvent to solve velocities of each
constituent by inserting Nα in kg/(m2 s) from Eq. (3) and using Eq. (7)1 as follows:

∂ρα

∂t
+ ∂

∂xi

(
viρ

α +Nαi
)
= kα ,

∂ρYα

∂t
+ ∂

∂xi

(
viρY

α +Nαi
)
= kα ,

ρ
∂Y α

∂t
+ viρ ∂Y

α

∂xi
+ ∂N

α
i

∂xi
= kα ,

ρ
dYα

dt
+ ∂N

α
i

∂xi
= kα ,

(9)

where the total derivative is applied

d

dt
= ∂

∂t
+ vi ∂

∂xi
. (10)

After introducing specific volume, v = ρ−1, we rewrite the latter,

ρ
dYα

dt
= dρYα

dt
− Yα dρ

dt
= dMαnα

dt
− Yα dv−1

dt
=

=Mα dnα

dt
+ Y

α

v2

dv

dt
= Mα dnα

dt
+ M

αnα

v

dv

dt
,

dnα

dt
+ n

α

v

dv

dt
+ 1

Mα

∂Nαi

∂xi
= kα

Mα
.

(11)
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In the case of no chemical reaction, kα = 0, for a homogeneous and incompressible
fluid with ρ = const leading to dv = 0; we obtain the so-called diffusion equation:

dnα

dt
= −∂j

α
i

∂xi
, jαi =

Nαi

Mα
, (12)

which is also named after Fick as phenomenologically proposed in [19]. We
emphasize that chemists measure the diffusion flux jα in mol/(m2 s).

In this setting, we aim at solving {ρ, Y α, v} with nα = ρYα/Mα by fulfilling
balance of mass for the bulk, balances of mass for the constituents, and balance of
momentum for the bulk,

∂ρ

∂t
+ ∂viρ
∂xi

= 0 ,

∂ρYα

∂t
+ ∂

∂xi

(
viρY

α +Mαjαi

)
= kα ,

∂ρvi

∂t
+ ∂

∂xj

(
vj ρvi − σji

)
= Fi ,

(13)

respectively. Apart from the constitutive equations for CAUCHY’s stress of the bulk,
σ , and for the diffusion flux of each constituent, Nα, subject to a chemical reaction
given by the rate kα; we need to define the interaction between mechanics and
electromagnetism by defining the electromagnetic (ponderomotive) force density,
F. Especially the definition of this quantity is very challenging and there exists
no consensus between the scientific community, see for example [5, 21, 31, 35].
We follow the method of derivation used in [27, Eq. (15)], [25, Chap. 1], [10,
Chap. XIV], [22, Chap. 8], [29, Sect. 3.3] in the following and introduce a very
general identity from the tensor calculus,

∂Gi
∂t

= ∂mji
∂xj

− Fi , (14)

between the electromagnetic momentum density, G, electromagnetic stress, m, and
the electromagnetic force density, F. This relation is in analogy with the balance
of momentum such that the names stress and momentum are justified by analyzing
their units. If the electromagnetic momentum, G, is defined, as a consequence of the
latter relation, we can propose the electromagnetic stress and the electromagnetic
force density.

The measurable electromagnetic fields are the electric field E and the magnetic
flux (area density) B defined by solving two of four MAXWELL equations as
follows:

Ei = − ∂φ
∂xi

− ∂Ai
∂t

, Bi = εijk ∂Ak
∂xj

, (15)
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where the electromagnetic potentials φ, A are sought after, εijk is the LEVI-CIVITA

symbol. In order to solve the scalar (electric) potential, φ, we use the balance of
electric charge combined by one MAXWELL equation,

∂ρz

∂t
+ ∂Ji
∂xi

= 0 , ρz = ∂Di
∂xi

, (16)

respectively, where the specific charge, z, is related to the total charge potential, D,
and the electric current, J , of the total charge reads

Ji = J fr.

i +
∂Pi

∂t
+ εijk ∂Mk

∂xj
, (17)

with the electric current of free charges, J fr., electric polarization, P , and magnetic
polarization, M, all to be given by constitutive equations.

In order to solve the vector (magnetic) potential, A, we use the final MAXWELL

equation augmented by the LORENZ gauge [28],

−∂Di
∂t

+ εijk ∂Hk
∂xj

= Ji , ∂φ
∂t
+ 1

ε0μ0

∂Ai

∂xi
= 0 , (18)

respectively, where the LORENZ gauge1 is an appropriate choice for numerical
solutions, see [2] for implementation and applications. The universal constants:

ε0 = 8.85 · 10−12 A s/(V m) ,

μ0 = 12.6 · 10−7 V s/(A m) ,
(19)

and the MAXWELL–LORENTZ aether relations:

Di = ε0Ei , Hi = 1

μ0
Bi , (20)

are used to combine the electromagnetic fields with the (total) charge potential, D,
and the (total) current potential, H .

We remark herein the use of different notations, this fact is also a challenging
hurdle in the electromagnetism community. Conventionally, the total charge (vol-
ume) density is denoted by q = ρz such that the specific charge is z in C/kg.
We emphasize the adjective “total” and declare the total charge as free and bound
charges together. Free charges move in macroscopic distances like valence electrons
in a metal lattice or hopping ions in an electrolyte. Bound charges displace only in
atomic distances causing a polarization. As free and bound charges move in different

1This gauge condition has been introduced by Lorenz but mostly used by Lorentz, we refer to [34]
for historical remarks.
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length scales, it is appropriate to separate related effects because of their motion.
Total charge potential (it was called dielectric displacement), D, incorporates both
effects; analogously, both are consolidated in total current potential (also known as
magnetic field strength), H . In the case of a specific case, where the material is
not polarized and bound charges vanish, charge potential, D, current potential, H ,
electric current, J , consider only free charges and a popular notational choice is to
use the symbols, D,H ,J , for free charge related phenomena instead of total charge,
see for example [24]. Technically, this choice is allowed since for total charge and
current potentials, there exist universal relations; but we suggest to use additional
notation for total, free, and bound charge related quantities for a clear separation
of concerns. For the application discussed herein, there is no big difference in both
notations as we will restrict the attention to the unpolarized case.

We have briefly presented the governing equations modeling mechanochemistry
in a battery cell. We aim at solving mass density, ρ, and velocity, v, of the bulk as
well as mass fractions, Yα , of all constituents taking part in the chemical reaction
called intercalation at the electrode. Additionally, we need to obtain electromagnetic
fields, E, B , by solving electromagnetic potentials, φ, A. For being able to solve
the governing equations, we have to close them by defining J α , kα , σ , P , M, J fr. as
constitutive equations depending on {ρ, Y α, v, φ,A}.

3 Constitutive Theory for Mechanochemistry

Charge transport in a cell means that the bulk is a conductive material. Herein we
consider only the transport within the electrolyte. Hence, we neglect polarization
effects by setting P = 0 and M = 0. This simplification is easily justified as the
bulk is conductive, and it allows us to model the interaction between mechanics
and electromagnetism relatively easy. In the case of no polarization, we choose the
POYNTING vector:

Gi = (D ×B)i , (21)

leading to the following electromagnetic stress and force,

mji = −1

2
δji(HkBk +DkEk)+HiBj +DjEi ,

Fi = ρzEi + εijkJjBk ,
(22)

by using KRONECKER delta, δij , with these definitions, m is called MAXWELL

stress and F is known as the LORENTZ force (volume density). This choice is
accepted in the scientific literature in the case of no polarization, there are differing
suggestions how to involve polarization, we refer to [18, 38] for a brief explanation
of consequences of these different choices. Specifically, for an interaction between
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electrolyte and electrodes by involving polarization, we refer to [26]. By following
[3] we emphasize that different choices are perfectly appropriate.

We follow [1, Chap. 3] for deriving the constitutive equations by using principle
of thermodynamics. Herein we involve chemistry by using the approach as in [10].
The first assumption is the axiomatic start with the relation for the internal energy
called the GIBBS equation:

du = T dη − p dv+
∑

α

vμα dnα , (23)

under the assumption that the specific internal energy, u, is associated with the
reversible changes in the system as composed of the reversible part of the heat flux,
which is given by the specific entropy, η, multiplied by the absolute temperature,
T , chemical potential, μα , causing a reversible change in constituents’ amount, nα .
Pressure, p in Pa=̂N/m2, of the bulk is assumed to be the only part in the reversible
stress, which is the usual case in viscous fluids. The use of the specific volume,
v = ρ−1 in m3/kg, is critical such that the chemical potential, μα, reads in J/mol as
measured by chemists. From the latter relation we observe that the internal energy,
u = u(η, v, nα), depends on entropy, specific volume, and number density. In an
experiment, it is easier to control temperature instead of the entropy as well as in
mixtures it is only possible to steer pressure in place of the specific volume. Hence,
often the GIBBS free energy is used,

g = u− T η + pv ⇒ dg = −η dT + v dp +
∑

α

vμα dnα ,

∂g

∂T
= −η , ∂g

∂p
= v ,

∂g

∂nα
= vμα .

(24)

By measuring the free energy depending on {T , p, nα}, we obtain the constitutive
relations for the entropy, specific volume, and the chemical potential.

Now we use the balance of internal energy as derived in [1, Sect. 3.3] for non-
polarized material,

ρ
du

dt
+ ∂qi
∂xi

− ρr = σji ∂vi
∂xj

+ JiEi , (25)

with the heat flux, qi , to be defined, the given supply term (external heating), r , the
electric field measured on the deforming body, E = E+v×B, and the (total) electric
current measured with respect to the moving mass, J = J − ρzv. By inserting
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Eq. (23) into Eq. (25), after a straightforward rewriting by inserting Eq. (11), we
obtain

ρT
dη

dt
− ρp dv

dt
+

∑

α

μα
dnα

dt
+ ∂qi
∂xi

− ρr = σji ∂vi
∂xj

+ JiEi ,

ρT
dη

dt
−

(
ρp +

∑

α

μαρnα
) dv

dt
+ ∂

∂xi

(
qi −

∑

α

μαjαi

)
+

∑

α

∂μα

∂xi
jαi +

+
∑

α

μαkα

Mα
− ρr = σji ∂vi

∂xj
+ JiEi ,

(26)

With the aid of the mass balance in the following form:

∂ρ

∂t
+ ∂ρvi
∂xi

= dρ

dt
+ ρ ∂vi

∂xi
= 0 ,

dv−1

dt
= −v−1 ∂vi

∂xi
,

−v−2 dv

dt
= −v−1 ∂vi

∂xi
,

dv

dt
= v

∂vi

∂xi
= 1

ρ
δij
∂vi

∂xj
,

(27)

we obtain the balance of entropy:

ρ
dη

dt
+ 1

T

∂

∂xi

(
qi −

∑

α

μαjαi

)
+

∑

α

μαkα

TMα
− ρ r

T
=

= 1

T

(
σji +

(
p +

∑

α

μαnα
)
δji

) ∂vi
∂xj

+ JiEi
T

−
∑

α

∂μα

∂xi

jαi

T
,

ρ
dη

dt
+ ∂Φi
∂xi

− ρ r
T
= Σ ,

(28)

with the entropy flux,

Φi = 1

T

(
qi −

∑

α

μαjαi

)
, (29)

and the entropy production,

Σ = −
∑

α

μαkα

TMα
− Φi
T

∂T

∂xi
+ τji
T

∂vi

∂xj
+ JiEi

T
−

∑

α

∂μα

∂xi

jαi

T
(30)

where the viscous part of the stress is given by τji = σji +
(
p+∑

α μ
αnα

)
δji . The

entropy balance is the governing equation for calculating the temperature. Now by
using the second law of thermodynamics,Σ ≥ 0, as well as the CURIE principle, we
can propose that the same rank tensors depend to each other in order to simplify and
derive the constitutive relations for kα, Φ, τ , J, and jα . There are several coupling
terms inherently obtained by using laws of thermodynamics.
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4 Conclusion

In a battery cell, the governing equations are obtained for thermomechanics in
Eqs. (13), (28) and for electromagnetism in Eq. (18). Their necessary constitutive
equations are briefly shown how to be derived by using thermodynamical principles.
We have mainly considered a notation conventional to continuum mechanicians
as well as chemists, since the formulation is acquired by mechanicians and the
corresponding measurements for the constitutive equations are realized by chemists.
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Automatic Extraction of Transport
Model Parameters of an Organic
Semiconductor Material

Pasquale Claudio Africa, Dario A. Natali, Mario Caironi, and Carlo de Falco

Abstract In Africa et al. (Sci Rep 7(1):3803, 2017) a step-by-step procedure was
presented that enables to determine the density of states width, the carrier mobility
and the injection barrier height of an OTFT structure by fitting data from simple
measurements to suitable numerical simulations. At each step of the procedure only
one parameter value is determined, thus highly simplifying the fitting procedure and
enhancing its robustness. In this study we apply such procedure to p-type organic
polymers. A very satisfactory fitting of experimental measurements is obtained, and
physically meaningful values for the aforementioned parameters are extracted thus
further confirming the soundness of the parameter extraction method.

1 Introduction

The relatively easy and inexpensive processing techniques for organic semicon-
ductors (e.g., they can be deposited by means of printing techniques adapted
from graphical arts (ink-jet, screen printing, spray coating, flexography to cite
but a few [1]) make them suitable candidates for the development of large-
area, low cost, flexible electronics [2]). Their electronic performance has been
constantly improving leading to devices which some times even outperform those
based on amorphous silicon [3]. Many fundamental physical questions, though,
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are still debated and there is a strong need for simple yet reliable approaches
for extracting physical parameters from experimental measurements [4]. In [5]
it was shown that, by fitting Capacitance-Voltage (CV) measurements of Metal-
Insulator-Semiconductor (MIS) capacitors, it is possible to extract the width of
the Density of States (DOS) exploiting the sensitivity of CV curves to the degree
of disorder. Performing measurements on MIS capacitors at low frequency, quasi-
equilibrium is ensured so that simulations can be performed in the static regime
and phenomena specifically related to carrier transport are negligible for fitting
experimental measurements; as a result the DOS extraction is disentangled from
carrier transport properties, which makes the fitting procedure substantially simpler
and more robust. If the DOS is assumed to be Gaussian, the carrier mobility can be
predicted in the framework of the Extended Gaussian Disorder Model (EGDM)[6],
and used to successfully fit the transfer characteristic curves of OTFTs in the linear
regime. The DOS width extraction requires the accurate knowledge of the device
geometrical dimensions, of the insulator and semiconductor permittivities, of the
total density of available states and of the metal/semiconductor injection barrier
(ΦB) between the bottom metal and the semiconductor. This latter parameter is the
one that is affected by highest level of uncertainty. Actually, metal/semiconductor
interfaces are still a subject of debate in the scientific community [7]; due to the
various phenomena which may be involved the prediction of ΦB is a hard task, and
its measurement requires expensive dedicated equipment. The uncertainty in ΦB
results in an uncertainty in the extracted value of the DOS width, as shown in [8]:
for each given value of ΦB a different value for the DOS width results from fitting.
As reported in Sect. 5, the uncertainty is not negligible indeed: by varyingΦB from
2 eV down to 0.25 eV, the DOS width reduces from about 9 kBT down to about
2 kBT. In [5] it was demonstrated that this uncertainty can be drastically reduced
by cooperatively exploiting MIS CV curves, MIS Capacitance-Frequency (CF)
curves and OTFT transfer characteristic curves in the linear regime. To this end, as
discussed in [8] the simulation domain needs to cover out-of-equilibrium conditions
in the framework of the Drift-Diffusion (DD) model. This allows to simulate the
whole CF curve of the MIS capacitor. In addition, in the modeling and fitting of
OTFT transfer characteristic curves the contact resistance needs to be accounted for
in the context of the current crowding regime [9, 10].

In [8] the simultaneous extraction procedure was successfully applied to
Poly{[N,N′-bis(2-octyldodecyl)-naphthalene-1,4,5,8-bis(dicarboximide)-2,6-diyl]-
alt-5,5′-(2,2′-bithiophene)} (P(NDI2OD-T2)), a printable, prototypical n-type
polymer. Here we adapt the model to p-type materials then we assess its accuracy
when applied to Poly(2,5-bis(3-tetradecylthiophen-2-yl)thieno[3,2-b]thiophene)
(PBTTT) based devices.

To model charge transport in transient regime, we employ the Drift-Diffusion
model, which is described in Sect. 2 [11–13]. Transient simulations are used to
compute the voltage and frequency dependence of the small-signal capacitance of
the MIS capacitor. The most notable feature of the DD model described in this con-
tribution are: (1) the charge injection boundary condition at the metal/semiconductor
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interface, and (2) the dependence of the mobility and of the diffusion coefficient on
the DOS width.

While useful for computing the capacitance over a wide range of frequencies, the
full DD model turns out to be of too high complexity and of insufficient numerical
accuracy for efficiently fitting measured low-frequency CV curves. For this reason a
modified version of the Non-linear Poisson (NLP) model is derived in Sect. 3, which
includes a more accurate description of the contact injection barrier with respect to
previous work [5], and is therefore fully consistent with the zero-frequency limit of
the complete DD model.

The latter extended NLP model naturally describes the effect of the deviation
from Einstein’s relation but, as it is derived for the quasi-static regime, it does not
require to model the mobility coefficient.

The models used for computing the transfer characteristics of the OTFT device
are object of discussion in Sect. 4.

2 The Transient Drift-Diffusion Model

The setting for numerically simulating the MIS, shown in Fig. 1, consists of a
one-dimensional schematization of the device along normal direction z to the
semiconductor/insulator interface [5]. Denote by Ωsc, Ωins the semiconductor and
insulator regions respectively (such thatΩ = Ωsc∪Ωins is the whole computational
domain) and by T the simulated timespan.

The DD model consists of the following system of partial differential equations

− ∂

∂z

(
ε
∂ϕ

∂z

)
− ρ = 0 inΩ × T , (1)

∂p

∂t
+ 1

q

∂Jp

∂z
= 0, inΩsc × T , (2)

Fig. 1 One-dimensional
schematic of the MIS
capacitor used for the analysis
and related energy levels

zins
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for the electrostatic potential ϕ and the hole density p, where ε is the electrical
permittivity, ρ the charge density, q is the quantum of charge and Jp the hole current
density. Neglecting trapped charges and dopant ion density, ρ = +qp inΩsc while,
ρ = 0 in insulating regions.

The current density consists of drift and diffusion contributions

Jp = −q

(
Dp
∂p

∂z
+ μpp∂ϕ

∂z

)
, (3)

Dp and μp denoting the diffusion and mobility coefficients respectively.
In the following we will assume a Gaussian shape for the DOS[5, 14–16] which

may be expressed as

P(E,EHOMO) = N0√
2πσ 2

exp

[
− (E − EHOMO)

2

2σ 2

]
, (4)

where N0 denotes the total density of hopping sites, EHOMO the Highest Occupied
Molecular Orbital (HOMO) energy level and σ the DOS width. Having assumed the
ansatz (4) for the DOS, it is possible to express the mobility coefficient according to
the EGDM [17]

μp = μ0,p g1(p) g2(E), (5)

where μ0,p is the low-field and low-density mobility and the two enhancement
factors g1 and g2 account respectively for the dependence on the carrier density
p and on the electric field E. The analytical expression for the enhancement factors
is given in [5, 8, 17].

Charge injection/extraction at the metal/semiconductor interface is modeled by
imposing that carrier density at the contact relaxes with finite velocity vp to an
equilibrium value p0 which depends on the intensity and direction of the normal
electric field at the contact

Jp = q vp · (p − p0) .

Following [18] we adopt models for vn and n0 that result in a variant of the well
known injection model developed by Scott and Malliaras[11, 19]. Further details on
the boundary conditions imposed on the DD system are collected in Sect. 2.2.

2.1 The Modified Einstein Relation

The diffusion and mobility coefficients Dp and μp in (3) are related via the
generalized Einstein relation[17]:

Dp = g3(p(EHOMO, EF))
kBT

q
μp.



Automatic Extraction of Transport Model Parameters of an Organic. . . 97

Assuming Fermi–Dirac statistics for the occupation probability of electron energy
states, the electron density may be expressed as

p(EHOMO, EF) =
∫ +∞

−∞
P(E,EHOMO)

⎡

⎣1− 1

1+ exp
(
E−EF

kBT

)

⎤

⎦ dE, (6)

whereEF denotes the Fermi level, kB the Boltzmann constant and T the temperature,
and the dimensionless diffusion enhancement factor g3 is given by

g3(p) =
(

kBT
∂p

∂EF

)−1

p.

The partial derivative ∂p/∂EF can be computed by substituting Eq. (4) into (6) and
by applying a suitable change of the integration variable, yielding

p(EHOMO, EF) = N0√
π

∫ +∞

−∞
e−η2

[
1+ exp

(√
2ση − EHOMO + EF

kBT

)]−1

dη.

2.2 Boundary Conditions for the Drift-Diffusion Equations

Let zsc and zins be the thickness of the semiconductor and insulator layer respec-
tively (so that Ωsc = {z : −zsc ≤ z ≤ 0} and Ωins = {z : 0 < z ≤ zins}). The
values of the electric potential at the ends of the computational domain are given by

ϕ|z=−zsc
= −ΦB/q

ϕ|z=zins
= Vg + Vshift,

where ΦB is the zero-field value of the Schottky barrier height and Vshift is a
model parameter accounting for effects such as permanent dipoles, fixed charge
in dielectrics or metal work function mismatch [5]. At the metal/semiconductor
interface charge injection/extraction is represented by the following Robin boundary
condition

Jp
∣∣
z=−zsc

= q vp ·
(
p|z=−zsc

− p0
)
, (7)

where p0 is the equilibrium charge density, expressed as

p0 = N0√
π

∫ +∞

−∞
e−η2

[
1+ exp

(√
2ση + ΦB

kBT
−!

)]−1

dη.
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Following the description in [11], the coefficient ! accounts for Schottky barrier
lowering/increase depending on the field at the electrode

! =
{√

f , if f ≥ 0 (carrier injection),

f/4, if f < 0 (carrier extraction),

where f = qErc/ (kBT) is the reduced inward electric field and rc =
q2/ (4πεsckBT) the Coulomb radius. The recombination velocity vp in the injection
regime is given by

vp(f ) =
4πε(kBT)2μ0,p

q3

(
1

ψ2(f )
− f

)
, ψ(f ) = f−1+f− 1

2−f−1
(

1+ 2f
1
2

) 1
2
,

while, in the carrier extraction regime (f < 0), vp(f ) = vp(0). Finally, at the
semiconductor/insulator interface

Jp
∣∣
z=0 = 0. (8)

3 The Stationary Non-linear Poisson Model

The DD equations presented above completely describe the devices under study and
could in principle be used in any operation regime (stationary, transient, AC, . . . ).
Unfortunately, given the strict tolerances and the large number of simulation runs
required by the parameter fitting algorithm described in [5], the DD model may lead
to unaffordable computational costs. Fortunately in the simulation of CV curves
in the static regime, the model complexity can be significantly reduced. Indeed, in
the stationary regime, Eq. (8) implies that Jn = 0 everywhere and that the carrier
density does not depend on time. As a result the Fermi potential EF is constant in
both space and time (and may be set to 0 without loss of generality). System (1)–(2)
reduces to the following NLP equation

− ∂

∂z

(
ε
∂ϕ

∂z

)
− q p(ϕ) = 0, inΩ

p(ϕ) = N0√
π

∫ +∞

−∞
e−η2

[
1+ exp

(√
2ση + qϕ

kBT
−!

)]−1

dη,

ϕ|z=−zsc
= −ΦB/q,

ϕ|z=−zsc
= Vg + Vshift.

This model extends the NLP equation presented in [5] in order to account for
the Schottky barrier lowering due to charge injection phenomena. We also remark
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that the boundary condition at the metal/semiconductor interface is consistent with
Eq. (7), i.e. p|z=−zsc

= p0. The procedure for accurately deducing the device low-
frequency capacitance from charge and potential profiles is described in Ref.[5, 20].

4 OTFT Currents in the Linear Operation Regime

Once the DOS width σ has been extracted by fitting static CV curves, the low-
field, low-density mobility μ0,p can be determined by computing OTFT transfer
characteristics in the linear regime. The drain-to-source current is expressed as
IDS(Vg) = VDS/Rtot(Vg), where VDS is the potential drop across the channel and
Rtot = Rch + RC is the total device resistance, accounting for both the channel and
the contact resistance contributions. The channel resistance Rch is given by:

Rch =
[
W

L

∫ 0

−zsc

qμp(z)p(z)dz

]−1

, (9)

W andL being the channel width and length respectively. As in [8–10],RC accounts
for current crowding effects and is obtained considering contributions due to the
resistance met by the current flow: (1) across the semiconductor thickness, from
the source contact to the accumulated channel (Ry); and (2) along the accumulated
channel (Rsh) in the overlap region between the source contact and the gate contact.
It is modeled as RC = Ry/ [WL0 tanh(Lov/L0)], where Lov is the overlap length
between the gate and the source/drain electrodes, L0 =

√
Ry/Rsh and

Rsh =
[∫ 0

−zsc

qμp(z)p(z)dz

]−1

, (10)

Ry =
∫ 0

−zsc

[
qμp(z)p(z)

]−1
dz. (11)

The integrand functions in Eqs. (9)–(11) are computed by simulating, as high-
lighted in Fig. 2, two different one-dimensional cross-sections along the z direction
corresponding to the middle of the channel (Rch, Rsh) and to the source contact
(Ry) respectively. The mobility coefficient μp(z) is expressed through the EGDM
model (5), where E = VDS/L is the drain-to-source field. The total current IDS
is known up to the multiplicative constant μ0,p, which is then extracted by fitting
numerical and experimental Current–Voltage (IV) curves through a least-squares
procedure. The fitting residual can finally be exploited to determine the best fitting
value of ΦB , as shown in Fig. 5.



100 P. C. Africa et al.

Fig. 2 Sketch of the OTFT
under current crowding
effects
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Gate
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5 Results and Discussion

The parameter estimation procedure described in [8] was applied to the extraction
of physical model parameters of the p-type PBTTT semiconductor, starting from
experimental data on a MIS capacitor and an OTFT based on this polymer.

Experimental data taken from [5] would lead to estimate a nominal injection
barrier ΦB = 0.9 eV. As described in [8], the uncertainty in determining a
physically meaningful value of ΦB affects other physical properties as obtained by
fitting the MIS experimental CV curve, which leads to the dependence of σ and the
contact resistance RC on ΦB shown in Figs. 3 and 4 respectively.

Fig. 3 Dependence of the
fitted Gaussian DOS width σ
on the injection barrier ΦB .
The dot on the curve
identifies the σ value that
simultaneously yields in the
best fitting of OTFT transfer
characteristic curves and of
MIS capacitor CF curves
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Fig. 4 Contact resistance RC
(at Vgate = +35 V) for
different values of the
injection barrier ΦB . The dots
on the curves identify the ΦB
value that simultaneously
yields in the best fitting of
OTFT transfer characteristic
curves and of MIS capacitor
CF curves 7.5 kΩ cmR
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Fig. 5 Residual of the
least-squares fit of the OTFT
transfer characteristic curves
with contact resistance effects
taken into account, at
different values of the
injection barrier ΦB
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However, the uncertainty can be reduced by fitting IV transfer characteristics of
the OTFT. The procedure yields to the residual in Fig. 5 that has a unique minimum,
corresponding to the optimal barrier value ΦB = 0.58 eV and, accordingly, σ =
5.1 kBT and μ0,p = 7.84·10−8 cm2 V−1 s−1. The resulting fitted CV and IV curves,
compared to experimental data, are shown in Figs. 6 and 7, respectively.

In this case experimental CF curves are limited to a narrow range of frequencies.
Therefore, the validation of the values extracted is not as clear as in the case of
P(NDI2OD-T2) since both the nominal and the optimal set of parameters seem
to provide a good agreement to experimental measurements, as reported in Fig. 8.
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Fig. 6 CV curve and
derivative, computed for the
optimal barrier
ΦB = 0.58 eV. Experimental
CV shown for comparison
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Anyhow, the ratio between the capacitance computed in the accumulation and in the
depletion regime shows that the nominal barrier leads to a capacitance drop at a low
frequency of about 103 Hz that is not seen in experimental data, while the optimal
barrier results in a plateau extending to a range that perfectly matches the one seen
in experiments.



Automatic Extraction of Transport Model Parameters of an Organic. . . 103

Fig. 8 CF curves in the
accumulation regime
(Vgate = +35 V), the
depletion regime
(Vgate = −15 V) and
normalized, computed for the
nominal injection barrier
ΦB = 0.9 eV and for the
optimal barrier
ΦB = 0.58 eV. Experimental
CF characteristics shown for
comparison
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On a Bloch-Type Model
with Electron–Phonon Interactions:
Modeling and Numerical Simulations

Brigitte Bidégaray-Fesquet, Clément Jourdana, and Kole Keita

Abstract In this work, we discuss how to take into account electron–phonon
interactions in a Bloch type model for the description of quantum dots. The model
consists in coupling an equation on the density matrix with a set of equations on
quantities called phonon-assisted densities, one for each phonon mode. After a
description of the model, we discuss how to discretize efficiently this non-linear
coupling in view of numerical simulations.

1 Bloch Model

1.1 Quantum Dot Description

Quantum dots are usually described using electrons and holes. As detailed in [2], we
prefer a conduction and valence electron description, where valence electrons can
be seen as an absence of holes in a valence band. Due to the 3D confinement, energy
levels are quantized for each species of electrons and can be indexed by integers. We
denote respectively (εcj )j∈Ic and (εvj )j∈Iv the conduction and valence energy levels.

To describe the time evolution of the energy level occupations, we define a global
density matrix by

ρ =
(
ρc ρcv

ρvc ρv

)
. (1)

B. Bidégaray-Fesquet · C. Jourdana (�)
Univ. Grenoble Alpes, CNRS, Grenoble INP, LJK, Grenoble, France

Institute of Engineering Univ. Grenoble Alpes, Grenoble, France
e-mail: brigitte.bidegaray@univ-grenoble-alpes.fr; clement.jourdana@univ-grenoble-alpes.fr

K. Keita
Univ. Jean Lorougnon Guédé (UJLoG), Daloa, Ivory Coast

© Springer Nature Switzerland AG 2020
G. Nicosia, V. Romano (eds.), Scientific Computing in Electrical Engineering,
Mathematics in Industry 32, https://doi.org/10.1007/978-3-030-44101-2_10

105

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-44101-2_10&domain=pdf
mailto:brigitte.bidegaray@univ-grenoble-alpes.fr
mailto:clement.jourdana@univ-grenoble-alpes.fr
https://doi.org/10.1007/978-3-030-44101-2_10


106 B. Bidégaray-Fesquet et al.

The matrices ρc and ρv are respectively the conduction and valence densities. Their
diagonal terms, called populations, are the occupation probabilities and their off-
diagonal terms, called coherences, describe the intra-band transitions. Finally, ρcv

and ρvc = ρcv
∗

(A∗ denoting the Hermitian adjoint of a matrix A) describe the
inter-band transitions.

The time-evolution of ρ can be driven by a free electron Hamiltonian associated
to electron level energies and the interaction with an electromagnetic wave (see e.g.
[2] for details):

ih̄∂t ρ = [E0 +E ·M, ρ], (2)

where [A,B] denotes the commutator AB − BA, E0 = diag({εcj }, {εvj }), M is
the dipolar moment matrix (a matrix that can be expressed in terms of the wave
functions associated to each energy level) and E is a time-dependent electric field.

To study the interaction of the quantum dot with an electromagnetic field, Eq. (2)
can be coupled with Maxwell equations:

∂tE = c2 curlB− μ0c
2J, (3)

∂tB = − curlE, (4)

B being the magnetic field, c the speed of light in free space and μ0 the vacuum
permeability. The coupling is expressed via the current density J which is given by

J = na Tr(M∂tρ), (5)

where na is the quantum dot volume density.
Equation (2) is a Liouville equation and it confers a certain number of properties

to the solution that have already been extensively studied in the literature. Here, we
focus on the addition of electron–phonon (e–ph) interactions in such a model.

1.2 Electron–Phonon Hamiltonian

As in [3] where the addition of Coulomb interactions is discussed, the starting point
is to use field quantification to write an e–ph Hamiltonian. We write it in the form
Hc−ph+Hv−ph. It reflects that e–ph interactions cannot lead the electron to change
species. In this work, only polar coupling to optical phonons is considered since it
usually leads to the fastest dynamics in low excitation regime. The corresponding
Fröhlich interaction Hamiltonian is given by (see e.g. [4, 6, 7]):

Hc−ph= 1

|B|
∫

B

∑

α,α′∈Ic
Gcq,α,α′ c

†
α

(
bq + b†

−q
)
cα′ dq, (6)



On a Bloch-Type Model with Electron–Phonon Interactions 107

Hv−ph= 1

|B|
∫

B

∑

α,α′∈Iv
Gvq,α,α′ v

†
α

(
bq + b†

−q
)
vα′ dq. (7)

The operators c†
j and cj (resp. v†

j and vj ) are creation and annihilation operators

for conduction (resp. valence) electrons and the operators b†
q and bq are those

for phonons, where the phonon mode q belongs to the Brillouin zone B of the
underlying crystal. The volume of the Brillouin zone is denoted |B|. For e ∈ {c, v},
Geq is a matrix whose coefficients are expressed in terms of the wave functions
associated to each energy level:

Geq,α,α′ = Eq

∫
ψe∗α (r) exp(iq · r)ψeα′(r) dr, (8)

Eq being the Fröhlich constant [6] defined such thatGe∗q = Ge−q.

1.3 Phonon-Assisted Densities and Time Evolution

We first recall that the commutation relations between conduction and valence
electron operators are the following

∀j, k ∈ Ic, {c†
j , ck} = δjk, {c†

j , c
†
k} = {cj , ck} = 0, (9)

∀j, k ∈ Iv, {vj , v†
k } = δjk, {vj , vk} = {v†

j , v
†
k } = 0, (10)

∀j ∈ Ic and k ∈ Iv, [c†
j , v

†
k ] = [c†

j , vk] = [cj , v†
k ] = [cj , vk] = 0, (11)

where δjk is the Kronecker delta function. Contrarily to electrons, phonons are
bosons and they obey the following commutation rules

∀ q,q′ ∈ B, [bq, b†
q′ ] = |B| δ(q− q′), [bq, bq′ ] = [b†

q, b
†
q′ ] = 0,

(12)

where δ is the Dirac delta function. Indeed, we do not consider here a quantization of
phonon modes (even if in order to perform numerical simulations we will discretize
in Sect. 2 the Brillouin zone and use a quadrature formula to approximate integrals
over q).

As in [5], we introduce phonon-assisted density matrices

Sq =
(
Sccq Scvq
Svcq Svvq

)
(13)



108 B. Bidégaray-Fesquet et al.

where Sefq,α,α′ = 〈f †
α′bqeα〉, e, f ∈ {c, v}. Then, using intensively the commutativity

rules (9)–(12), the time evolution of the density matrix due to e–ph interactions can
be cast in a very compact form as

ih̄∂t ρ|e−ph = 1

|B|
∫

B
[Gq, Sq + S∗−q]dq ≡ P(S), (14)

where we have introduced the notations

Gq =
(
Gcq 0
0 Gvq

)
and S = {Sq, q ∈ B}. (15)

We have P(S)∗ = −P(S) independently of the structure of S. Therefore ρ, which
is initially Hermitian, remains Hermitian through time evolution via (14). This
equation is also trace preserving since the right-hand side is a combination of trace-
free commutators.

To close the system, we now look for the time evolution of phonon-assisted
densities. First, using again the commutativity rules (9)–(12), we make explicit the
commutators between the e–ph interaction Hamiltonian and the other Hamiltonians
involved in the system: the free electron Hamiltonian, the electromagnetic interac-
tion Hamiltonian and the free phonon Hamiltonian. For instance, the free phonon
Hamiltonian is given by

H ph = 1

|B|
∫

B
Eqb

†
qbq dq

and the involved commutator [c†
α(bq+b†

−q)cα′ ,H ph] is equal toEqc
†
α(bq−b†

−q)cα′ .
Then, we use the Wick theorem [8] to approximate the means involving four
operators by sums and products of densities. It closes the system at the cost of
rendering it non-linear. After computations, we finally obtain, for each q ∈ B, the
following equation

ih̄∂t Sq|e−ph = EqSq + 1

2
{G∗q, ρ} + (

1

2
+ nq)[G∗q, ρ] + C(ρ,G∗q)

≡ EqSq +Qq(ρ). (16)

The term {A,B} denotes the skew-commutator AB + BA, nq = 〈b†
qbq〉 is the

phonon density expressed in terms of the phonon energy Eq by the Bose–Einstein
statistics, and C(ρ,G∗q) is a non-linear term expressed as

C(ρ,G∗q) = −ρ̃G∗qρ̃ + Tr(G∗qρ̃)ρ̃ (17)
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where ρ̃ = ρ
(
I c 0
0 −Iv

)
, I c and Iv being the identity matrices for the conduction

and valence spaces.

To summarize, the e–ph Bloch model consists in coupling an equation on ρ

ih̄∂tρ = [E0 + E ·M, ρ] + P(S) (18)

with a set of equations on Sq (one for each q)

ih̄∂tSq = EqSq + [E0 +E ·M, Sq] +Qq(ρ). (19)

2 Numerical Scheme

For simulations, we consider a collection of quantum dots which are scattered in a
one dimensional space along the z direction and interact not directly but through the
interaction with the electromagnetic field. Therefore, densities depend on time and
space and the e–ph Bloch model (18)–(19) is coupled with Maxwell equations (3)–
(4).

First, we introduce a uniform discretization of the Brillouin zone B using Nq
points. The integral over q in (14) is approximated by a simple quadrature formula
and consequently the global phonon-assisted density S = {Sq

l
, l = 1, · · · , Nq } is

computed solving Nq independent equations (19).
We fix a time step δt > 0 and we discretize uniformly the time using Nt +

1 points: tn = nδt for n ∈ {0, . . . , Nt } with δt = T
Nt

, T being the final time.
Analogously, we fix a space step δz > 0 and we discretize uniformly the space
using Nz + 1 points: zj = jδz for j ∈ {0, . . . , Nz} with δz = L

Nz
, L being the

length of the quantum dot collection.
A finite difference Yee scheme is used for Maxwell equations (3)–(4): for all

n ∈ {0, · · · , Nt − 1},

B
n+ 1

2

y,j+ 1
2
= Bn−

1
2

y,j+ 1
2
− δt
δz
(Enx,j+1 − Enx,j ), ∀j ∈ {0, · · · , Nz − 1}, (20)

En+1
x,j = Enx,j − c2

δt

δz
(B
n+ 1

2

y,j+ 1
2
− Bn+

1
2

y,j− 1
2
)− μ0c

2δtJ
n+ 1

2
x,j , ∀j ∈ {1, · · · , Nz}, (21)

with J
n+ 1

2
x,j = − ina

h̄
T r

(
Mx

[
E0, ρ

n+ 1
2

j

]
+MxP(Snj )

)
. In (20), we use the conven-

tion B
− 1

2

y,j+ 1
2
= 0 for all j ∈ {0, · · · , Nz − 1} and (21) is initialized by E0

x,j and

S0
j = 0 for all j ∈ {0, · · · , Nz}. Finally, a time dependent incident wave Einc is
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injected in the left part of the device by the boundary condition

En+1
x,0 = Enx,1 + En+1

inc − E
n− δzc
inc + 1− c δt

δz

1+ c δt
δz

(
Enx,0 − En+1

x,1 + En+1− δzc
inc − Eninc

)
,

for all n ∈ {0, · · · , Nt −1}. Notice that the discretization steps δt and δz are chosen
in order to satisfy the stability condition imposed by this numerical scheme (see e.g.
[1]).

We consider a weak coupling between the Maxwell and Bloch equations. It
means that E and ρ are not discretized at the same time to avoid a fixed point
procedure. Equations (18)–(19) are discretized on a staggered grid in time and each
equation is solved using a Strang splitting method:
for all l ∈ {1, · · · , Nq}, for all n ∈ {0, · · · , Nt − 1}, for all j ∈ {0, · · · , Nz},

Sn+1
q
l
,j = A3

(δt
2
, Eq

l
I
)
A2

(δt
2
, E0 +

Enx,j + En+1
x,j

2
Mx

)
(22)

A1

(
δt,Qq

l
(ρ
n+ 1

2
j )

)
A2

(δt
2
, E0 +

Enx,j + En+1
x,j

2
Mx

)
A3

(δt
2
, Eq

l
I
)
Snq

l
,j ,

ρ
n+ 3

2
j = A2

(δt
2
, E0 + En+1

x,j Mx

)
A1

(
δt, P (Sn+1

j )
)
A2

(δt
2
, E0 + En+1

x,j Mx

)
ρ
n+ 1

2
j .

(23)

Equations (22)–(23) are initialized by S0
q
l
,j = 0 and ρ

1
2
j = A2

(
δt
2 , E0 +

E0
x,jMx

)
ρ0
j . In these expressions, A1, A2 and A3 are three semigroups defined by

A1(t, B)A = A− it
h̄
B, A2(t, B)A = e−

itB
h̄ Ae

itB
h̄ and A3(t, B)A = e−

itB
h̄ A.

They can be computed exactly using matrix exponential formulas. The advantage of
this splitting is that it numerically preserves positiveness for each equation.

3 Numerical Simulations

We now perform numerical simulations in order to assess the capability of the
Bloch model to describe the interaction of quantum dots with an electromagnetic
field. More precisely, we study a Self-Induced Transparency (SIT) case. It is a
phenomenon that allows to obtain an exact population inversion with an unchanged
electric field, using a light pulse resonant with the electron energy levels.

The propagating field Einc that we inject is a pulse with a specific envelope and a
center frequencyω0. First, we recall some results obtained without e–ph interactions
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Fig. 1 Energy level description for the two 3-level test cases
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Fig. 2 Time evolution of Ex (at the top) and populations (at the bottom) without e–ph interactions.
Left: εv2 − εv1 = 2h̄ω0; Right: εv2 − εv1 = h̄ω0

for two 3-level test cases with a conduction level and two valence levels (see [3] for
more details). The energy between the conduction level and the first valence level
corresponds to the field frequencyω0. In the first case (dashed line on the schematic
representation Fig. 1), the transition between the two valence levels is 2h̄ω0. It is
instead h̄ω0 in the second case (solid line).

In Fig. 2, we represent at the top the time evolution of the electric field Ex
for a given quantum dot and at the bottom the corresponding time evolution of
populations for the two test cases. In the left picture (corresponding to the case
εv2 − εv1 = 2h̄ω0), we observe a complete population inversion due to the light
pulse. Instead, when the transition between the two valence levels is resonant with
the field (right picture), the SIT phenomenon is destroyed.
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Fig. 3 Time evolution of populations for εv2 − εv1 = 2h̄ω0 and Nq = 100 (left) and zoom inside
the rectangle (right)

Now, we add the e–ph interactions. For simplicity, we assume that optical
phonons are almost dispersionless and take a constant phonon energy Eq for the
Nq = 100 phonon modes that we consider. The time evolution of populations is
presented in Fig. 3 for the test case in which εv2 − εv1 = 2h̄ω0. We observe that
e–ph interactions destroy the SIT phenomenon, even for valence levels far apart
enough. In addition to a relaxation behavior, fast oscillations are generated for the
two valence levels and persist after the electromagnetic pulse (as emphasized in the
zoom presented in the right picture of Fig. 3) .

4 Conclusion

To study the interaction of quantum dots with an electromagnetic field taking into
account e–ph interactions, we proposed an efficient discretization for the coupling
appearing between the equation on the electron density ρ and the set of equations on
the phonon-assisted densities Sq. For a better modeling, it will be now interesting
to investigate how to take into account, via a kinetic equation, the quantum-well
wetting layer into which quantum dots are embedded.
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Charge and Phonon Transport
in Suspended Monolayer Graphene

Marco Coco, Giovanni Mascali, and Vittorio Romano

Abstract Thermal effects are playing a crucial role for the design of electron
nanoscale devices. The present contribution deals with charge and phonon transport
under an applied external electric field in a suspended monolayer of graphene. A
major question is represented by the phonon-phonon collision operator involving in
general a three particle scattering mechanism. To model the phonon-phonon interac-
tions a relaxation time approximation is employed. This requires the introduction of
a local equilibrium phonon temperature whose definition is still a matter of debate
for a general non equilibrium situation. Here, two different approaches are presented
and discussed.

1 Introduction

Graphene is one of the most promising materials for future nano-electronics because
of its unique electrical and thermal properties. It has been increasingly investigated
from different points of view. A correct mathematical description of transport
phenomena in graphene is fundamental and there have been a lot of attempts
and approaches, starting from the well-established results for other traditional
semiconductor materials and devices. In particular, kinetic and macroscopic models
have been applied, see for example [1–5]. Also stochastic approaches, as the Direct
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Simulation Monte Carlo (DSMC), are consolidated methods for numerically solving
transport equations in graphene. However, many of them do not properly take into
account the Pauli exclusion principle [6], that in graphene is no longer negligible for
the high values of the electron densities. This problem has been overtaken by a new
DSMC procedure which correctly includes the Pauli principle. Cross-validations
with deterministic solutions, e.g. the Discontinuous Galerkin-based ones, confirm
that this approach is completely satisfactory [7]. The new DSMC approach allows
us to describe electron transport in graphene also in cases when graphene is on
several types of substrates [8, 9].

Together with the correct inclusion of the Pauli exclusion principle into the
charge transport simulations, to have a satisfactory and complete description of
transport phenomena in graphene, it is necessary an adequate treatment of the
phonon-phonon collision operators. Its complete form involves at least a three
particle kernel and this makes the numerics rather complicated. A way to overcome
the problem is to replace the original collision operators with a simpler relaxation
time approximation. This requires the introduction of a local phonon temperature
whose definition is still a matter of debate for a general non equilibrium situation.
In this paper two different approaches for defining the local equilbrium phonon
temperature are introduced and discussed on the basis of the results reported in [5]
and [10, 11].

2 Kinetic Model

Graphene is made of carbon atoms arranged in a honeycomb hexagonal lattice. The
most part of electrons are located in the wave vector space around the Dirac points
K and K ′, which are the vertices of the hexagonal primitive cell of the reciprocal
lattice. At the Dirac points, the valence and conduction band touch each other
and, therefore, graphene is a semimetal. In the proximity of the Dirac points the
energy bands for electrons can be approximated by a conical band structure and
the electrons behave as massless Dirac fermions [12]. We consider Fermi levels
high enough to neglect the dynamics of the electrons in the valence band, that
we consider fully occupied. This situation is similar to an n-type doping for the
traditional semiconductors. Around the equivalent Dirac points the band energy ε�
is approximated by a linear relation

ε� = h̄ vF |k− k�| , (1)

and the group velocity is given by

v� = 1

h̄
∇k ε� .

Here k is the electron wave-vector, vF is the (constant) Fermi velocity, h̄ the Planck
constant divided by 2π , and k� is the position of the Dirac point � = K,K ′.



Charge and Phonon Transport in Suspended Monolayer Graphene 117

In a semiclassical kinetic setting questa virgola la toglierei, for the electrons in the
conduction band, the charge transport in graphene is described by two Boltzmann
equations, for the K and K ′ valleys.

∂f�(t,x,k)

∂t
+ v� · ∇xf�(t,x,k) − e

h̄
E · ∇kf�(t,x,k) = df�

dt
(t,x,k)

∣∣∣∣
e−ph

(2)

where f�(t,x,k) represents the distribution function of charge carriers in the valley
� (K or K ′), at position x, time t , and with wave-vector k. We denote by ∇x and
∇k the gradients with respect to the position and the wave-vector, respectively. e is
the elementary (positive) charge and E is the externally applied electric field.

All the scattering events between electrons and phonons are described by the
collision term, at the right hand side of (2). The scattering of electrons can be
with longitudinal or transversal, acoustic and optical phonons, LA, TA, LO and TO,
respectively. Both the acoustic and optical phonon scatterings are intra-valley and
intra-band. Eventually, one has to take into account also the scattering of electrons
with K phonons which is inter-valley and, therefore, pushes electrons from a valley
to the nearby one. The general form of the collision term can be written as

df�

dt
(t,x,k)

∣∣∣∣
e−ph

=
∑

�′

[∫

B
S�′,�(k

′,k) f�′(t,x,k′) (1− f�(t,x,k)) dk′

−
∫

B
S�,�′(k,k

′) f�(t,x,k)
(
1− f�′(t,x,k′)

)
dk′

]
,

where the total transition rate S�′,�(k′,k) is given by the sum of the contributions of
the several types of scatterings [5]:

S�′,�(k
′,k)=

∑

μ

∣∣∣G(μ)�′,�(k
′,k)

∣∣∣
2[(
g−μ + 1

)
δ
(
ε�(k)− ε�′(k′)+ h̄ ωμ

)

+g+μ δ
(
ε�(k)− ε�′(k′)− h̄ ωμ

)]
. (3)

The index μ labels the μth phonon species. The
∣∣∣G(μ)�′,�(k

′,k)
∣∣∣
2
’s are the electron-

phonon coupling matrix elements, which describe the interaction mechanism by
which an electron goes, from the state of wave-vector k′ belonging to the valley
�′ to the state of wave-vector k belonging to the valley �, through the emission or
absorption of a μth phonon. The symbol δ denotes the Dirac distribution, ωμ is the
μth phonon frequency, gμ(q) is the phonon distribution for theμ-type phonons with
q the phonon wave-vector belonging to the Brillouin zone B. In (3), g±μ = gμ

(
q±

)
,

where q± = ± (
k′ − k

)
, stemming from the momentum conservation. The K

and K ′ valleys can be treated as equivalent and in the following we consider the
population of one single valley.
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Similarly, the dynamics of the phonon populations is described by solving the
following Boltzmann equations for the phonon distributions gμ(t,x,q)

∂gop

∂t
= Cop, op = LO, TO,K, (4)

∂gac

∂t
+ cac · ∇xgac = Cac, ac = LA, T A, (5)

cac = ∇q ωac is the acoustic phonon group velocity, h̄ωac being the phonon energy
and q the phonon wave vector.

The group velocity of the optical phonons disappears because of the Einstein
approximation h̄ωop ≈ const, which can be used for them, while, regarding the
acoustic phonons, the Debye approximation can be used: ωac = cac|q|, with cac the
sound speed of the sth acoustic branch.

In principle also the Z phonons should be included although they do not interact
with electrons but they contribute to the total crystal temperature. In the present
article the Z phonons will be neglected for the sake of simplicity.

The phonon collision term splits in two parts

Cμ = Cp−eμ + Cp−pμ , μ = LA, T A,LO, TO,K. (6)

C
p−e
μ represents the phonon-electron collision operator, while Cp−pμ describes the

phonon-phonon interactions, that are a very difficult problem to deal with from a
numerical point of view. For this reason they are usually treated by means of a
Bhatnagar-Gross-Krook (BGK) approximation [13]

Cp−pμ = −gμ − g
LE
μ

τμ
.

This describes the relaxation of each phonon branch towards an equilibrium
condition, that is represented by a local equilibrium distribution gLEμ , whose
temperature, we refer to as the local temperature TL, is the same for each phonon
population.

We assume that the local equilibrium phonon distributions are given by Bose-
Einstein distributions

gLEμ =
[
eh̄ωμ/kBTL − 1

]−1
. (7)

The functions τμ = τμ(Tμ) are the temperature dependent phonon relaxation
times. We remark that each relaxation time is supposed to depend only on the
temperature Tμ of the same branch.

If we know the phonon distributions gμ’s, we can calculate the average phonon
energy densities

Wμ = 1

(2π)2

∫

B
h̄ωμ gμ dq, (8)
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and the temperatures Tμ of each phonon branch are determined from

∫

B
h̄ωμgμ(q)dq =

∫

B
h̄ωμ

[
eh̄ωμ/kBTμ − 1

]−1
dq. (9)

From the general properties of the phonon collision operators, the relation

∑

μ

Wμ −WLE
μ

τμ
= 0 (10)

holds, where WLE
μ is calculated by means of (7). TL is obtained by numerically

solving the non linear relation arising from (10).
It is possible to prove that (10) admits a unique solution. For further details we

refer to [11] where the previous approach has been adopted to devise a simulation
scheme for the electron-phonon transport in graphene.

3 Alternative Form of the Local Temperature

The concept of non equilibrium temperature is a subtle topic and still a matter of
debate [14, 15]. In the previous section we have introduced the local temperature
by the relation (10) which stems from the properties of the phonon-phonon
collision operator. The rational is that the collision operator pushes the system,
in a characteristic time related to the relaxation times, toward an equilibrium state
with a single global temperature. However, in statistical mechanics one of the most
reasonable and adopted way to generalise the concept of temperature in a non
equilibrium state is relating TL to the Lagrange multipliers associated to the energy
constraint.

For phonon transport in graphene the approach based on the Lagrange multipliers
has been followed in [5] (to which the interested reader is referred to for the details)
within the application of the Maximum Entropy Principle (MEP) (see [16] for a
review of MEP in semiconductors). Let us recall here the main steps.

The temperature of each phonon branch is introduced as in the previous section
while the local temperature is defined as follows [13, 17]. The temperature T ∗L is the
common temperature we must assign to each species in order to have

∑

μ

Wμ =
∑

μ

WLE
μ . (11)

In other words, T ∗L is the common temperature each phonon species should have if
they would be in local thermodynamic equilibrium among them in order to preserve
the total energy.
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Fig. 1 Relaxation times versus the local temperature normalized with respect to the room one T0

The new and the old definitions of local temperature are equivalent if all the
relaxation times are equal, that is

τμ = τ, μ = LO, TO,LA, T A,K, (12)

but this assumption is not compatible with experimental data, as clearly indicated
by Fig. 1. As a consequence, the two definitions of temperature do not coincide.
T ∗L is related only to the energy of the system and does not take into account

any scattering mechanism. If T ∗L is assumed as the correct definition of local
temperature, then the relation (10) must be considered as a constraint on the
relaxation times.

In the model formulated in [5] for charge and phonon transport in graphene,
a certain number of moments of electron and phonon distributions are used as
fundamental variables, and the extra fluxes and the production terms, which appear
in the corresponding balance equations, are additional unknown quantities and
require constitutive relations in terms of the fundamental variables. By resorting
to MEP, the electron and phonon occupation numbers can be estimated by the
maximum entropy distributions fMEP and gμ,MEP , μ=LO , TO , K , LA, TA,
which solve the following maximization problem:

max
f,gμ

S[f, gμ],

under the constraint that a certain number of moments, the fundamental variables,
are known.
S[f, gμ] is the total entropy which depends on the electron and phonon distribu-

tion functions f , gμ and whose expression is reported in [5].
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If in particular for the phonons we choose the following moments

Wop = 1

(2π)2

∫

B
h̄ωopgop dq,

Pop = 1

(2π)2

∫

R2
h̄qgop dq, op = LO, TO,K, (13)

Wac = 1

(2π)2

∫

R2
h̄ωacgac dq,

Qac = 1

(2π)2

∫

R2
h̄ωaccacgac dq, ac = LA, T A, (14)

and, solving the above constrained maximization problem, we get

gop,MEP = 1

exp
(
λWopεop + h̄q · λPop

)
− 1

, op = LO, TO,K,

gac,MEP = 1

exp
(
λWac εac + εac cac · λQac

)− 1
, ac = LA, T A,

where the λ’s are the Lagrange multipliers arising from the presence of the
constraints.

In order to manage the problem of inverting the constraints, we linearize the
occupation numbers around their isotropic part, obtaining

gop,MEP ≈ 1

e
λWop εop − 1

[
1− eλWop εop

e
λWop εop − 1

h̄q · λPop
]
, op = LO, TO,K, (15)

gac,MEP ≈ 1

eλWac εac − 1

[
1− eλWac εac

eλWac εac − 1
εac cac · λQac

]
, ac = LA, T A. (16)

By substituting (15)–(16) into the constraints (13)–(14) and by solving them with
respect to the Lagrange multipliers, one finds

λWop =
1

εop
ln

(
1+ yεop

Wη

)
, η = LO, TO,K, (17)

λWac =
(

4πyζ(3)

h̄2c2
ac

) 1
3

W
− 1

3
ac , ac = LA, T A (18)

λPop = −
A2ε2

op

4h̄2A1

y

Wop(Wop + Ayεop)Pop, op = LO, TO,K, (19)

λQac
= −2

3

(
4πyζ(3)

h̄2c8
ac

W−4
ac

) 1
3

Qac, ac = LA, T A, (20)
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where y = 1
(2π)2

, ζ(·) is the zeta function, A = 8
√

3
9
π2

a2
0
, A1 = 20

√
3

729
π4

a4
0
, with

a0 = 0.142 nm the nearest neighbor distance between the atoms in graphene.
At equilibrium the phonon temperatures are related to the corresponding

Lagrange multipliers by means of

Tμ = 1

kBλWμ
, μ = LO, TO,K,LA, T A.

If we assume that such relations hold even out of equilibrium, the definition of T ∗L
can be given in terms of the Lagrangian multipliers as follows.

Definition 3.1 The local temperature of a system of two or more branches of
phonons is T ∗L := 1

kBλWL
, where λWL is the common Lagrange multiplier the

occupation numbers of the branches, taken into account, would have if they were
in the local thermodynamic equilibrium corresponding to their total energy density,
that is

W(λWL) :=
∑

μ

Wμ(λWL) =
∑

μ

Wμ(λWμ),

where the sum is extended to the considered branches and the functions Wμ(λWμ)
are found from expressions (17)–(18).

In other words, we require that T ∗L is such that by evaluating all the average phonon
energy densities with the Lagrange multiplier given by 1/kBT ∗L and by summing
up, one gets the value of the total average energy density.

A comparison with experiments is not easy because it is not clear what exactly is
measured by the instruments. The comparison between TL and T ∗L is still under
investigation by the authors. The numerical results will be the argument of a
forthcoming article.
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Monte Carlo Simulation
of Electron-Electron Interactions
in Bulk Silicon

Guillermo Indalecio and Hans Kosina

Abstract We have developed a novel Monte Carlo (MC) algorithm to study carrier
transport in semiconductors in the presence of electron-electron scattering (EES).
It is well known that the Boltzmann scattering operator for EES is nonlinear
in the single-particle distribution function. Numerical solution methods of the
resulting nonlinear Boltzmann equation are usually based on more or less severe
approximations. In terms of the pair distribution function, however, the scattering
operator is linear. We formulate a kinetic equation for the pair distribution function
and related MC algorithms for its numerical solution. Assuming a spatially homo-
geneous system we derived a two-particle MC algorithm for the stationary problem
and an ensemble MC algorithm for the transient problem. Both algorithms were
implemented and tested for bulk silicon. As a transient problem we analyzed the
mixing of a hot and a cold carrier ensemble. The energy of the hot ensemble relaxes
faster with EES switched on. The cold ensemble is temporarily heated by the energy
transferred from the hot ensemble. Switching on the electric field rapidly is known
to result in an velocity overshoot. We observe that EES enhances the overshoot.
The stationary algorithm was used to calculate the energy distribution functions at
different field strengths.

1 Introduction

It is commonly accepted that EES alters the high-energy tail of the energy
distribution function in a semiconductor device [2]. Since physical models of hot
carrier degradation rely on accurate distribution functions as an input it is important
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to model EES carefully [5]. In this work we present results of a novel treatment of
EES that avoids several of the commonly made approximations.

2 Theory

We study the position-independent case (∇rf ≡ 0). Setting F = eE/h̄, the
Boltzmann equation takes the form

(
∂

∂t
+ F · ∇k1

)
f (k1, t) = Qph[f ](k1, t)+Qee[f ](k1, t) (1)

Here, f is the single-particle distribution function, and Qph denotes the electron-
phonon scattering operator. EES is described by the following, nonlinear integral
operator.

Qee[f ](k1, t)=
∫
dk′1 dk′2 dk2 S(k1,k2;k′1,k′2)

× [
f (k′1, t)f (k′2, t)− f (k1, t)f (k2, t)

]
(2)

Integration is over all initial states (k2) and final states (k′2) of the partner electron
and all final states (k′1) of the sample electron. We restrict our discussion to the non-
degenerate case where in the scattering operator (2) Pauli blocking factors of the
form [1− f (k, t)] are not included.

The two-particle transition rate See is derived for a screened Coulomb potential
using Fermi’s Golden rule [6, 8].

See(k1,k2;k′1,k′2) =
e4n

h̄(2πε0εs)2

δ(k1 + k2 − k′1 − k′2)
(
∣∣k1 − k′1

∣∣2 + β2
s )

2

× δ[ε(k′1)+ ε(k′2)− ε(k1)− ε(k2)]

The two δ-functions state conservation of momentum and conservation of energy,
respectively. In accordance with the principle of detailed balance for energy-
conserving transitions, the transition rate is symmetric:

See(k1,k2;k′1,k′2) = See(k
′
1,k

′
2;k1,k2)

The total scattering rate is obtained by integration over all final states:

Γee(k1,k2) =
∫
dk′1 dk′2 See(k1,k2;k′1,k′2)
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One out of the two integrals can be readily evaluated by means of the momentum-
conserving δ-function. Assuming a parabolic and isotropic dispersion relation ε(k)
which is characterized by the effective mass m∗, the remaining integral can be
evaluated analytically.

Γee(k1,k2) = ne4m∗

4πh̄3(ε0εs)2β2
s

|k2 − k1|
|k2 − k1|2 + β2

s

Here, n denotes the electron concentration and βs the Debye-Hueckel screening
parameter. In the presence of EES the Boltzmann equation (1) is nonlinear. Its
numerical solution typically requires some iterative method [2, 7].

In this work we chose a different approach. When changing from a single-particle
description to a two-particle description the transport equation becomes linear. This
step is formally accomplished by replacing the product of two distribution functions
by the two-particle distribution function g.

f (k1, t)f (k2, t)→ g(k1,k2, t)

From (1) one can derive a Boltzmann-like kinetic equation for the two-particle
distribution function g, which is posed in the six-dimensional momentum space
(k1,k2).

(
∂

∂t
+ F · ∇k1 + F · ∇k2

)
g(k1,k2, t) =

Qph[g](k1,k2, t)+Qee[g](k1,k2, t) (3)

In the two-particle picture, the nonlinear operator (2) turns into a linear integral
operator.

Qee[g](k1,k2, t)=2
∫
dk′1 dk′2 See(k1,k2;k′1,k′2)

[
g(k′1,k′2, t)−g(k1,k2, t)

]

(4)

Details about the derivation of (3) and (4) will be presented in a forthcoming
publication.

The linear kinetic equation (3) can be transformed into an integral equation of
the following form.

g(x) =
∫
g(x ′)K(x ′, x) dx ′ + g0(x), x ≡ (k1,k2, t) (5)

In this derivation, the very same steps as in the case of the Boltzmann equation
are applied [4]. Using the formalism described in [4] we derive a stationary and a
transient Monte Carlo algorithm for the solution of the integral equation (5).
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In the stationary algorithm, the trajectories of a pair of particles are calculated
over a long period of time. Electron-phonon scattering events of the two particles are
independent from each other and treated as in the case of the Boltzmann equation.
An EES event, however, changes the states of the two particles simultaneously,
whereby total momentum and energy are exactly conserved. Averages can be
computed using the before-scattering method [3].

In the transient algorithm, an ensemble of trajectory pairs is simulated, starting
from a given two-particle initial distribution. Averages are computed as ensemble
averages at given points in time.

3 Results and Discussion

In the following simulations an electron concentration of 1019 cm−3 and a lattice
temperature of 300 K are assumed. First we apply the stationary MC algorithm
to calculate the momentum distribution functions at different field strengths. In
accordance with thermodynamics, in equilibrium a Maxwellian distribution is
obtained. EES has no effect on the equilibrium distribution, see Figs. 1 and 2. At
77 K, EES causes a broadening of the non-equilibrium distribution (Fig. 1), whereas
as 300 K such a broadening is not observed (Fig. 2). The reason is that at 300 K
phonon scattering is much stronger and the relative importance of EES is small.

Figure 3 shows how an ensemble of hot electrons gets cooled down when
interacting with the phonons of the crystal lattice and additionally with an electron
ensemble at lattice temperature. The mean energy of the hot electrons relaxes faster
when EES is present. The mean energy of the cold electrons is temporarily increased
by the energy transfer from the hot carriers. Averages are calculated by sampling the
two ensembles at equidistant time steps. The number of particle pairs simulated is
2 · 104.

Fig. 1 Momentum
distribution functions at
equilibrium and at 20 kV/cm,
lattice temperature 77 K
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Fig. 2 Momentum
distribution functions at
equilibrium and at 20 kV/cm,
lattice temperature 300 K

Fig. 3 Relaxation of the
mean energy is affected by
EES. The initial two-particle
distribution function assumed
consists of a hot ensemble at
3000 K and a cold ensemble
at 300 K

Another application of the transient MC algorithm is the study of the response of
the carriers to an abrupt change in the electric field. At 1 ps a field step of 50 kV/cm
is applied. During a short period after the field step the carriers experience the
high electric field and are accelerated accordingly, whereas the mean energy and
thus momentum relaxation due the electron-phonon scattering is still low. In this
situation a phenomenon known as the velocity overshoot occurs [1]. Our results
indicate that the velocity overshoot even gets enhanced by EES as shown in Fig. 4.
We believe that the enhancement in the overshoot can be explained as follows. Two
particles entering the high field region experience an EES event where momentum
is transferred from one particle to the other. If the momentum transfer is largely
oriented along the field direction, one electron gains velocity and the other one is
slowed down. The low energetic electron, however, experiences a small electron-
phonon scattering rate and has a higher probability to stay in the high field without
scattering, so that it will also have a large momentum gain from the field. Therefore,
both electrons involved in the EES event eventually reach a higher velocity than they
would without the EES event. Figure 4 also shows that EES gives a faster rise of the
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Fig. 4 Velocity overshoot
(left, black) and energy
transient (right, red) after
applying an electric field step
of 50 kV/cm at 1 ps

mean energy towards the stationary value. Again, in the simulation we sampled an
ensemble of 2 · 104 particle pairs at equidistant time steps.

4 Conclusions

We have developed a two-particle Monte Carlo algorithm for the solution of a two-
particle kinetic equation that includes electron-electron scattering.

We demonstrate the impact of electron-electron scattering on the transient
relaxation of an ensemble of hot carriers, on the velocity overshoot in the presence
of a field step, and on the shape the momentum distribution function.
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Semi-classical and Quantum
Hydrodynamic Modeling of Electron
Transport in Graphene

Liliana Luca and Vittorio Romano

Abstract The present work aims at formulating hydrodynamic models for a proper
description of charge transport in graphene, which is extremely important for
growing technological development in CAD tools. The analysis is carried out in
two different steps. Initially a semi-classical hydrodynamic model is developed
starting from the moment system associated with Boltzmann equation and obtaining
the closure relations with the Maximum Entropy Principle. At this level quantum
effects are neglected. In the second step the model previously developed is extended
to include quantum effects by incorporating the first order quantum corrections.
To asses the validity of this model numerical simulations are under current
investigation.

1 Introduction

Graphene, a monolayer of sp2-bonded carbon atoms with zero band gap, is
not only the basis for graphite but also a new material with immense potential
in microelectronics for its exceptional electrical transport properties, like high
conductivity and high charge mobility. As a result of its promising properties, it
seems to be an ideal candidate to take over from silicon for the next generation of
faster and smaller electronic devices.

To deal with the basic kinetic transport equations remains too expensive for
real life applications. Nevertheless from transport equations it is possible to derive
simpler fluid dynamic equations for macroscopic quantities like particle, velocity,
or energy densities. They represent a good compromise between physical accuracy
and computational cost.

A standard approach to derive macroscopic models, like drift-diffusion, energy
transport or hydrodynamic ones, is the moments method. The present work aims at
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formulating hydrodynamic models of this type for a proper description of charge
transport in graphene, which is extremely important for growing technological
development in CAD tools.

The plan of the paper is as follows.
Section 2 focuses on the formulation of a semi-classical hydrodynamic model

based on the Maximum Entropy Principle (MEP) without taking into account
quantum effects. The model analyzed can be developed by taking into account fully
non linear closure relations [11], or its linearized version [2, 12].

To take into account quantum phenomena, in the second section a quantum
hydrodynamic model for charge transport in graphene is derived from a moment
expansion of the Wigner-Boltzmann equation and the needed closure relations are
obtained by adding quantum corrections based on the equilibrium Wigner function
to the semiclassical model formulated in [2, 11, 12] by exploiting the Maximum
Entropy Principle. The expression of the equilibrium Wigner function which takes
into account the energy band of graphene has been obtained by solving the
corresponding Bloch equation (see also [1, 17]). In other terms, the strategy adopted
for formulating these models combines quantum and semi-classical approaches as
shown in Fig. 1.

Quantum Transport Semiclassical
Transport

Wigner Equation Boltzmann
Equation

Quantum Hydro-
dynamic Models

Semi-classical
Hydrody-

namic Models

Quantum Cor-
rected Hydrody-
namic Models

Fig. 1 Schematic representation of the strategy adopted for developing Quantum Corrected
Hydrodynamic models
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2 A Semi-classical Hydrodynamic Model

The starting point for the derivation of semi-classical hydrodynamic models is the
semi-classical Boltzmann equation

∂f (r,k, t)

∂t
+ v · ∇rf (r,k, t) + q

h̄
∇rΦ(r) · ∇kf (r,k, t) = C[f ](r,k, t) (1)

where f (r,k, t) is the distribution of electrons in the conduction or valence band
(the dependence from the Dirac point is omitted), ∇r and ∇k are the gradients with
respect to the space variable r and wave vector respectively, q is the elementary
(positive) charge, h̄ is the reduced Planck’s constant, Φ is the electric potential
and v is the microscopic velocity which is related to the energy band by v(k) =
±1

h̄
∇kE(k). The positive sign refers to the conductions band, the negative sign to

the valence one. C is the collision term representing the interactions of electrons
with acoustic (ac) phonons, longitudinal (LO) and transversal (TO) optical phonons
andK–phonons (for more details see [2, 11]).

Numerical solutions of Eq. (1) can be obtained, for example, via Direct Monte
Carlo Simulation (DSMC)[5, 22] or by finite difference schemes [10] or by discon-
tinuous Galerkin (DG) methods [5]. However, these simulations have been obtained
for simple cases such as pristine graphene under the effect of a constant external
electric field. With a view of more complex situations, like those represented by
a metal-oxide-semiconductor field-effect transistor (MOSFET) with a graphene
channel, it is better to benefit from simpler models like drift-diffusion, energy
transport or hydrodynamic ones. These directly provide balance equations for
macroscopic quantities like electron density, average velocity or current, average
energy, etc., and, therefore, are more suited as models for CAD tools.

The macroscopic quantities are related to the distribution function because they
represent average values of some functions of the wave vector k. For example, the
density n(r, t) is given by

n(r, t) = 2

(2π)2

∫

R2
f (r,k, t)d2k.

Similarly the average energyW(r, t) is given by the relation

n(r, t)W(r, t) = 2

(2π)2

∫

R2
f (r,k, t)E(k)d2k.

Generally speaking, given a weight function ψ(k), the corresponding macroscopic
quantity is the expectation value

M(r, t) = 2

(2π)2

∫

R2
ψ(k) f (r,k, t)d2k.
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The evolution equation forM(r, t) is deduced by multiplying Eq. (1) for ψ(k) and
by integrating with respect to k

∂M

∂t
+∇r ·

∫

R2
f

2ψ(k)

(2π)2
v(k)d2k− q

h̄
E ·

∫

R2
f∇k

2ψ(k)

(2π)2
d2k

=
∫

R2

2ψ(k)

(2π)2
C[f ]d2k. (2)

Note that the moment equations depend only on the independent variables r, t . This
considerably reduces the numerical complexity.
The main issue related to any model based on balance equations deduced as moment
equations of type (2) is that there are more unknowns than introduced moments in
the evolution equations, and the so-called closure problem arises. This comes from
expressing the additional unknowns, that is the extra fluxes and production terms

∫

R2
f

2ψ(k)

(2π)2
v(k)d2k,

∫

R2
f∇k

2ψ(k)

(2π)2
d2k,

∫

R2

2ψ(k)

(2π)2
C[f ]d2k,

as functions of the basic moments.
A systematic way to get the needed closure relations is employing the Maximum

Entropy Principle (MEP). It is based on the information theory of Shannon and was
devised for application in statistical physics by Jaynes [8] (for a general review of
the application of MEP to semiconductors the interested reader is referred to [15]).
The central idea of this principle is to predict the distribution of the microstates,
which are the particle of the system, on the basis of the knowledge of some
macroscopic data. The latter information is specified in the form of some simple
moment constraints. Therefore the distribution obtained with MEP is the least biased
estimator from the knowledge of a finite number of expectation values.

Let us suppose that a certain number of moments MA(r, t), A = 1, 2, · · · , N ,
relative to the weight functions ψA(k), are known. According to MEP, the electron
distribution function is estimated with the distribution fMEP obtained by solving
the following constrained optimization problem: for fixed r and t ,

max
f∈F

S[f ] subject to the constraints:

0 < f < 1, (3)

MA = 2

(2π)2

∫

R2
ψA(k) f (r,k, t)d

2k, A = 1, 2, · · · , N, (4)

where S[f ] is the entropy of the system, which in the semi-classical approximation
reads

S[f ] = −2
2kB
(2π)2

∫

R2
[f ln f + (1− f ) ln (1− f )] d2 k.
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Factor 2 is included to take into account the valley degeneracy. F is the space of the
function g(k) such that ψA(k)g(k) ∈ L1(R2) for A = 1, 2, · · · , N .

Here with L1(R2) we have denoted the usual Banach space of the summable
functions defined over R2.

To take into account bilateral constraints let us introduce the Lagrange multipliers
λA, A = 1, 2, · · · , N , and the Legendre transform of S

S′ = S +
∑

A

λA

(
MA − 2

(2π)2

∫

R2
fψA(k) d

2k

)
.

Let the variation of S′ with respect to f be zero, i.e.,

0 = δS′ = −2
2kB
(2π)2

∫

R2

[
ln f − ln (1− f )+ 1

2 kB

∑

A

ψA(k)λA

]
δf d2 k.

Since δf is arbitrary, the quantity in the square brackets must be zero; we get

fMEP (r,k, t) = 1

1+ exp
[∑

A ψA(k)λA(r, t)
] ,

which also fulfills the unilateral constraints (3).
The multiplicative constant 1

2 kB
has been included into the multipliers for

simplicity.
To complete the optimization procedure, it is necessary to invert the relations (4)

and express the Lagrangian multipliers as functions of the basic variables. This can
generally be achieved only numerically or by some approximation, e.g. expanding
around the equilibrium state.

The above problem of inversion apart, once one gets fMEP , the needed closure
relations are obtained by evaluating the extra fluxes and production terms with
fMEP instead of f . At equilibrium the distribution of electrons, both in the
conduction and valence band, are given by the Fermi-Dirac distribution

fFD(r,k, t) = 1

1+ exp

(
E(k)− εF
kBTL

) , −∞ < E(k) < +∞, (5)

where εF is the Fermi energy,TL being the lattice temperature and kB the Boltzmann
constant.
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In this work we consider a 6-moment model obtained by choosing as weight
functions {1,E,v,Ev} to which the following average quantities in the conduction
bands (similar results hod for the valence band) correspond

n(r, t) = 2

(2π)2

∫

R2
f (r,k, t) dk density, (6)

n(r, t)W(r, t) = 2

(2π)2

∫

R2
f (r,k, t)E(k) dk energy density, (7)

n(r, t)V(r, t) = 2

(2π)2

∫

R2
f (r,k, t)v(k) dk linear momentum density, (8)

n(r, t)S(r, t) = 2

(2π)2

∫

R2
f (r,k, t)E(k)v(k) dk energy-flux density. (9)

The corresponding evolution equations, in the unipolar case, are given by

∂

∂t
n+∇r (nV) = 0,

∂

∂t
(nW)+∇r (nS)+ q nE ·V = nCW ,

∂

∂t
(nV)+∇r

(
nF(0)

)
+ q nG(0) : E = nCV,

∂

∂t
(nS)+∇r

(
nF(1)

)
+ q nG(1) : E = nCS.

Besides the average densities, velocities, energies and energy fluxes, additional
quantities appear1

nCV = 2

(2π)2

∫

R2
v(k)C(k) d k,

nCW = 2

(2π)2

∫

R2
E(k)C(k) d k, nCS = 2

(2π)2

∫

R2
E(k)v(k)C(k) d k

n

(
F(0)

F(1)

)
= 2

(2π)2

∫

R2

(
1

E(k)

)
v(k) ⊗ v(k)f (r,k, t) dk,

n

(
G(0)

G(1)

)
= 2

h̄ (2π)2

∫

R2
f (r,k, t)∇k

(
v(k)

E(k)v(k)

)
dk,

that must be expressed as function of the basic variables n, V,W , S.

1The symbol ⊗ denotes the tensor product of vectors.
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Regarding the production terms, they are given by summing the contributions
arising from the different types of phonon scattering

CM = C(ac)M +
∑

s=LO,TO,K
C
(s)
M ,

withM = ρ,W,V,S.
The following expression of the distribution function deduced by MEP

fMEP (r,k, t) = 1

1+ exp(λ(r, t)+ λw(r, t)E(k)+ (λV(r, t)+ E(k)λS(r, t)) · v(k))
(10)

has been used in the linearized form2

fMEP (r,k, t) ≈ 1

1+ eλ+λwE −
eλ+λwE

(1+ eλ+λw E)2
(λV + EλS) · v. (11)

Explicit closure relation has been obtained in [2] and [16] the crystal heating
effects have been also included. Comparisons with Direct Simulation Monte
Carlo [4–6, 13, 14, 22] have shown a good accuracy of the model. In the next
section the general guideline for getting quantum corrections to the semiclassical
hydryodynamic models will be delineated.

3 A 6-Moment Model with Quantum Corrections

To take into account quantum phenomena, the semiclassical Boltzmann equation is
not enough to describe charge transport. As a starting point for deriving the quantum
corrections to the semiclassical model, we consider the Wigner equation. At zero
order we recover the semiclassical models developed in [2, 11, 12, 16] by exploiting
the Maximum Entropy Principle (MEP). By following the idea developed in [20]
for silicon, h̄2 order corrections are obtained from the scaling of high field and
collision dominated regime. In the limit of high collisional frequency of the quantum
correction to the collision operator, this is equivalent to determine the h̄2 order
corrections with the equilibrium Wigner function, similarly to what done in [7].
The problem to find out the equilibrium Wigner function in the case of an arbitrary
energy band has been discussed in [21] where the corresponding Bloch equation is
written and solved for silicon in the Kane dispersion relation approximation. Here
the same approach is used for graphene.

2In the following the explicit dependence on r,k, t is omitted for the sake of simplifying the
notation.
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One important issue is related to the conical shape of the energy band around
the Dirac points of the first Brillouin zone. This fact makes singular some term of
the expansion if a sharp zero gap between the conduction and the valence band
is assumed. However, see for example [3], from a theoretical point of view it is
possible the presence, although very small, of a gap which is related to the first and
second neighbour hopping energy. Therefore, around the Dirac points we employ a
regularized energy band. Explicit formulas are obtained and the resulting model is
given by a set of dispersive PDEs.

Of course it is also possible to try to numerically solve directly the Wigner
equation but major computational difficulties arise and at the present time it seems
far from being a standard feasible tool for the design of electron devices. The
interested reader can see the monograph [19] and the paper [5, 18, 22] for recent
advances of the algorithms in stochastic approaches.

3.1 Wigner Equation

In the proximity of the Dirac points K (K ′), which are the vertices of the Brillouin
zone, by choosing in the k-space a reference frame centered in the considered Dirac
point, the energy dispersion relation can be considered approximately linear with
respect to the modulus of the wave-vector k. As already mentioned above it is not
clear if a small gap between the conduction and the valence band exists. Therefore
we adopt the following regularization

E(k) = ±vF
√
a2 + p2,

where p = h̄|k|, vF " 1× 106 cm/s is the Fermi velocity, h̄ is the reduced Planck’s
constant. The sign “+” refers to the conduction band while the sign “−” refers to
the valence band. a is a small parameter related to the nearest-neighbour hopping
energy [3]. To derive a transport equation, we introduce the single electron Wigner
quasi-distribution w(x, p, t), depending on the position x, momentum p and time
t . Evolution is governed by the Wigner-Poisson system for w and the electrostatic
potentialΦ

∂w(x, p, t)

∂t
+ S[E]w(x, p, t) − qθ [E]w(x, p, t) = C[w],

∇ · (ε∇Φ) = −q(ND − n),

where q is the elementary (positive) charge,ND is donor carrier concentration,C[w]
is the collision term representing the electron-phonon scattering while S[E] and θ [E]
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represent the pseudo-differential operators

S[E]w(x, p, t) = i

h̄(2π)2

∫

R
2
x′×R2

ν

[ E(p + h̄
2
ν, t)+

− E(p − h̄
2
ν, t)]w(x′, p, t)e−i(x′−x)·νdx′dν,

θ [ E]w(x, p, t) = i

h̄(2π)2

∫

R
2
p′×R2

η

[Φ(x+ h̄
2
η, t)+

−Φ(x− h̄
2
η, t)]w(x, p′, t)ei(p′−p)·ηdp′dη.

In the semiclassical limit h̄→ 0, the Wigner equation reduces to Boltzmann one.

3.2 Equilibrium Wigner Function

If we denote the density matrix at equilibrium by ρeq(r, s, β), it satisfies the Bloch
equation

∂ ρeq(r, s, β)

∂β
= −1

2
[Hrρeq(r, s, β)+Hsρeq(r, s, β)].

Applying the Fourier transform to the Bloch equation, we get

∂weq(x,p, β)

∂β
= −1

2

{
1

(2π)2

∫

R
2
x′×R2

ν

E

(
p+ h̄

2
ν

)
+

+ E

(
p− h̄

2
ν

)
weq(x

′,p, β)e−i(x′−x)·νdx′ dν−

− q

(2π)2

∫

R
2
p′×R2

η

Φ

(
x+ h̄

2
η

)
+ Φ

(
x− h̄

2
η

)
weq(x,p

′, β)ei(p′−p)·ηdp′ dη
}
,

where weq(x,p, β) is the equilibrium Wigner function. We looked for solution of
the type

weq(x,p, β) = w(0)eq (x,p, β)+ h̄2w(1)eq (x,p, β).
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After some algebra we get the equilibrium Wigner function

weq(x, p, β) = exp(qΦ(x)β) exp(−βE(p))
{

1+ qβ
2h̄2

8

∂2E(p)

∂pi∂pj

∂2Φ(x)

∂xi∂xj
+

+β
3h̄2

24

[
q2 ∂

2 E(p)

∂pi∂pj

∂Φ(x)

∂xi

∂Φ(x)

∂xj
− q ∂

2Φ(x)

∂xi∂xj
vivj

]}
+ o(h̄2).

3.3 Structure of the Model

Supposing the expansion

w = w(0) + h̄2w(1) +O(h̄4)

holds and by proceeding formally, as h̄ −→ 0 the Wigner equation gives
the semiclassical Boltzmann equation. Therefore we identify w(0)(x, p, t) with
the semiclassical distribution which has been approximated in [11, 12] with the
maximum entropy principle estimator w(0)(x, p, t) ≈ fMEP (x, p, t).

At first order in h̄2 one finds

∂w(1)(x, p, t)

∂t
+ v · ∇xw

(1)(x, p, t) − 1

24

∂3E(p)

∂pi∂pj ∂pk

∂3w(0)(x, p, t)

∂xi∂xj∂xk
+

+ q∇xΦ(x)∇pw(1)(x, p, t) − q

24

∂3Φ(x)

∂xi∂xj∂xk

∂3w(0)(x, p, t)

∂pi∂pj ∂pk
= C[w(1)]

Hereafter, suppose w(1) = w(1)eq .
As an example, consider a 6-Moment Model based on the following moments

2

(2πh̄)2

∫

R2
w(x, p, t)dp = n(x, t) density,

2

(2πh̄)2

∫

R2
w(x, p, t)E(p)dp = n(x, t)W energy density,

2

(2πh̄)2

∫

R2
w(x, p, t)v(p)dp = n(x, t)V linear momentum density,

2

(2πh̄)2

∫

R2
w(x, p, t)E(p)v(p)dp = n(x, t)S energy-flux density.
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The corresponding evolution equations are given by3

∂

∂t
n(x, t)+ ∂

∂xi

⎛

⎝n(x, t)Vi − h̄
2

24

∂2
(
n(x, t)T

(0)
ijk

)

∂xj ∂xk

⎞

⎠ = 0, (12)

∂

∂t
(n(x, t)W)+ ∂

∂xi

⎛

⎝n(x, t)Si − h̄
2

24

∂2
(
n(x, t)T

(1)
ijk

)

∂xj ∂xk

⎞

⎠−

−q ∂
∂xi
Φ(x) · n(x, t)Vi + qh̄

2

24

∂3Φ(x)

∂xi∂xj ∂xk
n(x, t)T

(0)
ijk = CW [w(0)], (13)

∂

∂t
(n(x, t)Vi)+ ∂

∂xj

⎛

⎝n(x, t)F (0)ij − h̄
2

24

∂2
(
n(x, t)H

(0)
ijkl

)

∂xk∂xl

⎞

⎠−

−q ∂

∂xj
Φ(x) · n(x, t)G(0)ij +

qh̄2

24

∂3Φ(x)

∂xj ∂xk∂xl
n(x, t)L

(0)
ijkl = CVi [w(0)], (14)

∂

∂t
(n(x, t)Si)+ ∂

∂xj

⎛

⎝n(x, t)F (1)ij − h̄
2

24

∂2
(
n(x, t)H

(1)
ijkl

)

∂xk∂xl

⎞

⎠−

−q ∂

∂xj
Φ(x) · n(x, t)Vj · n(x, t)G(1)ij +

qh̄2

24

∂3Φ(x)

∂xj ∂xk∂xl
n(x, t)L

(1)
ijkl = CSi [w(0)] (15)

where Vi and Si are the significant components of macroscopic velocity V and
energy-flux S respectively.
Besides the average densities, velocities, energies and energy fluxes, additional
quantities appear

n(x, t)

(
T
(0)
ijk

T
(1)
ijk

)
= 2

(2π h̄)2

∫

R2

(
1

E(p)

)
w(0)(x, p, t)

∂3E(p)

∂pi∂pj∂pk
dp,

n(x, t)

(
H
(0)
ijkl

H
(1)
ijkl

)
= 2

(2π h̄)2

∫

R2

(
1

E(p)

)
w(0)(x, p, t)

∂3E(p)

∂pi∂pj ∂pk
vl dp,

n(x, t)

(
G
(0)
ij

G
(1)
ij

)
= 2

(2π h̄)2

∫

R2

(
1

E(p)

)
w(x, p, t)

∂2E(p)

∂pi ∂pj
dp,

n(x, t)

(
L
(0)
ijkl

L
(1)
ijkl

)
= 2

(2π h̄)2

∫

R2

(
1

E(p)

)
w(0)(x, p, t)

∂4E(p)

∂pi ∂pj ∂pk∂pl
dp,

3Einstein’s summation convention is used.
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n(x, t)

(
F
(0)
ij

F
(1)
ij

)
= 2

(2π h̄)2

∫

R2

(
1

E(p)

)
w(x, p, t)vi vj dp.

that must be expressed as function of the basic variables n, W , V, S. Regarding
the production terms, they are given by the sum of contributions arising from the
different types of phonon scattering. Explicit closure relations have been obtained
and numerical simulations are under current investigation.

4 Conclusions and Future Work

Initially a semi-classical hydrodynamic model for charge transport in graphene
has been presented. To include quantum effects, the proposed model has been
extended by incorporating the first quantum corrections. Therefore in the last section
an example of quantum hydrodynamic model for charge transport in graphene
has been formulated. It is composed of the semiclassical model presented in
[2, 11, 12] augmented with quantum corrections at h̄2 order deduced by exploiting
the equilibrium Wigner function obtained by solving the Bloch equation in the case
of graphene. As h̄ #→ 0, the proposed model of course reduces to the semiclassical
one which turned out to be accurate enough when comparison with DSMC results
have been performed [11, 12]. Several strategies can be found in the literature for
devising quantum hydrodynamic models (the interested reader is refereed to [9]
for a comprehensive review) but usually strong approximations on the collision
terms or on the energy bands are introduced and the semiclassical limit leads to
semiclassical models whose soundness is questionable. To asses the validity of the
proposed model numerical simulations are under current investigation and they will
be presented in a forthcoming article.
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Quantum Model for the Transport
of Nearly Localized Particles

Omar Morandi

Abstract A quantum model based on the Gaussian-Hermite expansion of the wave
function of a system of n particles is proposed. The dynamics is described by
trajectories in a configuration space. Our method is designed to provide some
corrections to the classical motion of nearly localized particles. As an application of
our model we describe the motion of a nearly localized particle in a 2D confining
structure.

1 Introduction

During the last decade, the dynamics of molecules inside gases or nanostructures
have been extensively investigated. New concepts such as deterministic and stochas-
tic quantum trajectories have been proposed to develop new ab initio methods that
go beyond the classical description of the atomic nuclei[1–12].

Such approaches are mainly based on the Bohm interpretation of the quantum
mechanics where the concept of the deterministic trajectory of a particle is extended
to the quantum dynamics in a rigorous way [13]. One of the first attempts to apply
Bohm theory to a real nanostructure, have been proposed by Tully [14] and Wyatt
[15]. Nowadays, methods based on the Bohm formalism are very popular and are at
the basis of few general methods such as the multiconfiguration time-dependent
Hartree method [16] and the Bohm trajectories extended to the complex plane
[17]. Moreover, stochastic methods have also been employed [18]. Based on the
classical concept of Brownian and Langevin dynamics, stochastic models are able
to reproduce the quantum statistical properties of protons in harmonic traps [19].
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In this paper, we derive the motion of a system of quantum particles. We assume
that every particle is described by a Gaussian-like wave packet parametrized by a set
of numbers that depend on time. Our approach is designed to describe the motion of
heavy particles as for example neutrons and protons. We will discuss the application
of our method to the 2D motion of a particle in the presence of a confining non
harmonic potential. In particular, the connection with the Bohm interpretation of
the quantum mechanics will be discussed.

2 Particle Motion: Beyond the Gaussian Beam
Approximation

We consider the quantum mechanical evolution of a system defined by the wave
function ψ(r) ∈ L2(Rd). Our system consists of n ≤ d particles, where d is the
dimension of the space. We focus on the physical situation in which each particle
is localized around a spatial coordinate. We assume that the probability dispersion
of the particle wave function is modulated by a Gaussian function centred on mean
particle positions. Moreover, we assume that all the particles are identical and have
mass m = 1. The particles move in the presence of an external potential U(r). We
discard the direct particle-particle interaction. However, U(r) may contains some
nonlinear terms that describe the particle-particle interaction at the mean field level.
We develop a model that preserves the classical description of particle motion in
terms of trajectories. In particular, in our model the particle motion is expressed by a
system of nonlinear ODE for a set of physically relevant parameters. This is obtained
by parametrizing the particle wave function by a complete set of parameters which
extend the classical dynamical quantities position and momentum. Similarly to the
coherent state projection technique [20–22], we project the wave function of the
system on the basis set of the Harmonic oscillator shifted at the mean particle
positions. The Gaussian beam approximation is a popular method used to describe
nearly localized particles [23–25] Similarly to the Gaussian beam approximation,
our expansion procedure is based on the projection of the solution over a set
of functions which are modulated by a Gaussian whose width changes in time
according to the quantum evolution equation.

In this paper we extend the results obtained in Ref. [26], where the 1D case
with some extension to the 2D problem, was considered. In Ref. [26] the evolution
equations for the parameters have been obtained by applying a integral approach
based on the Euler-Lagrange formalism. Here, we proceed in a more direct way. We
calculate the evolution equations by using the Madelung decomposition in which the
particle wave function is expressed in polar coordinates. In particular, in Sect. 2.2
we calculate the expression of the projection of the potential on the Hermite basis
in a closed form. This is an important step toward the implementation of a efficient
numerical solver for the particle motion.
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We start by considering the time dependent Schrödinger equation of a quantum
system of dimension d

i
∂ψ

∂t
=

(
−1

2
Δr + U(r)

)
ψ . (1)

We have normalized the Planck constant h̄ = 1. According to Madelung, we repre-
sent the particle wave function in polar coordinatesψ(r) = √n(r− s)eiχ(r−s). We
have introduced the parameter s ∈ R

d which represents the mean particle position.
In particular, s is the centre of the Hermite expansion that will be performed in the
following. The evolution equation of s (see Eq. (22) below) can be interpreted as a
Newton equation with quantum corrections. We assume that the density n(x) is a
Gaussian function modulated by the polynomial P

n(r, t) = P(r, t)e−〈σ,r〉 .

The parameter σ ∈ R
d provides the width of the Gaussian packed. For the sake

of compactness, we have introduced the notation 〈σ , r〉 .= ∑d
n=1 r

2
i σi , where the

lower indexes indicate the components of the vectors along the coordinate axis. The
Madelung transform leads to the well known quantum hydrodynamic equations

∂n

∂t
= −∇ · J + ds

dt
· ∇n (2)

∂J

∂t
= −∇

(
J ⊗ J

n

)
+ n∇ (

Q+ U[s]
)+ ds

dt
· ∇χ . (3)

Here, we have introduced the notation U[s]
.= U(r + s), J = n∇χ is the quantum

current andQ(r) is the quantum Bohm potential

Q ≡1

2

Δ
√
n√
n
= 1

4

[
ΔP

P
− |∇P |

2

2P 2 − 2
d∑

i=1

σi
ri
∂P
∂ri

P
+ 2

d∑

i=1

σi(r
2
i σi − 1)

]
.

(4)

Concerning the physical meaning of the Bohm potential, we refer to [15, 26].
By introducing the auxiliary variable R(x) = ln(P (x)), the previous expression
becomes

Q =1

4

[
ΔR + |∇R|

2

2
− 2

d∑

i=1

σiri
∂R

∂ri
+ 2

d∑

i=1

σi(r
2
i σi − 1)

]
.

From Eq. (3) with some algebra we obtain to the evolution equation for the phase χ

∂χ

∂t
= −1

2
|∇χ |2 +Q+ U[s] + ds

dt
· ∇χ . (5)
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The main interest of our approach is to derive the evolution equation of the
parameters obtained by expanding the functionsχ and P on the Hermite polynomial
basis set. We write the expansion as follows

P(r, t) =
∞∑

{n}=0

a{n}(t)hσ{n}(r) (6)

χ(r, t) =
∞∑

{n}=0

χ{n}(t)hσ{n}(r) . (7)

We have introduced the compact notation {n} to indicate the sequence of d integers
{n} .= (n1, n2, . . . , nd) and

hσ{n}(r)
.=
d∏

i=1

hσini (ri ) . (8)

The functions hσini (ri) are the normalized Hermite functions. For the details concern-
ing the definition of hσini (ri)we refer to [26], Eq. (19). In order to clarify the notation,
we write explicitly Eq. (7) in the 3D case

χ(r, t) =
∞∑

nx,ny ,nz=0

χnx,ny,nz (t)h
σx
nx
(x)h

σy
ny (y)h

σz
nz (z) . (9)

By using the property of orthonormality of the Hermite functions, it is easy to invert
the previous equations. As un example, we give the inversion formula for P

a{n} =
∫
P(r)hσ{n}(r)e−〈σ ,r〉 dr . (10)

Hereafter, all the integrals are considered over all the space R
d . Finally, it is useful

to expand the variable R(x) = ln(P (x)) in the Hermite basis set

R(r) =
∑

m

R{m}hσ{m}(r) . (11)

In order to clarify our approach, in the following expression we indicate all the
parameters that we have introduced

ψ(r) = √
n(r− s)eiχ(r−s) ⇒

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

a{n} ∈ �2(Nd ) : modulus
χ{n} ∈ �2(Nd) : phase
s ∈ R

d : mean position
σ ∈ R

d : Gaussian width
R{n} = R{n}(a{n}) ∈ �2(Nd)

.
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In particular, in the last line we have indicated that the parameters Rn are not
independent and obtained by a{n}. The details concerning this point are given in
Ref. [26]. We calculate now the evolution equations for our set of parameters. We
give some technical details concerning the expansion coefficients of the phase χ .
The calculations proceed straightforwardly. We multiply Eq. (5) by hσ{n}e−〈σ ,r〉 and

we integrate over Rd . We obtain

dχ{n}
dt

=−1

2

∫
|∇χ |2 hσ{n}e−〈σ ,r〉 dr

︸ ︷︷ ︸
I

+ ds

dt
·
∫
∇χhσ{n}e−〈σ ,r〉 dr

︸ ︷︷ ︸
II

−
d∑

i=1

dσi
dt

∑

{n′}
χ{n′}

∫
hσ{n}

dhσ
{n′}

dσi
e−〈σ ,r〉 dr

︸ ︷︷ ︸
III

+
∫ (
Q+ U[s]

)
hσ{n}e−〈σ ,r〉 dr .

For the first term we have

I =− 1

2

∑

{r},{s}
χ{r}χ{s}

d∑

i=1

∫ dhσ{r}
dri

dhσ{s}
dri

hσ{n}e−〈σ ,r〉 dr

=−
∑

{r},{s}
χ{r}χ{s}

d∑

i=1

σi
√
risi

∫
hσ
{r;ri→ri−1}h

σ
{s;si→si−1}h

σ{n}e−〈σ ,r〉 dr

=−
∑

{r},{s}
χ{r}χ{s}

d∑

i=1

σi
√
risiA

σi
ni ,ri−1,si−1

∏

j �=i
A
σj
nj ,rj ,sj . (12)

The matrix A is defined as

A
σ
n,r,s =π1/4

∫

R

hσn (x)h
σ
r (x)h

σ
s (x)e

−x2σ dx .

Details concerning the calculation of A
σ
n,r,s are given in [26]. We have used the

following property of the Hermite functions (see Eq. (22) of Ref. [26])

dhσ{n}(r)
dri

=√
2niσih

σi
n−1(ri )

d∏

j �=i,j=1

h
σj
nj (rj ) =

√
2niσihσ

{n;ni→ni−1}(r) . (13)

Finally, we have introduced the following notation {r; ri → a} .= (r1, . . . , ri−1, a,

ri+1, . . . , rd ) where the i-th term is substituted by a. For the second term, we have

II =
∑

{r}
χ{r}

d∑

i=1

dsi
dt

∫ dhσ
{r}

dri
hσ{n}e−〈σ ,r〉 dr =

d∑

i=1

χ{n;ni→ni+1}
dsi
dt

√
2(ni + 1)σi .

(14)
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Furthermore,

III =−
d∑

i=1

dσi
dt

(
2ni + 1

4σi
χ{n} +

√
(ni + 2)(ni + 1)

2σi
χ{n;ni→ni+2}

)
. (15)

We consider now the term that contains the Bohm potential

∫
Qhσ{n}e−〈σ ,r〉 dr =1

4

∫ [
ΔR + |∇R|2

2
− 2

d∑

i=1

σiri
∂R

∂ri
+ 2

d∑

i=1

σi(r
2
i σi − 1)

]
hσ{n}e−〈σ ,r〉 dr

By using the expansion ofR we obtain the explicit form of the previous terms. After
cumbersome algebra we obtain

∫
Qhσ{n}e−〈σ ,r〉 dr =1

4

∑

{r},{s}
R{r}R{s}

d∑

i=1

σi
√
risiA

σi
ni ,ri−1,si−1

∏

j �=i
A
σj
nj ,rj ,sj −

d∑

i=1

σi

2
niR{n}

+ πd/4 1

4

d∑

i=1

σ
3/4
i

(√
2δni,2 − δni ,0

) d∏

j �=i
σ
−1/4
j δnj ,0 .

Here, δ denotes the Kronecker’s delta. The final expression of the evolution equation
for χ is given in Eq. (19). The evolution equations for a, s and σ can be obtained by
using the continuity equation. It is easy to verify that

∂n

∂t
= −∇ · J + ds

dt
· ∇n = ∇ ·

[
n

(
−∇χ + ds

dt

)]
. (16)

Proceeding in similar way as we have done for χ , from Eq. (16) we obtain

da{n}
dt

=
d∑

i=1

dσi
dt

1

2σi

[
a{n}

2ni + 1

2
+ a{n;ni→ni−2}

√
ni(ni − 1)

]

−
d∑

i=1

a{n;ni→ni−1}
dsi
dt

√
2niσi

+ 2
∑

{r},{s}
a{r}χ{s}

d∑

i=1

σi
√
nisiA

σi
ni−1,ri,si−1

∏

j �=i
A
σj
nj ,rj ,sj .

It is easy to verify that the first coefficient a{0,...,0} is directly related to the L2 norm
of ψ . It can be integrated analytically. From the previous equation we have

da{0,...,0}
dt

=
d∑

i=1

dσi
dt

1

4σi
a{0,...,0} ,
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whose solution is a{0,...,0} = π−d/4
∏d
i=1 σ

1/4
i (t). According to the discussion of

Ref. [26], it is possible to verify that the number of expansion coefficients that
we have introduced so far is redundant. In particular, it is always possible to fix
some of the coefficients a that multiply the linear and the quadratic terms of the
expansion (6). For the linear terms, the evolution equation is

da{0,...,1,,...,0}
dt

=
d∑

j=1

dσj
dt

1

2σj

[
a{0,...,1,,...,0}

2nj + 1

2

]
−

d∑

j=1

a{n;nj→nj−1}
dsj
dt

√
2njσj

+ 2
∑

{r},{s}
a{r}χ{s}σi

√
siA

σi
0,ri ,si−1

∏

j �=i
A
σj
0,rj ,sj

= a{0,...,1,,...,0}
d∑

j=1

dσj
dt

2nj + 1

4σj
− a{0,...,0} dsi

dt

√
2σi

+ 2σi
√
ri + 1

∏
k σ

1/4
k

πd/4

∑

{r}
a{r}χ{r;ri→ri+1} .

By imposing a{0,...,1,,...,0} = 0 we obtain the evolution equation for s

dsi
dt
=√

2σi
∑

{m}
a{m}χ{m;mi→mi+1}

√
mi + 1 .

The evolution equation of the width of the Gaussian σ is obtained by setting the
quadratic terms to zero: a{0,...,2,...,0} = 0. From

da{0,...,2,...,0}
dt

= dσi
dt

1

2σi
a{0}
√

2+
d∑

i=1

dσi
dt

1

2σi

[
a{0,...,2,...,0}

2ni + 1

2

]

− a{0,...,1,...,0} dsi
dt

2
√
σi

+ 2

⎛

⎝
∏

j

σ
1/4
j

⎞

⎠
∑

{r},{s}
a{r}χ{s}σi

√
2siA

1
1,ri,si−1

∏

j �=i
A

1
0,rj ,sj ,

we obtain

dσi
dt

=− 4σ 2
i

∑

{m}
a{m}

(
χ{m}mi + χ{m;mi→mi+2}

√
(mi + 1)(mi + 2)

)
.
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2.1 Evolution Equations

We give here the final form of the evolution equations for the phase χ{n}, the
modulus a{n}, the Gaussian width σ and the center of the expansion s of the particle
wave function.

dχ{n}
dt

=
⎛

⎝
d∏

j

σ
1/4
j

⎞

⎠
∑

{r},{s}

(
−χ{r}χ{s} + 1

4
R{r}R{s}

) d∑

i=1

σi
√
ri siA

1
ni ,ri−1,si−1 (17)

×
∏

j �=i
A

1
nj ,rj ,sj

−
d∑

i=1

σi

2
niR{n} + πd/4 1

4

d∑

i=1

σ
3/4
i

(√
2δni ,2 − δni ,0

)
⎛

⎝
d∏

j �=i
σ
−1/4
j δnj ,0

⎞

⎠ (18)

+
d∑

i=1

χ{n;ni→ni+1}
dsi
dt

√
2(ni + 1)σi

+
∑

i

Mi

(
2ni + 1

2
χ{n} +

√
(ni + 2)(ni + 1)χ{n;ni→ni+2}

)
+

∫
U[s]hσ{n}e−〈σ ,r〉 dr (19)

da{n}
dt

=
d∑

i=1

dσi
dt

1

2σi

[
a{n}

2ni + 1

2
+ a{n;ni→ni−2}

√
ni(ni − 1)

]
−

d∑

i=1

a{n;ni→ni−1}
dsi
dt
×

√
2niσi + 2

⎛

⎝
d∏

j

σ
1/4
j

⎞

⎠
∑

{r},{s}
a{r}χ{s}

d∑

i=1

σi
√
ni siA

1
ni−1,ri ,si−1

∏

j �=i
A

1
nj ,rj ,sj

(20)

dσi
dt

= −2Miσi (21)

dsi
dt
= √

2σiSi , (22)

where Mi = 2σi
∑
{m} a{m}

(
χ{m}mi + χ{m;mi→mi+2}

√
(mi + 1)(mi + 2)

)
and

Si =∑
{m} a{m}χ{m;mi→mi+1}

√
mi + 1.

2.2 Projection Coefficients of the Potential

By looking at the final system of evolution equations we see that the external
potential appears only in the evolution equation for the phase (19) via the term∫
U[s]hσ{n}e−〈σ ,r〉 dr which, from a mathematical point of view, represents the

projection of the potential on the Hermite basis set. In the general case, this term
can be evaluated only numerically; since its calculation can be very costly, it is
convenient to consider the case in which external potential is a polynomial. In
this case, the calculations can be done explicitly. We proceed by assuming that the
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potential U can be written in the following form which, from the point of view of
the applications, is very general

U(r) =
d∏

i

U i(xi) =
d∏

i

N∑

n

αinx
n
i . (23)

Here, Ui(xi)
.=∑N

n α
i
nx
n
i , αin are a set of given coefficients and N is the maximum

degree at which the coordinate appears in the polynomial expansion ofU . We obtain

∫
U(r+ s)hσ{m}e−〈σ ,r〉 =

∑

i

∫
hσimi e

−σiriU i(xi + si ) dxi

d∏

j �=i

∫
h
σj
mj e

−σj rj dxj

=π d−1
4

∑

i

⎛

⎝
d∏

j �=i
σ
−1/4
j

⎞

⎠
∫
hσimiU

i(xi + si )e−σiri dxi .

The previous equation can be elaborated by inserting the polynomial expansion of
Eq. (23). In particular, it is convenient to order the terms according to the degree
with respect to the parameter si . At the end of the computation, we obtain

∫
U[s]hσ2re−x

2σ dx =π
1/42rσ−1/4

√
(2r)!

⎛
⎜⎜⎝

⌊
N
2

⌋
−r

∑

u=0

s2u σ
u22u

(2u)! Γ (u, r, σ )+ 2σ
1
2

×

⌊
N−1

2

⌋
−r

∑

u=0

s2u+1 σu22u

(2u+ 1)! Γ̃ (u, r, σ )

⎞

⎟⎟⎠

∫
U[s]hσ2r+1e

−x2σ dx = π1/42rσ−3/4
√

2
√
(1+ 2r)!

⎛
⎜⎜⎝

⌊
N
2

⌋
−r

∑

u=1

s2u−1 σu22u

(2u− 1)!Γ (u, r, σ )+ 2σ
1
2

×

⌊
N−1

2

⌋
−r

∑

u=0

s2u 22uσu

(2u)! Γ̃ (u, r, σ )

⎞
⎟⎟⎠ ,
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where r ∈ N, the symbol %x& denotes the integer part of x and we have defined

Γ (u, r, σ )
.=

N∑

n=2(u+r)+(0,2,4,...)
αn
n!σ−n2 2−n

(n2 − u− r)!

Γ̃ (u, r, σ )
.=

N∑

n=2(u+r)+(1,3,5,...)
αn

n!σ−n2 2−n

(n−1
2 − u− r)! .

The symbols under the sums indicate that the index n takes the value 2(u+ r) plus
the numbers indicated inside the parenthesis (even numbers for the first equation
and odd numbers for the second equations).

3 Numerical Simulations: 2D Case

We apply the model that has been introduced in the previous sections to the motion
of heavy quantum particles (typically atoms with few protons). In this section, we
provide some motivations to our work and we describe the results obtained by
solving the evolution equations in the case of a two-dimensional system. There
exist many cases in which electrons are delocalized in a solid structure. The
electron wave function may extend over various atomic cells and has typically a
very complex shape. For this reason, the simulation of electron motion in solids
in a realistic case requires the application of complex many body full quantum
methods like the DFT [27] or the Green function approach. On the other side,
nuclei are well localized quantum particles. They are typically considered as point-
like particles which move along the classical trajectories obtained by solving the
Newton equation. The De Broglie wave length provides a simple estimate of the
degree of localization of the quantum wave function of a particle. It is well known
that De Broglie wave length provides the spatial scale on which the probability to
find a particle around the position expectation value decays. Since the Broglie wave
length is proportional to the inverse of the particle mass, heavy particles may have
very small localization length. This is the case of atoms inside a solid. For this
reason, the spread of the atomic wave function around the mean particle position is
typically neglected. However, recent theoretical and experimental studies reveal the
existence of physical conditions for which the previous approximation is violated.
They suggest that slightly bound protons and the hydrogen molecule behave as
quantum particles. In particular, we focus on the study of the phase transition of ice
of water and we analyse the so called VIII-X transition. The physical phenomena
concerns the modification of the atomic structure of the ice in the presence of an
external pressure. In particular, the VIII-X phase transition concerns the behaviour
of the protons. At low pressure, every protons of the H2O crystal remain close to
one oxygen atom. By increasing the pressure a phase transition is observed. At the
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critical pressure, the protons migrate to the middle of the O-O bound. This behaviour
is explained by assuming that the electrostatic potential between two oxygen atoms
at low pressure has a double well structure. Due to this potential profile the protons
are trapped inside one of the two minima of the potential. By increasing the pressure,
the two wells merge together and form a single central well. The equilibrium
position of the proton is thus shifted to the middle of the two atoms. Even if the
qualitative behaviour of the transition has been clarified, theoretical estimations of
the transition pressure are not in agreement with the experiments. Bronstein et al.
have shown that in order to obtain the experimental value of the transition pressure,
it is essential to include the quantum mechanical delocalization of the protons in
the numerical model [28]. Recent results [29] suggest that tunneling of protons
plays a essential role in this process. Classical simulations ignore the possibility to
overcome thin barriers by tunneling and tend to overestimate the transition pressure.
Quantum corrected model are thus essential for simulating this kind of phenomena.

In particular, in Ref. [29], ab initio calculations indicate that the shape of the
electrostatic potential around two oxygen atoms can be approximated by a simple
expression. The potential is fitted by a harmonic term plus a non harmonic correction
which is proportional to the macroscopic pressure applied to the sample.

Motivated by these results, we have applied our method to reproduce the
two-dimensional motion of a single particle in a non harmonic potential. In the
simulations we use the following double well potential

U(x, y) =− ωx
2
x2 + V4x

4 + ωy
2
y2 . (24)

We take the following values of the parameters ωx = 1, ωy = 1 V4 = 0.05. As
initial condition, we have considered a Gaussian beam localized around the left
minimum of the potential profile and initial momentum p = (0, 1). The results
of the simulations are shown in Fig. 1, where the panels refer to different times,
t = 1, 2, 3.5, 6. In our simulation, we have solved the system of Eqs. (19)–(22)
by choosing a cutoff on n1 and n2. More precisely, we evaluate the following
parameters: an1,n2 , χn1,n2 with 0 ≤ n1 ≤ 3, 0 ≤ n2 ≤ 3. We plot by solid blue
curves the contour of the solution. In order to follow the evolution of the particle,
we have represented the trajectory of the mean particle position by a solid light blue
line. In order to appreciate the difference between the classical and the quantum
corrected dynamics, we have depicted the classical trajectories obtained by solving
the Newton equation by red solid lines. Our simulations show the relevance of the
tunneling effect on the localization of the particle inside the two well structure.
We see that in the classical case the particle has not enough energy to overcome
the potential barrier. The classical trajectory is confined in the left well. Quantum
calculations show that the particle tends to bounce back and forth between the two
potential minima. This indicate, as expected, that there exists a range of pressure
in which, according to classical dynamics, the proton is trapped in a minima near
one of the oxygen atoms, while, according to quantum dynamics, the proton can be
found on the left or on the right well with similar probability.



158 O. Morandi

x

-4

-3

-2

-1

0

1

2

3

4
y

x

-4

-3

-2

-1

0

1

2

3

4

y

x

-4

-3

-2

-1

0

1

2

3

4

y

-4 -3 -2 -1 0 1 2 3 4 -4 -3 -2 -1 0 1 2 3 4

-4 -3 -2 -1 0 1 2 3 4 -4 -3 -2 -1 0 1 2 3 4
x

-4

-3

-2

-1

0

1

2

3

4

y

Fig. 1 Evolution of a initially localized Gaussian pulse inside the potential profile (24) (Coloured
lines represent the contour plot of U ). The panels refer to different times: upper-left t = 1 upper-
right t = 2 bottom-left t = 3.5 bottom-right t = 6. The contour plot of the solution is depicted
by blue lines, the trajectory of the centre of the wave function and the trajectory of the classical
motion are depicted by, respectively, light blue and red lines. Arrows depict the classical force field
(red arrows) and the Bohm force field (blue arrows)

By looking at the Bohm force we see some interesting features of the quantum
behaviour of the nearly localized particles. In Fig. 1 we have represented by red
arrows the classical force field obtained by the taking the gradient of the potential
given in Eq. (24). According to the Bohm description of quantum mechanics, the
quantum motion of a particle can be understood in terms of the evolution of a
fluid whose volume elements move along integral curves of the total force field
F = ∇(U + Q), where Q is the Bohm potential defined in Eq. (4). This point
of view provides a simple interpretation of the Bohm force field and can help to
visualize the particle motion. In our plots, the gradient of the Bohm potential is
represented by blue arrows. According to the Bohm framework every material point
is accelerated by two force fields, the classical force and the Bohm one. In particular,
the simulations show that the Bohm field is responsible of the spread of the particle
wave packed, which allows the particle to overcome the potential barrier.
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4 Conclusions

We have presented a quantum model for particles characterized by Gaussian wave
packets. The oscillations of the wave function around the mean particle positions
are represented by Hermite polynomials. The particle motion is described by a set
of time dependent parameters. Our approach shows an interesting connection with
the description of the particle motion provided by the Bohm theory. We have applied
our method to investigate the motion of a nearly localized particle in a 2D confining
structure.

Acknowledgement This work was supported by National Group of Mathematical Physics
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Wigner Monte Carlo Simulation
of a Double Potential Barrier

Orazio Muscato

Abstract The Wigner transport equation can be solved stochastically by Monte
Carlo simulations, based on the generation and annihilation of particles. This
creation mechanism has been recently understood in terms of the Markov jump
process, producing new stochastic algorithms. One of this has been used to
investigate the quantum transport through a double potential barrier.

1 Introduction

The Wigner transport equation is a full quantum transport model able to capture
the relevant physics in next generation of quantum semiconductor devices. It is
well known that the pure state Wigner equation is an equivalent phase-space
reformulation of the Schrödinger equation. At the same time the Wigner equation
can be augmented by a Boltzmann-like collision operator accounting for the process
of decoherence. However, this equation has represented a numerically daunting task
and it has raised more problems than solutions.

In literature, we find a range of proposed techniques to tackle this problem.
Deterministic solvers, based on finite difference method (FDM) for time-dependent
Wigner simulations, has been introduced for the first time in the mid 1980s (see
[2] for a review). In order to tackle the oscillatory components introduced by the
Wigner kernel and the diffusion term, recently more sophisticated solvers have been
developed [1, 4, 6, 7, 13, 14, 16].

In alternative particle Monte Carlo (MC) techniques can be introduced (see [12]
for a review). In this paper, we have focused in the so called Signed Monte Carlo
method [11], where the Wigner potential is treated as a scattering source which
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determines the electron-potential interaction, and consequently new particles with
different signs are stochastically added to the system. Recently this method has
been also be understood in terms of the Markov jump process theory [8–10, 15],
producing a class of new stochastic algorithms. In this paper a thorough validation
of one of these algorithms will be presented in the already traditional benchmark
experiment of a double well potential barrier.

2 The Wigner Function Formalism

The Wigner formulation of quantum mechanics offers a description of the electron
state in terms of a phase-space function fw(x, k, t), where x ∈ R

d is the particle
position, k ∈ R

d the wave vector (and h̄k the momentum). The Wigner equation
has the form

∂fw

∂t
+ h̄

m∗
k · ∇xfw = Q(fw) (1)

which includes the quantum evolution term

Q(fw) =
∫
Vw(x, k − k′)fw(x, k′) dk′ (2)

where Vw is the Wigner potential

Vw(x, k) = 1

ih̄(2π)d

∫
dx ′ e−ik·x ′

[
V

(
x + x

′

2

)
− V

(
x − x

′

2

)]
(3)

and V (x) the potential energy. The Wigner potential is a non-local potential operator
which is responsible of the quantum transport, is real-valued, and anti-symmetric
with respect to k. The solution fw is real valued, but not necessarily nonnegative,
and it can therefore not be interpreted as a probability density, but as a quasi-
distribution of particles. It is related to the solution of the Schrödinger equation
ψ(x, t) via the Wigner-Weyl transform [5] and, under some restrictions on ψ , the
function fw satisfies

n(x, t) =
∫
fw(x, k) dk = |ψ(x, t)|2 ≥ 0 (4)

where n is the mean density.
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3 The Signed Particle Monte Carlo Method

Among MC solution techniques, we have considered the so called Signed particle
Monte Carlo approach [11]. This technique is based on the observation that the
quantum evolution term (2) looks like the Gain term of a collisional operator in
which the Loss term is missing. But the Wigner potential (3) is not always positive
and cannot be considered a scattering term. For this reason, it can be separated into
a positive and negative parts V+w , V −w such that

Vw = V +w − V−w , V +w , V −w ≥ 0 . (5)

In this way, we can define an integrated scattering probability per unit time as

γ (x) =
∫
dk′ V +w (x, k − k′) =

∫
dk′ V−w (x, k − k′) (6)

and rewrite the quantum evolution term as the difference between Gain and Loss
terms, i.e.

Q(fw) =
∫
dk′w(k′, k)fw(x, k′)− γ (x)fw(x, k) (7)

w(k′, k) = V+w (x, k − k′)− V−w (x, k − k′)+ γ (x)δ(k − k′). (8)

The term w(k′, k) defines a new scattering mechanism whose effect is the produc-
tion of pair of signed particles. An initial parent particle with sign u evolves on a
free-flight trajectory and, according to a generation rate given by the function γ (x),
two new signed particles, one positive and one negative, are generated with one
momentum state generated with a probability equal to V +w (x, k)/γ (x). The main
drawback of such technique is the exponential grow of the particle number.

To limit this number, a cancellation procedure must be introduced in such a way,
if the total number of particles exceeds a certain boundNcanc, then pairs of particles
with similar positions and wave vectors, but with opposite signs, are removed from
the system. Recently, the previous creation process has been understood in terms of
the Markov jump process theory, providing that functionals of the solution of the
Wigner equation (1) are expressed in terms of the particle system [15].

Moreover a time-splitting scheme has been introduced in [9] in order to separate
the transport (i.e. movement in the position space) and the generation process, as
follows

1. Transport step
All particles (xi(t), ki(t), ui(t)) move according to

xi → xi +Δt h̄
m∗
ki (9)

The components ui and ki do not change.
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2. Generation step
According to probabilistic rules (to be determined below), all particles create new
particles that are added to the system.

3. Cancellation step
If the total number of particles exceeds a certain bound,

N > Ncanc (10)

then pairs of particles with similar positions and wave-vectors, but with opposite
signs,are removed from the system.

In the following, we shall introduce a cutoff c > 0 which assures finiteness of
the integrals (6) with respect to the wave vector. The generation step is based on a
majorant V̂w(x, k) of the Wigner potential (3)

|Vw(x, k)| ≤ V̂w(x, k) ∀x, k (11)

and the creation rate

γ̂ (x, k) = 1

2

∫ c

−c
V̂w(x, k) dk. (12)

The splitting time step Δt is assumed to satisfy

Δt <
[
supxγ̂ (x, c)

]−1
. (13)

This is the generation algorithm:

s0. For each j-th particle
s1. Let be r ∈ U [0, 1]

if r < 1− γ̂ (xj , c)Δt (14)

do not create anything, next particle GOTO s0.
s2. Otherwise generate a random parameter k̃ uniformly on the interval [−c, c].
s3. Let be r ∈ U [0, 1]

if r < 1− |Vw(xj , k̃)|
V̂w(xj , k̃)

(15)

do not create anything, next particle GOTO 2.0
s4. Otherwise generate a couple of particle

(xj , kj + k̃, ũ) , (xj , kj − k̃,−ũ) , ũ = uj sign

[
Vw(xj , k̃)

V̂w(xj , k̃)

]
(16)

next particle GOTO s0.
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4 The Double Potential Barrier Benchmark

Let us introduce the double barrier, which is symmetric with respect to the y-axis,
the height is a (in eV), the centers in ±|d|, and the amplitude b (see Fig. 1). The
well potential length is

bw = 2

(
|d| − b

2

)
. (17)

In the double barrier case we have:

Vw(x, k) = 4a

h̄πk
sin(2kx) sin(kb) cos(2k|d|) (18)

V̂w(x, k) = 4ab

h̄π
, γ̂ (x, c) = 4ab

h̄π
c , Δt <

h̄π

4abc
(19)

and we have considered a double barrier with the following parameters:

b = 2.2 nm, |d| = 5.1 nm, bw = 8 nm. (20)
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Fig. 1 The double barrier
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If the barrier height a goes to infinity, the Schrödinger equation gives a well known
analytic solution (see Appendix) where, the lowest energy eigenstate with l = 1 is

E1 = π2h̄2

2m∗b2
w

= 1.8361 10−2eV (21)

and the corresponding eigenfunctionψ(x, t) is shown in (35). According to Eq. (4),
we have (for the infinite well)

n(x, t) = |ψ(x, t)|2 = 2C2

bw
cos2

(
πx

bw

)
. (22)

The previous solution does not depend on time, consequently if the system is
prepared initially in this state, then it will remain in it throughout.

Our goal is to study how the our Wigner MC scheme, for large values of the
barrier height, approaches to the Schrödinger one in the case of infinite well.

In particular we want to reproduce the density solution (22) for the lowest energy
eigenstate. To achieve that, we have to use the right initial condition for the Wigner
equation. Since, for pure state, Schrödinger and Wigner equations are equivalent, we
have taken as initial condition the Wigner function corresponding to the Schrödinger
one in the lowest energy state [3].

In the x-space we have considered an uniform mesh [−20, 20] (nm) with Nx =
200 grid-points; also in the k-space we have an uniform mesh [−7.78, 7.78] (nm−1)
with Nk = 256. We have chosen absorption boundary conditions, i.e. if a particle is
out of the mesh then it is erased. The cutoff has been fixed c = 7.68 nm−1, the initial
particle number is Nini = 160,000, the cancellation parameter Ncanc = 480,000.

We plot in Fig. 2 the density (4) at the simulation times of 20 fsec, obtained
with a = 0.3, 0.6, 1.2, 2.4, 4.8 eV, and compared with the solution (22). The
penetration into the barrier decreases as the height a increases, while the MC
solution approaches to the Schrödinger one.

Due to the limitation on the time stepΔt (19), the higher the barrier height a, the
smaller the time step will be. Consequently a huge CPU consumption is measured,
as shown in Table 1, which limits de facto the convergence of the MC solution to
the analytic one. The results presented have been obtained using an AMD Phenom
II X6 1090T 3.2 GHz and 8 Gb RAM.

Table 1 CPU and particle
number at the final simulation
time 20 fs

a (eV) Δt (fs) Final Npart CPU (s)

0.3 0.05 420,000 4691

0.6 0.05 590,000 7482

1.2 0.025 749,000 16,758

2.4 0.0125 780,000 31,659

4.8 0.00625 1,200,000 90,060
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Fig. 2 The particle density (4) versus position a t = 20 fs, for same values of the barrier height a
and the corresponding Schrödinger solution for an infinite barrier

5 Conclusions

The Wigner equation has been solved by using the Signed particle Monte Carlo
method, where new pair of particles characterized by a sign are created randomly
and added to the system. This creation mechanism has been recently understood in
terms of the Markov jump process, producing a class of new stochastic algorithms
[9]. One of these algorithms has been implemented and applied to the double
potential barrier benchmark, and compared to the corresponding analytic solution
of the Schrödinger equation for the infinite well. The results show that the MC data,
for large values of the barrier height, converges to the analytic solution of the infinite
well, but the accuracy is limited by a huge computational effort.

Acknowledgments We acknowledge the support of the project “Modellistica, simulazione e
ottimizzazione del trasporto di cariche in strutture a bassa dimensionalità”, Università degli Studi
di Catania—Piano della Ricerca 2016/2018 Linea di intervento 2.
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Appendix

Let us consider a particle of mass m∗ inside a box, surrounded by an infinite square
well with potential given by

V (x) =
⎧
⎨

⎩

0, |x| ≤ bw/2

∞ |x| > bw/2
(23)

We want to describe the motion of this particle free to move in a small space
surrounded by impenetrable barriers. To do that, let us introduce Schrödinger
equation

ih̄
∂ψ(x, t)

∂t
= − h̄2

2m∗Δxψ(x, t)+ V (x)ψ(x, t) (24)

where V the potential energy, and Δx the Laplace operator, and the wavefunction
ψ(x, t) satisfying the condition

∫

R
|ψ(x, t)|2 dx = 1. (25)

In the case of infinite square-well potential, the natural boundary conditions for
Eq. (24) are

ψ(−bw/2, t) = ψ(bw/2, t) = 0 (26)

and we want to solve the following problem

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

ih̄
∂ψ(x,t)
∂t

= − h̄2

2m∗Δxψ(x, t)

ψ(−bw/2,−t) = ψ(bw/2, t) = 0

V (x) = 0 ∀x ∈ [−bw/2,+bw/2]

(27)

Since the potential does not depend on the time, we can look for solutions of the
kind

ψ(x, t) = φ(x) χ(t) (28)

then we have

ih̄

χ

∂χ(t)

∂t
= − h̄2

2m∗
1

φ
Δxφ(t, x)+ V (x) = const. = E (29)
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obtaining two separate equations:

ih̄

χ

∂χ(t)

∂t
= E, − h̄2

2m∗
1

φ
Δxφ(t, x)+ V (x) = E. (30)

The solution of the first equation is:

χ(t) = C exp(−iEt/h̄) (31)

whereas the second equation yields

[
− h̄2

2m∗
∂2

∂x2 + V (x)
]
φ(x) = E φ(x) (32)

which gives the particle energy spectrum. For the square-well barrier potential (23),
using the b.c. (26), one obtains a discrete energy spectrum

El = h̄
2k2
l

2m∗
, kl = πl

bw
l ∈ N (33)

φl(x) =
√

2

bw
sin

(
πlx

bw

)
l even, φl(x) =

√
2

bw
cos

(
πlx

bw

)
l odd (34)

and, for l odd, we have:

ψ(x, t) = C exp

(
− iElt
h̄

)
φl(x) = ψ1(x, t)+ i ψ2(x, t) (35)

ψ1(x, t) = C
√

2

bw
cos

(
πlx

bw

)
cos

(
h̄π2l2

2m∗b2
w

t

)
, (36)

ψ2(x, t) = −C
√

2

bw
cos

(
πlx

bw

)
sin

(
h̄π2l2

2m∗b2
w

t

)
. (37)

Finally the density is

n(x, t) = |ψ(x, t)|2 = ψ2
1 (x, t)+ ψ2

2 (x, t) =
2C2

bw
cos2

(
πlx

bw

)
l odd. (38)
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Simulation of Graphene Field Effect
Transistors

Giovanni Nastasi and Vittorio Romano

Abstract Field effects transistors, where the active region is constituted by a single
layer of graphene, are simulated and the characteristic curves are shown. The
current–voltage curves present a behaviour different from that of devices made of
classical semiconductors, like Si or GaAs, because of the zero gap in monolayer
graphene. The current is no longer a monotone function of the gate voltage but there
exists an inversion gate voltage corresponding to which the type of majority carriers
changes. Usually the considered devices are investigated by adopting reduced one
dimensional models with some averaging procedure. Here a full two-dimensional
simulation is presented. The model is based on a system of drift-diffusion equations
for electrons and holes. The numerical method is based on the Scharfettel and
Gummel scheme. A special treatment of the Poisson equation is adopted for taking
into account the charge in the graphene sheet. The characteristic curves for fixed
gate voltages and for fixed source-drain voltages have been obtained.

1 Introduction

In the last years an increasing interest has been devoted to graphene field effect
transistors (GFETs) as potential candidates for high-speed analog electronics, where
transistor current gain is more important than ratio current ON/current OFF [1].
Several types of GFETs will be studied and optimized: top-gated graphene based
transistors, obtained synthesizing graphene on silicon dioxide wafer, and double
gate GFETs. See [2] for a comprehensive review.
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The current–voltage curves present a behaviour different from that of devices
made of classical semiconductors, like Si or GaAs, because of the zero gap in
monolayer graphene. The current is no longer a monotone function of the gate
voltage but there exists an inversion gate voltage corresponding to which the type
of majority carriers changes. This introduces a certain degree of uncertainty in the
determination of the current-off regime which requires a rather well tuning of the
gate-source voltage.

Usually the considered type of devices are investigated by adopting reduced
one dimensional models with some averaging procedure [3, 4]. Here a full two-
dimensional simulation is presented.

For the simulation of charge transport in graphene, drift-diffusion models are
available in the literature. Recently, more accurate hydrodynamical models have
been formulated [5–7] by exploiting the maximum entropy principle. Another
approach is to get mobility models by simulations based on deterministic solutions
of the semiclassical Boltzmann equation for electrons in graphene by using discon-
tinuous Galerkin (DG) method or based on Monte Carlo simulations [8, 9].

Here, as first instance, we compare the results of the simulations for top-gated
GFETs obtained with the drift-diffusion model suggested in [10]. The numerical
method is based on the Scharfettel and Gummel scheme. A special treatment of
the Poisson equation is adopted for taking into account the charge in the graphene
sheet. In particular, the characteristic curves both for fixed gate voltages and for
fixed source-drain voltages, are studied.

2 Mathematical Model

The mathematical model we adopt to simulate the charge transport in graphene is
the bipolar drift-diffusion in 1D case,

∂n

∂t
− 1

e

∂

∂x

(
μnkBTL

∂n

∂x
− enμn ∂φ

∂x

)
= 0,

∂p

∂t
+ 1

e

∂

∂x

(
−μpkBTL ∂p

∂x
− epμp ∂φ

∂x

)
= 0,

where n(t, x), p(t, x) are the graphene electron density and hole density respec-
tively, e is the positive elementary charge, kB is the Boltzmann constant, TL is the
lattice temperature (kept constant), μn(x) and μp(x) are the mobility models for
electrons and holes respectively and φ(x, y) is the electric potential. We adopt the
mobility model proposed in Ref. [10] given by

μs(x) = νs

[1+ (νsE/vsat )γ ]1/γ ,
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where E = |∂φ/∂x| is the absolute value of the x-component of the electric field,
vsat is the saturation velocity (we take the value 0.2 μm/ps), γ ≈ 2 and

νs(x) = μ0

(1+ s/nref )α ,

where μ0 = 0.4650 μm2/V ps is the graphene low field mobility, nref = 1.1 ×
105 μm−2 and α = 2.2. The symbol s indicates the carrier density: s = n for
electrons and s = p for holes.

The 2D Poisson equation for the electric potential reads

∇ · (ε∇φ) = h(x, y),

where

h(x, y) =
{
e(n(x)− p(x))/tgr if y = ygr
0 if y �= ygr

being ygr the y-coordinate of the graphene sheet (see Fig. 1), and ε is given by

ε(x, y) =
{
εgr if y = ygr
εox if y �= ygr

where εgr and εox are the dielectric constants of the graphene and oxide respectively.
tgr is the width of the graphene layer (the width of a single atom) which is assumed
to be equal to 1 nm. The charge in the graphene layer is considered distributed in the
volume enclosed by the parallelepiped of base the area of the graphene and height
tgr . Recall that n and p are areal densities.

3 Numerical Results

The simulated device is depicted in Fig. 1. The length is 100 nm. The width of the
lower and upper oxide (SiO2) is 10 nm. The source and drain contacts are long
25 nm. The two gate potentials are set as equal. At the metallic contacts the total
voltage includes also the work function which depends on the specific material the
contacts are made of. Different values of the work function will be considered in the
simulations.

In Fig. 2 the shape of the electrical potential is plotted when the gate-source
potential is 0.6 V and the source-drain-potential is 0.3 V, with a work function of
0.25 V. The impurity charge is neglected. Similar results are obtained in the other
cases.
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Fig. 1 Schematic representation of the simulated GFET

Fig. 2 Electrostatic potential when the gate-source potential is 0.6 V and the source-drain-
potential is 0.3 V. The work function potential is 0.25 V

Figure 3 shows the characteristic curves of current versus gate voltage with work
function equal to 0 V for several values of the source-drain voltage, neglecting the
impurities. In Fig. 4 the current versus gate voltage are plotted as in Fig. 3, including
also the presence of an impurity density of 3.5×103 μm−2, for several values of the
gate voltage.

The presence of the impurities produces a small degradation of the current. The
crucial issue is that the range of gate voltage where the current is off is bounded
at variance with traditional semiconductors. This is due to the gapless nature of
monolayer graphene. As a consequence, a fine tuning of the gate voltage is required
to have an acceptable field effect transistor and in this respect accurate simulations
are needed.



Simulation of Graphene Field Effect Transistors 175

-1.5 -1 -0.5 0 0.5 1
Gate Voltage (V)

0

2

4

6

8

10

C
ur

re
nt

 d
en

si
ty

 (A
/c

m
)

Vsd = 0.1V
Vsd = 0.2V
Vsd = 0.3V
Vsd = 0.4V

Fig. 3 Current versus gate voltage with a work function at the graphene-metal interface equal to
0 V
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Fig. 4 As in Fig. 3 including an impurity density of 3.5 ×103 μm−2

In Figs. 5 and 6 the previous characteristic curves are shown by considering
a work function of 0.25 V. Again the presence of the impurities leads only to a
small degradation of the current. Note that above the inversion voltage (about 0.25
V) the majority carriers are the electrons while below the inversion voltage the
majority carriers are the holes. The behaviour of the current is very different from
the traditional semiconductors like Si or GaAs on account of the zero gap in the
energy band. The major issue is the difficulty of fixing the off state which requires
an accurate calibration of the voltage.
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Fig. 5 Current versus gate voltage with a work function at the graphene-metal interface equal to
0.25 V
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Fig. 6 As in Fig. 3 including an impurity density of 3.5 ×103 μm−2

To complete the analysis, in Figs. 7 and 8 we show the current versus the source-
drain voltage for several gate-source voltages with a work function at the graphene-
metal interface equal to 0.25 V.
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Fig. 7 Current versus source-drain voltage with a work function at the graphene-metal interface
equal to 0.25 V including an impurity density of 3.5 ×103 μm−2. Negative gate-source voltages
are considered
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Fig. 8 As in Fig. 7 considering positive gate-source voltages
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Part III
Circuit Simulation

This part comprises three works falling in the field of circuit simulation. In the
contribution LinzFrame: A Modular Mixed-Level Simulator with Emphasis on Radio
Frequency Circuits the authors, K. Bittner et al., give an overview of the circuit
and device simulator LinzFrame with an emphasis on radio frequency circuits
(RF) applications. Besides SPICE-like analysis features LinzFrame offers several
techniques dedicated to RF circuits. Among them are the multi-tone Harmonic
Balance (HB), periodic steady state shooting method, a toolbox for autonomous
circuits (oscillators), and multi-rate envelope methods. Besides transient analysis
based on the BDF formulas, a toolbox for a spline-wavelet approximation has
been developed. In recent time, the simulator has been extended to a circuit-device
mixed-level simulator by coupling the circuit simulator to a TCAD simulator.
LinzFrame permits the holistic (strong) coupling of a circuit and a device simulator,
enabling either modeling of the circuit/device as lumped (concentrated) model or
as a full 3D model, depending on the needed accuracy. Moreover it circumvents
the prohibitive run-time of conventional transient analysis by several multi-rate
techniques dedicated to RF circuits/devices.

In the electronics industry, smaller and faster electronic devices are always
demanded. Full device-parasitic transient simulations of realistic circuits are time
consuming or even infeasible due to a huge number of electrical components
and unavoidable parasitics. In the contribution Fast transient simulation of RC
circuits with dense capacitive coupling by N.T.K. Dang et al. a novel technique
to address the problem with the presence of parasitic capacitances is devised. The
selected technique activates/inactivates coupling capacitances during the transient
simulation, therefore obtaining faster simulations of transients.

Modern circuit simulators predominantly use Newton-Raphson (NR) iteration
to solve circuit equations. To improve NR convergence, circuit simulators use a
practice called “limiting”. However, in most simulators, the implementation of
limiting tends to be inflexible, non-modular, inconsistent, and confusing. In Pre-
dictor/Corrector Newton-Raphson (PCNR): A Simple, Flexible, Scalable, Modular,
and Consistent Replacement for Limiting in Circuit Simulation by K.V. Aadithya
et al. the authors propose a Predictor/Corrector Newton-Raphson (PCNR) scheme,
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a replacement for limiting that overcomes the mentioned disadvantages while
incurring modest computational overhead. The key ideas behind PCNR are: to add
each limited circuit quantity as an extra unknown to the circuit’s Modified Nodal
Analysis (MNA) system of equations; to split each NR iteration into a “prediction”
phase followed by a “correction” phase; to mitigate the computational cost of
the extra unknowns by eliminating them from all Ax = b solves using a Schur
complement based technique. Example of circuits validate the robustness of the
method.



LinzFrame: A Modular Mixed-Level
Simulator with Emphasis on Radio
Frequency Circuits

Kai Bittner, Hans Georg Brachtendorf, and Wim Schoenmaker

Abstract Purpose: LinzFrame is a circuit and device simulator with emphasis
on radio frequency circuits (RF) applications. Slowly changing amplitudes are
modulated by a carrier signal at a very high center frequency. These waveforms
are referred to as multi-tone signals. RF devices are often distributed elements, i.e.
their behavior cannot be adequately represented by terminal voltages and currents.
Design/Methodology: Besides SPICE-like analysis features LinzFrame offers sev-
eral techniques dedicated to RF circuits. Among them are the multi-tone Harmonic
Balance (HB), periodic steady state shooting method, a toolbox for autonomous
circuits (oscillators), and multi-rate envelope methods. Besides transient analysis
based on the BDF formulas, a toolbox for a spline-wavelet approximation has been
developed. This technique combines the advantages of variable time step techniques
(such as BDF) with a compact representation of signals by a set of basis functions
(such as HB). In contrary to HB a spline-wavelet representation of signals with
variable refinements allows for a representation of signals with sharp slew rates
without the unwanted Gibbs phenomenon.
In recent time, the simulator has been extended to a circuit-device mixed-level
simulator by coupling the circuit simulator to a TCAD simulator. This feature
enables the co-simulation of device and circuit levels, where the critical devices
are simulated and optimized in full 3D, such as distributed elements.
Originality/Value: LinzFrame enables the holistic (strong) coupling of a circuit
and a device simulator, enabling either modeling of the circuit/device as lumped
(concentrated) model or as a full 3D model, depending on the needed accuracy.
Moreover it circumvents the prohibitive run-time of conventional transient analysis
by several multi-rate techniques dedicated to RF circuits/devices.

K. Bittner · H. G. Brachtendorf (�)
University of Applied Sciences of Upper Austria, Wels, Austria
e-mail: Kai.Bittner@fh-hagenberg.at; brachtd@fh-hagenberg.at

W. Schoenmaker
MAGWEL N.V., Leuven, Belgium
e-mail: wim.schoenmaker@magwel.com

© Springer Nature Switzerland AG 2020
G. Nicosia, V. Romano (eds.), Scientific Computing in Electrical Engineering,
Mathematics in Industry 32, https://doi.org/10.1007/978-3-030-44101-2_17

181

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-44101-2_17&domain=pdf
mailto:Kai.Bittner@fh-hagenberg.at
mailto:brachtd@fh-hagenberg.at
mailto:wim.schoenmaker@magwel.com
https://doi.org/10.1007/978-3-030-44101-2_17


182 K. Bittner et al.

1 The LinzFrame Circuit Simulator

The circuit simulator LinzFrame with focus on radio frequency (RF) applications
[1, 2] follows a strictly modular concept as depicted in Fig. 1. The simulator
kernel employs the Modified Nodal Analysis (MNA). Moreover it comprises an
automatic differentiation suite [16] which simplifies the implementation of new
models significantly, since partial derivatives w.r.t. the state variables required for
the Jacobian calculation for Newton type methods are not coded explicitly [16].
Furthermore, model libraries for linear devices, SPICE transistor models and a
stimulus library including modulated sources such as OFDM, FSK, QPSK, QAM,
etc., libraries to industry relevant device models such as BSIMx, VBIC, and the
Simkit library from NXP Semiconductors (MEXTRAM, MOS9, MOS11, etc.)
are available. Hence, the simulator covers the majority of industry standards in
circuit simulation. A Laplace model interface allows the incorporation of rational
fraction transfer models obtained, e.g., from Model Order Reduction (MOR). The
analysis toolbox comprises standard methods such as DC, AC and transient analysis
with polynomial and trigonometric multi-step BDFx (MBDFx) methods [3] and an
interface to the DASPK simulator [10] for solving higher index differential algebraic
equations (DAEs). As an alternative to polynomial multi-step methods, a spline-
wavelet transient simulator has been developed by the authors.

Solver Interface
(direct/iterative)

Sparse Linear Nonlinear

Solver

LinzFrame

Transient

Steady State

Envelope

ModelsAnalysis

multi−rate HB

multi−rate

multi−rate HB
multi−rate BDFx

spline−wavelet

PSS spline−wavelet

GUI

tran DASPK

RWTH ITHE

Interface
MATLAB SPICE Netlist
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PSS shooting
Coupling

Circuit Circuit
DeviceDevice

Coupling
Circuit

Digital
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Device Simulation Device Simulation

Circuit · Device ·Mixed Signal
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Fig. 1 Overview on the toolboxes of the circuit simulator LinzFrame
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Standard transient solvers are prohibitively slow for the simulation of RF circuits.
Since the time steps of multi-step integration formulas must be at least a factor of
10 smaller than the reciprocal of the highest relevant frequency, transient simulators
come to their limits as the center frequencies become higher. Therefore, multi-
rate simulators have been proposed to decouple the slowly varying envelope or
baseband signal from the radio frequency modulation. This decoupling enables
different techniques and time steps for a compact representation of the waveforms:
the baseband signal can be, on the one hand, appropriately represented by multi-step
integration methods whereas the periodic RF modulation on the other hand are well
approximated by a trigonometric (Fourier) expansion or a spline-wavelet basis.

Several tools for multi-rate simulation [7, 8], such as Harmonic Balance (HB),
BDF and spline-wavelet techniques (both algebraic and trigonometric polynomial
bases) are therefore incorporated in LinzFrame. The latter technique is superior
when strong nonlinearities and/or sharp transients occur, which are efficiently
resolved by an adaptive mesh, whereas a trigonometric basis exhibits often the well-
known Gibb’s phenomenon. Periodic steady state (PSS) methods both for driven and
autonomous circuits such as oscillators complete the tool [1–5].

Moreover, interfaces to numerical tools, including damped Newton solvers,
homotopy methods [3], several direct sparse linear solvers (e.g. MUMPS, MA48,
PARDISO, SuperLU) as well as preconditioned Krylov subspace techniques (e.g.
ILUPACK) are available. For a rapid prototyping and test of novel algorithms, a
MATLAB interface is at hand.

As part of the European fp7 project nanoCOPS [18, 21], the simulator has
been coupled to the commercial EM/device simulator devEM from the company
MAGWEL for combined EM-device/circuit simulation [21] as depicted in Fig. 2.
The simulator devEM is a full 3D electro-magnetic field and device simulator, which
employs as unknowns the scalar and vector potentials (V ,A). From Maxwell’s
equations and the device constitutive equations one obtains a system of partial
differential equations (PDEs). The device simulator employs for the spartial dis-
cretization of the PDEs the Finite Integration Technique (FIT) [11, 12, 22] resulting
in a huge system of ordinary DAEs. The coupling between LinzFrame and devEM
is performed holistically [6, 9], that is, LinzFrame—which is the master simulator—
has full excess to the Jacobian matrix stamps and the right hand side vector. This
enables (damped) Newton methods with enhanced convergence properties than
relaxation based techniques also reported in the literature [15]. In another ongoing
DFG/FWF project, LinzFrame is coupled with a device simulator from RWTH
Aachen university to study plasma oscillations in the THz range [13, 14].
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q · ∇ n

Fig. 2 Concept of the holistic coupling between LinzFrame and devEM

2 Circuit-Device Simulator Coupling

From Kirchhoff’s laws, the circuit topology and the device constitutive equations
one obtains a system of generally nonlinear DAEs of dimension N

d

dt
q
(
x(t)

)+ f (x(t))− s(t) = 0, x(0) = x0 (1)

where x = (v, i)T is the vector of unknown node voltages (potentials) and some
branch currents, f : RN → R

N the vector sums of currents entering each node and
q : RN → R

N the vector sums of charges and fluxes. Moreover x0 is the vector
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of initial conditions and s(t) the stimulus vector, respectively. If s is independent of
time, the circuit is autonomous and non-autonomous otherwise.

The electro-magnetic TCAD (EM-TCAD) simulator devEM employs both the
scalar potentials V and the vector potential A such that the magnetic induction
is B = ∇ × A, and hence E = −(∇ V + ∂tA), where E is the electric field
strength. Furthermore D = εE is the dielectric displacement and H = 1

μ
B the

magnetic field strength. To obtain systems of first-order PDEs in time, the quasi-
canonical momentum � = ∂tA is used as an additional degree-of-freedom. The
simulator devEM enables both the Coulomb and Lorenz gauge (and a continuous
sweep between these two). Exemplarily, the PDEs valid for semiconductors are
considered next.

Let ND, NA be the donator/acceptor concentrations and n, p the free elec-
tron/hole concentrations, respectively. From the standard drift-diffusion equations
one obtains

−∇ · (ε (∇ V +�)) = #, # = q (p − n+ ND −NA)

∇ ×
(

1

μ
∇ ×A

)
= Jp + Jn − ε ∂

∂t
(∇V +�)

where Jn, Jp are the currents densities of electrons/holes, given by

Jn = −q μn (n (∇ V +�)− VT · ∇ n)
Jp = −q μp (p (∇ V +�)+ VT · ∇p)

wherein q is the elementary charge, μn, μp the mobilities of electrons and holes,
VT = kB T

q
the thermal voltage, kB Boltzmann’s constant and T the absolute

temperature in Kelvin. The densities of electrons and holes are expressed as

n = ni exp

(
V − φn
VT

)
, p = ni exp

(
φp − V
VT

)

wherein φn, φp are the quasi-Fermi potentials for electrons/holes, respectively. The
continuity equation holds for the electrons and holes separately, i.e.,

∇ · Jn − q ∂n
∂t
= −q U(n, p), ∇ · Jp + q ∂p

∂t
= q U(n, p)

with net generation rate U(n, p) = G − R. devEM employs various genera-
tion/recombination models. The system of equations is completed with the gauge
condition

1

μ
∇(∇ ·A)+ ξ ε∇ (∂tV ) = 0
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For ξ = 0 one obtains the Coulomb and for ξ = 1 the Lorenz gauge as special
cases. Unknowns are the scalar and vector potentials (A, � = ∂tA) and moreover
the quasi-Fermi potentials (V , A, �, φn, φp)T .

2.1 Discretization

The spatial discretization is done on an (un)structured grid using a variation of the
Finite Integration Technique [12, 17, 22].

LinzFrame on the other hand is the master simulator which performs the time
discretization and step size control. Besides multi-step integration formulas, specif-
ically for radio frequency applications a multi-rate technique has been developed
which decouples the slowly varying envelope or baseband signal in time scale τ and
RF time scale t from the carrier signal. The underlying ordinary DAE system (1) is
reformulated by a system of partial DAEs, i.e.

∂
∂τ
q
(
x̂(τ, t)

) + ω(τ) ∂
∂t
q
(
x̂(τ, t)

) + i(x̂(τ, t)) = ŝ(τ, t)

where ω(τ) is an estimate of the instantaneous frequency [19]. The signal x̂ is
assumed to be periodic in its second argument, that is ŝ(τ, t) = ŝ(τ, t + P) with
normalized period P = 1. The characteristic curves of the PDE are given by

(
t, Ωθ(t)

)
, Ωθ(t) = θ +

∫ t

0
ω(s) ds, θ ∈ [0, P ]

parametrized by θ . The solution of the underlying problem (1) is obtained along
a specific characteristic curve through the origin, i.e. θ = 0. A comprehensive
documentation on the multi-rate PDE method can be found, e.g., in [1, 3, 20].

3 Results

3.1 Mixer Circuit

The mixer circuit with differential RF and oscillator inputs is depicted in Fig. 3.
The input signals operate in the GHz range, whereas the center frequency of the
output signal at a low intermediate frequency in the MHz range. Therefore, mixers
are typical examples for which the multi-rate technique is superior compared with a
classical transient analysis. Figure 4 exhibits the solution of the multi-rate PDE.
The solution of the underlying ordinary DAE is obtained along a characteristic
curve through the origin (not depicted in figure). One can observe sharp transients
at the switching times of the mixer. Hence, an expansion of the waveforms by a
trigonometric series (as in Harmonic Balance) leads to both the Gibb’s phenomenon
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Fig. 3 Gilbert folded mixer circuit

and a large number of Fourier coefficients, making this approach inefficient. Instead,
a spline-wavelet expansion based on compact basis functions are superior in
capturing sharp transients.

3.2 Coupled Circuit-Device Simulation

Figure 5a depicts a power stage circuit with an on-chip balun for a band I application
at a center frequency fc = 1–9 GHz. The power stage operates in differential mode,
that is all signals occur with ± signs. Since the source, e.g. the signal coming from
the antenna, and output signals are single ended, a first balun, operating at a low
power input signal, together with a matching circuit is required. The critical device
in the design is the balun at the output of the power stage since it is driven by
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a large input power. It is therefore modeled as full 3D device and simulated by
the devEM TCAD solver. The remaining circuit’s devices are simulated as lumped
models. The balun is fabricated in bismaleimide-triazine (BT) technology with four
layers. Figure 5b depicts the differential voltages waveforms at the input of the
balun.

4 Conclusions

LinzFrame is a modular circuit simulator with emphasis on Radio Frequency
circuits and devices. It has been holistically coupled both to the EM simulator
devEM from MAGWEL NV and in an ongoing research project to the device
simulator from RWTH Aachen for the development of novel devices for THz
applications, enabling circuit-device mixed-level analysis.

Acknowledgement This work was partly funded by the Austrian Science Fund FWF under grant
I3130-N30.
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Fast Transient Simulation of RC Circuits
with Dense Capacitive Coupling

N. T. K. Dang, J. M. L. Maubach, J. Rommes, P. Bolcato,
and W. H. A. Schilders

Abstract The main motivation of this work is lying in the acceleration of transient
simulation of Analog Mixed Signal circuits. In the electronics industry, smaller
and faster electronic devices are always demanded. Full device-parasitic transient
simulations of realistic circuits are time consuming or even infeasible due to a
huge number of electrical components and unavoidable parasitics. In this paper, we
introduce a novel technique to address the problem with the presence of parasitic
capacitances. The SelectC technique activates/inactivates coupling capacitances
during the transient simulation, therefore, giving faster transient simulation time.

1 Introduction

Very Large Scale Integrated circuits contain numerous tiny electronic devices placed
in a small flat piece of semiconductor material. In every new generation, smaller-size
transistors and denser electronic devices significantly cause parasitic electromag-
netic effects in transistors and interconnects to be more apparent. Simulation of
such parasitic networks is too costly or unattainable. With the purpose of speedup
and (or) enabling transient simulation of AMS (Analog Mixed Signal) circuits,
reduced models are sought for the parasitics. Well-known MOR (Model Order
Reduction) methods to deal with these large networks are Krylov subspaces [6],
balanced truncation methods [8], and elimination methods [10]. However, existing
MOR methods can produce dense reduced models that become more expensive to
simulate than the original systems. Moreover, for multi-terminal networks MOR is
inefficient because of generating large reduced models and/or dense models such as
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when using PRIMA [6]. Recently, ReduceR [9], SparseRC [3] and TurboMOR-
RC [7] are presented and share the common goals which are creating sparse
reduced models and working efficiently with multi-terminal networks. The proposed
method, unlike the aforementioned MOR methods, does not reduce the dimension
of the system matrices, therefore, it does not face the problems related to multi-
terminal networks and creating dense resulting matrices as MOR methods. We
refer to it as a simplification method. We do not provide a comparison between
SelectC and other MOR methods because methods such as SVDMOR [1] and
ESVDMOR [4] consider and modify the transfer function, which SelectC does not
do (instead, SelectC concentrates on the time-domain transient simulation). Also,
ReduceR deals with R networks while SelectC modifies C networks, sparseRC [3]
and TurboMOR [7] reduce the sub-nets of RC networks. A comparison would
require SelectC to be combined with sub-net reduction, which is not the scope of
the current research.

In this paper, we propose an efficient method for the case of RC networks with
dense capacitive coupling. The basic idea is to remove small coupling capacitors
between distinct resistor components having negligible current passing through. In
particular, coupling capacitors between nets are selected at the current time step in
order to decide whether or not to be inactive in the next time step of the transient
simulation. For many time steps, sparser capacitance matrices are obtained and
replace the original capacitance matrix in the system matrix, thus providing faster
transient simulation. For some initial experiments to be described later, the method
gives promising results.

2 Problem Formulation

The time-domain transient behaviour of a given circuit is described by the following
formulation:

f(x) = Cx′(t)+Gx(t)+Hg(x(t))−Bu(t), t ∈ (0, T ] (1)

where MNA [5] matrices G, C ∈ R
N×N are here considered to be positive semi-

definite, corresponding to the conductivities, capacitances, respectively, T > 0, x ∈
R
N denotes the node voltages, u ∈ R

M represents the current or voltage sources,
g ∈ R

K is a vector of nonlinear functions of diodes, nonlinear resistors, etc., B ∈
R
N×M and H ∈ R

N×K are the incidence matrices related to sources and nonlinear
elements, respectively.N ,M andK are the dimension of (1), the number of sources
and the number of nonlinear elements, respectively.

The nonlinear system of equations (1) is usually solved for a given initial
condition x(t0) := x0 where x0 is obtained by solving for the DC solution:

f0(x) = Gx+Hg(x)−Bu0. (2)
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Equations (2) and (1) are solved numerically by using a nonlinear iterative method
such as Newton’s method. At each Newton iteration, a linearized problem is solved
to update the approximation:

x(k+1) = x(k) − J−1
f f (x(k)), (3)

where Jf ∈ R
N×N , Jf = ∂f

∂x

∣∣
x=x(k) is the Jacobian matrix of f(x).

For time domain simulation, from the initial condition the DAE (Differential
Algebraic Equation) system in (1) is discretized into a set of nonlinear algebraic
equations by a numerical integration method (Backward Euler, Trapezoidal). Then
iterative Newton’s algorithm is applied at each time point ti and finally linear solvers
are used to solve the linearized equations. Most of the computation time is spent in
assembling the derivative matrix Jf (x

(k)) and in solving systems with it. Therefore,
increasing the sparsity of C and/or G would potentially help to accelerate the
transient simulation.

3 The SelectC Method

First of all, system (1) should be made consistent by removing the equation
corresponding to a reference node voltage xref = 0. In what follows, we use
the connected components of G, see [9]. Because SelectC deals with coupling
capacitors (the capacitors between distinct G-components), it is vital to identify
those capacitors. This is done by reorderingC by G-components as described in the
first procedure of Algorithm 1. To explain the idea of SelectC, let cij be a capacitor
between nodes i and j . The current ic passing through cij (direction i → j ) is

ic = cij ·d(xi − xj )
dt

≈ cij ·
(
xi(tn+1)− xi(tn)
tn+1 − tn − xj (tn+1)− xj (tn)

tn+1 − tn
)
= ĩc. (4)

When ic is negligible i.e. ic ≤ τsel , then cij is said to be inactive (here we assume
that cumulative effects are neglected) and can be removed from the capacitance
matrix. In other words, SelectC is the method of selecting active/inactive coupling
capacitors based on the currents going through them. The inactive capacitors are
coupling capacitors whose node voltages barely change from the previous time
step to the current one. To ensure the voltage derivative part is minor and the ic
value is not affected by the cij value, the possibly inactive capacitors cij to be
removed should have capacitance smaller than a chosen constant τcap. Eventually, a
capacitance is removed if both

{
cij ≤ τcap
ĩc ≤ τsel. (5)
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τsel and τcap are user-defined thresholds. Coupling capacitances do not exceed τcap
which satisfy related ĩc ≤ τsel are omitted. Algorithm 1 summarizes the entire flow
of SelectC method.

Algorithm 1 SelectC
1: procedure USE THE G-COMPONENTS TO DETERMINE THE COUPLING CAPACITORS

2: [comps, –] = components(G)
3: [–,P] =sort(comps)
4: G = G(P,P)
5: C = C(P,P)

6: procedure DYNAMIC SELECTION OF COUPLING CAPACITORS

7: n = 0, C
(n)
sel := C, x(tn) is DC solution

8: while tn < tend do
9: n = n+ 1

10: k = 0; x
(k)
n−1 = x(tn−1) = xn−1

11: while ‖f (x(k)n−1)‖∞ > ε do ' Newton iteration

12: x
(k+1)
n−1 = x

(k)
n−1 − J−1

f f (x
(k)
n−1)

13: k = k + 1
14: x(tn) = x

(m)
n−1 ' ‖f (x(m)n−1)‖∞ < ε

15: if ‖dx(tn−1)‖∞ := ‖x(tn)− x(tn−1)‖∞ ≥ τdx & C
(n−1)
sel �= C then

16: C
(n−1)
sel := C

17: n = n− 1
18: else
19: build C

(n)
sel satisfying (5)

The condition of ‖dx(tn−1)‖∞ ≥ τdx and C
(n−1)
sel �= C is used to back up the

solution x(tn) incase there is a large difference between the two consecutive vector
of solutions x(tn) − x(tn−1) = dx(tn−1). τdx is an absolute value as time scaling
the linear version of (1) by s := f · t (frequency f ) reduces (1) to f(x(s)) =
f ·Cx′(s) +Gx(s) +Bu(s), s ∈ (0, f · T ] where instead of x′(t) = O(f ) time
the input signal, x′(s) = O(1) times inputs signal. This implies that with or without
time scaling x(tn−1) − x(tn) = dt · O(f ) and x(sn−1) − x(sn) = dt · 1 where
dt ·O(f ) = ds.

4 Numerical Results

In this section, we present results of SelectC for large linear RC networks derived
from realistic designs of very-large-scale integration (VLSI) chips (netlists 1 and
2 in Table 1) and a self-created nonlinear network (netlist 3, Fig. 5). For the linear
networks the square inputs 2 · square(2π · f · t) are injected to one external per
net and for nonlinear network, the input square(2π · f · t) is driven to the first
external of the first net. SelectC is implemented in MATLAB ver. 9.4(R2018a). The
method requires G,C to be reordered by G-components, as mentioned in Sect. 3.
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Table 1 Numerical results of SelectC

Netlist τcap(F ) τsel(A) Type Avg#cap
Sim. Rel. Time lin. Time newt.

time (s) error (V) solver (s) iter. (s)
1.N =
18, 927

– – Orig. 168,309 619 – 588 31
1e−14 1e−8 SelectC 15,090 105 6e−4 77 11

Red. rate 91% 5.9× 7.6× 2.8×
1e−4 SelectC 17,756 88.5 3.1e−2 66 10

Red. rate 89.5% 7× 8.9× 3.1×
2.N =
6887

– – Orig. 14,161 53 – 48 6
1e−14 1e−8 SelectC 2102 23 3.1e−4 15 5

Red. rate 85% 2.3× 3.2× 1.2×
1e−4 SelectC 611 11.6 6e−2 7 4

Red. rate 94.7% 4.6× 6.9× 1.5×
3.N =
32

– – Orig. 23 7.7 – 0.4 4
1e−14 1e−8 SelectC 8 7.1 3.3e−4 0.2 3.3

Red. rate 65.2% 1.1× 2× 1.2×
1e−4 SelectC 3 6.7 4.7e−4 0.2 3.2

Red. rate 86.9% 1.15× 2× 1.25×
Netlists 1 and 2 are linear, netlist 3 is nonlinear
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Fig. 1 The ratio of the number of active capacitors during transient simulation (star-dotted line).
The time steps where the recalculation with all capacitors is required (dotted line). The time steps
correlate with the simulation interval in Fig. 3 (the top figure)

We employed the MATLAB function components which is in the Boost Graph
Library[2]. The numerical integration is Backward Euler with constant increment.

Figure 1 shows the ratio of the number of active capacitors during the transient
simulation (of netlist 1) when Csel is used. While full transient simulation requires
full C elements, SelectC uses full C elements only 10 times (to recompute the time
steps) when the condition of ‖dx(tn)‖∞ ≥ τdx and C

(n)
sel �= C meets (because the

signal suddenly rises from 0 to 2 and falls from 2 to 0, see Fig. 3 the top figure for
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Fig. 2 Csel (left) at time step tn = t250 is much sparser than the original (re-ordered) C (right)

the input signal-plotted in blue line). For other time steps, for instance at time step
tn = t250, Csel is sparser than C (Fig. 2).

Table 1 shows some SelectC’s results for two multi-terminal netlists extracted
from real chip designs and a self-created nonlinear netlist compared to the results
obtained by their original problem. Herein, N denotes the number of nodes, τcap
and τsel are thresholds for selecting inactive capacitors in (5), τdx = 1 (linear
case) and τdx = 0.1 (non-linear case) indicate the condition of re-computing the
time step with dramatic change in dx, and Avg#cap stands for the mean number
of the active capacitors during the transient simulation. Indeed, for the original
problem Avg#cap is the number of capacitors in C network and is computed by the
MATLAB command nnz(triu(C,1)), i.e. the number of non-zero elements
of the strictly upper triangular of C. For the SelectC system, Avg#cap stands for
the division of the sum of the amount of the active capacitors per time step over
the total number of the time steps. The reduction rates (Red. rate) are shown
for the corresponding columns. For instance, the percentage reduction in Avg#cap

is
(Avg#caporig−Avg#capsel)·100

Avg#caporig
, the Red. rate in simulation time (Sim. Time) is

Sim.T imeorig
Sim.T imesel

. Finally, Rel. Error displays the maximum relative error (in voltage)

of all variables and is computed by max
i=1,2,...,N

{‖xi − xCseli ‖∞
}
/ max
i=1,2,...,N

{‖xi‖∞}
with ‖xi‖∞ = max

k=1,2,...,nT
{|xi(tk)|}, nT is the number of time steps. Time Newt.

Iter. and Time Lin. Solver are time needed for Newton iteration (without linear
solving) and for solving the linear system inside, respectively.

The transient simulation time strongly depends on the sparsity of the resulting
matrices (Table 1). Obviously, SelectC can reduce about 90% of the average density
of the original C, leading to faster transient simulation time (at maximum by a
factor of 7 in netlist 1). Additionally, the error is acceptable for τsel = 10−8 (for
instance in netlist 1 Fig. 3). For τsel = 10−4, especially in netlist 2 we gain more
speed up, however, the accuracy is not acceptable (Fig. 4). Note that the Time Lin.
Solver of the SelectC problem is faster than that of the original problem (up to
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Fig. 3 The top figure: Transient simulation of the original system versus SelectC system (netlist
1), the output 12,976 gives maximum absolute error, inputs are square signals injected to one
external/net, τsel = 10−8. The bottom figure shows the zoom in of the two marked points (from the
top figure) shown the difference (about 10−3) between the original problem and the modified one.
The delay error (horizontal line) is about 0.03 ps and is also acceptable

8.9×). However, considering the transient simulation time, the speedup is only up
to 7× since there needs the computation effort at Csel construction at every time
step (Fig. 5).

5 Conclusions and Outlook

The SelectC technique provides faster transient simulations of RC networks up
to the factor of 7. The method works nicely with stable signals, for instance
trapezoidal, pulse and/or square signals for problems with many C-parasitic. To be
investigated are the reliability and automatic detection/generation of the method
(more precisely, given an error tolerance, which value of τsel and τcap we should
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Fig. 4 The zoom in of transient simulation of the original system versus SelectC system (netlist
2), the output 3308 gives maximum absolute error, inputs are square signals injected to one
external/net, τsel = 10−4. The two marked points shown the large difference (about 10−1) between
the original problem and the modified one

Fig. 5 An academical nonlinear network. Coupling capacitor cc = 10−15, capacitor connected
to ground cg = 10−16, r = 10−4, rg = 104 and diode with Isat = 1.23e − 9, η = 1.73 and
VT = 26e − 3

choose, and vice versa), and also the application of SelectC for general circuits
including nonlinear elements.
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Predictor/Corrector Newton-Raphson
(PCNR): A Simple, Flexible, Scalable,
Modular, and Consistent Replacement
for Limiting in Circuit Simulation

Karthik V. Aadithya, Eric R. Keiter, and Ting Mei

Abstract Modern circuit simulators predominantly use Newton-Raphson (NR)
iteration to solve circuit equations. To improve NR convergence, circuit simulators
use a practice called “limiting”. This ensures that sensitive circuit quantities (such as
diode voltages) do not change too much between successive NR iterations. However,
in most simulators, the implementation of limiting tends to be inflexible, non-
modular, inconsistent, and confusing. We therefore propose Predictor/Corrector
Newton-Raphson (PCNR), a replacement for limiting that overcomes these disad-
vantages while incurring modest computational overhead. The key ideas behind
PCNR are, (1) to add each limited circuit quantity as an extra unknown to the
circuit’s Modified Nodal Analysis (MNA) system of equations, (2) to split each
NR iteration into a “prediction” phase followed by a “correction” phase, and (3) to
mitigate the computational cost of the extra unknowns by eliminating them from all
Ax = b solves using a Schur complement based technique.

1 An Illustrative Example

Consider the circuit in Fig. 1; it contains two parallel diodes D1 and D2 (with
saturation currents IS1 and IS2 respectively), in series with a resistor R, driven by
a DC voltage source vsrc. In Sect. 2, we use this circuit to highlight the problems
with existing limiting implementations. Then, in Sect. 3, we use the same circuit to
introduce the key ideas behind PCNR, which we then generalize into a powerful
replacement for limiting that works for all circuits (as we illustrate using the family
of circuits shown in Fig. 3).
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Fig. 1 The circuit we use to
illustrate key ideas in this
write-up

2 Problems with Traditional Limiting

The MNA equations [1, 2] for the circuit in Fig. 1 are:

g

⎛

⎜⎜⎜⎜⎜⎝

⎡

⎣
e1

e2

i

⎤

⎦

︸ ︷︷ ︸
x

⎞

⎟⎟⎟⎟⎟⎠
=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

i + IS1

(
e
e1−e2
VT − 1

)
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+ IS2

(
e
e1−e2
VT − 1

)

︸ ︷︷ ︸
D2

−IS1

(
e
e1−e2
VT − 1

)

︸ ︷︷ ︸
D1

− IS2

(
e
e1−e2
VT − 1

)

︸ ︷︷ ︸
D2

+ e2
R

e1 − vsrc

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

= 0, (1)

where VT is the thermal voltage (≈ 26 mV at room temperature).
The equations take the form g(x) = 0, where x is the vector of unknowns the

simulator has to solve for.1 The solution is usually obtained by NR iteration [1,
3, 4]; the simulator starts with an initial guess x0, and repeatedly refines it into
successively better guesses (x1, x2, etc.), until a close enough approximate solution
is found. Each iteration requires computing g, as well as its Jacobian dg/dx, at the
current guess xi, which are then used to update/improve the current guess.2

Thus, at each NR iteration, the simulator calls each device in the circuit,
requesting it to calculate its branch currents and charges at the current guess
xi, and then assembles these into vectors/matrices according to the circuit’s
topology [1, 2, 5]. For example, (1) shows the values calculated by the diodesD1 and
D2, based on the exponential relationship between the current flowing through a P-
N junction diode and the voltage across it [6]. The exponentials in such calculations
often adversely affect NR convergence. So, it is necessary to prevent the diode

1PCNR works for differential-algebraic equations as well, but for simplicity, we only consider
algebraic equations in this write-up.
2Equivalently, one can also compute the Jacobian dg/dx, and an “RHS” function given by

RHS(x) =
(
dg
dx

)
.x − g(x), at each iteration xi, which is the approach traditionally followed

by SPICE simulators.
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voltages from changing too much between successive iterations. This idea is called
limiting [1, 5, 7].

To implement limiting, each diode keeps track of not only the current guess xi,
but also an internal junction voltage v̂i−1 that depends on all the previous guessesx0
through xi−1. When called by the simulator at the i th iteration xi, instead of doing
calculations at the junction voltage vi implied by the node voltages in xi, each diode
calculates, using a method like pnjlim shown in Listing 1 [1, 8], a new internal
junction voltage v̂i that lies between the previous internal junction voltage v̂i−1 and
the junction voltage vi requested by the simulator. Then, all branch current/charge
calculations are done at the voltage v̂i , linearly extrapolated to vi , and returned to the
simulator pretending as though the calculations had indeed been done at vi [1, 5, 7].
The simulator proceeds being none the wiser.3

There are several problems with this approach. First, g and its Jacobian are
no longer functions of just x; they also depend on the history of x. This adds
confusion and breaks the clean mathematical abstractions underlying circuit sim-
ulation theory [5]. For example, evaluating g twice on the same x can result in two
completely different answers. Second, this approach is fundamentally inconsistent.
For example, under this scheme, the diodes D1 and D2 above could assume
very different internal voltages even though they share the same branch voltage
e1 − e2, making both g and its Jacobian inconsistent, and hence difficult to analyze
mathematically [1, 5]. Third, by requiring each device to know about previous

3In practice, each diode also returns a Boolean flag to the simulator telling it whether limiting was
or was not applied, which the simulator uses to determine whether NR has truly converged or not.
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iterations and other analysis-specific context information, this approach increases
code complexity and reduces modularity; we believe it is the simulator’s (and not
the devices’) responsibility to keep track of the analysis context, NR iterations, etc.

3 PCNR: Our Replacement for Limiting

In Sect. 2, we saw that different devices in a circuit may try to limit the same
branch voltage, leading to inconsistencies in the evaluation of g and its Jacobian. For
example, the diodesD1 andD2 from Fig. 1 both try to limit the same branch voltage
e1 − e2. The root cause of this problem is that traditional MNA only treats node
voltages (like e1 and e2), and not branch voltages (like vD1 and vD2 from Fig. 1) as
unknowns [1, 2, 5]. This creates “clashes” between limiting devices that share node
connections. Instead, if we treat limited quantities as unknowns in their own right,
we can eliminate these clashes (and the inconsistencies they induce) by making sure
that each device “owns” all the solution variables that it limits. This is our first key
insight: in PCNR, we treat each limited quantity as a circuit unknown. This increases
system size and hence the computational cost of solving the system, but it removes
inconsistencies, increases code modularity, and provides the flexibility needed to
implement new and innovative limiting schemes for modern devices and compact
models—so we believe that the tradeoff is worth it.

Figure 2 shows the PCNR flow. At the top, we see that the PCNR vector x
of unknowns contains all the original MNA unknowns (xMNA), as well as all the
limited quantities (xlim). For example, when PCNR is applied to the circuit of Fig. 1,
the limited branch voltages vD1 and vD2 become additional unknowns, owned by the
diodesD1 and D2 respectively.

Thus, the diode D1 (D2), when called by the simulator, can simply do all its
calculations at the current iteration’s vD1 (vD2 ), instead of having to keep track of an
internal junction voltage v̂D1 (v̂D2 ) and its evolution between the previous iteration
and this one. This is shown in gMNA, the top part of g, as depicted in Fig. 2. The
bottom part of g (denoted glim) is obtained by simply writing equations expressing
the limited quantities xlim in terms of the original MNA unknowns xMNA; in our
circuit, this means equating both the limited voltages vD1 and vD2 to the branch
voltage e1 − e2 (Fig. 2). In similar fashion, as the top right of Fig. 2 shows, we
split the Jacobian dg/dx into four block sub-matrices, of which the bottom right
sub-matrix (Jlim/lim) is guaranteed to be identity. Thus, in PCNR, both g and its
Jacobian are functions of just x (and not the history of x), which ensures simplicity
and consistency.

The bottom half of Fig. 2 shows a flowchart for solving circuits using PCNR.
This brings us to our second key insight: in PCNR, each NR iteration is split into
two phases—a “prediction” phase followed by a “correction” phase.
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Fig. 2 The generalized PCNR flow that replaces limiting, and its application to the circuit shown
in Fig. 1

The prediction phase is identical to traditional NR (without limiting); at the i th

iteration, the following update is applied:

xi+1 = xi −
(
dg

dx

∣∣∣∣
xi

)−1

g(xi), for i ≥ 0.

The naïve way to apply the above involves solving the following sparse Ax = b
problem of size |xMNA| + |xlim|:

dg

dx

∣∣∣∣
xi

Δxi =
[
JMNA/MNA JMNA/lim

Jlim/MNA Jlim/lim = I

] [
ΔxMNA

Δxlim

]
= −g(xi) =

[−gMNA

−glim

]
.

Writing the above as block matrix equations, we obtain:

JMNA/MNAΔxMNA + JMNA/limΔxlim = −gMNA, and

Jlim/MNAΔxMNA +Δxlim = −glim.

Substituting Δxlim from the second equation into the first equation above, we
eliminate Δxlim to obtain:

ΔxMNA =
(
JMNA/MNA − JMNA/lim Jlim/MNA

)−1 (
JMNA/lim glim − gMNA

)
,
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which represents a sparse Ax = b problem of size just |xMNA|. Once this is solved
forΔxMNA, we can obtainΔxlim using the following equation:

Δxlim = −glim − Jlim/MNA ΔxMNA.

This block based elimination is a well-known technique (that goes by the name
“Schur complement reduction”4 in the literature), and it is our third key insight;
it enables us to partially mitigate the computational cost of the extra unknowns
introduced by PCNR, since it allows us to solve a sparse Ax = b problem of size
|xMNA|, rather than one of size |xMNA| + |xlim|. Also, it can be shown that PCNR
never takes more iterations than traditional limiting, which ensures scalability.

Finally, in the correction phase, the updates computed during the prediction phase
are limited, by requesting each device/sub-circuit to limit the solution variables it
owns. So, in PCNR, limiting is explicitly invoked by the simulator, rather than being
implicitly done by the devices without the simulator’s knowledge. This increases
both modularity and flexibility.

4 Experimental Results

We now compare the number of NR iterations and the total runtime of PCNR against
traditional limiting.

To do so, we run both PCNR and traditional limiting on the family of circuits
shown in Fig. 3. As the figure shows, these circuits contain n repeated blocks of
a subcircuit X, in addition to a voltage source vsrc and a load resistance RL. The
subcircuit X in turn contains two parallel diodes and two resistors, as shown in
Fig. 3. Thus, by increasing n, one can generate larger and larger circuits (n blocks
(⇒ |xMNA| = 2n + 2 and |xlim| = 2n) belonging to this family, which allows
us to study the asymptotic behaviour of PCNR and compare it against traditional
limiting.

Table 1 shows the results. As we see from the second and third columns of
the table, for a given level of accuracy, PCNR always takes the same number of
NR iterations as traditional limiting, to converge to a circuit solution. However,
the total runtime of PCNR tends to be higher than that of traditional limiting
(typically by a factor of about 1.7). This is because PCNR iterations involve
more computational effort than traditional limiting iterations, not only because
PCNR iterations contain two phases (“predict” followed by “correct”), but also
because of the extra unknowns introduced by the PCNR formulation (whose burden
is partially but not completely offset by the Schur complement based technique
described in Sect. 3). As mentioned before, we believe that the extra computational
costs of PCNR are well worth paying—because the benefits of PCNR (simplicity,
consistency, modularity, and flexibility) are substantial.

4https://en.wikipedia.org/wiki/Schur_complement.

https://en.wikipedia.org/wiki/Schur_complement
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Fig. 3 The family of circuits (parameterised by n) that we use to illustrate the accuracy and
computational efficiency of PCNR, compared against traditional limiting

Table 1 Computational cost of PCNR vs traditional limiting, in terms of number of NR iterations
and total runtime, for the family of circuits shown in Fig. 3, as n increases from 1 to 1 million

#NR iters Runtime

n Traditional limiting PCNR Traditional limiting PCNR

1 7 7 2.08 ms 7.69 ms

10 17 17 12.28 ms 29.67 ms

100 18 18 89.89 ms 162.17 ms

1000 21 21 1.00 s 1.6848 s

10,000 25 25 11.96 s 20.51 s

100,000 25 25 121.42 s 207.17 s

1,000,000 25 25 1213.00 s 2051.80 s

5 Conclusions

Thus, PCNR is a simple, scalable, and easy-to-understand replacement for limiting.
It allows device models to use a stateless API to communicate with circuit
simulators, and frees them from cumbersome bookkeeping, which is especially
attractive for next-generation CPU + GPU architectures. Also, since PCNR reduces
code complexity and increases modularity and flexibility, we believe that it can be
used to rapidly develop and test robust limiting strategies at the device, sub-circuit,
and circuit levels—for mainstream as well as newly emerging devices. Finally, we
believe that PCNR’s generic predictor/corrector flow opens the door to developing
limiting-inspired heuristics to accelerate NR convergence in domains outside circuit
simulation.



208 K. V. Aadithya et al.

Acknowledgments This work was sponsored by the Laboratory Directed Research and Devel-
opment (LDRD) Program at Sandia National Laboratories. Sandia National Laboratories is a
multimission laboratory managed and operated by National Technology and Engineering Solutions
of Sandia, LLC., a wholly owned subsidiary of Honeywell International, Inc., for the U.S.
Department of Energy’s National Nuclear Security Administration under contract DE-NA0003525.

References

1. Nagel, L.W.: SPICE2: a computer program to simulate semiconductor circuits. Ph.D. thesis,
The University of California at Berkeley (1975)

2. Ho, C.W., Ruehli, A., Brennan, P.: The modified nodal approach to network analysis. IEEE
Trans. Circuits Syst. 22(6), 504–509 (1975)

3. Roychowdhury, J.: Numerical simulation and modelling of electronic and biochemical systems.
Found. Trends Electron. Des. Autom. 3(2–3), 97–303 (2009)

4. Sangiovanni-Vincentelli, A.L.: Computer design aids for VLSI circuits. In: Circuit Simulation,
pp. 19–112. Springer, Dordrecht (1984)

5. Keiter, E.R., Hutchinson, S.A., Hoekstra, R.J., Russo, T.V., Waters, L.J.: Xyce® parallel
electronic simulator design: mathematical formulation. Tech. Rep. SAND2004-2283, Sandia
National Laboratories, Albuquerque, NM (2004)

6. Neamen, D.A.: Semiconductor Physics and Devices: Basic Principles, 4th edn. McGraw-Hill,
New York (2011)

7. Kao, W.H.: Comparison of quasi-Newton methods for the DC analysis of electronic circuits.
Master’s thesis, The University of Illinois at Urbana-Champaign (1972)

8. Wang, T., Roychowdhury, J.: Well-posed models of memristive devices (2016). ArXiv. e-prints



Part IV
Mathematical and Computational Methods

Five papers belong to the part dedicated to Mathematical and Computational
Methods.

In GCA-H2 matrix compression for electrostatic simulations by S. Börm and S.
Christophersen a compression method is proposed for boundary element matrices
arising in the context of the computation of electrostatic fields. Green cross
approximation combines an analytic approximation of the kernel function based
on Green’s representation formula and quadrature with an algebraic cross approx-
imation scheme in order to obtain both the robustness of analytic methods and the
efficiency of algebraic ones. One particularly attractive property of the new method
is that it is well-suited for acceleration via general-purpose graphics processors
(GPUs).

The contribution On symmetry reductions of a third-order partial differential
equation by M.S. Bruzón et al. is more mathematical-oriented and it is devoted to
perform symmetry reductions of a third-order partial differential equation belonging
to a wide class which models many real world phenomena. In particular, many third-
order partial differential equations of this class appear in different macroscopic
models for semiconductors which consider quantum effects such as, for instance,
quantum hydrodynamic models or models for the transmission of electrical lines.

The yield of an Integrated Circuit (IC) is commonly expressed as the fraction (in
percentage) of working chips over all the manufactured chips and often interpreted
as the failure probability of its analog blocks. The chapter An Unbiased Hybrid
Importance Sampling Monte Carlo Approach for Yield Estimation in Electronic
Circuit Design by A. Kumar et al. considers the Importance Sampling Monte Carlo
(ISMC) as a reference method for estimating failure probabilities. For situations,
where only a limited number of simulations is allowed, ISMC remains unattractive.
In such cases, it is proposed an unbiased hybrid Monte Carlo approach that provides
a fast estimation of the probability through a combination of a surrogate model,
ISMC technique and the stratified sampling.

The contribution Shape optimization of a PM synchronous machine under
probabilistic constraints by P. Putek et al. proposes a robust and reliability-based
shape optimization method to find the optimal design of a permanent magnet
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(PM) synchronous machine. Specifically, design of rotor poles and stator teeth is
subjected to the shape optimization under manufacturing tolerances/imperfections
and probabilistic constraints. In a forward problem, certain parameters are assumed
to be random. This affects also shape optimization problems formulated in terms of
a tracking-type robust cost functional where probabilistic constraints are introduced
in order to attain a new, desired, robust design. The topological gradient is evaluated
using the Topological Asymptotic Expansion Method, with the application of a
Stochastic Collocation Method. The approach is illustrated providing the optimiza-
tion results for a 2D model of a PM machine.

In magnetics, topology optimization (TO) is a tool helping to find a suitable
ferromagnetic material space distribution in order to meet magnetic specifications.
TO is a tool that becomes very interesting when the designer looks for new
and original structures. TO is also used to design a Hall-effect thruster but the
topological solutions are often not feasible. In the work Topology Shape and
Parametric Design Optimization of Hall Effect Thrusters by R. Youness et al.,
in order to remedy to this, shape optimization (SO) and parametric optimization
(PO) are carried out on the topological solution. SO and PO take account of the
manufacturing constraints as well as the non linearity of the ferromagnetic materials.



GCA-H2 Matrix Compression
for Electrostatic Simulations

Steffen Börm and Sven Christophersen

Abstract We consider a compression method for boundary element matrices
arising in the context of the computation of electrostatic fields. Green cross
approximation combines an analytic approximation of the kernel function based
on Green’s representation formula and quadrature with an algebraic cross approx-
imation scheme in order to obtain both the robustness of analytic methods and the
efficiency of algebraic ones. One particularly attractive property of the new method
is that it is well-suited for acceleration via general-purpose graphics processors
(GPUs).

1 Introduction

Boundary integral formulations are particularly useful when dealing with electro-
static exterior domain problems: we only have to construct a mesh for the boundary
of the domain, and once an integral equation on this boundary has been solved, we
can directly evaluate the electrostatic field in all points of the infinite domain by
computing a surface integral.

Standard formulations typically lead to equations of the form

∫

∂Ω

g(x, y)u(y) dy = λu(x)+
∫

∂Ω

∂g

∂ny
(x, y)v(y) dy

for all x ∈ ∂Ω , where Ω ⊆ IR3 is a domain, λ ∈ IR, u are the Neumann and v the
Dirichlet boundary values, and

g(x, y) = 1

4π‖x − y‖
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is the fundamental solution of Laplace’s equation. Once Neumann and Dirichlet
values are available, the electrostatic potential can be evaluated using Green’s
representation formula.

Discretization by Galerkin’s method with basis functions (ϕi)i∈I leads to a

matrixG ∈ IRI×I given by

gij =
∫

∂Ω

ϕi(x)

∫

∂Ω

g(x, y)ϕj (y) dy dx (1)

for all i, j ∈ I, and all of these coefficients are typically non-zero.
Working directly with the matrix G is unattractive, since for n := #I basis

functions, we would have to store n2 coefficients and quickly run out of memory.
This problem can be fixed by taking advantage of the properties of the kernel

function g: analytic approximation schemes like the fast multipole method [11, 14],
Taylor expansion [12], or interpolation [5, 8] replace g in suitable subdomains of
the boundary ∂Ω by a short sum

g(x, y) ≈
k∑

ν=1

aν(x)bν(y)

that leads to a low-rank approximation of corresponding submatrices of G, while
algebraic schemes like the adaptive cross approximation (ACA) [1, 2, 17] or rank-
revealing factorizations [9] directly construct low-rank approximations based on the
matrix entries.

Hybrid approximation schemes like generalized fast multipole methods [10, 18]
or hybrid cross approximation (HCA) [6] combine the concepts of analytic and
algebraic approximation in order to obtain the near-optimal compression rates
of algebraic methods while preserving the stability and robustness of analytic
techniques.

Our algorithm falls into the third category: Green cross approximation (GCA)
combines an analytic approximation based on Green’s representation formula
with adaptive cross approximation (ACA) to obtain low-rank approximations of
submatrices. In order to improve the efficiency, we employ GCA in a recursive
fashion that allows us to significantly reduce the storage requirements without losing
the method’s fast convergence.

While all of these technique allow us to handle the boundary integral equation
more or less efficiently, analytic methods and some of the hybrid methods can also
be used to speed up the subsequent evaluation of the electrostatic field in arbitrary
points ofΩ .
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2 Green Quadrature

In order to find a data-sparse approximation of G, we consider a domain τ ⊆ IR3

and a superset ω ⊆ IR3 such that the distance from τ to the boundary ∂ω of ω is
non-zero. For any y ∈ IR3 \ ω, the function x #→ g(x, y) is harmonic in ω, so we
can apply Green’s representation formula (also known as Green’s third identity) to
obtain

g(x, y) =
∫

∂ω

g(x, z)
∂g

∂nz
(z, y)− ∂g

∂nz
(x, z)g(z, y) dz

for all x ∈ τ and y ∈ IR3 \ ω. If the distances between ∂ω and τ and between ∂ω
and y are sufficiently large, the integrand is smooth, and we can approximate the
integral by a quadrature rule to find

g(x, y) ≈
k∑

ν=1

wνg(x, zν)
∂g

∂nz
(zν, y)−wν ∂g

∂nz
(x, zν)g(zν, y) (2)

with weightswν and quadrature points zν , and in this approximation the variables x
and y are separated.

This gives rise to a first low-rank approximation of G: given subsets τ̂ , σ̂ ⊆ I of
the index set, we can introduce axis-parallel boxes

τ ⊇
⋃

i∈τ̂
suppϕi, σ ⊇

⋃

j∈σ̂
suppϕj

containing the supports of the corresponding basis functions, and if these boxes are
well-separated, we can find a supersetω of τ such that its boundary ∂ω is sufficiently
far from both τ and σ . Replacing g in the definition (1) of the Galerkin matrix by
the quadrature-based approximation leads to a factorized approximation

G|̂τ×σ̂ ≈ AτσB∗τσ ,

with Aτσ ∈ IRτ̂×2k and Bτσ ∈ IRσ̂×2k . Here we use the notation IRτ̂×2k to denote
matrices with row indices from the set τ̂ and column indices between 1 and 2k, so
the rank of the approximationAτσB∗τσ is bounded by 2k.

The matrix coefficients are given by

aτσ,iν = √wν
∫

∂Ω

g(x, zν)ϕi(x) dx,

aτσ,i(ν+k) = −dτ√wν
∫

∂Ω

∂g

∂nz
(x, zν)ϕi(x) dx,
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Fig. 1 Relative error of the Green quadrature approximation, GCA, and GCA-H2 compared to
the storage requirements and setup time

bτσ,jν = √wν
∫

∂Ω

∂g

∂nz
(zν, y)ϕj (y) dy,

bτσ,j (ν+k) =
√
wν

dτ

∫

∂Ω

g(zν, y)ϕj (y) dy,

where the scaling parameter dτ = diam(τ ) serves to balance the different scaling
behaviour of the kernel function and its normal derivative.

We apply the approximation scheme to a polygonal approximation of the unit
sphere by n = 32,768 triangles, choosing piecewise constant basis functions and
the admissibility condition

max{diam(τ ), diam(σ )} ≤ 2η dist(τ, σ )

with a parameter η ∈ IR>0 to determine whether a submatrix G|̂τ×σ̂ can be
approximated. The resulting approximation errors can be found labeled “Green”
in Fig. 1.

3 Green Cross Approximation

In order to make the approximation more efficient, we can apply adaptive cross
approximation [1] to derive the algebraic counterpart of interpolation: this technique
provides us with a small subset τ̃ ⊆ τ̂ and a matrix Vτ ∈ IRτ̂×τ̃ such that

VτAτσ |τ̃×2k ≈ Aτσ ,

i.e., we can reconstructAτσ using only a few of its rows. SinceAτσ is a thin matrix,
we can afford to use reliable pivoting strategies and do not have to rely on heuristics.
We conclude

VτG|τ̃×σ̂ ≈ VτAτσ |τ̃×2kB
∗
τσ ≈ AτσB∗τσ ≈ G|̂τ×σ̂ ,



GCA-H2 Matrix Compression for Electrostatic Simulations 215

i.e., the algebraic interpolation can also be applied directly to the original matrix G
instead of the low-rank approximation. This is called a Green cross approximation
(GCA).

It is important to keep in mind that the matrices Aτσ only depend on τ , but not
on σ , so the cross approximation algorithm has to be performed only once for each
τ and both the set τ̃ and the matrix Vτ do not depend on σ .

Compared to the simple quadrature approximation, this modification has two
major advantages: on one hand, the ranks are bounded by both the cardinality of
τ̂ and the number of quadrature points, so that the approximation can be far more
efficient for small clusters. On the other hand, we can reach significantly higher
accuracies, since the Green quadrature is only used to choose good “interpolation
points” τ̃ , while the final approximation relies on the entries of the original matrix.

4 H2-Matrices

Since Green’s formula is symmetric with respect to τ and σ , we can also apply the
representation formula to a superset of σ and combine the formula with quadrature
and cross approximation to obtain a subset σ̃ ⊆ σ̂ and Vσ ∈ IRσ̂×σ̃ with

G|̂τ×σ̂ ≈ G|̂τ×σ̃ V ∗σ .

Together with the approximation for τ introduced before, we obtain the symmetric
factorization

G|̂τ×σ̂ ≈ VτG|τ̃×σ̃ V ∗σ ,

and this turns out to be very efficient, since G|τ̃×σ̃ is usually significantly smaller
than G|̂τ×σ̂ .

We can improve the construction further by representing the basis matrices Vτ
and Vσ in a hierarchy: assume that τ̂ is subdivided into disjoint subsets τ̂1 and τ̂2 and
that matrices Vτ1, Vτ2 and subsets τ̃1 ⊆ τ̂1, τ̃2 ⊆ τ̂2 have already been constructed.
We let τ̃1,2 := τ̃1 ∪ τ̃2 and observe

Aτσ =
(
Aτσ |̂τ1×2k

Aτσ |̂τ2×2k

)
≈

(
Vτ1Aτσ |τ̃1×2k

Vτ2Aτσ |τ̃2×2k

)
=

(
Vτ1

Vτ2

)
Aτσ |τ̃1,2×2k.

If we now apply cross approximation to the right factor Âτσ := Aτσ |τ̃1,2×2k, we

obtain a subset τ̃ ⊆ τ̃1,2 and a matrix V̂τ ∈ IRτ̃1,2×τ̃ with

V̂τ Âτσ |τ̃×2k ≈ Âτσ
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and therefore

Aτσ ≈
(
Vτ1

Vτ2

)
Âτσ ≈

(
Vτ1

Vτ2

)
V̂τAτσ |τ̃×2k = VτAτσ |τ̃×2k,

where the basis matrix

Vτ :=
(
Vτ1

Vτ2

)
V̂τ

can be expressed in the form

Vτ =
(
Vτ1Eτ1
Vτ2Eτ2

)
, Eτ1 := V̂τ |τ̃1×τ̃ , Eτ2 := V̂τ |τ̃2×τ̃ .

If we use this factorized representation of the matrices Vτ , we only have to store Vτ
if τ̂ has no subsets, while we use the substantially smaller transfer matricesEτ1, Eτ2
for all other index sets.

Since τ̃1,2 is usually significantly smaller than τ̂ , this construction is faster
than the straightforward GCA approach, and the recursive use of transfer matrices
reduces the storage requirements. The resulting approximation of G is known as an
H2-matrix [3, 7, 13], and it can be proven to have linear complexity with respect to
the matrix dimension n.

The resulting GCA-H2-matrix compression algorithm can be proven to converge
exponentially and to have almost optimal complexity [4]. Indeed, Fig. 1 illustrates
that the new algorithm requires only a few seconds to compute a highly accurate
approximation.

5 Linear Basis Functions

So far, we have only considered piecewise constant basis functions in our experi-
ments, since they make it particularly simple to approximate the entries of the matrix
G. If the solution of the integral equation is smooth, it is generally a good idea to
employ basis functions of higher order to obtain faster convergence.

One step up from piecewise constant basis functions are piecewise linear
functions, and we choose continuous piecewise linear functions, both in order to
reduce the number of unknown variables and to be able to work with integral
operators that require an H 1/2-conforming trial space. The trial space is spanned
by nodal basis functions ϕi : ϕi is continuous, piecewise linear on each triangle,
equal to one in the i-th vertex, and equal to zero in all other vertices.
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The support of ϕi consists of all triangles that contain the i-th vertex, therefore
computing the entry gij of the matrix requires us to compute integrals on all pairs
of triangles t × s where t belongs to the support of ϕi and s to the support of ϕj :

gij =
∑

t⊆suppϕi

∑

s⊆suppϕj

∫

t

ϕi(x)

∫

s

g(x, y)ϕj (y) dy dx.

Due to this property, the computation of one entry of the matrix with nodal basis
functions can be significantly more computationally expensive than for a piecewise
constant basis.

This problem can be somewhat mitigated by assembling the matrix triangle pair
by triangle pair: we start with a zero matrix and loop over all pairs of triangles
t × s. For each pair, we evaluate the integrals for all of the triangles’ vertices and
add the results to the appropriate matrix coefficients. Although the final result is
the same, we consider each pair of triangles only once, and this allows us to re-use
the values of the kernel function g in the quadrature points for all combinations of
basis functions. Since the evaluation of the transformed kernel function is the most
computationally expensive part of the quadrature, this approach can make the entire
construction far more efficient.

Since our compression scheme does not need all of the matrix entries, only
entries for subsets τ̃ × σ̃ or τ̂ × σ̂ , looping over all pairs of triangles would be
a waste of time. Instead, we need an algorithm that determines only the required
triangles and loops over them.

We typically store a matrix G|τ̂×σ̂ by enumerating the indices τ̂ = {i1, . . . , in},
σ̂ = {j1, . . . , jm} with n = #τ̂ , m = #σ̂ , and using a matrix in IRn×m. This
means that it is not enough to find which triangles have to participate in our
computation, we also have to determine which index numbers correspond to the
triangles’ vertices.

Given a standard representation of the mesh, it is quite simple to determine for
each index i the set Ti of triangles covering the support of the basis function ϕi . The
challenge is to unify these sets for all basis functions corresponding to a subset τ̂ of
indices. We use a variant of the well-known mergesort algorithm to handle this task:
for example, assume that we have triangles

t1 = (1, 2, 3), t2 = (2, 3, 5), t3 = (4, 1, 3),
t4 = (6, 5, 2), t5 = (1, 7, 4), t6 = (7, 6, 1)

and are looking for the list of triangles for the vertex set τ̂ = {1, 6, 4}. We have

T1 = {t1, t3, t5, t6}, T6 = {t4, t6}, T4 = {t3, t5}.

We write the triangles for each vertex into columns of a matrix, where each column
starts with the triangle, followed by three entries for its three vertices that are equal
to the local index if this vertex is the current one or equal to the special symbol⊥ if
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it is not:

t1 t3 t5 t6 t4 t6 t3 t5

1 ⊥ 1 ⊥ 2 ⊥ 3 ⊥
⊥ 1 ⊥ ⊥ ⊥ 2 ⊥ ⊥
⊥ ⊥ ⊥ 1 ⊥ ⊥ ⊥ 3

Now we apply the mergesort algorithm to sort the columns by the first row. If two
columns have the same first row, i.e., if they correspond to the same triangle, the
columns are combined: if a row has an index in one column and ⊥ in the other, the
combined column will have the index in this row. If the columns have⊥ in the same
row, the combined column will, too. In our example, the result looks as follows:

t1 t3 t4 t5 t6

1 3 2 1 ⊥
⊥ 1 ⊥ ⊥ 2
⊥ ⊥ ⊥ 3 1

Each triangle appears in exactly one column, and each column provides us with
the local indices for all vertices of this triangle. The mergesort algorithm has
a complexity of O(n logn) if n indices with O(1) triangles per index are used,
therefore the overhead for finding the triangles and the local indices is low compared
to the computational work for the quadrature itself.

6 Curved Triangles

In our examples, linear basis function by themselves did reduce the storage
requirements, but did not lead to faster convergence of the solution. Since the
reason appears to be that the polygonal approximation of the smooth surface is
insufficiently accurate, we consider replacing the piecewise linear parametrizations
of the triangles by piecewise quadratic functions. This leads to curved triangles.

We implement these generalized triangles using the reference triangle t̂ := {x ∈
IR2 : x1, x2 ≥ 0, x1 + x2 ≤ 1} and quadratic parametrizations Φt ,Φs : t̂ → IR3

such that
∫

t

ϕi(x)

∫

s

g(x, y)ϕj (y) dy dx

=
∫

t̂

γt (x̂)ϕi(Φt (x̂))

∫

t̂

g(Φt (x̂),Φs(ŷ))γs(ŷ)ϕj (Φs(ŷ)) dŷ dx̂
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holds with the Gramians

γt (x̂) =
∥∥∥∥
∂Φt

∂x̂1
(x̂)× ∂Φt

∂x̂2
(x̂)

∥∥∥∥
2
, γs(ŷ) =

∥∥∥∥
∂Φs

∂ŷ1
(ŷ)× ∂Φs

∂ŷ2
(ŷ)

∥∥∥∥
2
.

For the basis functions, we choose mapped nodal basis functions, i.e., ϕi ◦ Φt and
ϕj ◦Φs are nodal linear basis functions on the reference triangle t̂ , while ϕi and ϕj
are not necessarily linear themselves.

We can evaluate the double integral by using Sauter’s quadrature rule [15, 16],
we only have to provide an efficient way of evaluating the parametrization and the
Gramian in the quadrature points. For the parametrization, we simply use quadratic
interpolation in the vertices and the midpoints of the edges. For the Gramian, we
observe that the outer normal vector

nt (x̂) = ∂Φt
∂x̂1

(x̂)× ∂Φt
∂x̂2

(x̂)

is again a quadratic polynomial, so we can evaluate it also by interpolation once we
have computed its values in the vertices and the midpoints. Once we have nt (x̂) at
our disposal, computing γt (x̂) = ‖nt (x̂)‖2 is straightforward. If we want to evaluate
the double-layer potential operator and need the unit outer normal vector, we can
obtain it by simply dividing nt (x̂) by γt (x̂).

Figure 2 shows theL2 error of the solution compared to the storage requirements
and the setup time for constant basis functions, linear basis functions on plane
triangles, and linear basis functions on curved triangles. We can see that constant
and linear basis functions on plane triangles converge at approximately the same
rate, while curved triangles lead to a significantly improved rate of convergence and
pronouncedly smaller errors for identical problem dimensions.
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7 GPU Implementation

Modern computers are frequently equipped with powerful graphics processors that
are (reasonably) programmable and can therefore help with certain computational
tasks. These processors are frequently called general-purpose graphics processing
units (GPGPUs or short GPUs) and differ substantially from standard processors
(CPUs). In order to use GPUs to accelerate our algorithm, we have to take the
architectural differences into account.

A first important difference is the way CPUs and GPUs handle data: high-end
GPUs typically are connected to dedicated high-bandwidth memory. While a current
CPU may reach a memory bandwidth of 60 GBytes/s, modern GPUs provide up
to 550 GBytes/s. It has to be pointed out that the higher bandwidth comes at a
price: while even desktop CPUs can access 64 GBytes of RAM, with server CPUs
accessing up to 1024 GBytes, current GPUs are limited to 24 GBytes of memory. In
order to deal with large data sets, we have to move data between graphics memory
and main memory, and these transfers are fairly slow.

The most important difference is the number of arithmetic units: while a 28-core
CPU with 512-bit vector registers can perform 28 × 16 = 448 double-precision
floating-point operations per clock, high-end GPUS offer currently up to 4 608
arithmetic units that can work in parallel. Even taking differences in clock speeds
into account, the theoretical computing power of GPUs is significantly larger than
that of CPUs.

On the other hand, GPUs restrict the ways the arithmetic units can be used:
they are grouped together in multiprocessors, and all units in a multiprocessor
have to either execute the same instruction or do nothing in each clock cycle. If
the control flow of the program’s threads diverges, i.e., if all of the threads have
to execute different instructions, only one of the instructions can be executed per
cycle, allowing only one of the threads to advance. Obviously, having, e.g., 63 of
64 arithmetic units idle for an extended period of time is not the best use of the
available hardware.

8 GCA-H2 for GPUs

Let us now consider how to adapt our algorithm for execution on GPUs.
The computational work is dominated by three tasks:

• the construction of the leaf and transfer matrices Vτ and Eτ and the index sets τ̃
by Green quadrature and cross approximation,

• the computation of the coupling matricesG|τ̃×σ̃ for admissible blocks, and
• the computation of G|τ̂×σ̂ for the remaining inadmissible blocks.

Although the entries of Aτσ and Âτσ involve no control-flow divergence and should
therefore be well-suited for SIMT architectures, the highly adaptive nature of the
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cross approximation leads us to leave the first part of the algorithm to the CPU,
where parallelization and vectorization can be employed to take full advantage of
the available resources.

Once the sets τ̃ and σ̃ are known, the computation of the entries of the matrices
G|τ̃×σ̃ andG|τ̂×σ̂ requires no adaptivity whatsoever, so the second and third part of
our algorithm can be expected to be ideally suited for GPUs.

Setting up the GPU to run a number of threads involves a certain amount of
communication and management operations, therefore we should make sure that the
number of threads is sufficiently high in order to minimize organizational overhead.
Since our algorithm only works with small matrices that would not allow us to reach
an adequate number of threads, we switch to an asynchronous execution model:
instead of computing the entries of a matrix the moment it is encountered by our
algorithm, the corresponding task is added to a list for later handling. Only once
the list has grown enough to keep a sufficiently large number of threads busy, it is
transferred to the GPU for execution.

This approach also allows us to handle different cases appearing in the numerical
quadrature: we use Sauter’s quadrature rule [15, 16] to integrate the singular kernel
function on pairs of triangles. Sauter’s algorithm requires different quadrature
points (and even different numbers of quadrature points) depending on whether the
triangles are identical, share an edge, a vertex, or are disjoint. By simply using one
list for each of the four cases, we can ensure that all threads execute almost exactly
the same sequence of instructions and that control-flow divergence is kept down to
a minimum.

Since communication between the CPU and the GPU is slow, we should try
to keep the amount of data that has to be transferred as small as possible. In our
implementation, the geometrical information of the triangles is kept permanently in
graphics memory, so that we only have to transfer the numbers of the triangles t and
s in order to describe an integral that has to be computed.

Another important step in reducing the impact of the communication between
CPU and GPU is to “hide” the communication behind computation: modern
graphics cards can perform computations and memory transfers concurrently, and
we use this feature in order to use the time spent by the arithmetic units on one list
to transfer the results of the previous list back to main memory and the input of the
next list to graphics memory.

Finally, we employ multiple threads on the CPU to fill multiple lists concurrently
in order to ensure that both the memory management and the arithmetic units of the
GPU are kept busy.

Figure 3 shows the runtime in seconds per degree of freedom for setting up
the GCA-H2 matrix for different meshes approximating the unit sphere. For the
CPU, we use an Intel Core i7-7820X with 8 cores and AVX 512 running at a
base frequency of 3.6 GHz, providing a peak performance of 460 GFlops/s at
double precision. For the GPU, we have used an AMD Vega 64 card running at
1.25 GHz with 8 GBytes of HBM2 memory and 4096 arithmetic units providing
a peak performance of 791 GFlops/s at double precision (and considerably more
for single precision). It should be pointed out that this GPU is designed for the
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Fig. 3 Runtime of CPU and GPU setup of the GCA-H2-matrix

consumer market, so its double-precision performance is quite low. GPUs designed
for computation like the NVIDIA Tesla P100 or V100 should provide around 5000
and 7000 GFlops/s at double precision, respectively.

Our figure suggests that both the CPU and the GPU implementation have
O(n logn) complexity: we use a logarithmic scale for the dimension n and a
linear scale for the work per degree of freedom, and the figure shows the latter
as, essentially, a line. We can also see that the slope of this line for the CPU
implementation is significantly steeper than for the GPU implementation. This
suggests that the GPU implementation may become increasingly more attractive
for larger meshes.
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On Symmetry Reductions
of a Third-Order Partial Differential
Equation

M. S. Bruzón, R. de la Rosa, M. L. Gandarias, and R. Tracinà

Abstract This work is devoted to perform symmetry reductions of a third-order
partial differential equation belonging to a wide class which models many real-
world phenomena. In particular, many third-order partial differential equations
of this class appear in different macroscopic models for semiconductors, which
consider quantum effects, for instance, quantum hydrodynamic models; or models
for the transmission of electrical lines, among others. The symmetry group of the
considered equation has been determined. We prove that this group constitutes a
three-dimensional solvable Lie group which allows us to reduce the equation to a
first-order nonlinear ODE. Furthermore, a solution of the equation is determined by
quadrature in a particular case.

1 Introduction

The study of integrable equations which model real-world phenomena have drawn
the attention of numerous researchers in the last years. Nevertheless, in the early
period of development of integrability theory, most of the partial differential equa-
tions (PDEs) considered were constant-coefficient ones. The issue lies in the fact
that variable-coefficient models describe nonlinear phenomena more realistically
that constant-coefficient models.

Gandarias and Bruzón [5] considered the generalized third-order variable-
coefficient equation given by

ut = (g(u))xxx + (f (u))x , (1)
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where f (u) and g(u) are arbitrary functions satisfying fu �= 0, gu �= 0. They
obtained the point symmetries admitted by Eq. (1). Moreover, they determined the
subclasses of family (1) which are self-adjoint and quasi self-adjoint. Then, by using
a general theorem on conservation laws which does not require the existence of a
classical Lagrangian, they found conservation laws for some equations belonging to
class (1).

The symmetry group of a PDE is the largest transformation group which acts
on dependent and independent variables of the equation in a manner that it maps
solutions of the equation into other solutions. Symmetry groups have several
well-known applications. Among them, we highlight local symmetries admitted
by a PDE are useful for obtaining invariant solutions [3, 10]. The fundamental
basis of this technique is that, when a differential equation is invariant under
a Lie group of transformations, a reduction transformation exists. Furthermore,
symmetry groups can also be used to determine conservation laws, to obtain exact
solutions or the construction of maps between equivalent equations of the same
family [1, 4, 11, 12, 16, 17]. In particular, in [15] Lie symmetry analysis was
used to determine approximate solutions to a quantum drift-diffusion model for
semiconductors.
We are interested to consider the following generalization of Eq. (1)

ut = (g(u))xxx + (f (u))x + h(u)uxx, (2)

where h(u) is an arbitrary function of u.
Several well-known equations belong to this class, as example, the Korteweg-de

Vries equation, the Burgers equation and the Gardner equation. Furthermore, several
third-order PDEs, many of them are part of class (2), appear in many macroscopic
models for semiconductors, which consider quantum effects, for instance, quantum
hydrodynamic models; or models for the transmission of electrical lines. The
interested reader can refer, for instance, to [2, 6, 8, 14].

In this paper, for the sake of simplicity, we will restrict our attention to the
subclass of Eq. (2) characterized by f (u) = f0e

2pu + f1u, g(u) = g0u and
h(u) = h0e

pu,

ut = g0uxxx + h0e
p uuxx +

(
2pf0e

2pu + f1

)
ux, (3)

where f0 �= 0, f1, g0 �= 0, h0, p �= 0 are arbitrary constants.
We notice that family (2) is preserved under the equivalence transformation given

by

ũ −→ u+ u0, u0 constant,
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which allows us to simplify the results achieved on point symmetries by considering
in Eq. (3), without loss of generality, f0 = 1

2p . Thus, we consider the subclass of
Eq. (2) given by

ut = g0uxxx + h0e
p uuxx +

(
e2p u + f1

)
ux. (4)

2 Lie Algebra

For Eq. (4), a one-parameter Lie group of transformations is a transformation
depending on the parameter ε

t̂(t, x, u; ε) = t + ε τ(t, x, u)+O(ε2),

x̂(t, x, u; ε) = x + ε ξ(t, x, u)+O(ε2),

û(t, x, u; ε) = u+ ε η(t, x, u)+O(ε2),

(5)

such that the action of group (5) leaves the solution space of Eq. (4) invariant. A
general element of the associated Lie algebra of Eq. (4) takes the form

X = τ (t, x, u)∂t + ξ(t, x, u)∂x + η(t, x, u)∂u. (6)

Therefore, point symmetries of Eq. (4) are obtained by applying the symmetry
invariance condition

pr(3)X(ut − g0uxxx − h0e
p uuxx −

(
e2p u + f1

)
ux) = 0, (7)

when Eq. (4) is satisfied. Here, pr(3)X is the prolongation of generatorX (6) to the
space of the derivatives of the dependent variable up to third order [11].

The symmetry invariance condition (7) leads to a linear system of determining
equations. By solving this system we obtain that the symmetry group of Eq. (4) is
spanned by the following generators

X1 = ∂x, X2 = ∂t , X3 = 3pt∂t + p(x − 2f1t)∂x − ∂u, (8)

with commutator structure

[X1,X3] = pX1, [X2,X3] = −2f1pX1 + 3pX2.
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3 Exact Solutions

By using infinitesimal symmetries, it is well known that a PDE with two inde-
pendent variables can be reduced to an ordinary differential equation (ODE). This
reduction procedure can be performed taking into account the characteristic system

dt

τ
= dx
ξ
= du
η
.

The solutions of the characteristic system provide a similarity variable z, and a
similarity solution U(z). By substituting these new variables into Eq. (4) we obtain
a third-order nonlinear ODE for U(z).

However, it is not always evident how to solve the ODEs obtained. In fact, not
all third-order nonlinear ODEs can be solved. One alternative is to prove if an n-
order nonlinear ODE admits a solvable Lie group of dimension, at least, n. We
recall that a sufficient condition for Eq. (4) can be reduced to quadrature is that
the initial reduction comes from a point symmetry belonging to a four-dimensional
solvable Lie group. Following reference [1], Ak is a k-dimensional solvable Lie
algebra if there exists a chain of subalgebras A(1) ⊂ A(2) ⊂ . . . ⊂ A(k−1) ⊂
A(k) = Ak , with A(m) an m-dimensional Lie algebra, being A(m−1) an ideal of
A(m), m = 1, 2, . . . , k. An equivalent formulation of this result more fitting for
reducing differential equations by using symmetries is A ⊃ A(1) ⊃ A(2) ⊃ . . . ⊃
A(k) ⊃ A(k+1) = 0, where A(m) =

[
A(m−1),A(m−1)

]
, m = 1, 2, . . . , k ≤ dim A.

The three-dimensional symmetry group given by X1, X2 and X3 (8) verifies

A = span (X1,X2,X3) , A(1) = span (X1,X2) , A(2) = 0.

Consequently, A = span (X1,X2,X3) forms a three-dimensional solvable symme-
try group. Taking into accountX = −f1X1 +X2, we obtain the invariants

z = x + f1t and U(z) = u,

where U(z) satisfies the third-order ODE given by

g0U
′′′ + h0e

pUU ′′ + e2pUU ′ = 0. (9)

Equation (9) inherits the two-dimensional solvable symmetry algebra spanned
by Y = X1 and Z = X3, which are written in the new variables as Y = ∂z and
Z = pz∂z − ∂U satisfying [Y,Z] = pY . This allows us to integrate Eq. (9) as
follows. From Y , we obtain the invariants

ω = U and χ = U ′,
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therefore ODE (9) can be transformed into a second-order ODE

g0
(
χ ′2 + χχ ′′)+ h0e

pωχ ′ + e2pω = 0. (10)

After this point, it is necessary to distinguish two different cases:

• h0 �= 0, for which Eq. (10) admits a one-dimensonal Lie algebra.
• h0 = 0, for which Eq. (10) admits a three-dimensonal Lie algebra and can be

integrated by quadrature.

3.1 h0 �= 0

It can be easily checked that Eq. (10) inherits

W = pr(1)Z
∣∣
(ω,χ) = ∂ω + pχ∂χ ,

as a symmetry. By usingW , whose invariants are given by

φ = e−pωχ and γ = e−pωχ ′,

Eq. (10) can be reduced to a first-order ODE for γ (φ)

1+ h0γ + g0γ
2 + g0pφγ + g0φγ γ

′ − g0pφ
2γ ′ = 0. (11)

Dividing by g0φ and regrouping terms Eq. (11) becomes

(γ − pφ)γ ′ = − 1

φ
γ 2 −

(
p + h0

g0φ

)
γ − 1

g0φ
, (12)

which is an Abel equation of the second kind. Furthermore, by applying the
substitution γ (φ) = 1

ν(φ)
+pφ, Eq. (12) is transformed into an Abel equation of the

first kind

ν′ =
(

1

g0φ
+ h0p

g0
+ 2p2φ

)
ν3 +

(
4p + h0

g0φ

)
ν2 + 1

φ
ν. (13)

Unfortunately, Eqs. (12) and (13) do not satisfy any of the integrability conditions
presented, for instance, in [7, 9, 13] and references therein.
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3.2 h0 = 0

As in the previous case, Eq. (10) admitsW as a symmetry. However, when h0 = 0,
Eq. (10) admits two new point symmetries

W1 = − 1

χ
∂χ and W2 = ω

χ
∂χ ,

which are known as Type-II hydden symmetries of Eq. (9). By using W and W1,
Eq. (10) can be reduced to quadrature. To begin with, {W,W1} constitutes a two-
dimensional solvable symmetry algebra of Eq. (10) satisfying [W,W1] = −2pW1.
We have that

φ = ω and γ = χχ ′,

are invariants ofW1 from which ODE (10) becomes in a first-order ODE for γ (φ)

g0γ
′(φ)+ 1

2
epφ = 0. (14)

This equation admits the symmetry V = pr(1)W
∣∣
(φ,γ ) = 2∂φ + 2pγ ∂γ . The

canonical coordinates
{
r, s, s1

}
, where s1 = ds

dr
, associated with V are given by

r = e
pφ

γ
, s = ln γ

2p
, s1 = e−pφγ γ ′

2p (pγ − γ ′) .

Hence we obtain

s = − 1

2p
ln (2p g0 + r) (⇒ γ (φ) = c1 − epφ

2 g0p
.

After undoing the change of variables, we obtain that the general solution of Eq. (4)
starting from generatorX is given by

x + f1t ∓
∫ u(t,x) g0p

2

−epm + c1pm+ 2 c2g0p2
dm+ c3 = 0, c1, c2, c3 constants.

4 Conclusions

In this paper, by using Lie group method we have determined that Eq. (4) admits
a three-dimensional symmetry group which is spanned by X1, X2 and X3 (8).
Furthermore, we have proved that this group is a three-dimensional solvable Lie
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group. Taking into account the symmetry generator X = −f1X1 + X2, which
verifies

< X > . < X,X1 > . < X,X1,X3 >,

we transform Eq. (4) into a third-order nonlinear ODE which inherits a two-
dimensional symmetry group formed by X1 and X3, once they are written in the
new variables. Therefore, the nonlinear PDE (4) can be transformed into a first-
order nonlinear ODE (11). Nevertheless, in the case that h0 = 0, the second-order
equation (10) admits two Type-II hydden symmetries. Thus, the general solution of
ODE (10) can be found by quadrature. Finally, by undoing the change of variables,
we have determined the general solution of Eq. (4) with h0 = 0 starting from
generatorX.

Acknowledgments R. Tracinà acknowledges Università di Catania for financial support, Metodi
gruppali e umbrali per modelli di diffusione e trasporto. M.S. Bruzón, R. de la Rosa and
M.L. Gandarias acknowledge the financial support from Junta de Andalucía group FQM-201,
Universidad de Cádiz. M.S. Bruzón and M.L. Gandarias also acknowledge the support of DGICYT
project MTM2009-11875 with the participation of FEDER. R. de la Rosa also expresses his sincere
gratitude to the Plan Propio de Investigación de la Universidad de Cádiz.

References

1. Bluman, G.W., Anco, S.C.: Symmetry and Integration Methods for Differential Equations.
Springer, New York (2002)

2. Crighton, D.C.: Applications of KdV. Acta Applicandae Mathematicae 39, 39–67 (1995)
3. de la Rosa, R., Bruzón, M.S.: Symmetry reductions of a generalized Kuramoto-Sivashinsky

equation via equivalence transformations. Commun. Nonlinear Sci. Numer. Simul. 63, 12–20
(2018)

4. Freire, I.L., Faleiros, A.C.: Lie point symmetries and some group invariant solutions of the
quasilinear equation involving the infinity Laplacian. Nonlinear Anal. TMA 74, 3478–3486
(2011)

5. Gandarias, M.L., Bruzón, M.S.: Conservation laws for a class of quasi self-adjoint third order
equations. Appl. Math. Comput. 219, 668–678 (2012)

6. Gardner, C.L.: The classical and quantum hydrodynamic models. In: Proceedings of the
International Workshop on Computational Electronics, pp. 25–36 (1993)

7. Harko, T., Lobo, F.S.N., Mak, M.K.: A Chiellini type integrability condition for the generalized
first kind Abel differential equation. Univ. J. Appl. Math. 1, 101–104 (2013)

8. Jüngel, A.: Quasi-hydrodynamic semiconductor equations. In: Progress in Nonlinear Differen-
tial Equations and Their Applications. Springer Basel AG, Basel (2001)

9. Kamke, E.: Differentialgleichungen: Lösungsmethoden und Lösungen. Springer, Stuttgart
(1977)

10. Kontogiorgis, S., Sophocleous, C.: Group classification of systems of diffusion equations.
Math. Meth. Appl. Sci. 40, 1746–1756 (2017)

11. Olver, P.J.: Applications of Lie Groups to Differential Equations. Springer, New York (1986)
12. Ovsyannikov, L.V.: Group Analysis of Differential Equations. Academic, New York (1982)
13. Polyanin, A.D., Zaitsev, V.F.: Handbook of Exact Solutions for Ordinary Differential Equa-

tions. Chapman & Hall/CRC, New York (2003)



232 M. S. Bruzón et al.

14. Romano, V.: Quantum corrections to the semiclassical hydrodynamical model of semiconduc-
tors based on the maximum entropy principle. J. Math. Phys. 48, 123504 (2007)

15. Romano, V., Torrisi, M., Tracinà, R.: Approximate solutions to the quantum drift-diffusion
model of semiconductors. J. Math. Phys. 48, 023501 (2007)

16. Tracinà, R., Bruzón, M.S., Gandarias, M.L., Torrisi, M.: Nonlinear self-adjointness, conserva-
tion laws, exact solutions of a system of dispersive evolution equations. Commun. Nonlinear
Sci. Numer. Simul. 19, 3036–3043 (2007)

17. Tracinà, R., Bruzón, M.S., Gandarias, M.L.: On the nonlinear self-adjointness of a class of
fourth-order evolution equations. Appl. Math. Comput. 275, 299–304 (2016)



An Unbiased Hybrid Importance
Sampling Monte Carlo Approach
for Yield Estimation in Electronic Circuit
Design

Anuj Kumar Tyagi, Xavier Jonsson, Theo Beelen, and W. H. A. Schilders

Abstract The yield of an Integrated Circuit (IC) is commonly expressed as the
fraction (in %) of working chips overall manufactured chips and often interpreted
as the failure probability of its analog blocks. We consider the Importance Sampling
Monte Carlo (ISMC) as a reference method for estimating failure probabilities. For
situations where only a limited number of simulations is allowed, ISMC remains
unattractive. In such cases, we propose an unbiased hybrid Monte Carlo approach
that provides a fast estimation of the probability. Hereby we use a combination of a
surrogate model, ISMC technique and the stratified sampling.

1 Introduction

We study the problem of estimating yield of an Integrated Circuit (IC), through
electric level simulations which are performed with the Eldo® simulator from
Mentor Graphics®, under variability constraints due to the manufacturing process.
To ensure a high yield of an IC, the failure probabilities of its components must
be very small. For example, consider a 256 Mbit SRAM circuit, having a 256
million “identical” bitcells. To guarantee a yield of 99% of the SRAM, the failure
probability of a single bitcel is required to be less than 3.9× 10−11. For details, see
[9].

We consider Monte Carlo (MC) techniques for estimating the failure probability
of a circuit. For complex systems one usually can only afford a limited number (say,
hundreds) of simulations, and therefore standard MC method is not directly applica-
ble and a variance reduction Importance Sampling MC (ISMC) technique remains
unattractive. Then an effective hybrid ISMC (HISMC) approach is introduced in
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[9]. The main drawback of HISMC is that the authors in [9] do not prove that the
resulted probability estimator is unbiased. In this paper, we propose an Unbiased-
HISMC (UHISMC) approach which is identical to HISMC in the exploration but
different in the estimation phase using the controlled stratified sampling as in [2].

The outline of the paper is as follows: in Sect. 2, we give a brief summary of
ISMC. Then we introduce our UHISMC approach in Sect. 3. The numerical results
are presented in Sect. 4. Finally, we end with a conclusion in Sect. 5.

2 The Importance Sampling Monte Carlo Technique

2.1 Basic Idea

ISMC is a well-known variance reduction technique for rare-event simulations. For
literature on ISMC techniques we refer to [1]. ISMC tunes the basic MC to an area
in the parameter space from where the rare-events are generated, i.e., one seeks to
sample the random variables from a different distribution, called the Importance
Sampling (IS) distribution, rather than the original distribution.

Figure 1 illustrates the ISMC technique in a two dimensional space, i.e., x =
(x1, x2) is a vector of two input variables. The samples drawn from g(x) are
assumed to be distributed in the red ellipse centered at origin. In this case no
failure would occur, since failure lies outside the red ellipse. On the other hand,
ISMC allows us to sample from the new pdf (say ψ(x)) that generates the samples
(assumed to be fallen in the green ellipse) around the limit state surface Lγ .

Fig. 1 Illustration of the
ISMC technique
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2.2 Mathematical Formulation

Let X ∈ R
d be the input vector of the circuit under study and x a realization of

X, with probability density function (pdf) g(x), and letH(X) be the corresponding
response of the circuit. Then the failure probability pfail = P(H(X) ≥ γ ) of the
circuit is defined as

pfail = Eg

[
1{H(X)≥γ }

] =
∫

1{H(x)≥γ }g(x)dx (1)

where subscript g means that the expectation is taken with respect to the pdf g(x),
γ is a given failure threshold and 1{H(x)≥γ } is an indicator function that gives the
value 1 if H(x ≥ γ ), 0 otherwise.

In ISMC, we sample from another distribution (from which the rare-events are
generated) rather than the original. Let ψ(x) be the new density function. Then
probability equation (1) can be written as

pfail =
∫

1(H(x)≥γ )g(x)dx =
∫

1(H(x)≥γ )
g(x)

ψ(x)
ψ(x) dx = Eψ

[
1(H(Y≥γ )

g(Y)

ψ(Y)

]

(2)

where Y is a random vector with pdf ψ(x).
Following [7, 9], we consider a particular case where g(x) is standard Gaussian,1

i.e., g(x) ∼ N (0, I). We define ψ(x) = gθ (x) with gθ (x) ∼ N (θ , I)
parameterized by its mean θ ∈ R

d . Changing the density from g(x) to gθ (x) implies
the translation of mean-shift, then gθ (x) = g(x−θ ). Therefore, the ISMC estimator
of (2) is given by

p̂IS
fail =

1

N

N∑

j=1

J (Xj ) (3)

where J (X) = 1(H(X+θ)≥γ ) e−θX− |θ |2
2 and Xj ’s are N independent and identi-

cally distributed random vectors with the density g(x), and thus J (Xj )’s are N
independent random numbers. For details, we refer to [7, Section 3.5.2].

It is easy to prove that p̂IS
fail is an unbiased estimator for pfail and its variance is

given by

Varψ(p̂IS
fail) =

σ 2
IS

N
(4)

1The approach can be extended for other distributions assuming that the original input distributions
can be transformed into a standard Gaussian distribution.
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where

σ 2
IS = Varψ [J (X)] = Eψ

[
(J (X))2

]
− p2

fail (5)

Notice that the accuracy of the estimator p̂IS
fail depends on the unknown mean-

shift θ which is estimated by minimizing the variance σ 2
IS . Only, Eψ

[
(J (X))2

]
in

Eq. (5) depends on θ . Thus, we find the mean-shift θ by minimizing

v(θ ) := Eψ

[
(J (X))2

]
= Eg

[
1(H(X)≥γ ) e−θX+ |θ |2

2

]
(6)

For details we refer to [4, 6–9].

3 An Unbiased Hybrid Importance Sampling Monte Carlo
Approach

In this section, we propose the UHISMC approach which is a hybrid of ISMC,
surrogate models2 and a stratification sampling technique [4]. Moreover, it provides
an unbiased probability estimator.

In UHISMC, we split the ISMC technique into an exploration and an estimation
phase. In the exploration phase, we substitute the circuit response by its surrogate
model, directly. However, in the estimation phase, a surrogate model is used to
stratified the sampling region, to find samples that contribute to each stratum by
using an accept/reject criterion. At the end, the full response is used for the accepted
samples. For details, see Sect. 3.2.

3.1 The Exploration Phase

Let Ĥ (x) be a surrogate prediction for the circuit response H(x) at some input x.
Then, we can approximate v(θ ) in Eq. (6) by

v̂(θ) = Eg

[
1(Ĥ (X)≥γ ) e−θX+ |θ |2

2

]
(7)

2Surrogate models mimic the complex behaviour of (circuit) simulation model. The study of
surrogate models is out of scope of this paper. A review on surrogate models is given in [3].
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The estimate θ̂ of the mean shift θ can be computed with the Newton algorithm
by solving the following optimization problem

θ̂ = min
θ
v̂m(θ) (8)

with

v̂m(θ) = 1

m

m∑

j=1

1(Ĥ (Xj )≥γ ) e
−θXj+ |θ |2

2 , (9)

the MC approximation of the second moment v̂(θ).
Notice that there must be at least one Xj such that 1(Ĥ(Xj )≥γ ) �= 0 to have

v̂m �= 0. However, this condition may fail in a rare event context. To overcome this
problem, a multilevel approach is used. We refer for more details to [4, 5, 9].

3.2 The Estimation Phase

In the estimation phase we estimate the failure probability pfail with the known
θ (from the exploration phase). Moreover, we use a so called controlled stratified
sampling (CSS) technique as proposed in [2].

We partition the input space R
d into I mutually exclusive and exhaustive

regions D1, . . . ,DI called strata. To use stratified sampling we must know how
to sample in each Di . To this end we use a surrogate model to find the strata
Di = {X+θ : ĥρi−1 < Ĥ(X+θ) ≤ ĥρi } where Ĥ (X+θ) is a surrogate prediction
and ĥρi−1 and ĥρi are quantiles of Ĥ (X + θ) computed for 0 ≤ ρi−1 < ρi < 1.
Now let N be the total number of simulations from the simulator. We fix an
allocation3 N1, . . . , NI of positive integers with

∑I
i=1Ni = N . For each stratum

i, we generate many realizations4 of the r.v. X ∼ g(x) and accept Ni realizations(
X(i)j

)

j=1,...,Ni
among them such that the model predictions Ĥ

(
X(i)j + θ

)
lie in the

interval (hρi−1 , hρj ]. The true responseH
(
X
(i)
j + θ

)
is computed for the accepted

realizations. The conditional probability Pi =
{
Eg

[
J (X(i))

] : X(i) + θ ∈ Di
}

is
estimated for each i:

P̂i = 1

Ni

Ni∑

j=1

J (X(i)j ) (10a)

3An allocation means the partition of N .
4We keep sampling from g(x) until we have Ni accepted samples.
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with its conditional variance:

Varψ(P̂i) =
Var

(
J (X(i)j )

)

Ni
=: σ

2
i

Ni
(10b)

Finally, the Importance Sampling Controlled Stratified (ISCS) probability esti-
mator of pfail is given by:

p̂ISCS
fail =

I∑

i=1

wiP̂i (11)

with variance

Varψ(p̂ISCS
fail ) =

I∑

i=1

w2
i

σ 2
i

Ni
(12)

where wi = P(X + θ ∈ Di). For an optimal mean-shift θ , the estimator p̂ISCS
fail is

unbiased and satisfies the central limit theorem [2].
From the above it should be clear that when using the controlled stratification

approach one needs to consider the following three issues carefully:

• The choice of the number I of strata
To the authors knowledge, there is no exact rule to choose the number I of strata.
By applying rule of thumb we use I = 10 “equal probable” strata. The equal
probable means that all wi are equal for i = 1, . . . , I .

• The estimation of the allocationN1, . . . , NI
For choosing the allocation we first need to find the allocation fractions qi . Next
the allocation can be estimated by the relation Ni = /qiN0 where /x0 is the
smallest positive integer greater than or equal to x. Substituting this in Eq. (12),
we get

Varψ(p̂
ISCS
fail ) ≈

1

N

I∑

i=1

w2
i

σ 2
i

qi
(13)

The fraction qi can be found by solving the following minimization problem

min
qi

{
I∑

i=1

w2
i

qi
σ 2
i

}
, with the constraints 0 < qi < 1,

I∑

i=1

qi = 1 (14)
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which gives the unique solution

qi = wiσi∑I
k=1wkσk

, i = 1, . . . , I (15)

In practice, the σi are unknown, so the optimal fractions qi are not directly
applicable. Nevertheless, it is often beneficial to use pilot runs for getting the
estimate σ̂i of σi . The estimated allocation fractions q̂i can then be used to
allocate samples to strata in a second (typically larger) set of runs. For details,
we refer to [2].

4 Numerical Results

Here we present the results of two realistic circuits.5 The first one is a VCO with
1500 stochastic input parameters and scalar response ‘oscillation frequency’ and
the second one is a memory cell with 2096 stochastic input parameters and scalar
response ‘read delay’.

Note that to compare the empirical results of ISMC and HISMC methods, we
need a reference probability6 pref

fail. A simple estimation p̂ref
fail of pref

fail can be found
by using ISMC estimator Eq. (3) with a small (say less than 1%) Coefficient of
Variation

CV = zα/2
√

Var(p̂M
fail)

p̂M
fail

where p̂M
fail denotes the probability estimate of pfail computed with the method M

and zα/2 = 1.96 for the 95% confidence interval of the estimated probability [9].

4.1 The VCO

For VCO our goal is to estimate the probability of oscillation frequency to be larger
than the given threshold γ = 1900. The reference probability p̂ref

fail = 1.10× 10−10

which is estimated by using the ISMC technique with CV = 0.99%.
The left and right plots in Fig. 2 show the probability distributions from Nrep =

100 experiments (repetitions) of ISMC and HISMC method, respectively. The

5These circuits are provided by engineering team of Mentor Graphics. For more details see [4, 9].
6In theory, the reference probability is the true failure probability to which the simulated results to
be compared. However, in practice, we do not know the true probability. Thus, an approximation
(with a high accuracy) of the true probability is used.
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Fig. 2 VCO: Empirical probability distributions of ISMC and UHISMC from Nrep = 100
experiments with mean 1.10 × 10−10 and 1.09 × 10−10, respectively

Table 1 VCO: ISMC versus HISMC probability estimation

Method p̂fail CV(%) MSE #Runs

ISMC 1.10× 10−10 8.14 2.34 × 10−23 12,000

UHISMC 1.09× 10−10 6.16 1.47 × 10−23 2978

vertical solid ‘black’ line in the center represents the mean of the distribution. The
dotted line in the center is the reference probability p̂ref

fail. The two dashed lines
around the center represent the 95% confidence interval. Notice that the distribution
mean is equal (for ISMC) or close (for HISMC) to the reference probability.

The mean results of the methods are given in Table 1. ‘p̂fail’, ‘CV’ and ‘#Runs’
are the estimated probability, coefficient of variation and number of runs, respec-

tively. ‘MSE’ is the mean squared error
(∑100

i=1(p̂faili − p̂ref
fail)

2
)

. The efficiency of

the UHISMC method with respect to the ISMC is computed as

Eff(ISMC,UHISMC)= (MSE× #Runs) in ISMC

(MSE× #Runs) in UHISMC
= 2.34× 10−23 × 12000

1.47× 10−23 × 2978
≈ 6

So, ISMC requires about 6 times more simulations than UHISMC to achieve the
same accuracy. Thus, UHISMC is preferred.

4.2 The Memory Cell

Our goal for the memory cell is to estimate the probability of the oscillation
frequency to be larger than the given thresholds γ = 902. The reference probability
p̂ref

fail is 6.01 × 10−8 which is estimated by using the ISMC technique with CV =
0.99%.
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Fig. 3 Memory Cell: Empirical probability distributions of ISMC and UHISMC from Nrep = 100
experiments with mean 6.02 × 10−8 and 6.03 × 10−8, respectively

Table 2 Memory Cell:
ISMC versus HISMC
probability estimation

Method p̂fail CV(%) MSE #Runs

ISMC 6.02× 10−8 7.85 3.65 × 10−18 11,000

UHISMC 6.03× 10−8 6.90 6.5 × 10−18 3347

Similar to the VCO, Fig. 3 shows the probability distributions and Table 2
represents the mean results with Nrep = 100 experiments of ISMC and UHISMC
for the memory cell. It can be seen that the probabilities from both the methods
are close to the reference probability. The efficiency of the UHISMC method with
respect to the ISMC is computed as

Eff(ISMC,UHISMC) = 3.65× 10−18 × 11000

6.5× 10−18 × 3347
≈ 2

5 Conclusion

It is clear from both the examples above that UHISMC is more efficient than ISMC.
Moreover, UHISMC provides an unbiased estimation of the probability. Thus, we
prefer UHISMC over ISMC. For future work we will try to compare our UHISMC
and UHISMC as in [9] in terms of efficiency and robustness.

Acknowledgement The first author is grateful to the financial support from the Marie Curie
Action.
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Shape Optimization of a PM
Synchronous Machine Under
Probabilistic Constraints

Piotr Putek, Andreas Bartel, E. Jan W. ter Maten, and Michael Günther

Abstract This paper proposes a robust and reliability-based shape optimization
method to find the optimal design of a permanent magnet (PM) synchronous
machine. Specifically, design of rotor poles and stator teeth is subjected to the
shape optimization under manufacturing tolerances/imperfections and probabilistic
constraints. In a forward problem, certain parameters are assumed to be random.
This affects also a shape optimization problem, which is formulated in terms of
a tracking-type robust cost functional. The latter is equipped with probabilistic
constraints in order to attain a new, desired, robust design. The topological gradient
is evaluated using the Topological Asymptotic Expansion Method, to which we
apply a Stochastic Collocation Method. In the end, to illustrate our approach, we
provide the optimization results for a 2D model of the PM machine.

1 Introduction

Following with the rapid development of the performance of PM synchronous
machines, they have been widely applied in various fields such as industrial
automation, household applications and electric vehicles. In particular, due to
several advantages including high efficiency in the whole working region and a
good dynamic performance, they have become the main type of a driving motor
for electric vehicles [8].

Compared with the conventional surface-mounted PM synchronous machine, the
ECPSM,1 on the one hand, has a wider speed range due to the field-weakening
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capability and better output torque characteristics [11]. On the other hand, it
typically suffers from a considerably high level of a cogging torque (CT) because
of its specific structure and a high air gap flux density. This results in the undesired
torque and speed ripples as well as acoustic noise and vibrations, that influence its
further application.

Yet, as a result of manufacturing processes, a design of an electric machine
is strongly affected by the uncertainties in both the geometrical and material
parameters [14]. Thus, to provide reliable simulations, a mathematical model with
random input data needs to be considered [13]. This implies the use of the reliability
analysis and the robust framework for a design assessment. The former allows
for reducing the risk of a failure in an operating device and the latter results in
minimizing the variability of the output performance functions.

In this paper, we formulate the shape optimization in terms of both concepts.
Therefore, we combine the reliability-based and the robust approach for a re-design
of the ECPSM in order to obtain a new topology which, meets both considered
criteria.

2 Forward Problem with Random Input Parameters

A mathematical model of the ECPSM [13] can be described by a quasilinear curl-
curl equation on a spatial domain D ⊂ R2 (with Lipschitz boundaries ∂D ∈ C2).
The domain is composed of four regions: D = Drot ∪ Dsta ∪ Dair ∪ DPM for rotor,
stator, air and permanent magnet region, respectively. Accordingly, the deterministic
reluctivity νdet : D×R+

0 → R+ models the different types of soft magnetic material
as νdet = νdet (x, |B|2) for spatial location x and magnitude of the magnetic flux
density |B|2. The reluctivity is monotone, bounded and differentiable with a well-
defined derivative satisfying α ≤ ∂Bνdet (·, B2) ≤ γ , cf. [2]. Furthermore, we have
the magnetization as M = bdet

r T with remanence flux density bdet
r and magnetization

direction T.
All five components, the reluctivities and the remanence flux density, suffer from

uncertainty, cf. [10]. Thus, we model these Q = 5 quantities via random input
parameters as follows. Let ξ1, . . . , ξ5 be independent, normally distributed random
variables. First, we transform random variables ξi to a bounded domain:

pi(ξi) := δi · Υ (ξi), for i = 1, . . . , 5, Υ (·) := arctan(·)

and with fixed perturbation magnitudes δi . This gives a random vector p = p(ξ ) ∈
R5 with image space Γρ ⊂ R5 and respective probability density on Γρ denoted by
ρ. Then, the related probability space, which is used for numerical computations,
reads: (Γρ,B5, ρdp) with the 5-dimensional Borel space B5 and a probability
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measure ρdp. Using p, we model the random dependent reluctivities as

ν(x, p, B2) =

⎧
⎪⎪⎨

⎪⎪⎩

νsta
Fe (|B|2) · [1+ p1(ξ1)] for x ∈ Drot ,

ν rot
Fe (|B|2) · [1+ p2(ξ2)] for x ∈ Dsta ,

νair · [1+ p3(ξ3)] for x ∈ Dair ,

νPM · [1+ p4(ξ4)] for x ∈ DPM ,

(1)

and the remanence flux density as:

br(p) = bdet
r · [1+ p5(ξ5)]). (2)

We remark, that our probabilistic model inherits the above mentioned properties
of the reluctivities (monotonicity in |B|2 is not touched, boundedness is due to the
transformation of the normally distributed variables).

For the magnetic vector potential A = (0, 0, u) depending on χ := (x,p) ∈
D × Γρ , we define the space for u:

Vρ =
{
w = w(x,p) |w(x, ·) ∈ H 1

0 (D), w(·,p) ∈ L2(Γρ)
}
.

Then, the variational form of the curl-curl equation reads: find u ∈ Vρ such that

∫

Γρ

(
ν(x, |∇u(χ)|2)∇u(χ), ∇ϕ(χ)

)
ρdp =

∫

Γρ

(
f, ϕ(χ)

)
ρdp (3)

for all test functions ϕ ∈ Vρ and (·, ·) being the standard L2 inner product(
w, w

) := ∫
D |w|2dx. Thus, we seek a numerical approximation to the exact

solution (3) in Vρ . This will be constructed by using the Polynomial Chaos
Expansion (PCE) technique. Moreover, the function f is assumed to be square
integrable w.r.t. Γρ and it is defined by f (χ) = Ji(x) + νPM(χ)∇ ·M(χ), where
Ji , M and νPM denote the current density, the magnetization and the reluctivity of
the PM, respectively.

3 Reliability and Robustness Analysis

To assess the reliability and robustness of the electric machine design w.r.t uncertain
input parameters arisen from, e.g., manufacturability, we explore the stochastic
collocation method (SCM) compound with the polynomial chaos expansion (PCE).
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3.1 The Pseudo-Spectral Approach

For the uncertainty quantification (UQ), we used the spectral approach by [17],
where the quantities of interests to be calculated are the unknown expansion
coefficient of the polynomial chaos. For this reason, we consider the probabilistic
Hilbert space of square integrable random functions

L2
ρ(�ρ) = {Y (p) : Γρ → R | E[Y (p)2] <∞} with E[Z(p(ξ ))] :=

∫

Γρ

Z(p) ρ(p)dp

and equipped with inner product and corresponding norm:

〈Y (p), Z(p)〉ρ := E (Y (p)Z(p)) , ‖Y (p)‖2
L2
ρ
= 〈Y (p), Y (p)〉ρ .

Consequently, the variance of Y (p) ∈ L2
ρ(Γρ) read as

Var[Y (p)] := E[Y (p)2] − E[Y (p)]2. (4)

Now, we introduce the truncated PCE [18] for u ∈ L2
ρ(Γρ):

ũ(x,p)
.=

M∑

m=0

um(x)Φm(p) (5)

with a respective basis of multivariate polynomials Φm : R5 → R, which
correspond to the distribution of input random parameters, that is, the uniform
distribution implies the Legendre polynomials, while the Hermite polynomials
refers to the Gaussian-type PDF, respectively.

In Eq. (5), um are a priori unknown coefficient functions to be determined
by using projections of provided solutions at quadrature points on the basis
polynomials as

um(x) = 〈̃u(x,p),Φm(p)〉ρ . (6)

Next, to approximate the probabilistic integrals of (6), we applied the Stroud
formulas with a constant weight function [17] in the form

um(x)
.=
K∑

k=1

wk ũ
(
x,p(k)

)
Φm

(
p(k)

)
, (7)

in which the wk and p(k) are deterministic quadrature weights and points (k =
1, . . . ,K). This type of quadrature methods is exact for multivariate polynomials
up to the degree dPC, e.g., for dPC = 3 we need K = 2Q = 10, for dPC = 5
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one needs K = 2Q2 + 1 = 51. They seem to be highly efficient in particular for
large numbers of parameters [13, 18], but their accuracy, unfortunately, is fixed and
cannot be improved. Finally, the statistical moments are approximated by (including
quadrature)

E [̃u (x,p)]
.= u0(x), Var [̃u (x,p)]

.=
M∑

m=1

|um(x)|2, (8)

using Φ0 = 1 [17]. Also, other quantities such as the local sensitivity and the
variance-based global sensitivity can easily be calculated based on (5) see [16, 18].

3.2 Reliability Index Approach

We use the First-Order Reliability Method (FORM) [19] to evaluate the reliability
criteria. Within this methodology, a transformation r = T (p) from the physical
variables p to the normalized variables r is required in order to calculate the
reliability index[5]. Thus, r is given by

rq = pq − μq
σq

, q = 1, . . . , 5

with the particular mean and the standard deviation denoted by μq and σq . Now,
the reliability index β is found by solving the constrained optimization problem
(excluding a trivial case r = 0)

β∗ = min
r
β(r) = √

(r�r)

s.t. g(r) = 0,
(9)

where g(r) is a limit state function. The failure probability is approximated by
P[g(r) ≤ 0] ≈ ΦNT (−β∗), where ΦNT is the standard normal cumulative
distribution function. Consequently, the resulting normalized vector r is used to
modify the random vector p, which influences the UQ of model (3).

4 Shape Optimization Problem

We consider a random-dependent cost functional, defined in terms of the magnetic
energy [11] as

F(Ω, u) := 1

2

∫

D

ν(χ , |∇u|2)|∇u|2dx (10)
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with Ω = D, but with different decomposition into the respective materials: Ω =
DΩrot ∪ DΩsta ∪ DΩair ∪ DΩPM and u := uΩ(x,p) being the solution of (3) given the
material decompositionΩ (in x and p).

Let M denote the set of admissible material decompositions. Correspondingly,
the shape optimization problem is given by

inf
Ω∈M

E [F (Ω, u)] := inf
Ω∈M

(
E [F (Ω, u)]+ ι

√
Var

[
F (Ω, u)

])
(11a)

s.t. β(·) ≥ βt , (11b)

u satisfies (3), (11c)

with the prescribed parameters ι = 6 and βt = 3.8, where the probabilistic
constraint (11b) was expressed by an equivalent form using the reliability index
approach (9). For the solution of the problem (11a)–(11c), we construct an iterative
scheme [13], which requires developing a topological derivative.

To minimize the functional F(·), the topological derivative is employed. There-
fore, it is required to create infinitely small holes at certain points x0 ∈ Ω , for
which the topological derivative (or sensitivity) is given by G(x0,p) < 0. To this
end, let ε > 0 be the perturbation parameter and consider any x0 ∈ Ω , then we
define Ωε := Ω\Dεx0

, where Dεx0
:= {y ∈ R2 | |y − x0| ≤ ε} (disc with center x0

and radius ε). The topological asymptotic expansion can be found for broad class
of boundary value problems including our problem, see, e.g., [1, 7, 9]. It takes the
form [3, 15]

F (Ωε, ·)− F (Ω, ·) = f ex (ε)G(x0)+ o(f (ε))

for some function f ex satisfying limε→0 f
ex (ε) = 0, f ex (ε) > 0. Notice, F is now

used for a domainΩε ⊂ D. For the technicalities, we refer to e.g. [15].

Topological Derivative for the Fixed Cubature Point In practice, the probabilis-
tic integral (10) is approximated by a quadrature scheme compound with the PCE.
As a result, after generating quadrature nodes p(k) (in Γρ) and weights w(k) (with
k = 1, . . . ,K), the function (10) is calculated at nodes F(Ω, u(x,p(k))) =: F (k)(·)
as well as u(k) := u(k)(x) := u(x, p(k)) and so on.

To accelerate the topological derivative calculation, a dual problem for
F (k)(Ω, u(k)) with an adjoint variable λ(k) is defined as

a
(
λ(k), ψ

)
= (dF (k)

[
Ω,u(k)

]
, ψ),

in which the bilinear form a
(
λ(k), ψ

)
is given by [2]

a
(
λ(k), ψ

)
=

(
ν(k)

(
|∇u|2

)
∇λ(k),∇ψ

)
+2

(
ν(k)′

(
|∇u(k)|2

)
∇λ(k) · ∇u(k)∇u(k),∇ψ

)
.
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Given the result in [4], completed by the respective magnetization term using
the local expansion method[1, 12] νPMM. The approximation of the topological
derivative is calculated at the k-th quadrature point (k = 1, . . .K) by

G(k)(x,p(k))
.=

⎧
⎪⎪⎨

⎪⎪⎩

∇u(k)�(x)P(ϑa, ν(k)0 , ν
(k)
1 ,∇u(k)(x))∇λ(k)(x) for x ∈ (DΩrot ∪DΩsta ),

2π b(k)r2
br0 − b(k)r2
br0 + b(k)r2

T(x) · ∇λ(k)(x) for x ∈ DΩPM

(12)

with adjoint variable λ, and polarization matrix P(·) for the unit disc ϑa , [4]. Here,
the material parameters with the following subscripts � 0, � 1 and � 2 are related
to the air, iron and PM domain, respectively. For the sake of simplicity, a further
contribution to G (in Drot ∪ Dsta ) related to the variation of the state and adjoint
variable has been neglected.

Topological Derivative for the Robust Functional Furthermore, when the SCM
with the PCE is involved in the optimization procedure, we can use (5) to represent
the functional F (k) as in (10) and also the topological derivative G(k) as in (12) as
the truncated response surface models

F̃ (x,p)
.=

M∑

m=0

Fm (x)Φm (p) , G̃ (x,p)
.=

M∑

m=0

Gm (x)Φm (p) . (13)

Next, to obtain the unknown expansion coefficient Fm (x) andGm (x), the provided
solutions F (k) and G(k) at the corresponding quadrature point k = 1, . . . ,K is
projected into the polynomial basis using (7). Then, the robust topological derivative
of the expectation value and of the variance are given by [11]

d E [F (Ω, ũ(p))] = G0(x), d Var [F (Ω, ũ(p))] =
M∑

m=1

2Fm (x)Gm (x) .

(14)

Then, the topological derivative of the robust functional (11a) reads as

d E [F (Ω, ũ(p))] = d E [F (·)]+ 0.5 ι
(√

Var [F (·)]
)−1

d Var [F (·)] , (15)

where the mean and the variance are approximated by

E [F (Ω, ũ(p))] = F0(x), Var [F (Ω, ũ(p))] =
M∑

m=1

F 2
m (x) . (16)
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Optimization Procedure for the Reliability Index To solve the constrained
optimization problem (9), we use the iteration procedure (i = 1, . . .Q), in which a
design point is defined as r = β · α. Therein, the normal vector to the function g,
i.e, the gradient, takes the form

αi = −∂ri g (β α) ·
⎛

⎝
Q∑

j=1

[∂ri g (β α)]2
⎞

⎠
−1/2

.

Finally, the reliability index is defined as g(u(β α1, . . . , β αQ)) = 0.

Implementation Remarks In practical implementation, first, we expand a function
g(·), e.g., the air-gap magnetic flux density (MFD), in the form of a surface model
using (5). Secondly, the global sensitivity analysis [16] can be used to identify the
most influential input parameters w.r.t. the variation of the function g. Then, we
solve the optimization problem (9) to find the reliability index β. Next, based on the
local sensitivity analysis [18] (a sign of mean values derivative w.r.t. the particular
random input variables), the mean values μq and the standard deviations σq of the
particular random variables defined in (1) and (2) are modified using r . In the end,
this algorithm can be incorporated into the sensitivity-based optimization flow in
order to find the robust and reliable low cogging design of the ECPSM. Likewise, to
the reliability-based topology method [6], this procedure does not contain the nested
robust and reliability loops.

5 Numerical Example and Discussion

We used the proposed method to design the rotor poles as well as the base tooth
in the stator of the ECPSM machine at on-load condition, i.e., the model of the
ECPSM was supplied with In = 15[A], n = 1, 2, 3. The 2D finite elements model,
which consisted of a triangular mesh with the second order Lagrange polynomials,
for the A-potential formulation was built in the COMSOL 3.5a. The sensitivity-
based algorithm for the topology optimization was implemented in MATLAB 7.10.
The area of rotor in the initial 2D model was divided into 360 and 480 voxels
for the iron and the PM poles, while the base teeth was composed of 512 voxels.
For simplicity, in our work we considered as the limit state function fPM(χ) =∫
D
νPM(χ)∇ · M(χ)dx =: g(χ ) with βt = 3.8, which corresponds to the the

(Gaussian) failure probability Pf = 10−4. Here, scalings in (1) are δ1−4 = 0.15
and δ5 = 0.1. Additionally, in the postprocessing stage, the ECPSM was analyzed
in the magnetoquasistatic regime with σFE = 11.2 M [S/m] in order to investigate
the core losses, shown on Fig. 3.
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6 Conclusions

We demonstrated how to efficiently incorporate the reliability analysis into the
robust framework to accomplish such a design of the ECPSM, depicted in Fig. 1,
which is not only resistant to input variations, but also satisfies safety criteria.
The mean value and the standard deviation of both the ET and the back EMF
are depicted in Fig. 2. We could observe a decrease of statistical moments for both
considered quantities by 5%/7% and 21%/23%, respectively. These results extend
our outcomes provided in [13] (Fig. 3).
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Fig. 1 ECPSM topology before and after optimization: (a) an initial model, (b) the optimized
configuration found at 15th iteration
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Fig. 3 Statistical moments for the MFD in the air-gap (a) and the core losses (CL) (b)
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Topology Shape and Parametric Design
Optimization of Hall Effect Thrusters

Rtimi Youness, Maxime Bonnet, Frédéric Messine, and Carole Hénaux

Abstract In magnetics, topology optimization (TO) is a tool helping to find
a suitable ferromagnetic material space distribution in order to meet magnetic
specifications. TO is a tool that becomes very interesting when the designer looks
for new and original structures. Herein, TO is used to design a Hall-effect thruster.
But, the topological solutions are often not feasible. In order to remedy to this,
shape optimization (SO) and parametric optimization (PO) are carried out on the
topological solution. SO and PO take account of the manufacturing constraints as
well as the non linearity of the ferromagnetic materials.

1 Introduction

Electric propulsion has become increasingly a solution to thrust satellites. Hall
Effect thrusters (HET) is a leading technology in electric propulsion. The 3D
structure of a Hall-effect thruster is provided in Fig. 1. Special magnetic field is
applied near the HET exit plan to confine a bunch of electrons. In order to produce
the thrust a flow of the propellant gas (Xenon in our case) is diffused via the channel.
As one propellant atom collides with the confined electrons it get ionized and
consequently accelerated by the electrical field between the anode and the cathode,
details can be found in [1].

1.1 The Specifications and the Design Variables

In order to reduce the cpu time of the magnetostatic simulations, the axisymmetry
of the HET is used in order to reduce its 3D structure to a 2D equivalent one, see
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Fig. 1 The 3D structure of a Hall-effect thruster

Fig. 2 The 3D model of the HET is reduced to a 2D axisymmetric one

Fig. 2. The efficiency of the HET tightly depends on the magnetic field along the
plasma channel and at the exit plan (see Fig. 2). Indeed, the specifications that we
are presumed to comply with are defined in two points:

• In the target region ΩT 1 (see Fig. 2), the magnetic field should be radial and its
strength should vary according to a Gaussian function given in Fig. 3.

• In the target regionΩT 2 (see Fig. 2), the magnetic field should be radial.

The two main design variables that affect the magnetic field in the target regions
ΩT 1 andΩT 2 are: the magnetic circuit geometry as well as the coils current densities
(see Fig. 2). The objective in this work is to develop a free initialization design
method that shapes the magnetic circuit and finds the right current densities in the
coils in order to obtain a desired magnetic field.
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Fig. 3 The radial component of the objective magnetic field in the target region ΩT 1

The proposed optimization methodology consists of two steps: first, topology
optimization is performed such that a first idea of the magnetic circuit shape is
identified. Then, from that shape, shape and parametric optimization methods are
performed to meet again the specifications while ensuring that the finale magnetic
circuit shape will be feasible.

2 Topology Optimization: TO

The topology design optimization problem is formulated as follow:

(P)

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

min
(Xμ,XJ )

F1(Xμ,XJ ) =
∫

ΩT 1

|| B − B0 ||2 dΩ, (1)

uc : F2(Xμ,XJ ) =
∫

ΩT 2

B2
z dΩ ≤ ε.

B is the magnetic field the solution of Maxwell equation:

−∇ × ( 1

μ0.μr
B)+ J = 0, (2)

with J is the current density, μr the relative permeability and μ0 the permeability
of vacuum. The design variable XJ represents the distribution of current densities
on the coils section. Indeed, each coil section is meshed as shown in Fig. 4. XJ
is defined as the vector of current densities J = XJ (i) on each mesh element
ΩSi , see Fig. 4. As fot the design variable Xμ, it represents the ferromagnetic
materials layout on the magnetic circuit region. Indeed, each magnetic circuit part is
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Fig. 4 The illustration of the design variables in topology optimization

meshed as shown in Fig. 4. Xμ is defined as the vector of the relative permeabilities
μr = Xμ(i) on each mesh element ΩMi . Meshes with μr = 1 are considered as
void meshes whereas those with μr > 1 are considered filled with a ferromagnetic
material whose relative permeability is equal μr . In practice, magnetic circuits are
made only of one ferromagnetic material characterized by a relative permeability
μ̃r . That means that after all, Xμ components are constrained to take just two
possible values of μr : either 1 for void meshes or μ̃r for meshes filled with material.

The cost function F1 reflects the first specification which is that the magnetic
field B along the channel centerΩT 1 should be as close as possible to the specified
magnetic field B0. Here, B0 is radial magnetic field whose strength varies according
to a Gaussian function given in Fig. 3. The constraint function reflects the second
specification which is that the magnetic field B in the exit plan ΩT 2 should be
radial or, in other words, its vertical component (z-component) should be as low as
possible. The tolerance ε value is set based on the maximum permissible amplitude
of the vertical component (z-component) of the magnetic field in the regionΩT 2.

The problem (P) is solved using gradient based optimization solver. To be
able to do that the design variable Xμ, that is a binary variable (it takes just two
possible values), is relaxed into a reel variable that could take all intermediate
values between 1 and μ̃r . But in return, penalization techniques are integrated in
the optimization procedure such that Xμ will be enforced to converge toward binary
solutions (solutions with just 1 and μ̃r values). More details about penalization
techniques could be found in [2, 3]; herein, the TO results given later are obtained
using arctan penalization method. In order to reduce the cpu-time needed to compute
the gradients of the cost and the constraint functions, F1 and F2, the adjoint method
is used, details are in the following section.



Topology Shape and Parametric Design Optimization of Hall Effect Thrusters 259

2.1 Sensitivity Analysis in TO

The functions F1 and F2 are not explicitly expressed in terms of XJ and Xμ, but
rather in terms of the magnetic field B that is implicitly linked to XJ and Xμ
via Maxwell equation (2). Hence, the cost and constraint functions F1 and F2 are
implicit functions of the design variables XJ and Xμ. Thus, analytic expressions
of F1 and F2 gradients could not be directly obtained. Herein the adjont method is
used to provide the analytic expressions of F1 and F2 gradients but in terms of an
additional variables: λ1 and λ2 . The adjoint method in similar context is already
developed in [3]. In this paper, we just use directly the results. F1 and F2 gradients
expressions are given by:

∂F1

∂Xμ(i)
=

∫

ΩMi

− 1

(μ0.Xμ(i))2
.B.∇ × λ1dΩ, (3)

∂F1

∂XJ (i)
=

∫

ΩSi

λ1dΩ, (4)

∂F2

∂Xμ(i)
=

∫

ΩMi

− 1

(μ0.Xμ(i))2
.B.∇ × λ2dΩ, (5)

∂F2

∂XJ (i)
=

∫

ΩSi

λ2dΩ. (6)

where λ1 and λ2 are the adjoint variables that are the solutions of the adjoint
equations given by:

−∇ × ( 1

μ0.μr
∇ × λ1 −Madj

1 1ΩT1
) = 0, withMadj

1 = 2(B − B0). (7)

−∇ × ( 1

μ0.μr
∇ × λ2 −Madj

2 1ΩT2
) = 0, withMadj

2 = 2

(
0
Bz

)
. (8)

with 1ΩT1
and 1ΩT2

are indicator functions of the target regions: ΩT1 and ΩT2 . We
can notice that both adjoint equations (7) and (8) are very similar to the following
Maxwell equation given by :

−∇ × ( 1

μ0.μr
∇ × A−M) = 0. (9)

with A is the potential vector andM the magnetization term. Hence, same existing
solvers for Maxwell equations could be used to solve the adjoint equations (7)
and (8).
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A program named ATOPTO was developed to solve topology optimization
problems like (P). It is a MATLAB program based on:

• fmincon that is MATLAB non programming solver.
• FEMM that is finite element method (FEM) software used to solve Maxwell

and adjoint equations (2), (7) and (8). In fmincon four gradient-based algo-
rithms are available: Active set , SQP , interior point and trust
region reflective. In our case, all this four algorithms were tried and it
turns out that interior point algorithm is the most efficient one.

2.2 Topology Optimization Design Result

The optimized structure of the HET is given in Fig. 5. The topology of the magnetic
circuit is identified by meshes that concentrate the most the magnetic field lines. The
optimal current density values in the inner and outer coils are 1.6 A/mm2 and 1.0
A/mm2 respectively. Notice that on this particular solution, the coils are not meshed,
which means that the current densities are considered homogeneous on each coil.
This is only a choice (based on the manufacturer’s recommendation), but it should
be kept in mind that coil meshing is also a possible option.

The magnetic circuit topology, as shown in Fig. 5, is not yet the final solution for
two main reasons. The first reason is that the obtained topology of the magnetic
circuit is clearly not feasible. The second reason is that the non linearity of
the magnetic circuit material is not taken into account. However, the topological
solution is rather used to have a first idea of the shape of the magnetic circuit.
Concretely, in Fig. 6, we draw in a the red line a simplified and feasible shape
inspired from the topological solution. This procedure of simplifying the topological

Inner coil: 
1,6 / Outer coil: 

1,00 /

Fig. 5 The topology optimization design solution
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Fig. 6 TO design simplified in order to be used as starting point for SO and PO

solution is carried out carefully such that compliance with the specifications is
not significantly degraded. In order to compensate for that deviation from the
specifications (caused by the simplification procedure), the simplified structure
(drawn in red line in Fig. 6) is redesigned by shape and parametric optimization
(SO and PO). Moreover, in SO and PO we take into account the non linearity of the
ferromagnetic material from which the magnetic circuit is made. Details are exposed
in the next section.

3 Shape and Parametric Optimization: SO and PO

Shape and parametric optimization are carried out, together, on the structure given
in Fig. 6. PO is performed on the green parts. As for SO, it is performed on the
blue part of the structure since the details of its shape have a significant impact on
the direction of the magnetic field at the exit plane. Shape and parametric design
optimization problem is formulated by:

(P)SP

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

min
(XS,XP ,XJ )

F1(XS,XP ,XJ ) =
∫

ΩT 1

|| B − B0 ||2 dΩ, (10)

uc : F2(XS,XP ,XJ ) =
∫

ΩT 2

B2
z dΩ ≤ ε.

The proleme (P)SP is nearly similar to and (P), the only difference is the design
variables. Here, XJ is defined of vector of two current densities in the inner and
the outer coil sections XJ = [Jin, Jout ]. XS , XP are respectively the shape and the
parametric design variable. Indeed, the blue parts that will be designed by shape
optimization are considered as Bezier curves, see Fig. 7. Hence, XS is the vector of
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Fig. 7 The illustration of the
design variables in shape and
parametric optimization

the coordinates

(
rPi
yPi

)
of the control points Pi , see Fig. 7. As for the green parts,

they are parametrized as shown in Fig. 7. Hence, XP is the vector of the geometric
parameters Δr and Δz of each piece of the green part of the magnetic circuit.
Considering how the design variables XS and XP were defined, the final design
of the magnetic circuit could not be unfeasible.

In order to solve (P)SP MADS method (“Mesh Adaptive Direct Search”) is used.
It is a derivative-free optimization algorithm. MADS is implemented in NOMAD
(Nonlinear Optimization by Mesh Adaptive Direct Search): a software application
for simulation-based optimization. It consists of searching local solutions by
adapting the mesh of the design variables space. Indeed, in each iteration MADS
explores, on the current mesh, by evaluating the cost and the constraint functionsF1
and F2 trying to find a better point that improves the current solution. If this does
not succeed, the mesh is refined in the next iteration. More details are in [4] and [5].

The choice of a free-gradient optimization method as MADS is based on one
main reason. Indeed, MADS method considers the objective and the constraint
functions (that are FEM simulation based functions) as black boxes functions;
this means that the MADS optimization algorithm is totally disconnected from the
physics of the design problem. In particular, no further development is required
to adapt the MADS algorithm in order to take into account the non-linearity of
ferromagnetic materials within the FEM simulations.

But in return, we are fully aware that MADS could be expensive in terms of
cpu-time. But this still acceptable for two reasons: first, in SO and PO the number
the variables is very small compared to TO (30 variables in SO and PO versus 720
variables in TO) and second, the starting point given in Fig. 6 has been defined in
such a way that it is not very far from compliance with the given specifications (see
Sect. 2).

SO and PO Optimization Design Result The final design structure of the HET
is given in Fig. 8. The magnetic field respect the specifications given in Sect. 1.
Indeed, the radial component values of the magnetic field along the plasma channel
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Fig. 8 Shape and parametric optimization design solution

centerΩT 1 respect the specified Gaussian function with a maximal error of 4%. As
for the exit plan region ΩT 2, the angle of the deviation of the magnetic field from
the horizontal does not exceed 2◦. The current density values are in the inner coil
2.2 A/mm2 and 1.09 A/mm2 in the outer coil. Special attention is paid to the fact
that magnetic circuit part above the outer coil is completely erased by SO and PO.
That makes the obtained structure original.

4 Conclusion

The HET so-optimized structure meets all the specifications. The magnetic circuit
geometry is totally original regarding the existing ones. This was achieved using
first topology optimization that gives the main idea of the magnetic circuit topology.
Then parametric and shape optimization were performed in order to make the
topological solution feasible. The same methodology can be used to design HETs
for other purposes like: magnetic shielding or low erosion specifications.
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Part V
Model Order Reduction

Two contributions form this part. In Stability Preservation in Model Order Reduc-
tion of Linear Dynamical Systems, the author, R. Pulch, examines projection-based
model order reduction of Galerkin-type for linear dynamical systems. In the case of
ordinary differential equations, a transformation of the original system guarantees
that any reduced system inherits asymptotic stability. The transformation matrix
satisfies a high-dimensional Lyapunov equation. It is used a frequency domain
approach, where the solution of the Lyapunov equation represents a matrix-valued
integral. Consequently, quadrature methods yield approximations in numerical
computations. In the case of differential- algebraic equations, the stabilisation
technique is applicable via a regularisation. Numerical results for a test example
complete the work.

In the literature the ‘Schur after MOR’ method has proved successful in
obtaining stable reduced piezoelectric device models. Even though the method is
already used in industry, the stability preservation of ‘Schur after MOR’ is still
mathematically unproven. In Quasi-Schur Transformation for the Stable Compact
Modeling of Piezoelectric Energy Harvester Devices by S. Hu et al., it is shown
that the involved quasi-Schur transformation indeed does efficiently restabilize the
aforementioned reduced piezoelectric energy harvester models. The transformation
is only quasi-Schur as the unstable reduced systems require eigenspace projection
and approximation to become Schur-transformable. During the transformation, the
negative eigenvalues are eliminated from the reduced stiffness matrix and the system
is stabilized. Further, ‘Schur after MOR’ is also compared to another recently
presented stabilization method, the ‘MOR after Implicit Schur’, and it is proven
that the computational effort is significantly reduced.



Quasi-Schur Transformation for the
Stable Compact Modeling of Piezoelectric
Energy Harvester Devices

Siyang Hu, Chengdong Yuan, and Tamara Bechtold

Abstract The ‘Schur after MOR’ method has proved successful in obtaining stable
reduced piezoelectric device models. Even though the method is already used
in industry, the stability preservation of ‘Schur after MOR’ is still mathemati-
cally unproven. In this work, we show that the involved quasi-Schur transforma-
tion indeed does efficiently re-stabilize the aforementioned reduced piezoelectric
energy harvester models. The transformation is only quasi-Schur as the unstable
reduced systems require eigenspace projection and approximation to become Schur-
transformable. During the transformation, the negative eigenvalues are eliminated
from the reduced stiffness matrix and the system is stabilized. Further, we compare
‘Schur after MOR’ to another recently presented stabilization method: ‘MOR after
Implicit Schur’. We show that the computational effort is significantly reduced.

1 Introduction

Modeling and simulation-driven development has become state-of-the-art due to
the increasing capacity of today’s computers. However, even the power of modern
computers fails to always cope with the faster growing demands of the industry.
To overcome this issue, the methodology of model order reduction (MOR) has
been introduced. MOR significantly reduces the computational effort required for
e.g. system-level simulations by replacing the original high-dimensional model
with a lower dimensional but still accurate surrogate. Novel MOR methods are
mostly interpolation-based and perform well when applied to single-physical-
domain models [3, 6, 7]. However, for models involving coupled physical domains,
people often encounter difficulties in preserving the stable input/output behavior of
the original system, e.g. in [9] and [10].
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In [9], the authors introduce three different approaches to solve stability issues
they have encountered when reducing piezoelectric models. However, except for
‘MOR after Schur’ in [8], none of those methods have been mathematically proven
yet. In this contribution, we considered the ‘Schur after MOR’ approach, as it
proved effective in a number of industrial applications. We prove that the stable
input/output behavior of the original system can be re-established by the quasi-
Schur transformation involved in ‘Schur after MOR’. The transformation is only
quasi-Schur as an approximative pre-processing of the reduced model is required to
make it Schur-transformable.

We emphasize that for the proof presented in this work, we only consider MOR
for the models of piezoelectric MEMS devices created with the commercial FEM
software ANSYS [1] using proportional damping. The mathematical representations
of these models correspond to second order index-1 dynamical algebraic equation
(DAE) systems with properties presented in Sect. 2. Further, we only consider
fixed geometry, isotropic material and small deflections, which makes model linear.
We do not consider different FE basis or other types of spatial discretization with
e.g. finite differences or finite volume methods. For general application, one need
to adapt the MOR algorithm itself. The proof will then only remain valid if all
assumptions also remain intact.

Section 2 briefly introduces the piezoelectric energy harvester device. On its
model, we recapture the ‘Schur after MOR’ approach in Sect. 3 while introducing
some preliminaries on the way. Subsequently, we establish a link between the quasi-
Schur transformation performed during ‘Schur after MOR’ and the stabilization of
the reduced model. In Sect. 4, we present results of some numerical experiments. We
verify our proof on two different harvester devices and show that ‘Schur after MOR’
is significantly more efficient than ‘MOR after Schur’ and its improved successor
‘MOR after Implicit Schur’, introduced in [8]. Finally, we conclude and give a brief
outlook in Sect. 5.

2 Piezoelectric Energy Harvesters

Piezoelectric energy harvesters transform environmental mechanical vibration into
electrical energy using piezoelectric effect [5, 9]. They can supply power to sensors
deployed in harsh environmental conditions and where batteries or wires are
undesirable, e.g. machine health monitoring. The mechanical part of piezoelectric
energy harvesters are oscillatory systems consisting of mass and spring elements,
where piezoelectric patches, the electric part, are attached to the spring elements to
convert mechanical stress into electrical voltage.

The mechanical part of the vibrational energy harvester is fabricated using
isotropic materials, e.g. steel or silicon. The piezoelectric patches are made of
aluminum nitride (AIN) with an aluminum electrode on top and a platinum electrode
on the bottom. For optimal energy harvesting, the resonance frequency of the system
has to coincide with the excitation frequency. As the excitation frequency can
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Fig. 1 Micro-structured piezoelectric energy harvester model adopted from [13] (left); tunable
piezoelectric energy harvester model adopted from [8] (right)

vary depending on environmental parameters like humidity or temperature, dual
frequency structures, e.g. in [13], are introduced that have a bandwidth of operating
range in between the resonant frequencies. Geometric dimensions vary from a few
millimeters for MEMS applications to several centimeters.

For the simulation of piezoelectric energy harvesters, the devices are usually
modeled using commercial finite elements software, e.g. ANSYS [1]. This results
in a linear coupled domain finite element model consisting of a mechanical and
an electrical part as the geometrical and material properties are fixed and the
displacement is minor. The FEM models of two different implementations of a
piezoelectric energy harvester are depict in Fig. 1, where center, north and south
refers to the center of gravity of mass elements and el1, el2 refers to the electrical
(voltage) ports of the system, which can be interfaced to electrical circuitries.

The mathematical representation of the mechanical part of the coupled domain
finite element model reads:

M11ẍ1 +D11ẋ1 +K11x1 = b1u, (1)

where M11,K11 ∈ R
n×n are the symmetric positive definite (s.p.d.) mass and

stiffness matrices, respectively. D11 = αM11 + βK11, α, β ∈ R is the damping
matrix and x1 is the vector of nodal displacements. The electrical part of the coupled
domain finite element model reads:

K22x2 = b2u, (2)

with K22 ∈ R
k×k the electrical conductivity matrix, which is symmetric negative

definite (s.n.d.) and

||λmax(K22)|| � ||λmin(K11)|| (3)

holds for the respective eigenvalues. x2 is a vector of nodal electrical potentials.
Both physical domains are coupled via piezoelectric patches, which transform
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vibrational stress into electric field. Thus, we have the piezoelectric coupling term
K12 ∈ R

n×k , such that:

Σ =

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

[
M11 0

0 0

]

︸ ︷︷ ︸
M

[
ẍ1

ẍ2

]
+

[
D11 0

0 0

]

︸ ︷︷ ︸
D

[
ẋ1

ẋ2

]
+

[
K11 K12

KT
12 K22

]

︸ ︷︷ ︸
K

[
x1

x2

]
=

[
b1

b2

]

︸ ︷︷ ︸
b

u

y = cT

[
x1

x2

] .

(4)

The input function u corresponds to the displacement imposed to the harvester
structure with input distribution vector b ∈ R

n+k chosen accordingly. The total
electrical potential is gathered via the output vector c ∈ R

n+k within the output y.

3 Schur After MOR

This section briefly reassembles the ‘Schur after MOR’ procedure introduced in [9].
For a survey on general MOR methods for this class of models, please refer to [4].

‘Schur after MOR’ method stabilizes unstable reduced order models:

Σr =
{
Mrẍr +Drẋr +Krxr = bru

y = cTr xr
, (5)

obtained by projective MOR: VTΣV, where:

{Mr,Dr,Kr} = VT{M,D,K}V,
br = VTb and cTr = cTV.

(6)

V ∈ R
(n+k)×p, p � n+ k, is chosen as an orthonormal basis of the p-dimensional

second-order input Krylov subspace via the second order Arnoldi reduction (SOAR)
method [2, 12]:

Kp(−K−1M, −K−1D, −K−1b). (7)

The stabilization of the reduced model is achieved by performing a quasi-Schur
transformation onΣr , whereΣr is approximated by a system of DAEs before being
Schur transformed. The approximation involves an eigen-transformation Σ̃r =
TTΣrT, where T is a sorted orthonormal eigenbasis of the matrix Mr, such that
for the entries of ˜Mr, m̃r,ii ≥ m̃r,jj holds for all i > j . In the next step, we set
m̃r,ii = 0 for all i ≥ I with I ∈ [1, p], such that m̃r,(I−1)(I−1)� m̃r,I I . In this way,
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we obtain a reduced order DAE system, which can be Schur transformed. We call
the subspace spanned by all those eigenvectors corresponding to these eigenvalues
m̃r,ii , i ≥ I quasi-algebraic.

In [12], a criteria for the stability of a second-order DAE is given.

Lemma 1 (Stability Criteria for Second-Order DAEs [12]) A second-order DAE
is stable, if D +DT 2 0,M =MT 2 0 and K = KT 3 0.

Proof The proof is given in [12]. �

With this criteria, we can prove that the quasi-Schur transformation stabilizes the
reduced order system.

Theorem 1 The quasi-Schur transformation stabilizes the reduced model Σr .

Proof As M11 is s.p.d., Mr has to be symmetric positive semi-definite as well.
Furthermore,Kr must have negative eigenvalues. Otherwise,Σr is stable according
to Lemma 1.

Since M and K can obviously be simultaneously diagonalized (e.g. with
eigenbasis of the matrix pencil M − λK), the system domain can be represented
as a direct sum of these eigenspaces. Thus:

λ(Kr) =
∑

i

νiλi(K),
∑

i

νi = 1, (8)

holds for all eigenvalues of Kr. Now, given (3) and let P,N ⊂ {1, . . . , n + k}
be the set of indices corresponding to the positive and negative eigenvalues of K.
Equation (8) can only be negative if

∑
i∈P νi �

∑
i∈N νi . That is to say, given the

structure ofΣ , the subspaces of the reduced system corresponding to these negative
eigenvalues has to be dominated by the electric domain. Since M and K share the
same decomposition, λ(Mr) =∑

i∈P νiλ(M)i ≈ 0 must also hold.
Finally, when Σ̃r is Schur transformed, we have:

˜Ks = ˜Kr,(1:I,1:I) − ˜Kr,(1:I,I:p)
˜K−1

r,(I:p,I:p)
˜Kr,(I:p,1:I) (9)

which is s.p.d as ˜Kr,(1:I,1:I) is s.p.d. and ˜K−1
r,(I:p,I:p)

s.n.d.1 This makes the quasi-
Schur Transformed system stable according to Lemma 1. �

1
˜Kr,(1:I,1:I) is the submatrix consisting of the first I rows and columns of ˜Kr, and ˜Kr,(I:p,I:p)

consists of the the rows and columns I to p of ˜Kr.
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Remark 1 In industrial software, the quasi-Schur Transformation introduced in [9]
is actually modified [11]. The index I is obtained by the eigen-transformation
̂Kr=TT

K
KrTK and then setting I such that K̂r,ii < 0 for all i ≥ I . This equivalent

criteria is easier to implement and more robust.

4 Numerical Experiments

For the verification of Theorem 1, the micro-structured energy harvester device
from [9] (see Fig. 1 left) as well as a novel frequency tunable piezoelectric energy
harvester introduced in [8] (see Fig. 1 right) are considered. Both energy harvester
models are excited by a displacement input displ. To test the stability of the reduced
model, the displacements at further nodes (centre,north, south) are selected as
outputs of the system.

According to the observation from [8, 9], the reduced piezoelectric energy
harvester model computed by conventional SOAR method shows unstable behavior
at the electrical ports el1 and el2. Therefore, quasi-Schur transformation has
been performed subsequently on these two reduced models to stabilize them. The
accuracy of the respective frequency responses are shown in Fig. 2. The plots also
include the reduced models obtained from ‘MOR after Implicit Schur’ from [8] for
comparison.

To verify Theorem 1, we compute the angle between the respective subspaces
TK,I and TM,I corresponding to the negative eigenvalues of Kr and the near 0
elements in Mr. Various reduced models with different dimensions (from 6 up to
240) have been tested. We found the considered subspaces to coincide (see Fig. 4,
θ = 0◦), even when taking numeric errors into account. This verifies Theorem 1 and
justifies the assumption of a quasi-algebraic subspace. Furthermore, Fig. 3 shows
reduced order models different dimensions (6, 12, 18, 24 and 30 or 2–4 DOF less
after Schur transformation) compared to the full model. The deviation is negligible
for reduced models with more than 16 DOF.2

Table 1 shows the computation times of ‘Schur after MOR’ compared to ‘MOR
after Implicit Schur’ from [8] for generating the reduced order model of the tunable
piezoelectric energy harvester model with 24643 degrees of freedom. ‘Schur after
MOR’ speeds up the computation of the reduced order model, as it avoids the
implicit Schur transformation on the full model.

Remark 2 For the sake of completeness and to demonstrate the capability of MOR,
we present the CPU times, full vs. reduced models of both devices, when used to
compute a simple step response: The computations time at respectively 1469.5 s

2Expansion point for MOR is set to s0 = 0 as obtaining the smallest possible accurate reduced
model was not the main concern of this experiment. We rather want to verify the equivalence of
considered subspaces. With the optimal choice of expansion points, one can obtain smaller models
with acceptable accuracy.
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Fig. 4 Angle θ between the quasi-algebraic subspaces TM,I and TK,I

Table 1 Computation time of ‘Schur after MOR’ vs. ‘MOR after implicit Schur’ for the
generation of reduced order model (on Intel® Core™ i5-7600 CPU@3.5 GHz, 32 GB RAM)

Reduced order Schur after MOR MOR after implicit Schur

30 36.98 s 52.85 s

90 41.48 s 57.24 s

240 57.42 s 71.11 s

(full, 48351 DOF) vs. 0.08916 s (reduced, 28 DOF) for the micro-structured model,
and 277.7 s (full, 29392 DOF) vs. 0.08156 s (reduced, 28 DOF) for the frequency
tunable model.

5 Conclusion and Outlook

In this work, we have given a mathematical proof for stability preservation of ‘Schur
after MOR’ method, which was initially suggested in [9]. We have shown that the
quasi-Schur transformation, when applied to reduced models of piezoelectric energy
harvesters obtained by projective MOR, stabilizes the models. We have shown the
efficiency of the method (∼30% decrease of computation time) compared to ‘MOR
after Implicit Schur’, which was initially suggested in [8].

In the next step, one can compare quasi-Schur transformation with conventional
stabilization method, e.g. by simply truncating the unstable part of the reduced
system. Finally, one can also consider comparing the performance of the whole
‘Schur after MOR’ procedure to structure preserving MOR, which is a third
suggested stability preserving MOR method in [9].
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Stability Preservation in Model Order
Reduction of Linear Dynamical Systems

Roland Pulch

Abstract We examine projection-based model order reduction of Galerkin-type
for linear dynamical systems. In the case of ordinary differential equations, a
transformation of the original system guarantees that any reduced system inherits
asymptotic stability. The transformation matrix satisfies a high-dimensional Lya-
punov equation. We use a frequency domain approach, where the solution of the
Lyapunov equation represents a matrix-valued integral. Consequently, quadrature
methods yield approximations in numerical computations. In the case of differential-
algebraic equations, the stabilization technique is applicable via a regularization. We
present numerical results for a test example.

1 Introduction

Mathematical modelling of electronic circuits and devices yields typically high-
dimensional dynamical systems. On the one hand, linear or nonlinear electric
networks consist of a large number of basic components, which cause large systems
of differential-algebraic equations (DAEs). On the other hand, a refined modelling
of secondary effects implies (coupled) multiphysics problems, which include partial
differential equations (PDEs). A spatial discretisation of the PDE part generates
systems of ordinary differential equations (ODEs), which are often linear. Methods
of model order reduction (MOR) allow for decreasing the dimensionality of the
systems, see [1, 4, 16].

We consider linear dynamical systems of high dimensions, where projection-
based MOR produces low-dimensional systems. The balanced truncation technique,
see [1], is a Petrov-Galerkin-type MOR method, which guarantees the asymptotic
stability of all reduced systems. However, this technique requires a large compu-
tational effort in comparison to Krylov subspace methods, for example. Hence we
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investigate MOR methods of Galerkin-type, which are relatively cheap. A reduced
system may be unstable, even though the original system is asymptotically stable.

In the case of ODEs, a transformation yields an equivalent system, where the
preservation of stability is guaranteed, see [5, 14]. A Lyapunov inequality charac-
terises the set of admissible transformation matrices. This inequality can be satisfied
by solving a high-dimensional Lyapunov equation. We use the approach from [15].
The solution also represents a matrix-valued integral in the frequency domain.
Hence quadrature methods discretise the integral. In the case of DAEs, we employ
a stability-preserving regularisation from [10]. Consequently, the transformation
technique is applicable to the regularised system of ODEs, which guarantees a stable
reduced system again, see [15].

In this paper, we apply the stabilisation technique to an example consisting of
linear DAEs. A band-pass filter was already considered as test example in [13].
A modelling with random parameters followed by the stochastic Galerkin method
yields a large coupled system of DAEs. We compare the direct solution of the
Lyapunov equation and the frequency domain approach using a quadrature rule.
The results of numerical computations are presented using MOR with the one-sided
Arnoldi method.

2 Linear Dynamical Systems and Model Order Reduction

We consider linear time-invariant dynamical systems

Eẋ(t) = Ax(t)+Bu(t)

y(t) = Cx(t)
(1)

with matrices A,E ∈ R
n×n, B ∈ R

n×nin , C ∈ R
nout×n. The state variables or inner

variables x : I → R
n, the inputs u : I → R

nin and the outputs y : I → R
nout

represent functions on a time interval I = [t0, tend]. Initial values x(t0) = x0 are
predetermined. The system (1) consists of ODEs in the case of a non-singular mass
matrix E, whereas the system represents DAEs in the case of a singular mass matrix.
We assume that the linear dynamical system (1) is asymptotically stable, i.e., all
eigenvalues λ satisfying det(λE−A) = 0 have a negative real part.

The purpose of MOR is to construct a linear time-invariant dynamical system

Ē ˙̄x(t) = Āx̄(t)+ B̄u(t)

ȳ(t) = C̄x̄(t)
(2)

with matrices Ā, Ē ∈ R
r×r , B̄ ∈ R

r×nin , C̄ ∈ R
nout×r of much lower dimension

r � n. Yet the outputs of (1) and (2) should agree, i.e., y(t) ≈ ȳ(t) for all t ∈ I .
We call (1) a full-order model (FOM) and (2) a reduced-order model (ROM).
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In projection-based MOR of Petrov-Galerkin-type, each method determines two
projection matrices V,W ∈ R

n×r of full rank. We assume that V is an orthogonal
matrix, i.e., V�V = Ir with the identity matrix. The reduced matrices within the
system (2) read as

Ā =W�AV, B̄ =W�B, C̄ = CV, Ē =W�EV. (3)

A Galerkin-type projection-based MOR is characterised by the choice W = V
in (3), where just an appropriate matrix V has to be determined. Well-known
Galerkin techniques are, for example, the one-sided Arnoldi method and proper
orthogonal decomposition (POD), see [1].

The input-output mapping of a linear dynamical system (1) is described by a
transfer function H ∈ C

nout×nin , H(s) = C(sE−A)−1B for almost all s ∈ C. The
H2-norm of the Hardy space reads as

‖H‖H2
=

√
1

2π

∫ +∞

−∞
‖H(iω)‖2

F dω with i = √−1 (4)

and the Frobenius norm ‖ · ‖F provided that the integral exists. An asymptotically
stable system of ODEs always has a finite H2-norm. However, the existence is not
guaranteed in the case of DAEs, see [3]. Now the difference between the FOM (1)
and the ROM (2) can be measured by the absolute error ‖HFOM−HROM‖H2

or the
relative error ‖HFOM−HROM‖H2

/‖HFOM‖H2
in the norm (4) if the integrals exist.

We use the H2-norm to quantify the error of an MOR only. We do not investigate
H2-optimal MOR techniques, cf. [6].

3 Stability Preservation and Lyapunov Equations

In many projection-based MOR methods, the ROM (2) may be unstable, although
the FOM (1) is asymptotically stable. Several special techniques were constructed,
which guarantee a stable reduced system, see [2, 8], for example.

Let the system (1) be linear ODEs. If both the matrix E is symmetric positive
definite and the matrix A is dissipative (A + A� is negative definite), then any
Galerkin-type method yields an asymptotically stable system (2). Otherwise, the
system (1) can be transformed into an equivalent system satisfying these properties,
see [5, 14]. This approach cannot be extended to MOR methods of Petrov-Galerkin-
type, because the symmetry of some matrices is essential.

Let M ∈ R
n×n be symmetric and positive definite. The transformed linear

dynamical system reads as

E�MEẋ(t) = E�MAx(t)+E�MBu(t), (5)
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where the mass matrix is symmetric positive definite. The involved transformation
matrix M ∈ R

n×n has to satisfy the Lyapunov inequality

A�ME+E�MA < 0, (6)

i.e., the left-hand side represents a negative definite matrix. There is an infinite set of
solutions for (6). The inequality is satisfied if and only if M solves the (generalised)
Lyapunov equation

A�ME+E�MA+ F = 0 (7)

for a symmetric positive definite matrix F. A Galerkin-type reduction of the
transformed system (5) is equivalent to a Petrov-Galerkin-type projection (3) of
the original system (1) with W =MEV. Hence we do not require to compute the
transformed system (5).

A direct solution of the Lyapunov equation (7) is not possible for high dimen-
sions n due to a huge computational effortO(n3), see [11]. Approximate techniques
often produce low-rank factorisations

M ≈ M̃ = ZZ� with Z ∈ R
n×k (8)

and k � n. However, the approximation M̃ is a singular matrix, which causes
problems, cf. [14]. Furthermore, iterative methods like the alternating direction
implicit (ADI) algorithm, for example, require a low-rank factorisation F = GG�
with G ∈ R

n×� satisfying �� n, where F becomes just semi-definite.

4 Frequency Domain Approach

Due to Parseval’s theorem, we write the solution of the (generalised) Lyapunov
equations (7) as a matrix-valued integral in the frequency domain. It holds that

M = 1

2π

∫ +∞

−∞
S(ω)−HFS(ω)−1 dω (9)

including the matrix

S(ω) = iωE−A ∈ C
n×n with i = √−1. (10)

Phillips and Silveira [12] apply a quadrature rule with positive weights to compute
an approximation of the integral (9). This approach yields a factorisation (8) of rank
k = q� for F = GG�, where q is the number of nodes in the quadrature and � is
the rank of G.
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Alternatively, the idea from [15] is to arrange the identity matrix F = In in (7),
which owns the trivial (high-rank) factorisation F = InI

�
n (G = In). We assume

large sparse matrices A,E. The matrix (10) inherits this sparsity. However, the
inverse matrices are dense in (9) and thus we never compute them explicitly. We do
not need the matrix M but the matrix-matrix product W = MV′ with V′ = EV.
The computational effort for the multiplication EV is low if E is sparse. Now the
integral (9) simplifies to W = 1

π
Re[U] with

U =
∫ +∞

0
S(ω)−HS(ω)−1V′ dω (11)

due to a symmetry. We transform the integral (11) to the finite domain [0, 1] and
obtain

U =
∫ 1

0
S
(
ξ

1−ξ
)−H

S
(
ξ

1−ξ
)−1

V′ dξ

(1− ξ)2 . (12)

The integrand exists also in the limit case ξ → 1. Hence the integrand is an analytic
function in [0, 1].

We use a quadrature rule with nodes ξj ∈ [0, 1] and positive weights γj
for j = 1, . . . , q . For example, Gauss-Legendre quadrature, trapezoidal rule or
Simpson rule can be employed. The approximation of the integral (12) becomes the
finite sum

U ≈
q∑

j=1

γj

(1− ξj )2 S
(
ξj

1−ξj
)−H

S
(
ξj

1−ξj
)−1

V′. (13)

Each term of the sum requires to solve complex-valued linear systems, where r
right-hand sides appear with identical coefficient matrices. Just a single complex-
valued LU -decomposition of a sparse matrix (10) has to be computed for each
node of the quadrature rule. Thus we perform q LU -decompositions and 4qr
forward/backward substitutions in total.

5 Method for Differential-Algebraic Equations

In the case of linear DAEs (1), the Lyapunov equation (7) has no solution for positive
definite F. We adopt a regularisation technique used by Müller [10], where the
matrices change into

E′ = E− β2A and A′ = A+ βE (14)
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with a regularisation parameter β > 0. This technique represents a singular per-
turbation. The linear dynamical system becomes an ODE, which is asymptotically
stable for all β ∈ (0, βmax) with some βmax > 0.

Now we apply the stability-preserving technique to the linear dynamical sys-
tem (1) including the matrices (14) for a fixed parameter β. The integral (9) is finite
for all β ∈ (0, βmax), whereas the integral does not exist in the limit case β = 0.

If a linear system of DAEs exhibits a transfer function with a finite H2-norm (4),
then the reduction error can be measured in this norm. The existence of the norm (4)
also depends on the definition of inputs and outputs in the system. The total error of
the MOR is bounded by

‖HDAE −HROM‖H2
≤ ‖HDAE −HODE‖H2

+ ‖HODE −HROM‖H2
. (15)

The first term converges to zero for β → 0. The magnitude of the second term
depends on the quality of the MOR for the regularised system. A detailed error
analysis is given for the regularisation in [15].

Furthermore, a linear system of DAEs with (nilpotency) index one always
has a transfer function with a finite H∞-norm. There is a potential for the
quantification of the regularisation error by a restriction to a compact frequency
interval [−ωmax, ωmax].

6 Numerical Results for Test Example

We consider the electric circuit of a band-pass filter depicted in Fig. 1. A single
input voltage is supplied and a single output voltage is observed. Modified nodal
analysis [7] yields a linear system of DAEs with (nilpotency) index one and
dimension n∗ = 23. In an uncertainty quantification, we replace all physical param-
eters (capacitances, inductances, resistances) by random variables with independent
uniform probability distributions, which vary 20% around their mean values. We use
a polynomial chaos expansion of degree two, which includes m = 300 orthogonal
basis polynomials, see [17]. The stochastic Galerkin method generates a larger
coupled system of the form (1) with dimension n = mn∗. This system is an
asymptotically stable DAE of index one again. Furthermore, the DAE’s transfer

inu uout

Fig. 1 Electric circuit of band-pass filter consisting of L-C-Π components
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Table 1 Properties of linear dynamical system in stochastic Galerkin method

dimension n 6900

# inputs 1

# outputs 300

# non-zero elements in A 49,096

# non-zero elements in E 20,906

rank(E) 4200

Table 2 Number of stable ROMs within dimensions r = 1, . . . , 100 for different systems

# stable ROMs # unstable ROMs

(i) DAE 23 77

(ii) ODE 51 49

(iii) ODE, stabilisation, direct method 100 0

(iv) ODE, stabilisation, quadrature with 10 nodes 81 19

(v) ODE, stabilisation, quadrature with 1700 nodes 85 15

function is strictly proper, i.e., the H2-norm (4) is finite. Table 1 illustrates the
properties of this linear dynamical system.

All numerical calculations were done in MATLAB [9] on a FUJITSU computer
with processor Intel(R) Core(TM) i5-4570 CPU @ 3.20 GHz (four cores) and
operating system Windows 7. In all dynamical systems, we perform an MOR by
the one-sided Arnoldi method, see [1], using the single expansion point s0 = 106.

We investigate five variants:

(i) Arnoldi method for system of DAEs.
(ii) Arnoldi method for regularised system (ODEs) including matrices (14) with

parameter β = 10−5.
(iii) Stabilisation of the reduction from (ii): We solve the Lyapunov equation (7)

with F = In by a direct linear algebra method. (computation time: 2.1 h)
(iv) Stabilisation of the reduction from (ii): We use the frequency domain approach

including quadrature. The Gauss-Legendre rule with q = 10 nodes yields the
approximation (13). (computation time: 1.4 s)

(v) Stabilisation of the reduction from (ii): Same as in (iv) with q = 1700 nodes
(computation time: 177 s)

Table 2 shows the number of stable and unstable ROMs within r = 1, 2, . . . , 100 in
the five cases. The stabilisation technique using the direct method always generates
stable ROMs. However, the stabilisation technique based on the frequency domain
integral and quadrature is not always successful, because just more than 80% of
the ROMs are stable. The number of stable ROMs increases for larger numbers
of nodes. The remaining loss of stability indicates a critical behaviour of the
approximate method in the case of small regularisation parameters.

We also compute reduction errors by an approximation of the relative H2-norms,
see (4), for the differences between the transfer functions of the DAEs and the
ROMs. Figures 2 and 3 illustrate the numerical results for the cases (i), (ii), (iii)
and (v). We recognise that the errors decrease exponentially for increasing reduced
dimensions. In the ODE variants, the error stagnates for r > 80, because the
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Fig. 2 Relative H2-errors of ROMs for dimensions r = 1, . . . , 100 associated to reduction of the
original DAEs (left) and ODEs from regularisation (right)
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Fig. 3 Relative H2-errors of ROMs for dimensions r = 1, . . . , 100 obtained from stabilisation
technique using direct method (left) and quadrature rule with 1700 nodes (right)

regularisation error dominates the total error in agreement to the estimate (15).
We also address where the loss of stability appears in the variant (v). Only ROMs
of small dimensions r ≤ 17 become unstable, which are not relevant due to a
large error for small dimensions in all variants. In comparison to the case (ii), the
approximate procedures (iv) and (v) are superior with respect to the generation of
stable ROMs.
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