
123

An Evidence-Based Guide for 
Clinicians and Investigators

R. Robert Auger
Editor 

Circadian Rhythm 
Sleep-Wake 
Disorders



Circadian Rhythm Sleep-Wake Disorders



R. Robert Auger
Editor

Circadian Rhythm  
Sleep-Wake Disorders
An Evidence-Based Guide for  
Clinicians and Investigators



ISBN 978-3-030-43802-9    ISBN 978-3-030-43803-6 (eBook)
https://doi.org/10.1007/978-3-030-43803-6

© The Editor(s) (if applicable) and The Author(s) 2020
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of 
the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation, 
broadcasting, reproduction on microfilms or in any other physical way, and transmission or information 
storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology 
now known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication 
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant 
protective laws and regulations and therefore free for general use.
The publisher, the authors, and the editors are safe to assume that the advice and information in this book 
are believed to be true and accurate at the date of publication. Neither the publisher nor the authors or the 
editors give a warranty, expressed or implied, with respect to the material contained herein or for any 
errors or omissions that may have been made. The publisher remains neutral with regard to jurisdictional 
claims in published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Switzerland AG
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland

Editor
R. Robert Auger
Mayo Center for Sleep Medicine  
Department of Psychiatry and Psychology
Mayo Clinic College of Medicine
Rochester, MN  
USA

https://doi.org/10.1007/978-3-030-43803-6


v

Preface

Identification and treatment of circadian rhythm sleep-wake disorders (CRSWDs) 
can be a fascinating yet vexing clinical encounter in the Sleep Medicine realm. 
While circadian-based basic science research, chronobiological research of healthy 
humans (including simulated CRSWD studies), and chronotherapeutic research are 
quite sophisticated and abundant, there is a relative dearth of clinical research. In 
my point of view, one major reason for the outpacing of CRSWD clinical research 
pertains to the disparate sources of information and related lack of interdisciplinary 
input that is necessary for holistic care. This publication makes an attempt to bridge 
this gap by including authorities from numerous relevant disciplines to inform clini-
cal practice.

Accordingly, the text begins with a scientific background on mammalian circa-
dian rhythms and progresses to a discussion of chronobiological protocols that will 
allow the reader to critically review relevant literature. Following an introduction to 
CRSWDs, there are two chapters that describe assessment tools for clinicians’ con-
sideration and separate chapters dedicated to individual CRSWDs. Recognizing 
that delayed sleep-wake phase disorder has a particularly relevant impact among 
adolescents, a chapter is included that highlights the school start time debate, which 
has significant relevance given the recent legislation signed by the Governor of 
California. Subsequent chapters from lighting research experts may help clinicians 
to standardize implementation of treatments and should also serve to optimize com-
parative clinical trials. A final chapter discusses the impact that specified lighting 
environments may have in the workplace and other settings.

It is ultimately my hope that this book will serve as an immediate reference for 
Sleep Medicine clinicians but that it will also serve as an impetus to address clinical 
research deficiencies by encouraging cross-talk between various scientific, medical, 
and educational disciplines.

Rochester, MN, USA  R. Robert Auger
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Chapter 1
Biological Timekeeping: Scientific 
Background

Matthew R. Brown and Aleksey V. Matveyenko

 Introduction

The timekeeper, often underappreciated, is an individual or device in competition, 
experimentation, and daily life that records and regulates the initiation and termina-
tion of key processes. In physiology, the timekeeper or pacemaker is crucial for 
maintaining delicate temporal organization of molecular and physiological events 
that dictate the survival of an organism. Throughout the human body, there are a 
myriad of biological rhythms that oscillate at rates as short as 1–2 seconds (i.e., 
sinoatrial node of the heart) and as long as weeks to months (i.e., estrous cycle) that 
are essential to life. A circadian rhythm is the term for a process that is under the 
control of our internal pacemakers with a period of approximately 24 hours [1]. 
Rhythms shorter than a day are referred to as ultradian rhythms, while rhythms 
longer than a day are called infradian rhythms [2]. The word circadian is derived 
from the Latin words circa (“approximately”) and dies (“day”) [1]. As such, circa-
dian rhythms adapt to, follow, and oscillate with a period nearly matching the 
Earth’s 24-hour rotation with respect to the sun.

It is becoming clear that nearly all fundamental physiological processes are 
under the control of the circadian system [3]. From the autonomic control of blood 
pressure to the coordination of hormonal secretion, investigators are starting to 
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unravel the importance of the circadian system for anticipating and optimizing the 
timing of various physiological functions [4]. In concert with these findings, recent 
clinical and preclinical research have begun to shed light on the detrimental conse-
quences associated with chronic disruption of circadian rhythms [5–9]. The infor-
mation technology revolution of the twenty-first century has inadvertently created a 
“24/7” environment that does not abide the natural rhythms of the Earth. In 2018, 
Nielsen estimated American adults spent an average of 11 hours per day exposed to 
artificial light emitted from electronic screens, an increase of 25% over the past 
5  years [10]. This time does not even include the time that is spent using these 
devices at work or school which are becoming ever more digital. Additionally, shift 
work is becoming increasingly common in our connected world. It is estimated by 
the International Agency for Research on Cancer that 15–30% of the Western popu-
lation is exposed to rotating shift work [11]. Taken together, modern humans are 
exposed to stressors that negatively regulate the circadian system. Due to its funda-
mental role in essential physiological processes, disruption of one’s circadian 
rhythm has been linked to an increasing risk of developing cancer [12], type 2 dia-
betes [4, 13], neurological disorders [14, 15], and cardiovascular disease [16, 17], 
among other adverse health consequences. Therefore, it is critical to further our 
understanding of the mechanisms underlying the circadian system to develop new 
therapies and strategies for maintenance of the circadian clock in our twenty-first- 
century environment.

 History of Chronobiology

The concept of timekeeping has permeated civilization for millennia; however, 
endogenous biological clocks were not truly appreciated until the eighteenth cen-
tury [18]. Although ancient physicians such as Galen and Hippocrates noted that 
conditions like fevers exhibited periodic 24-hour rhythms, they unlikely appreciated 
that these rhythms were controlled, in part, by an endogenous timekeeper which 
persists independent of environmental cues [19]. In 1729, French astronomer Jean 
Jacques d’Ortous de Mairan was the first to realize that daily rhythms were intrinsi-
cally controlled and were not simply a response to the rhythmic light cycle of the 
Earth [18]. He observed that Mimosa leaves moved with a 24-hour cycle, even when 
placed in constant darkness, and therefore concluded that the movements could not 
have been affected by the light-dark cycle. Following de Mairan’s work, many con-
firmed his findings and demonstrated that the circadian rhythms in plants were inde-
pendent of other rhythmic external stimuli. However, it was still unclear exactly 
what internal factors drove the maintenance of the circadian rhythm. With the 
explosion of Mendelian genetics in the early 1900s, Dr. Erwin Bunning, a German 
botanist, crossed bean plants with various period lengths and demonstrated that the 
period length of the offspring was an intermediate of the previous generation [20]. 
As a result, Bunning inferred that endogenous circadian clocks were “heritable” 
from the genetic code. Bunning’s pioneering work unraveling the interaction 
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between intrinsic clocks and light sensitivity in plants set the stage for an explosion 
in the understanding of circadian rhythms throughout the rest of the twentieth 
century.

The modern field of chronobiology is an ever-growing discipline which traverses 
a broad range of basic and clinical research [21]. Nevertheless, the diversity in the 
field today mirrors its composition upon its founding in the early 1960s [22]. At the 
time, the field was led by Dr. Colin Pittendrigh and Dr. Jurgen Aschoff, often consid-
ered the fathers of chronobiology. Both pioneered early studies defining the proper-
ties and characteristics of circadian rhythms [23]. Most notably, Pittendrigh developed 
a parametric model describing how circadian rhythms can be reset or disrupted by a 
singular pulse of light [24]. Aschoff, meanwhile, showed that humans have intrinsic 
clocks and that these clocks could be synchronized by external cues. He coined the 
term zeitgeber, a German word meaning time-giver, to describe the environmental 
stimuli that can synchronize internal clocks [25]. While Aschoff, Pittendrigh, and 
others were unraveling the underpinnings of the biological clock, there was a push to 
apply these principles to improve human health. Dr. Franz Halberg, a physician at the 
University of Minnesota, led this charge at the time by pioneering novel preclinical 
and clinical studies that actively considered circadian time as a biological variable 
[1]. In one of his early studies, Halberg measured the circadian variability in the 
temperature of oral tumors, as a metric of their circadian metabolism, in order to 
optimize radiation therapy treatment [26]. He observed that patients who received 
treatment at peak tumor temperature were twice as likely to be cancer-free 2 years 
following radiation. Despite their diverse approaches and methods, these individuals 
clearly understood the importance in maintaining robust circadian rhythms and pro-
vided the guiding principles being applied today to improve human health.

 Measurement and Assessment of Circadian Rhythms

Circadian rhythms, like any other biological or physical rhythm, consist of predict-
able patterns of oscillations over a finite element of time [22]. In order to describe and 
compare how circadian patterns of motor activity, temperature, food intake, and other 
rhythmic behaviors vary between individuals or organisms, one must appreciate the 
distinct features of a rhythm. To identify whether a process is truly a circadian 
rhythm, the period or frequency must be assessed. The period is the time to complete 
one cycle, while the frequency, also known as the inverse period, is the number of 
cycles completed over a unit of time. In many scientific disciplines, Fourier analysis, 
pioneered by Joseph Fourier in the late eighteenth century, is used to quantify the 
various frequency components of a signal [27]. Simply put, Fourier analysis trans-
forms a discrete or continuous rhythmic signal into a sum of sinusoidal functions 
with varying frequencies. The relative contribution of each frequency to the signal 
can then be visualized by calculating their spectral densities, otherwise known as a 
periodogram. In circadian biology, modified periodogram analysis such as the chi-
squared periodogram, which utilizes least squares regression, is used to measure the 
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dominant period of physiological rhythms [28]. Periodogram analysis also reveals 
the strength or robustness of the rhythm. Essentially, periods that are “neater” and 
more consistent will have a larger power because the period has a greater contribution 
to the overall sinusoidal signal. The power is different than the amplitude of the sig-
nal as the latter only quantifies the relative deviation from the mean to the peak value, 
while the former is not affected by signal deviation and relies solely on the contribu-
tion of the various frequency components of the rhythm. Although the rhythm’s 
period may describe whether processes occur under the control of the circadian sys-
tem, it does not explain why they occur and why they are optimized to occur at differ-
ent times of the day. The secretion of cortisol and melatonin, for example, both occur 
with a robust 24-hour period; however, their peak secretion occurs at different times of 
the circadian cycle [29]. Typically, plasma cortisol levels rise throughout the solar day 
and begin to fall just as melatonin levels begin to rise in anticipation of the biological 
night. The relationship of the opposing rhythms can be quantified by the phase, which 
describes the initial time (or angle) at the signal’s origin. The lag in the phase of the 
melatonin rhythm relative to the cortisol rhythm is referred to as the phase difference.

The use of melatonin and cortisol secretion as markers of circadian timekeeping 
exemplifies how the field of chronobiology still mainly relies on indirect, noninva-
sive methods such as hormonal secretion, internal temperature, and voluntary loco-
motor activity to “keep time” in vivo [30, 31]. With the development of mobile, 
noninvasive devices for monitoring of voluntary locomotor activity, assessment of 
circadian activity rhythms is most commonly used to indirectly measure circadian 
pacemaking in humans [32]. Activity rhythms are typically visualized by means of 
an actogram, which vertically organizes each day of behavior allowing for the effi-
cient visual analysis of the period and phase of this circadian output [33]. 
Nevertheless, novel methods to directly measure circadian pacemaking are cur-
rently being explored. Recent preclinical animal studies visualizing fluorescently 
tagged circadian genes have started to allow for the longitudinal and direct measure-
ment of circadian rhythms in pacemakers of mice; however, it is unclear whether 
such techniques will become applicable to humans [34]. Advances in imaging tech-
nology such as BOLD fMRI show promise, as they may be able to directly quantify 
biological timekeeping activity via blood flow to the pacemaking region [35]. 
Moreover, novel computational methods using integrated transcriptomic data are 
also being explored in humans to estimate the internal circadian time from a single 
blood or tissue sample [31, 36, 37]. Taken together, these metrics and tools will be 
essential to allow for the direct assessment of circadian rhythms in humans under 
various physiological and pathophysiological conditions.

 Properties of Circadian Rhythms

Over the past 300 years, endogenous circadian rhythms have been assessed in a 
diverse group of plants, insects, birds, fish, amphibians, and mammals. Although 
the underlying molecular mechanisms that encode circadian processes may not be 
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completely conserved between species, the essential properties of their circadian 
rhythms remain. The three key properties that define a circadian rhythm are (1) 
persistence under constant conditions with a free-running period of approximately 
24 hours, (2) ability to entrain to a 24-hour cycle via rhythmic environmental stim-
uli, and (3) free-running periods which are temperature compensated such that an 
organism maintains an approximately 24-hour circadian period regardless of tem-
perature fluctuations [22].

 Circadian Rhythms Persist Under Constant Conditions

Jean Jacques d’Ortous de Mairan’s initial observation that the Mimosa plant main-
tained a 24-hour period in constant darkness suggested that circadian rhythms per-
sist with a free-running period (FRP) of ~24 hours. The FRP is the period of activity 
in constant conditions and is also referred to as tau (t) or the inverse/frequency of the 
FRP [38]. An intrinsic FRP in organisms is critical for biological timekeeping 
because it ensures that the “clock keeps ticking” regardless of external stimuli. 
Nevertheless, it was unclear for many years whether this was conserved in higher 
mammals such as humans. In order to test this hypothesis, subjects were placed in 
an underground bunker devoid of any timing cues or potential zeitgebers [39] and 
were asked to maintain a “regular” life for 3–4 weeks. The light intensity and inter-
nal temperature were carefully controlled from the outside. Upon recording activity, 
temperature, and urine rhythms, Aschoff’s team calculated an average free-running 
period of ~25 hours in the subjects. Future studies led to uncertainty in the study’s 
findings [40, 41], and researchers further attempted to refine measurements by 
desynchronizing subjects’ sleep-wake cycles from their circadian pacemakers. 
Nathaniel Kleitman pioneered a technique whereby subjects are exposed to a 
28-hour “day”, such that the zeitgebers related to the sleep-wake schedule are 
equally distributed throughout the circadian cycle over the duration of the experi-
ment [30]. Indirect measurement of the periods of activity, core temperature, plasma 
melatonin, and plasma cortisol all revealed an intrinsic period of 24.18 hours with 
90% of measurements ranging between 24.00 and 24.35 hours. This study demon-
strated that the intrinsic human pacemaker was precise and truly circadian.

 Rhythmic Environmental Stimuli Can Entrain 
Circadian Rhythms

Although the internal timekeeper maintains an approximately 24-hour rhythm, 
environmental cues are required to continually tune the internal timekeeper to main-
tain a precise period and phase. Consider an intrinsic period of 24.18 hours described 
above, which is only 12 minutes longer than the Earth’s 24-hour solar cycle. After 
only 1 week, individuals would be subjected to an ~1-hour phase shift which would 
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progressively push one to a nocturnal state after a few months. Without tuning, our 
internal pacemakers would create an asynchronous and inefficient world that would 
overthrow our modern societal norms. Most typically, the Earth’s light-dark cycle is 
considered the foremost entrainment agent; however, other agents such as food 
availability and external temperature have been also shown to act as zeitgebers for 
internal clocks [25, 42].

The paradigm describing how light tunes the period and phase of the biological 
clock was championed by Pittendrigh, leading to the development of a nonparametric, 
discrete model of synchronization [43]. The model suggests that the circadian pace-
maker maintains equilibrium by shifting its phase in response to a stimulus of light 
outside of its current circadian phase. In order to visualize how pulses of light affect 
the phase of the pacemaker, phase response curves (PRCs) can be constructed describ-
ing whether the light pulse will advance, delay, or have little effect [44]. Intuitively, 
the effect of a light pulse during the active phase of a diurnal mammal will be mini-
mal, while exposure to light during the night will significantly phase shift the FRP. This 
concept has been translated and repeatedly demonstrated in humans by exposing sub-
jects to a 3–6-hour light stimulus at various times throughout the circadian cycle and 
subsequently measuring physiological rhythms in the absence of entrainment cues 
[45–48]. Researchers demonstrated that there is variability in response to the pulses of 
light; however, humans generally experience a phase delay when exposed to light 
early in sleep and a phase advance as the sleep phase approaches dawn [49]. Practically, 
PRCs have been a valuable tool in assessing the efficacy of chronotherapies for indi-
viduals exposed to circadian disruptions [50, 51].

 Free-Running Periods Are Temperature Compensated

The light-dark cycle plays a dominant role in resetting and entraining the circadian 
clock; however, the biological pacemaker encodes these environmental cues through 
a series of biochemical reactions that are directly affected by the temperature of the 
reaction environment. Dr. Hans Kalmus first demonstrated that the rate of the circa-
dian cycle in drosophila increased threefold with every 10 °C increase in tempera-
ture [52, 53]. Intuitively, a temperature-dependent clock would present significant 
challenges as the clock would run faster on a hot, summer day and slower on a cold, 
winter day, resulting in unreliable period measurements from 1 day or one season to 
the next. As such, further investigations on bees, mice, drosophila, and cultured 
human cells have refuted this initial finding [54–56]. In the presence of increasing 
ambient temperature, the FRP has been shown to remain relatively constant and, 
therefore, temperature compensated. Despite this finding, in vitro studies of chick 
pineal cells demonstrated that a heat pulse, similar to light pulses described above, 
could cause a phase shift of the circadian clock as measured by melatonin secretion 
[57]. Recently, Buhr et al. demonstrated that ex vivo tissue, absent of photic cues, 
can also be entrained to a new phase by a heat pulse while still maintaining an 
approximately 24-hour period [58]. Taken together, these findings revealed that an 
organism’s innate circadian period is insensitive to temperature; however, it also 
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demonstrates that other rhythmic environmental stimuli, such as the daily circadian 
rhythm in body temperature, play a role in setting the phase of the circadian 
pacemaker.

 Organization and Entrainment of the Circadian System

Provided the knowledge that the circadian pacemaker can be tuned by external cues, 
it is clear that it is actively engaged with the surrounding environment rather than 
passively counting time [59]. In turn, the circadian system can be directly modeled 
by simple oscillator networks. An oscillator is a rhythmic signal that provides inputs 
into a system to initiate change (i.e., response to light pulse), records and measures 
feedback from the system, and institutes a delay in response to feedback from a sys-
tem not at equilibrium. Early models of the circadian oscillator system considered 
various configurations including a single, master pacemaker that drives systemic cir-
cadian outputs, coupled master oscillators that drive dependent or independent 
peripheral outputs, and a hierarchical oscillator system that couples a master time-
keeper to peripheral oscillators that control local circadian outputs [60, 61].

The discovery of the suprachiasmatic nuclei (SCN) of the hypothalamus as the 
master pacemaker in mammals by two independent teams in 1972 began to eliminate 
the concept of a coupled oscillator model [62, 63]. Lesioning of the SCN resulted in 
loss of circadian regulation of locomotor activity, drinking behavior, and cortisol 
rhythms. Electrical recordings of SCN neurons in vivo and in vitro demonstrated that 
the SCN functions as a self-sustained oscillator as the neurons have the ability to 
intrinsically maintain a rhythm in electrical activity regardless of external input [64, 
65]. Additionally, transplantation studies that implanted the SCN into an arrhythmic 
animal were successful in restoring the circadian rhythmicity of the donor animals 
[66, 67]. Although the SCN was demonstrated as the master circadian pacemaker, 
peripheral cells and tissues were also found to have intrinsic circadian oscillations 
[68, 69]. In the absence of SCN input, ex vivo examination of the mammalian liver, 
lung, and skeletal muscle revealed that these tissues displayed a robust circadian 
oscillation in gene expression. Recent studies using a luciferase (light) reporter as a 
real-time marker of circadian rhythms in mice confirmed the existence of self-sus-
tainable peripheral oscillators in nearly all peripheral tissues [70, 71]. The growing 
experimental evidence suggests that the circadian system exhibits a hierarchical 
oscillator structure whereby a master oscillator provides inputs and tunes a network 
of peripheral oscillators that control downstream physiological outputs.

 Light Is Encoded at the Master Timekeeper by a Specialized 
Detection Mechanism

Light, as the primary zeitgeber, requires an efficient communication system to relay 
changes in the light-dark cycle to the SCN. Intrinsically photosensitive retinal gan-
glion cells (ipRGCs) contain specialized melanopsin receptors which are present in 
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only ~1% of RGCs [72, 73]. Melanopsin is a photopigment sensitive to short wave-
lengths of light with a peak absorption at ~480 nm corresponding to blue/green light 
[74]. Activation of melanopsin leads to an intracellular signaling cascade causing 
ipRGCs to depolarize, initiating an action potential that travels down the retinohy-
pothalamic tract (RHT) and directly innervates the SCN [75]. Lesioning the RHT 
causes animals to free-run, despite a rhythmic light-dark cycle, exemplifying its role 
in entrainment [76]. Simply put, the fundamental role of the RHT is to indicate the 
start and end of the day in order to entrain the master oscillator to a consistent phase 
response.

The symbiotic relationship between the SCN and RHT is the key to maintaining 
precise timing and is best illustrated by the monosynaptic connection between them 
[77]. Increase in the activity of the RHT at dawn, for instance, is directly received 
by SCN neurons. Inappropriate exposure to light stimuli due to jetlag or shift work 
can induce spiking activity of the RHT which results in a phase shift of SCN neuro-
nal activity, as described by the PRC previously discussed. Synaptic communication 
between the RHT and SCN occurs via presynaptic release of the excitatory neu-
rotransmitter glutamate [78]. The released glutamate is received postsynaptically by 
N-methyl-D-aspartate (NMDA) receptors, causing an influx of intracellular Ca2+ 
into SCN neurons and a cyclic adenosine monophosphate (cAMP)-dependent sig-
naling cascade that resets and entrains the pacemaker to the light input [79]. Thus, 
a light stimulus can be quickly detected and communicated by ipRGCs to SCN 
neurons via an elegant and efficient signal transduction system.

 Organization of the Suprachiasmatic Nucleus (SCN): 
The Master Timekeeper

The SCN is located in the ventral periventricular zone of the hypothalamus, dorsal 
to the optic chiasm, and is composed of approximately 20,000 neurons that have a 
circadian pattern of electrical activity [80]. Division of SCN neurons by amplitude 
of electrical activity, neuropeptide expression, and afferent inputs reveals two dis-
tinct subpopulations [81]. The core SCN neurons receive the majority of photic 
input, fire with low-amplitude rhythms that can be easily reset by environmental 
stimuli, and express a variety of neuropeptides including vasoactive intestinal pep-
tide (VIP) and gastrin-releasing peptide (GRP) [82, 83]. Moreover, light-induced 
rhythmic oscillations occur exclusively in core neurons, suggesting that the core is 
primarily responsible for sensory processing of environmental cues and entrainment 
of the circadian system to the light-dark cycle [84, 85]. In contrast, shell SCN neu-
rons primarily express arginine vasopressin (AVP), experience high-amplitude, self-
sustaining oscillations, and receive little photic input [83]. These features highlight 
the shell’s role in relaying SCN outputs to modulate the clock in peripheral tissue 
oscillators [86]. Despite these differences, communication between the core and 
shell SCN neurons is critical for maintaining the central pacemaker’s 24-hour circa-
dian rhythm. In an ex vivo SCN preparation, separation of the shell and core neurons 
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caused the shell SCN to desynchronize [87]. Elimination of VIP in the SCN, a key 
marker of the core, abolished behavioral rhythms and highlighted the downstream 
role the substance plays in entraining SCN outputs to light stimuli [88]. In combina-
tion with studies tracing neuronal circuits [83], it is clear that signaling from the 
core to the shell is necessary for the entrainment of the master circadian pacemaker.

 SCN-Dependent Outputs Entrain Peripheral Oscillators

The hierarchical oscillator model of the circadian system suggests that outputs from 
the master pacemaker can modulate peripheral circadian oscillators. The SCN 
directly and indirectly entrains peripheral clocks through a combination of synaptic 
and neuroendocrine outputs [89]. Projections from SCN neurons mainly innervate 
the hypothalamic paraventricular nucleus (PVN). The PVN serves as the hypotha-
lamic hub for hormonal and autonomic control and thus effectively relays SCN 
outputs for the circadian control of physiological outputs. Pre-autonomic neurons in 
the PVN are directly innervated by the SCN and subsequently project to sympa-
thetic and parasympathetic motor nuclei controlling several organs including the 
heart, pancreas, and liver [90–92]. Lesioning the connection between the SCN and 
PVN was effective in eliminating the circadian rhythmicity in heart rate suggesting 
that the SCN plays a direct role in autonomic regulation of cardiac, as well as other 
peripheral rhythms [91].

Additionally, the PVN relays SCN outputs to the pineal gland for the circadian 
regulation of melatonin secretion. The pineal gland is indirectly controlled through 
a multisynaptic connection. SCN outputs travel from the PVN to the intermediolat-
eral cell column and finally to the superior cervical ganglion (SCG) which inner-
vates the pineal gland [93]. During the day, the SCN provides an inhibitory signal 
(via γ-aminobutyric acid [GABA]) to this pathway in order to suppress melatonin 
secretion [94]. These inhibitory signals suppress the expression and activity of the 
enzymes responsible for synthesizing melatonin from serotonin, arylalkylamine 
N-acetyltransferase (AANAT) and methionine adenosyltransferase 2a (MAT2A) 
[95]. Conversely, glutamatergic output from the SCN to the PVN has been demon-
strated to be responsible for enhanced melatonin synthesis and secretion during the 
night in mammals [96]. Importantly, the nightly increase in melatonin secretion has 
been shown to functionally impact a wide range of tissues and processes and is 
considered a potential zeitgeber for peripheral tissue oscillators [97–100].

The hypothalamic-pituitary-adrenal (HPA) axis also receives SCN output. In a 
series of experiments by Kalsbeek and Buijis, they demonstrated that the SCN 
mediates its effect on the HPA by secretion of the neuropeptide vasopressin during 
an organism’s inactive cycle. In turn, this inhibits the secretion of corticotrophin- 
releasing hormone (CRH) and vasopressin from PVN neurons [101–104]. During 
an organism’s active cycle when the SCN ceases to secrete vasopressin, CRH and 
vasopressin subsequently induce the secretion of adrenocorticotropic hormone 
(ACTH) from the anterior pituitary, which can then act directly on the adrenal 
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cortex, modulating the release of glucocorticoids, catecholamines, and mineralocor-
ticoids [105–107]. Similar to the role of melatonin, the daytime increase in stress 
hormone (i.e., corticosterone) secretion from the adrenal cortex has been proposed 
as an SCN- dependent mechanism of peripheral oscillator entrainment [108]. 
Through local control of its synaptic output, the SCN exerts its role as master time-
keeper by controlling downstream autonomic and endocrine outputs to entrain 
peripheral clocks.

 Non-photic Entrainment of Peripheral Oscillators

Although the SCN is fundamentally required to entrain peripheral tissues to the 
light-dark cycle via direct and indirect pathways, peripheral circadian rhythms are 
thought to also be modulated and entrained by SCN-independent mechanisms. The 
timing of a variety of rhythmic behaviors such as food intake and exercise has been 
demonstrated to phase shift peripheral oscillators while leaving SCN rhythms unaf-
fected [42, 109, 110]. One of the strongest non-photic entrainment agents is food, 
specifically the timing of feeding patterns, and is likely due to feeding’s role in 
mammalian survival [111]. Precise timing of feeding patterns or time-restricted 
feeding (tRF) can act as a zeitgeber for peripheral food entrainable oscillators 
(FEO). The concept that FEOs are independent of the SCN was confirmed in a 
seminal study where tRF during the inactive cycle of a mouse shifted the phase of 
the liver, pancreas, heart, and kidney while leaving the phase of the SCN unchanged 
[42]. Current research is building on this finding to identify the signals that mediate 
feeding-dependent phase responses. Centrally, FEOs seem to depend in part on 
orexin, a neuropeptide regulating appetite, because ablation of orexin-expressing 
neurons effectively prohibited food anticipatory activity in response to tRF [112]. 
Dopamine and ghrelin have also been implicated as responsible for food anticipa-
tion in response to tRF [113, 114].

In peripheral tissues, nutritional signals have been thoroughly investigated as the 
potential zeitgeber for FEOs. By feeding nutritionally homogeneous food to mice 
during their inactive phase, it was discovered that a combination of glucose and 
protein (casein) resulted in a significant phase advance in the liver that was not 
observed with mono-nutrient diets, suggesting that a balanced diet is required for 
entrainment of peripheral oscillators [115]. Parallel studies also demonstrated that 
glucose controls peripheral clock oscillations via an AMP-activated protein kinase 
(AMPK) signaling cascade [116, 117]. Hormones responsible for the systemic 
response to feeding and fasting such as insulin, incretins, and glucagon exhibit a 
robust circadian rhythm and thus have been suggested as potential entrainment 
agents for FEOs [118–120].

In addition to feeding, timing of exercise has also been implicated in entraining 
peripheral tissue oscillators. In humans, exposure to an acute bout of high-intensity 
exercise during the evening caused a significant phase shift in melatonin onset rela-
tive to the baseline melatonin onset [121]. Additional studies exposing subjects to 
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various exercise routines have confirmed the potential role of exercise in non-photic 
entrainment [122]. In animal studies, wheel-running during the inactive phase 
caused a phase advance in the liver and kidney clocks without affecting SCN 
rhythms [123]. The exercise-induced entrainment was likely coupled to an SCN- 
independent (exercise-dependent) secretion of corticosterone and/or catechol-
amines. Nevertheless, other exercise-induced signals such as local hypoxia and 
acute inflammation have been demonstrated to modulate the peripheral circadian 
clock [124, 125]. Overall, non-photic cues clearly play an important role in entrain-
ing peripheral tissues to the rhythmic environment for the optimization of physio-
logical outputs.

 Molecular Basis for Circadian Rhythms

Thus far, we have considered central and peripheral circadian rhythms as cellular 
and physiological outputs in response to various environmental cues. This is an 
overly simplified view of the circadian system which ignores the intracellular mech-
anisms that transduce an external stimulus into a physiological response. The circa-
dian system is centrally and peripherally encoded by a transcriptional-translational 
negative feedback loop (TTFL) that was first proposed by Hall, Robash, and Young 
[126]. Their work deciphering the molecular clock in drosophila was recognized 
with the Nobel Prize in Physiology or Medicine in 2017. The TTFL is an elegant 
and efficient negative feedback loop that encodes and maintains an organism’s cir-
cadian rhythm [127]. In short, the TTFL comprises an integrated circuit whereby 
the positive limb initiates the transcription of a negative limb that, upon translation, 
translocates back into the nucleus to negatively regulate its own transcription. The 
discovery of this approximately 24-hour oscillator network effectively described 
Bunning’s initial observation that the inherited FRP is derived from the period of the 
molecular clock and encodes the circadian rhythm.

 Organization of the Mammalian Molecular Clock

The components and structure of the mammalian molecular clock are highly con-
served, allowing for the translatable study of this framework in various model 
organisms [128]. The positive limb of the mammalian TTFL is comprised of the 
core circadian transcription factors circadian locomotor output cycles kaput 
(CLOCK) and its heterodimer partner brain and muscle aryl hydrocarbon receptor 
nuclear translocator-like 1 (BMAL1), encoded by the aryl hydrocarbon receptor 
nuclear translocator-like (ARNTL) gene [127]. Genetic deletion of BMAL1 leads to 
loss of behavioral and physiological circadian rhythms because BMAL1 is the only 
mammalian circadian clock gene that does not have a compensatory paralogue 
[129]. In contrast, loss of CLOCK expression leads to mixed phenotypes because 
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neuronal period-aryl hydrocarbon receptor nuclear translocator protein-single-
minded protein (PAS) domain protein 2 (NPAS2) can compensate since it is a para-
logue to CLOCK [130]. The CLOCK-BMAL1 heterodimer promotes transcription 
of genes period 1–3 (PER1, PER2, PER3) and cryptochrome 1–2 (CRY1, CRY2), 
comprising the negative limb of the TTFL [131, 132]. PER and CRY proteins, along 
with the stabilizing casein kinases 1δ and 1ε (CK1δ, CK1ε), join together upon 
translation and translocate into the nucleus where they interact with CLOCK-
BMAL1 to inhibit their own transcription [133]. The TTFL is further stabilized by 
the nuclear receptor subfamily 1, group D, member 1 and 2 (REV-ERBα/β) and 
nuclear receptor subfamily 1, group F, member 1 (RORα/β) that, respectively, 
repress and activate the transcription of ARNTL as part of secondary regulatory 
loops [134]. Overall, the molecular oscillator ensures the generation of robust circa-
dian rhythms by encoding a 24-hour period into the TTFL.

Outside of its role as the master molecular timekeeper, the CLOCK-BMAL1 
heterodimer activates transcription of target genes by binding to E-box regions in 
deoxyribonucleic acid (DNA), which are conserved promoters coded by a palin-
dromic CACGTG sequence [135]. The binding of the heterodimer also includes 
recruitment and interaction with a variety of epigenetic factors such as histone acet-
yltransferases (i.e., p300), the cAMP response element binding protein (CREB), 
and cell-specific enhancers (i.e., pancreatic and duodenal homeobox 1) to increase 
expression of target genes [135–138]. A seminal study by Koike et al. demonstrated 
that CLOCK and BMAL1 bind to more than 10,000 combined sites regulating 
~3000 unique genes in the mammalian liver [139]. Highlighting the critical role of 
the circadian architecture, these genes were significantly enriched for pathways 
regulating liver metabolism, cancer development, and insulin signaling. The nega-
tive repressors, PER1/PER2 and CRY1/CRY2, were demonstrated to bind to more 
than 12,000 and 25,000 liver sites, respectively. Consistent with this study, CRY1–
CRY2 are thought to regulate nuclear receptors such as the glucocorticoid receptor, 
which are critical for non- photic entrainment [140]. PER1/PER2, meanwhile, have 
been shown to directly control cell proliferation and lipid metabolism; however, 
additional work is needed to fully investigate their downstream role in cellular phys-
iology [141, 142]. Overall, the circadian control of molecular processes effectively 
transduces environmental cues into precisely timed physiological outputs.

 Entrainment of the Molecular Clock

The entrainment of central and peripheral pacemakers is mediated by both photic 
and non-photic cues. These zeitgebers cause a distinct phase response by modulat-
ing the molecular clock through intricate intracellular signaling cascades. The 
phase shifting effects of light on SCN neurons described previously can be directly 
attributed to the plasticity of the system’s molecular framework. Glutamatergic 
signaling induced by a light stimulus elicits an influx of Ca2+ and activation of 
cAMP in SCN core neurons [143]. The transcription of PER1 and PER2 is directly 
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stimulated at the core because the PER1/PER2 promoter region contains a cAMP/
Ca2+ response element (CRE), in addition to the E-box element [144]. 
Communication from the core to the shell is mainly mediated by VIP, a potent 
adenylate cyclase activator, which leads to an activation of cAMP and, in turn, 
PER1/PER2 expression within a few hours [145]. This allows the circadian system 
to quickly adapt to inappropriate light exposure (i.e., jet lag) because the expres-
sion of PER1/PER2 will reset the TTFL to a new phase as it interacts with and 
inhibits the BMAL1-CLOCK heterodimer. Relative to the PRC, light exposure 
toward dawn while endogenous PER1/PER2 expression is low will accelerate and 
advance the cycle, while light during the day has essentially no impact on PER1/
PER2. Non-photic entrainment, meanwhile, has been shown to utilize both CRE-
dependent and CRE-independent mechanisms to modulate the phase of peripheral 
oscillators [116]. Time-restricted feeding, for instance, has been demonstrated to 
effectively modulate the phase of CREB, resulting in a resetting of the hepatic 
clock [146]. Nevertheless, parallel studies have demonstrated that inhibition of 
mitogen-activated protein kinases and phosphoinositide 3-kinases prevents the 
entrainment of the liver oscillator by insulin, suggesting that these kinases are 
likely involved in the signaling cascade responsible for resetting peripheral clocks 
[119]. Moreover, the nutrient regulated AMP- activated protein kinase has also 
been demonstrated to directly regulate the stability of CRY1 in vitro, providing 
additional evidence that CRE-independent pathways may be required for entrain-
ment of peripheral clocks [116]. Finally, the heat shock signaling pathway medi-
ated by heat shock factor 1 has been shown to be necessary for the peripheral 
entrainment by both heat and feeding [58, 147]. Taken together, the phase response 
of circadian oscillators to entrainment cues is transduced via intracellular signaling 
cascades that allow the circadian system to quickly adapt to its environment, the 
details of which are only beginning to be fully appreciated.

 Conclusion

In summary, the circadian system is an endogenous feature of organisms that pre-
cisely maintains an approximately 24-hour period, driven by a molecular negative 
feedback loop. The tight and stable control of intrinsic circadian rhythms allows for 
the anticipation of external stimuli such that relevant physiological outputs can be 
optimized for efficient and effective responses. This chapter highlights the extensive 
investigations over the last 300 years that delineate the physiological and molecular 
mechanisms which form the framework of the circadian system. Recent clinical and 
preclinical studies have confirmed that disruption of these mechanisms through 
genetic or environmental stressors produces a state of circadian misalignment which 
is associated with the development of a variety of diseases. As such, further investi-
gation defining the cellular and molecular mechanisms controlling the circadian 
machinery is needed to identify potential therapeutic targets and to restore the 
body’s temporal balance in our 24/7 world.
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Chapter 2
Review of Protocols and Terminology 
to Enhance Understanding of  
Circadian-Based Literature

Vincent A. LaBarbera and Katherine M. Sharkey

The rhythms of life have intrigued humankind for millennia—since the first obser-
vations of the periodicity of parasitic fevers during the time of Hippocrates—
through today, including the awarding of the 2017 Nobel Prize in Physiology or 
Medicine for the isolation and characterization of the clock gene “period” and its 
molecular regulation of rhythms in the fruit fly Drosophila [1, 2].

A biological rhythm can be defined as the recurrence of an event “within a bio-
logical system at more-or-less regular intervals” [3, 4]. The intervals may be on the 
order of one cycle per millisecond or per years and may occur at the level of the cell 
within an organism or even at the population level. Biological rhythms may be con-
sidered exogenous, meaning arising as a response to a periodic input coming from 
outside of the biological unit, or endogenous, that is those which arise from within.

The word circadian is derived from the Latin words “circa” and “diem,” translat-
ing to “about a day.” The term dates to 1959 and is attributed to Professor Franz 
Halberg, a leading circadian researcher from the University of Minnesota. Halberg 
also notably coined the term chronobiology or the study of time as it relates to bio-
logical processes. In addition to circadian, the description of other “circa” rhythms 
are attributed to Halberg: circatidal (in relation to the natural rhythm of the oceans’ 
tides), circalunar (in relation to the approximately monthly rhythm of the moon’s 
orbit around the Earth), and circannual (in relation to the yearly revolution of the 
Earth around our sun). Circhoral is used to describe an approximately hourly 
rhythm, the most well-studied being episodic hormone secretion [4].
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Circadian rhythms run independently of exogenous factors and are driven by an 
internal biological clock. Several examples of circadian rhythms have been docu-
mented throughout the plant and animal kingdoms. Notable examples in humans 
include the sleep-wake cycle, the rhythmicity of core body temperature, and hormonal 
cycling. For cycles with durations shorter and longer than 24 hours, the terms ultra-
dian and infradian, respectively, are used. For instance, rapid-eye-movement and non-
rapid-eye-movement (REM-NREM) sleep cycles that occur at ~90–120-minute 
intervals during sleep are examples of ultradian rhythms, whereas the human men-
strual cycle, which lasts approximately 28 days, is an infradian rhythm.

The suprachiasmatic nuclei (SCN) of the anterior hypothalamus comprise the 
dominant clock in the brain and serve as the prime driver of circadian rhythms in 
mammals. Environmental lighting conditions are relayed to the SCN through the 
retinohypothalamic tract via unique receptors, the intrinsically photosensitive retinal 
ganglion cells (ipRGCs). Separate from the rods and cones that relay information to 
the visual cortex for image formation, the ipRGCs, along with input from the inter-
geniculate leaflet of the thalamus and the midbrain raphe nuclei, convey both photic 
and nonphotic information to the SCN circadian clock. The SCN, in turn, regulate 
peripheral clocks in cells throughout the brain and the rest of the body to produce 
downstream circadian rhythms in virtually every aspect of physiology and behavior, 
from circulation of immune cells to hormonal cycling to digestion and metabolism to 
cognition and mood regulation. Interestingly, there can be a hierarchical entrainment 
of multiple oscillations within an organism that follow an established sequence laid 
forth by the primary pacemaker. These secondary oscillations maintain an entrained 
cycle, but only due to the initial entrainment of the system pacemaker [3].

Circadian rhythms play an important role in our sleep-wake cycles. Sleep and 
wakefulness coordinate and counteract one another via two processes. One is the 
circadian process, which drives diurnal species to be behaviorally active during the 
solar day and to sleep in the dark at night. The other is the homeostatic process, 
which is dependent on the length of time that an individual has been awake, and 
aims to equilibrate the physiologic need for sleep with sleep initiation and mainte-
nance. In other words, the longer an individual is awake, the greater the homeostatic 
drive for sleep; the converse is also true, in that if an individual has had recent sleep, 
the homeostatic drive for sleep is lessened [5].

The properties of circadian rhythms are analogous to the terminology describing 
harmonic oscillations in the field of physics. Circadian rhythms are represented 
schematically by the sine wave function (Fig.  2.1). In the case of the circadian 
rhythm of sleep propensity, the range from neutral sleepiness to the highest or low-
est level of sleepiness, similar to the maximum displacement from equilibrium, is 
called the amplitude. Amplitude of sleep propensity can be mutable, depending on 
variables such as age, gender, or the individual’s sleep state (i.e., NREM vs REM 
sleep). The duration of the rhythm from nadir to nadir, or peak to peak, is termed the 
period or tau (τ). This also may be thought of as the intrinsic duration of the internal 
clock in “free-running conditions,” such as in no-light environments without time 
cues. In humans, period length is nearly 24 hours.
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To describe the current state of a particular circadian measurement, such as sleep, 
temperature, and melatonin secretion, among others, one uses the term “phase,” 
which identifies the state at a specific instance in time. Commonly measured phase 
positions depend on the circadian marker of interest. For example, a conventional 
marker of temperature phase is the minimum, whereas for hormonal secretion the 
onset or peak is frequently used. The phase angle (ψ) describes the duration of time 
between two circadian rhythms, for example, an individual’s sleep onset, midpoint, 
or offset in relation to the time of the temperature minimum, or the onset or peak of 
melatonin secretion.

Individuals  can be catagorized by chronotype, i.e., a phenotype describing 
the person’s tendency to adhere to a particular periodicity. “Larks” describe indi-
viduals with a tendency and/or preference to awaken early and retire early, whereas 
“owls” have and/or prefer later sleep patterns. Most individuals have a neutral chro-
notype landing somewhere in between owls and larks [6]. When an individual’s 
chronotype is out of sync with their desired or required daily work, school, or social 
schedule, there are implications regarding the perpetuation of insomnia or the expe-
rience of daytime sleepiness.

Because most individuals’ internal body clocks have a period length (tau) that is 
not precisely 24  hours in length, circadian rhythms must be synchronized or 
“entrained,” daily. These small adjustments occur mostly in response to the natural 
light-dark cycle, which is the strongest “zeitgeber” or “time giver” to the biological 
clock. Entrainment allows the organism to align the internal clock with external 
time cues, including light-dark patterns. If the light-dark cycle changes, the circa-
dian rhythms shift gradually to re-entrain with the new cycle. However, in the 
absence of time cues, these rhythms “free run,” thereby only cycling based on 
endogenous periodicity. Since the endogenous tau is usually close, but not equal, to 
24 hours, if entrainment is not achieved, the internal circadian rhythms may become 
uncoupled from external time cues. The most common cause of free-running circa-
dian rhythms is a lack of photic stimulation of sufficient strength to entrain the SCN, 
such as may occur among people with blindness.
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Fig. 2.1 This figure 
depicts an example of the 
circadian rhythm of sleep 
propensity across two 
cycles represented by a 
sine wave. The gray- 
shaded box indicates  
usual sleep time, the 
double- sided arrow depicts 
amplitude, and the black 
star notes a specific phase 
position, in this case, just 
after the nadir of sleepiness
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Circadian rhythms are also vulnerable to misalignment, wherein the phase angle 
between the endogenous propensity for sleep or wake and external time cues and 
schedules is not synchronized. Common causes of circadian misalignment are jet 
lag, daylight savings time, and night shift work. In these cases, the internal clock 
needs to readjust or “phase shift” to achieve realignment. An individual can “phase 
advance,” which refers to circadian rhythms resetting to an earlier time, as is 
required for most eastward travel or “springing forward,” or “phase delay,” where 
the rhythms must entrain to later time cues. Since most individuals have a period 
length (tau) slightly longer than 24 hours, it is generally easier to phase delay than 
to phase advance. Exposure to the external light-dark cycle is the strongest zeitgeber 
to promote re-entrainment and correct misalignment. Night shift workers represent 
a special case of circadian misalignment because they continue to be exposed to a 
light-dark cycle that conflicts with re-entrainment.

Phase shifting to an earlier time, that is, phase advancing, is best accomplished 
with exposure to morning bright light, whereas exposure to evening bright light will 
facilitate a phase delay. The phase shifts produced by a stimulus (zeitgebers such as 
light exposure, exercise, or exogenous melatonin administration) at a specific circa-
dian phase can be described using a phase response curve (PRC, See Fig. 2.2). A PRC 
is created by plotting the circadian phase shifts produced across multiple trials of 
zeitgeber exposure at different circadian phases. The resultant PRC can help research-
ers predict the magnitude and direction of a phase shift in response to zeitgeber expo-
sure across the 24-hour circadian cycle. There is a robust literature on phase response 
to various stimuli, with several phase response curves documented to exogenous 
melatonin, light of variable intensity, duration, and wavelength, as well as physical 
activity [7–18]. One of the most potent zeitgebers is photic stimulation that does not 
necessarily come from natural light. For example, bright artificial lights and light of 
short wavelength (i.e., blue-green) have significant effects on the biological clock.

 Protocols

Various protocols can be used to measure circadian rhythms. Oftentimes, research 
schema can measure circadian rhythms with more precision than can be done clini-
cally. Two such protocols are the constant routine (CR) and the forced desynchrony 
(FD) [5].

Constant routine protocols aim to mitigate factors that impede the researcher’s or 
clinician’s attempt to measure endogenous circadian rhythms. Constant routines 
(CRs) minimize variables that influence the outcome of interest, literally by keeping 
the data collection conditions as constant as possible. There are many published CR 
protocols that impose strict limits on factors that can mask the output of the clock, 
including eating/feeding, movement, exercise, postural changes, light exposure, 
cognitive load, and knowledge of clock time e.g., [19, 20]. For example, the pattern 
of melatonin secretion is affected by light exposure and can be measured with more 
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fidelity by providing closely monitored uniform conditions in which samples for 
melatonin measurement are collected only in dim and/or long wavelength light. 
Many CR protocols require that participants maintain a wakeful state in a reclined 
position to attenuate the effects of sleep or activity on measurements of the circa-
dian rhythm of body temperature. In other CR protocols, regimentation of food and 
liquid intake to regularly spaced meals, or even intravenous nutrition, have also 
been used. These protocols may require participants to stay in a laboratory setting 
for one or more circadian cycles to determine the endogenous circadian phase posi-
tion, amplitude, etc.
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Fig. 2.2 An example phase response curve to light: This schematic illustrates how a phase 
response curve (PRC) is derived and indicates the expected circadian response to bright light expo-
sure at various times of day. A PRC plots the results of multiple experimental trials; in each trial, 
the baseline phase position is measured and then the stimulus is presented at a specific time of day. 
A second phase position measure is obtained, and the difference between the two phase measures 
is calculated and plotted on the PRC with the stimulus time on the x-axis and the magnitude of the 
difference in the two phase measures on the y-axis. By convention, phase advances are plotted as 
positive and phase delays are plotted as negative, that is, below the 0 (no shift) line. The three small 
panels on the left show the expected phase shift in dim light melatonin onset (DLMO) at the three 
time-points plotted on the large PRC. No shift is expected when light is presented in the afternoon 
(point 1), a delay in DLMO is anticipated with bright light exposure in the late evening and early 
part of the subjective night (point 2), and a phase advance in DLMO is expected when light expo-
sure occurs in the late part of the subjective night and early morning (point 3). There are many 
specific PRCs to light that detail the intensity and duration of light as well as other study parame-
ters, including references [3, 8, 11–14]. (Graphic by Alexander Callahan)
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Other less commonly used modifications of the constant routine protocol are the 
constant bed rest protocol and multiple nap protocol [5]. Constant bed rest allows 
patients to choose when and for how long they sleep. This protocol is oftentimes 
less burdensome on the patient, and circadian rhythms such as sleep propensity or 
REM sleep can be measured. The multiple nap protocol schedules longer naps 
across the day to suppress the homeostatic drive for sleep, thereby demonstrating 
rhythms that are normally hidden, such as subjective sleepiness in association with 
circadian cycles.

Forced desynchrony (FD) is another circadian rhythm measurement technique 
used mostly for research purposes. FD protocols aim to uncouple the two processes 
that control sleep and wakefulness: the circadian process and the homeostatic pro-
cess. In a healthy, entrained individual, the endogenous circadian rhythm and 
homeostatic drive are highly coordinated, resulting in consolidated wakefulness 
during the day and sleep at night. This makes it impossible to distinguish whether 
an outcome of interest is related to the homeostatic drive, circadian phase, or both.

In an FD protocol, the sleep-wake schedule, and thus by definition the light-dark 
cycle, is altered such that the research participant’s circadian cycle cannot entrain to 
the manipulation of their sleep timing. For example, a “20-hour day” FD protocol is 
comprised of 13.3 hours of wake and 6.7 hours of sleep opportunities, such that FD 
Day 2 starts after just 20 hours and when there are 4 hours remaining in the first 
calendar day. A 20-hour  day is outside the human “range of entrainment.” This 
means that the internal clock cannot adjust to a cycle that is so different from its 
endogenous cycle length. In these circumstances, the internal clock will continue its 
circadian rhythms on its endogenous tau and become desynchronized from the 
sleep-wake cycle imposed by the FD protocol. After several cycles, the circadian 
pacemaker and the homeostatic drive become uncoupled, so that they are running in 
parallel, each maintaining its own properties. Over time in an FD protocol, sched-
uled sleep and wakefulness will be allocated across all phases of the endogenous 
circadian rhythm, and variables of interest can be measured with respect to each 
parameter. In this manner, the homeostatic drive for sleep, which increases across 
wakefulness and diminishes with sleep, and the circadian drive for sleep, which is 
low during the typical “day” and increases when sleep occurs at night, become dis-
sociated and are less confounding on the dependent variable being measured. 
Common dependent variables, such as sleepiness, metabolism, performance tasks 
and reaction time, mood, etc., can be measured upon awakening, thereby deducing 
the effect of circadian rhythm while controlling for the homeostatic drive, as ideally 
the drive to sleep would have dissipated during the preceding sleep opportunity.

Astute observers have utilized the concepts described in this chapter in their 
quest to characterize circadian behaviors and phenomena witnessed in the natural 
world for centuries. In recent decades, scientists and clinicians have applied these 
concepts to study the organization of fundamental physiological processes (e.g., 
eating/feeding, metabolism, hormonal regulation, growth, sleep, and wake) and 
have gained a deeper understanding of complex pathophysiology that is impacted 
by circadian rhythms.
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Chapter 3
Introduction to Circadian Rhythm 
Disorders

Elliott Kyung Lee

 Definition

The term “circadian rhythm sleep/wake disorders” is used to encompass a wide 
variety of maladies in which there is misalignment of the endogenous circadian 
rhythm and the light/dark cycle that give rise to various sleep-wake complaints [1]. 
The word “circadian” is derived from two Latin terms—“circa” meaning about and 
“diem” which means “day,” hence “about a day” [2]. When this term is applied to 
physiologic conditions, the implication is that these rhythms would continue in this 
near-24-hour cycle endogenously, i.e., in the absence of exogenous factors [3]. 
When synchronized to environmental cues such as the light/dark cycle, or social/
activity cycles, this process is termed entrainment [4]. Each factor that can adjust or 
entrain this circadian rhythm is identified as a zeitgeber, which is German for “time 
givers” [2]. The history and evolution of these terms and concepts are described in 
Chap. 1.

In previous iterations of the International Classification of Sleep Disorders 
(ICSD), dyssynchrony between the circadian rhythm and the accompanying envi-
ronment was identified simply as a circadian sleep disorder; the term “wake” was 
added to the most recent iteration to draw attention to the additional impairments in 
daytime function [5]. They are thought to occur because either (a) the external envi-
ronment is not properly synchronized with the internal circadian system (e.g., jet 
lag, shift work) or (b) the circadian system itself is misaligned with the external 
environment (e.g., delayed sleep phase, advanced sleep phase, etc.) [4]. The clinical 
presentation of these disorders, however, is also influenced by numerous environ-
mental, physiologic, psychologic, and social factors.
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Two major protocols have been developed to evaluate circadian rhythms [3, 6]. 
The first is a constant routine, during which subjects are kept awake for 24–48 hours 
in constant dim light conditions. The second is a forced desynchrony protocol, dur-
ing which subjects alter the timing of their sleep and wake periods to prevent 
entrainment, while still preserving a 2:1 ratio of wake/sleep. The duration of the 
allotted sleep periods can vary widely under such protocols depending upon the 
investigative goals, ranging from as short as 7 minutes for sleep alternating with 
14 minutes for wakefulness up to even a 42-hour day (i.e., a 14-hour sleep episode 
coupled with a 28-hour wake episode). Such protocols “desynchronize” physiologic 
circadian rhythms from the sleep/wake cycle to permit isolated analyses and are 
described in greater detail in Chap. 2. Their implementation consumes considerable 
resources and thus are not practical for routine clinical use.

Extensive research has determined that the human circadian cycle is controlled 
by the suprachiasmatic nuclei (SCN), which serves as the central biological clock 
(“master clock”) or pacemaker, and is located in the anterior basal hypothalamus 
[4]. Under “free-running” conditions (i.e., in the absence of any cues or entrainment 
factors), these nuclei have an endogenous rhythm that averages 24.18 hours (range 
23.47–24.64) [7, 8], i.e., usually slightly longer than the 24-hour day [2]. This 
genetically programmed rhythm is sometimes referred to as “tau” [9]. Further stud-
ies have shown that this intrinsic circadian period is slightly shorter in women 
(24.09 hours ± 0.2 hours) compared to men (24.19 hours ± 0.2 hours), which may 
have implications for sleep duration, insomnia symptoms and other circadian 
rhythm sleep/wake disorders [10] (see Chap. 9). Consequently, to function ade-
quately in a 24-hour day, these nuclei require constant resetting or entrainment. This 
is accomplished by exposure to various environmental cues which serve as zeitge-
bers. These cues can reposition the circadian cycle forward or backward, depending 
on the type, timing, and intensity of exposure [1].

The generation of this circadian rhythmicity within SCN cells, as well as other 
cells in the body, is largely determined by numerous genes that are carefully regu-
lated. These processes are described in more detail in Chap. 1. Central to this 
process are the positive transcription factors CLOCK and BMAL1 [11]. These 
proteins exit the nucleus and heterodimerize to act as an “on” switch for the begin-
ning of the day by reentering the nucleus and binding to enhancer box (E-box) 
promoter elements of the PERIOD (PER1, PER2, PER3) and CRYPTOCHROME 
(CRY1, CRY2) gene families to induce their expressions [12]. PER and CRY pro-
teins accumulate over the afternoon and peak in the evening in the extracellular 
space, before being phosphorylated. PER proteins phosphorylated by casein 
kinase enzymes are marked for proteosomal degradation. However, degradation is 
inhibited if CRY binds to PER1/PER 2, and this heterodimer is stabilized by 
PER3. In this instance, this PER-CRY-CK phosphorylated multicomplex is trans-
located to the cell nucleus in order to exert negative feedback on the expression of 
the CLOCK/BMAL1 complex [6]. Because of their integral role in maintaining 
circadian rhythmicity, variations, mutations, and/or polymorphisms in these genes 
may be linked to subsequent increases or decreases in circadian period length, 
which may underlie the development of some circadian rhythm sleep/wake 
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disorders (Fig. 3.1) [12]. Circadian rhythm derangements have been implicated in 
a wide variety of disorders including cancers, mood disorders, neurodegenerative 
disease, cardiovascular diseases, endocrine difficulties, and gastrointestinal tract 
issues [3, 13].

Borbély initially proposed a two-process model to explain how the sleep/wake 
cycle is regulated, and this work laid the foundation for decades of additional 
research [14, 15]. The model proposes two theoretical primary influences, a longi-
tudinal homeostatic drive, termed “Process S,” and a circadian drive, termed 
“Process C.” Normally the two work in concert to promote maximal wakefulness in 
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tion feedback loops. Transcription factors BMAL1 (also known as Arntl1 and Mop3) and CLOCK 
form a heterodimer that then binds to E-box motifs to promote the transcription of clock- controlled 
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including mood and psychotic disorders, seasonal affective disorder, and diurnal preferences (cir-
cadian typology). ROR and REVERB proteins feedback and bind to ROR/REVERB response 
elements (RRE) to either enhance (ROR) or suppress (REVERB) expression of BMAL1. CRY and 
PER proteins dimerize in several combinations and subsequently translocate back into the nucleus 
to inhibit CLOCK/BMAL1 activity, resulting in autoregulation of PER and CRY, and other CCG 
activity. Alternatively, CRY/PER heterodimer proteins can also become phosphorylated by CK1 
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For instance, PER3 variants (shown in the figure) can influence the expression of many CCGs and 
may underlie a wide range of phenotypes and disease conditions including numerous cancers. 
(Reprinted from Archer et al. [13], with permission from Elsevier)
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the morning and increased propensity for sleep in the late evening. Process S posits 
a drive for sleep that increases with increased time spent in wakefulness [16]. An 
increase in adenosine over the course of a 24-hour period has been associated with 
an increased drive for sleep and likely is an important endogenous homeostatic 
sleep factor [17]. Other established markers include slow wave activity (SWA) in 
NREM sleep, as well as theta activity in wakefulness [11]. Only sleep can reduce 
this accumulated homeostatic drive [4]. While quality of sleep is driven by Process 
S, sleep quantity is more strongly influenced by circadian factors or Process C [16, 
18]. This system has three components: the circadian oscillator in the SCN (approx-
imating a rhythm of 24.18 hours), input pathways for other external/environmental 
stimuli (primarily light) to synchronize the SCN, and finally the output pathways 
from the SCN [4]. When properly aligned with Process S, this endogenous rhythm 
facilitates wakefulness during the day and continuous sleep at night. Subsequent to 
prolonged wakefulness, Process C will prevent sleep recovery at certain circadian 
phases, primarily during the second half of the waking day, and especially 2 hours 
before the habitual sleep onset time (sometimes referred to as “forbidden zones” or 
“wake maintenance zones”), even if homeostatic sleep drive is high (Fig.  3.2). 
These processes and their implications are described in greater detail in Chap. 11.

Process C

Process S

Wake

Sleep

9 AM 9 AM9 PM3 PM 3 AM

Fig. 3.2 Circadian oscillation (Process C) and homeostatic sleep drive (Process S) both influence 
the sleep-wake cycle. The red line indicates the wake propensity, with highest wakefulness seen at 
9–10 PM and lowest wakefulness seen at approximately 6 AM. This illustrates that the circadian 
clock has a more powerful influence on wake propensity than homeostatic sleep drive. For instance, 
at 9 PM, although homeostatic sleep drive is strong, sleep does not readily occur because of the 
high level of alertness caused by the high circadian wakefulness signal. At approximately 6 AM, 
wake propensity is low despite the low homeostatic sleep drive, due to the trough in the circadian 
alerting signal. This figure appears in Chap. 11
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The SCN receives external input primarily from the retina, which has specific 
photosensitive retinal ganglion cells that contain specialized photoreceptor cells 
with melanopsin. These cells, also known as intrinsically photosensitive retinal gan-
glion cells (ipRGCs), are distributed around the periphery of the retina. They are 
distinct from rods and cones, which are the visual cells. As a result, photosensitivity 
can be preserved even in conditions of visual loss [19]. Retinal physiology is 
described in greater detail in Chap. 14. These ipRGCs are most sensitive to light at 
a “short” wavelength of approximately 460 nm (450–480 nm (blue)) and least sensi-
tive to “long” wavelengths of 595–660 nm (red/amber) [4, 19–21]. These cells con-
vey photic input to the SCN via the retinohypothalamic tract, as well as to the pineal 
gland through the superior cervical ganglion [7].

The SCN also receives melatonin input from the pineal gland, which regulates its 
output. Efferent action on melatonin 1 (MT-1) and melatonin 2 (MT-2) receptors 
serve as darkness signals, sharply decreasing SCN activity. One of melatonin’s 
functions, then, is to create a sleep permissive state during a limited time range. The 
timing of melatonin secretion, however, is regulated by output from the SCN and 
usually begins to rise approximately 2–3 hours before the natural sleep onset time, 
peaking in the middle of the sleep period [22]. Consequently, the onset of rise in 
melatonin levels under dim light conditions, also known as the dim light melatonin 
onset (DLMO), is one of several stable biological markers of circadian phase [22]. 
Operationally, this is defined when salivary melatonin rises above 2–3  pg/ml or 
plasma melatonin rises above 10 pg/ml (Fig. 3.3) [23, 24]. Melatonin production 
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Fig. 3.3 The dim light melatonin onset (DLMO) in plasma is defined as the interpolated time 
when melatonin levels continuously rise above a threshold of either 2–3  pg/mL (3  pg/mL not 
shown) or 10 pg/mL (which usually occurs 1 hour later). In this figure, DLMO2 is approximately 
2030 hours and DLMO10 is approximately 2130 hours. (Reprinted from Lewy et al. [23] (Open 
Access))
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can be readily suppressed by light exposure through the retinal melanopsinergic 
system [25], beginning with light intensities under 200 lux, and more readily with 
light in the 460–480 nm wavelength [25]. Additionally, damage to the superior cer-
vical ganglion, for instance, with cervical trauma, can also lead to lowered melato-
nin production and subsequent disruption of circadian rhythm [25].

 Phase Response Curves of Light, Melatonin

Both light and melatonin can alter the circadian oscillator (SCN) and its subsequent 
output. Phase response curves (PRCs) of the circadian system for both light and 
melatonin have been derived. A PRC outlines the magnitude and direction of 
response (phase advance, phase delay, or neutral) of the circadian system to a zeit-
geber for a given time. For a normally entrained person, light will advance the cir-
cadian rhythm if given in the early morning hours, while light will delay the rhythm 
if given in the evening hours [26]. Such findings have significant implications for 
accelerating entrainment to a new time zone or accommodating to shift work, for 
instance (see Chaps. 11 and 13 for more details; also see Fig. 3.4 for a diagram of 
typical phase relationships and Fig. 3.5 for an illustration of the PRC to light [27]).

Sleep
onset

Mid-
sleep

Sleep
offset

Temp.
min.

Endogenous
melatonin

profile

PAD
(6 hours)

DLMO

SLEEP
(8 hours)

(3 hours)

Fig. 3.4 Schematic diagram of normal phase relationships (rounded to the nearest integer) 
between sleep phase markers including dim light melatonin onset (DLMO), the endogenous mela-
tonin profile, core body temperature minimum, and an 8-hour sleep time. The phase angle differ-
ence (PAD) is the hypothesized interval between the DLMO and mid sleep, shown as 6 hours in 
this figure, which is the average PAD for healthy controls. In patients with phase delay, for instance, 
the PAD would be ≤6 hours, while those who are advanced would have a PAD ≥6 hours. (Reprinted 
from Lewy et al. [23] (Open Access))
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The phase response curve of melatonin is approximately 180 degrees out of 
phase with the phase response curve to light, such that exposure in the late afternoon 
or early evenings will advance the sleep cycle with maximum advancement occur-
ring when dosed ~5 hours before the DLMO [24, 28, 29]. Exposure in the mornings 
will delay the circadian cycle, though the amplitude of delay effect in the mornings 
is modest [5] (see Chap. 11 for more details, also see Fig. 3.5).

 Chronotype (Circadian Typology) and Phase Tolerance

The term “chronotype,” also known as circadian typology, is used to define indi-
vidual preferences of sleep and wake times, with earlier chronotypes (sometimes 
called “larks”) having preferences for earlier timing and later chronotypes (“owls”) 
with preferences for later timing [30]. Approximately 40% of people display a 
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morning or evening chronotype, while the remaining 60% have a neutral chrono-
type [31]. Variations in chronotype are determined partially by polymorphisms in 
circadian genes [7].

An individual’s ability to tolerate sleeping at an abnormal circadian phase is 
referred to as “phase tolerance.” Phase tolerance will also determine to a limited 
extent the presence of a circadian rhythm sleep/wake disorder, since symptom pre-
sentation will vary depending on a person’s ability to adapt to the light dark cycle, 
for which there is significant variation [32, 33]. Phase tolerance may decline with 
age according to some reports, but data are conflicting [26, 33]. These changes have 
many implications, particularly for shift workers (see Chap. 11), including health 
professionals (see Chap. 12).

 Circadian Changes with Age

Mounting evidence indicates the circadian system is not static after infancy as was 
once believed. Increasing evidence suggests the endogenous circadian period and 
light sensitivity are altered in puberty, resulting in the development of a delayed 
sleep phase in adolescence [34]. Carskadon proposed that adolescents develop a 
resistance to sleep pressure and simultaneously develop a delay in the circadian 
phase, providing a drive to stay up later in the evenings and awaken later in the 
mornings [35]. This delay in circadian phase is correlated with secondary sex devel-
opment, with girls showing a delay in timing 1 year earlier than boys, paralleling 
their earlier pubertal onset [34, 36, 37]. Men, however, show greater magnitude of 
changes in chronotype from adolescence to adulthood than women [37]. This delay 
in timing of sleep onset has been seen in adolescents in over 16 countries spanning 
six continents [37]. Moreover, animal studies across six different mammalian spe-
cies have also shown a delay in circadian phase with puberty, suggesting this is a 
preserved mammalian developmental stage [34]. Further studies suggest that ado-
lescents show a blunting of response to the phase advance effects of morning light 
and an exaggerated response to the phase delaying effects of evening light exposure 
[34]. Additionally, adolescents show a decreased accumulation of homeostatic sleep 
drive compared with prepubertal children, further enabling a delay in sleep onset 
[38]. These changes in the circadian system and homeostatic drive in adolescence 
have significant implications for interpreting sleep complaints of adolescent 
patients. For instance, delaying school start times for adolescents, in recognition of 
these biological circadian changes that occur with pubescence, has been shown to 
improve academic performance and reduce absenteeism, in addition to having other 
positive benefits for students (described in further detail in Chap. 7).

This delay in circadian timing reaches peak eveningness at approximately age 
20 and then continues to gradually advance toward morningness in the ensuing 
decades [6, 39]. Morningness-eveningness scores (MEQ, see later in this chapter) 
have been shown to increase by 1 point every 3.8 years [40, 41]. Greater differences 
in chronotype are seen with gender in the second and third decade of life, with men 
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more frequently having later chronotypes earlier in life, but becoming earlier chro-
notypes after ages 40–50 [37, 39]. Variability in chronotype decreases significantly 
with age.

Responsiveness to light declines with age through a variety of factors. Aging is 
often associated with yellowing of the lenses of the eyes, which can result in 
decreased transmission of blue and green wavelengths due to decreases in lenticular 
transmittance [42]. Furthermore, there is a decrease in the number of photoreceptors 
within the circadian system although responsiveness to light is relatively preserved 
with age [42]. These factors may contribute to age-related circadian changes and 
subsequent development of circadian rhythm sleep/wake disorders, particularly 
advanced sleep phase wake disorder, in the geriatric population.

 Epidemiology of Circadian Rhythm Sleep/Wake Disorders

Up to 3% of individuals may suffer from circadian rhythm sleep/wake disorders, but 
this number may be as high as 10% in adults and 16% in adolescents due to missed 
diagnoses or misdiagnoses according to some studies [43]. Other populations par-
ticularly vulnerable to the development of circadian rhythm disorders include the 
blind, as one in five experiences total absence of light perception [7]. In this patient 
population, prevalence estimates of circadian rhythm sleep-wake disorders are as 
high as 60–80% [7]. The International Classification of Sleep Disorders third edi-
tion (ICSD-3) identifies six major types of circadian rhythm sleep/wake disorders: 
advanced sleep phase type, delayed sleep phase type, irregular sleep/wake type, 
free-running type, jet lag type, and shift work type. Another common manual used 
for diagnosis is the Diagnostic and Statistical Manual of Mental Disorders, fifth edi-
tion (DSM-5), which has similar criteria and diagnostic categories as the ICSD-3 
[44]. The key criteria that all these disorders share is an inability to fall asleep and 
awaken at desired times, leading to functional impairment. All arise due to the mis-
alignment between the circadian system and the 24-hour external environment.

 Diagnosis of Circadian Rhythm Sleep/Wake Disorders

The International Classification of Sleep Disorders third edition (ICSD-3) recom-
mends that clinicians should use caregiver reports, sleep logs, and/or actigraphy to 
assist with the longitudinal evaluation of such disorders, for at least 7 days, but ide-
ally for 14 days or more [5, 44]. The addition of chronotype questionnaires such as 
the Morningness-Eveningness Questionnaire (MEQ), the Composite Scale of 
Morningness (CSM), or the Munich Chronotype Questionnaire (MCTQ) described 
below can be useful. If possible, the use of circadian phase markers such as salivary 
DLMO, core body temperature and/or other objective markers for circadian rhythm 
is encouraged, although their role as diagnostic tools remains uncertain. These 
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measures are described in detail in Chaps. 4 and 6. Such measures may also provide 
guidance regarding proper timing for administration of light and/or melatonin as 
treatment options [44].

 Questionnaires

Several questionnaires are described in Chap. 5. Some of the most common chrono-
type questionnaires are the MEQ, developed by Horne and Ostberg in 1976, the 
CSM by Smith et al. in 1989, and the MCTQ, developed by Roenneberg et al. in 
2003 [6, 45, 46]. The MEQ consists of 19 questions asking about the preferred tim-
ing of different daily activities, producing a composite score ranging from 16 to 86. 
Lower scores are suggestive of an evening chronotype, while higher scores suggest 
a morning chronotype. These scores will place subjects into one of five chrono-
types: definite evening type (16–30), moderate evening type (31–41), intermediate 
(42–58), moderate morning type (59–69), and definite morning type (70–86) [43]. 
The CSM is a 13-item questionnaire derived partially from the MEQ as well as two 
other questionnaires, the diurnal type scale, and the circadian type scale [45, 46]. 
The MCTQ evaluates sleep timing on both work and free days to assess a person’s 
chronotype. Another major difference with respect to the MEQ is that the MCTQ 
asks about actual sleep and wake times in addition to preferred timing of daily 
activities [43].

 Actigraphy

Circadian rhythm disorders are routinely evaluated with actigraphy, a procedure 
utilizing the presence of body and/or limb movements to provide estimates of the 
sleep/wake schedule. These devices have been endorsed by the American Academy 
of Sleep Medicine (AASM) [47]. Data are typically obtained from devices worn on 
the wrist, but can also be worn on the ankle or waist to record movements through 
a piezoelectric or micromechanical accelerometer. Prolonged periods of data, usu-
ally weeks to months, can be recorded and later downloaded to an appropriate inter-
face that can apply mathematical algorithms that produce temporal raster plots that 
ultimately provide sleep/wake estimates [47]. This technology is described in 
greater detail in Chap. 4. Commonly obtained sleep parameters include sleep onset 
latency (SOL), total sleep time (TST), wakefulness after sleep onset (WASO), and 
sleep efficiency (SE = TST/time in bed) [47]. Many actigraphy devices also have 
buttons that subjects can push to define certain events (e.g., bedtime), as well as 
light sensors that provide estimates of ambient exposure [47]. These data correlate 
well with sleep logs and caregiver reports, but actigraphy is completed more  reliably 
[48, 49].
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 Treatment Options

Using the GRADE approach (Grading of Recommendations Assessment, 
Development and Evaluation), the American Academy of Sleep Medicine published 
recommendation statements for the treatment of circadian rhythm sleep-wake disor-
ders in 2015 [5]. Interventions fall broadly into four main categories: (1) prescribed 
timing of sleep/wake activity and/or physical or social activities during the day; (2) 
light therapy and/or avoidance of light; (3) medications with chronobiotic effects 
and/or those that promote sleep or wakefulness; and (4) somatic interventions that 
alter body functions to ameliorate sleep/wake symptoms. The use of these modali-
ties (if applicable) is discussed in each specific circadian rhythm sleep/wake disor-
der chapter, and select treatments are described below.

 Light Therapy

Light therapy was first used in the 1980s when it was discovered that it could sup-
press melatonin production and alter circadian rhythms [50, 51]. Its efficacy on the 
treatment of circadian rhythm sleep/wake disorders can vary considerably depending 
on a wide variety of factors, including the luminosity of the light source, distance to 
light source, and the wavelength, timing, and duration of exposure. The brightness or 
luminosity of a light source is measured in lux (lx), a standard unit of light flow and 
measure of photopic illuminance. Higher lux is generally associated with higher effi-
cacy for shifting circadian rhythms, but may impact compliance, particularly among 
older individuals [52]. Sunlight produces in excess of 100,000 lux, while indoor light 
typically is about 100 lux and rarely over 500 lux [53]. The threshold for suppression 
of melatonin had been previously assumed to be 2500 lux [53], but further work has 
described significantly lower lux as effective for melatonin suppression with longer 
exposure (e.g., <200 lux for 8 hours) [54] (see Chap. 15). Light therapy at >2500 lux 
administered before the core body temperature minimum (CBTmin) has been defini-
tively demonstrated to delay the sleep/wake circadian rhythm, while light therapy 
after this will promote advances [55]. Consecutive days of exposure also affect the 
phase responses to light, as circadian resetting effects of light exposure can even be 
seen at 50 lux or lower [56]. As a result, chronic exposure to room light may have a 
greater impact than a few minutes of exposure to intense light.

The majority of light therapy devices emit fluorescent white light at 10,000 lux 
and contain ultraviolet light filters [57]. Additional monochromatic green or blue 
light-emitting diode (LED) light boxes are marketed with added benefits of porta-
bility and decreased intensity of white light, while purportedly preserving associ-
ated benefits, but evidence of equivalent efficacy has been inconsistent [58–60]. A 
common benchmark developed in the 1990s for therapeutic use of light therapy is 
10,000 lux for 30 minutes a day, the timing of which depends on the nature of the 
disorder being treated [61]. For instance, timing will vary significantly for the 
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treatment of jet lag disorder (see Chap. 13). Common side effects of light therapy 
include insomnia, headaches, eye strain, nausea, irritability, and agitation [62]. 
Additional potential light therapy adverse effects are described in Chap. 6.

 Melatonin

A 0.1–0.3 mg dosage of melatonin will produce plasma concentrations between 100 
and 200 pg/ml, considered a physiologic level, while 1.0 mg would be predicted to 
produce supraphysiologic levels of 500–600 pg/ml [25]. Maximum plasma concen-
trations are typically reached 45  minutes after administration [25]. Melatonin’s 
half-life is short, with immediate release melatonin ceasing its action within 90 min-
utes [63]. Considering that it is metabolized by cytochrome P4501A2, medications 
that affect 1A2 activity could alter the available blood concentration [25]. As of 
2018, phase response curves for doses above 5 mg have not been published [5] and, 
as such, are not routinely recommended for the treatment of circadian rhythm sleep/
wake disorders [25]. Most data suggest that timing of melatonin administration is 
more important than dosage [5]. In many countries, it can be sold as an over-the- 
counter supplement and is not considered to be a pharmaceutical product. As a 
result, it is not subject to the same degree of regulation as a prescription medication, 
creating questions of quality and purity [63].

 Summary

Circadian rhythms play a pivotal role in multiple physiologic functions. As a result, 
dysregulation may lead to the development of circadian rhythm sleep/wake disor-
ders, which can have significant impacts on physical and mental health. These con-
ditions are frequently misdiagnosed or overlooked. Gathering an appropriate history 
should include a detailed discussion of the timing of sleep/wake patterns and social/
work schedules. Utilizing additional diagnostic tools such as chronotype question-
naires and actigraphy can lead to enhanced recognition of these disorders. 
Understanding the regulation and control of the sleep/wake cycle will lead to the 
development of appropriate treatment plans, which incorporate both chronobiotic 
strategies and behavioral modifications.
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Chapter 4
Physiologic Methods of Assessment 
Relevant to Circadian Rhythm Sleep-Wake 
Disorders

Vincent A. LaBarbera and Katherine M. Sharkey

 Introduction

Various physiologic tools are available to aid in the assessment of circadian rhythms. 
Some measures are available primarily for use in research protocols, but are increas-
ingly becoming available to sleep clinicians. The measures at our disposal are 
devised to objectively estimate variables such as circadian phase position, periodic-
ity, and circadian amplitude, which when taken in conjunction with a careful history 
and physical exam allow for the assessment of essential aspects of circadian biology 
and behavior by the sleep clinician or researcher.

The physiologic methods that are described hereafter are wrist or body actigra-
phy, ambulatory light monitoring, melatonin monitoring, ambulatory core body 
temperature monitoring, polysomnography, multichannel ambulatory monitoring, 
and circadian gene expression in peripheral cells. Each of these methods has advan-
tages and caveats; the type of circadian measure should be individualized to opti-
mize cost-effectiveness, precision, level of acceptable invasiveness, and labor/time 
intensiveness. Confounding variables, such as narcotic/hypnotic or activating medi-
cation use, comorbid sleep disorders, comorbid psychiatric or medical conditions, 
preceding sleep duration and timing, and even the measuring tools themselves, can 
also influence, and be influenced by, these various techniques. As such, the astute 
clinician or researcher must select the measurement method with discretion. Those 
planning to assess circadian rhythms and/or circadian rhythm sleep-wake disorders 
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may benefit from consulting with a sleep specialist and reviewing the latest guide-
lines in the International Classification of Sleep Disorders [1].

There are other factors, both intrinsic and extrinsic to the individual, that can 
affect the precision of circadian measurements. This phenomenon is called “mask-
ing,” because the true endogenous circadian rhythm can be “masked” by physio-
logic processes unrelated to the output of the central circadian pacemaker. Examples 
of this, which will be discussed in more detail below, are the “masking” effects of 
sleep, food, movement, medications, and the menstrual cycle on the circadian 
rhythm of core body temperature. Masking effects can be mitigated using the con-
stant routine (CR) protocol, as described in Chap. 2. Examples of CR are constant 
dim and/or long wavelength light, constant wakefulness in a recumbent posture, and 
feeding with frequent, regular, and identical small meals and liquid portions.

A final consideration in circadian rhythm measurement is the number of times 
that the parameter of interest is assessed. Measurement at a single time point pro-
vides a snapshot of internal circadian rhythms in the context of sleep timing, light- 
dark exposure, and other contributing factors close to the time of assessment. It is 
often of greater interest, however, to obtain serial measurements. In this scenario, 
the first measure is used to establish the baseline status and in some cases to deter-
mine if and when a circadian intervention should be initiated. Subsequent evalua-
tions are used to track changes from baseline to measure any shift in the circadian 
rhythms.

 Actigraphy

The most commonly used method of assessment is actigraphy, which is used for 
research, clinical, and, with the advent of wearables, personal home monitoring. An 
actigraph is a noninvasive ambulatory monitor – typically worn on the nondominant 
wrist and resembling a watch – that provides information about rest and activity 
patterns. Actigraphically measured estimates of rest and activity correlate well with 
gold-standard measures of sleep and wakefulness (i.e., polysomnography). Because 
it is not physically burdensome and time-consuming and is relatively inexpensive, 
actigraphy data are typically collected for  multiple days and nights. The major 
drawback of wrist actigraphy is its inability to distinguish between true sleep and 
absence of motion; hence, in disorders of insomnia, where motionless wakefulness 
is not uncommon, actigraphy may overestimate sleep. Similarly, in disorders of 
abnormal sleep movement, actigraphy can overestimate wakefulness. Those consid-
ering use of wrist actigraphy should consider whether the data may be less reliable 
in their population of interest.

Actigraphs usually measure nondirectional acceleration. Oftentimes, these may 
be in arbitrary units (e.g., counts that are specific to the particular actigraph device), 
as opposed to established measurements of acceleration (meters per second squared 
or “g”). Common variables measured by actigraphs include duration of movement 
above a certain threshold (“time above threshold”), timestamps which cross an 
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arbitrary zero-point (“zero-crossing”), or intensity of movement (“periodic integra-
tion”) [2]. More recently developed actigraphs have been enhanced to include 
microelectrical mechanical sensors for three-dimensional acceleration measure-
ment, body temperature measurement, user-input subjective measurements, light 
level detection, and decibel measurements [2].

Ancoli-Israel et  al. described circadian rhythm analysis using actigraphy in a 
comprehensive review [3]. Actigraphy can identify patterns of sleep and wake that 
correlate with circadian rhythms of melatonin and core body temperature, particu-
larly in individuals whose circadian rhythms are entrained to typical clock times. 
Actigraphy is also useful for documenting delayed or advanced sleep phase, dis-
turbed sleep in shift workers, and non-24-hour sleep-wake schedules, especially if 
the individual being assessed is sleeping at his/her preferred times rather than 
according to the expected societal schedule [4–7]. Multiple methods to detect and 
analyze rhythmicity of activity have been proposed, including several variations on 
the periodogram, an analysis technique that examines time-series data to detect 
periodic signals. Twenty-four-hour circadian rhythms can be detected in raw actig-
raphy data using methods such as Fourier spectral analysis, Lomb and Scargle peri-
odogram, Enright periodogram, ANOVA periodogram, and the Cosinor and cosine 
fit [2, 8–12].

When compared to the gold standard for sleep evaluation, polysomnography 
(PSG), wrist actigraphy has high accuracy and sensitivity, but relatively low specific-
ity (86%, 96%, and 33%, respectively), at least in the laboratory setting [13]. 
According to the American Academy of Sleep Medicine (AASM) practice parame-
ters, actigraphy is useful in characterizing and monitoring circadian rhythms not only 
in healthy adult populations, but also in children and infants; elderly adults and those 
in nursing facilities, with or without dementia; depressed or schizophrenic patients; 
and those in inaccessible locations, for example, pilots in spaceflights [14]. Particularly 
germane to clinicians, actigraphic measurement of sleep patterns is a recommended 
“guideline” for the evaluation of circadian rhythm sleep-wake phase disorders [15].

 Ambulatory Light Monitoring

Photic stimulation is the strongest zeitgeber and provides important information to 
the internal biological clock. Light entering the eye excites retinal photoreceptors 
called intrinsically photosensitive retinal ganglion cells (ipRGCs), which then send 
action potentials via the retinohypothalamic tract to the suprachiasmatic nuclei 
(SCN) of the hypothalamus. The ipRGCs are specialized to transmit light informa-
tion rather than to detect and transmit visual information like retinal rod and cone 
cells. As such, some people with blindness have intact light-dark input through the 
ipRGCs despite their visual impairment. The SCN function as the internal master 
clock of the body, and secondary efferents project from the SCN throughout the 
brain to synchronize physiology and behavior. The SCN govern the timing of mela-
tonin release from the pineal gland, and melatonin secretion is closely linked to the 
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timing of sleep and darkness. Light exposure patterns are therefore an important 
circadian measure, and knowledge about daily light-dark exposure can inform mea-
surement of melatonin and other circadian rhythms.

Measured light levels can be used as a proxy measure for zeitgeber strength and 
provide the researcher with information about an individual’s periodicity and circa-
dian phase position. For example, if the amplitude of light exposure is low, it is 
more difficult for an individual’s circadian rhythms to maintain entrainment. 
Although in rare situations of complete, continuous darkness, the need for a light 
zeitgeber may be overcome by exposure to social cues and interactions [16], in most 
settings, cycling periods of light and dark are needed to maintain entrainment. The 
zeitgeber of light exposure is now more significant as ever in sleep health, as light 
exposure from smartphones and other electronic devices has been shown to sup-
press melatonin release by up to 11% in a darkened room and up to 36% when used 
in a bright room [17].

The effects of disrupted sleep, both among inpatients and ambulatory subjects, 
can be monitored via actigraphy, as described above, but the amount of light to 
which a person is exposed has been a bit more elusive. In the research setting, vari-
ous light meters have shown promise. Both wearable and stand-alone light meters 
can reliably capture light fluctuations in inpatient settings, and there is high congru-
ence between a light meter that is set up in a room apart from a patient and one that 
is worn at wrist level [18]. Future work in this area could ultimately lead to home 
and workplace interventions regarding the timing of light exposure and personal-
ized light-dark prescriptions that enhance circadian entrainment in individuals with 
circadian disorders [19].

 Melatonin Rhythm Measurement

The hormone melatonin conveys information about the external light-dark cycle to 
the brain and the rest of the body. In entrained individuals, melatonin levels are low 
during the day, rise acutely in the evening (as long as environmental light levels are 
dim), remain high through the night, and decline to nearly undetectable levels in the 
morning. In the laboratory setting, the evening onset of melatonin secretion, termed 
the “dim light melatonin onset” (DLMO), is a well-studied circadian marker. The 
DLMO is considered the most accurate marker of circadian phase, as secretion of 
melatonin from the pineal gland is controlled directly by the suprachiasmatic nuclei. 
Although melatonin production can be masked by bright light, it is relatively robust 
in its resistance to the masking effects of other external stimulation, such as carbo-
hydrate ingestion [20]. Given its reliability, robustness, and verifiability, it is often 
used as a “gold standard” measurement with which other assessments are com-
pared [21].

The DLMO is of great utility to circadian and sleep researchers and clinicians as 
it can be measured noninvasively, most commonly using salivary or urinary samples 
[22, 23]. Typically, melatonin levels rise in the 2–3 hours preceding nocturnal sleep. 
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For this reason, sampling for DLMO determination requires a relatively short sam-
pling window, which makes it an accessible tool [22]. Although most easily obtained 
via saliva, urinary and plasma analyses are also available. For all, the typical unit of 
measurement is picograms per milliliter.

Salivary sampling for DLMO takes place under dim light (fewer than 30 lux) 
every one-half to one hour. Samples should be collected at least 1 hour prior to and 
through the expected rise in melatonin. Although this method is portable and indi-
viduals can collect samples at home, this approach requires attention to several pro-
tocol considerations including the necessity to remain in dim light, the importance 
of accurate sample timing, and taking measures to avoid contaminating saliva sam-
ples with food or blood.

Urinary 6-sulfatoxymelatonin (aMT6s) is the primary urinary metabolite of mel-
atonin. Collection of urine samples across 24 hours allows estimation of the rhythm 
of aMT6s excretion rate. This method does not require disruption of sleep as the 
overnight excretion rate can be measured using the first morning void. During the 
day, urine should be collected every 2–8 hours. The phase of the excretion rhythm 
is estimated from the peak of the cosine fitted curve, termed the “acrophase.” 
Individual ability to void and compliance with collection are both limiting factors 
for this method of measurement.

Melatonin secretion can also be measured in plasma. In this method, blood is 
sampled at frequent intervals, most commonly via an intravenous catheter to avoid 
multiple phlebotomy sessions. The intravenous catheter should be inserted at least 
2 hours prior to sampling to avoid alteration in melatonin levels associated with a 
painful stimulus and concurrent adrenergic surge. Midline intravenous access, cen-
tral catheterization, or peripherally inserted central catheterization (PICC) may 
allow frequent sampling without frequent disruption of sleep, but does come with 
the potential risk of an invasive catheterization, such as local injury/discomfort, 
infection, or cardiac arrhythmia. Salivary acrophase correlates well with plasma 
acrophase of melatonin, albeit at a level of 30 percent that of the plasma level [24]. 
Plasma analysis may therefore allow for greater sensitivity and determination of 
circadian phase, due to the relatively higher melatonin levels present in plasma, and 
may be useful in individuals who secrete low levels of melatonin.

Absolute values, relative values (commonly a percentage of maximum or daily 
average) and curve fitting have all been used to determine circadian phase from the 
pattern of melatonin secretion. DLMO and its corollary, dim light melatonin offset 
(DLMOff), as well as the termination of melatonin synthesis (“Synoff”), are vari-
ables that can be measured as well to describe melatonin physiology. Synoff repre-
sents the transition from maximal nocturnal production to the morning decline, and 
DLMoff represents the return to daytime melatonin levels. Intraindividual melato-
nin rhythms, timing, and amplitudes are typically quite stable. However, interindi-
vidual differences can be quite large. Thus, measuring these markers of physiological 
transition as opposed to absolute values may be most reliable in group analyses.

DLMO and other melatonin measurements are not yet largely accessible to the 
sleep clinician, but there is limited evidence that DLMO measurement has utility 
in the diagnosis of circadian rhythm sleep disorders. For example, Rahman and 
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colleagues demonstrated average DLMO was ~2.5  hours later in patients with 
delayed sleep-wake phase disorder (DSWPD) compared to non-DSWPD patients, 
whereas sleep latency was only ~40  minutes later. In this study, DLMO had a 
sensitivity and specificity of 90.3% and 84%, respectively, for diagnosis of 
DSWPD [25]. Although no melatonin assays are yet approved by the Food and 
Drug Administration in the United States for the diagnosis and management of 
circadian rhythm sleep disorders, several assays are commercially available in 
Europe [26].

Cost and frequency of sampling are the two biggest practical limitations of the 
melatonin assay [23]. Purchasing the reagents and monoclonal antibodies for each 
assay, which cost on the order of 12 dollars to 20 euros per sample, may be prohibi-
tive to widespread adoption of these tools in the clinical realm [23, 26].

 Core Body Temperature

Core body temperature variation is a well-known circadian rhythm, thought to be 
due to the interplay of heat production, derived from the metabolic activity of the 
viscera and the brain, which produces approximately 70% of the resting metabolic 
rate of the body, and heat loss, brought about by evaporation, conduction, convec-
tion, and radiation. This phenomenon was documented as early as 1842, with 
Gierse’s study observing his own oral temperature reaching a maximum in the early 
evening and a minimum in the early morning hours [27]. More intricate studies 
under constant routine protocols revealed that distal skin temperature rises in the 
evening, but heat production, proximal skin temperature, and core body temperature 
decrease. In the morning hours, the pattern is reversed [28].

Core body temperature as a means of circadian monitoring has been studied in a 
wide variety of clinical research settings. A pitfall is that it can be masked by a vari-
ety of exogenous and endogenous factors. For example, in reproductive-age women, 
the temperature mesor (mean value) is higher in the luteal phase and lower in the 
pre-ovulatory phase and during menses when compared to the follicular phase. 
Consequently, the amplitude of the temperature circadian rhythm is reduced in the 
luteal phase. The period of circadian temperature variations is not affected by men-
struation in the ambulatory population [29]. In stroke patients, body temperature 
demonstrates infradian rhythms, which is thought to reflect impaired consciousness 
post-stroke as well as decreased mobility and ambulation [30]. Patients with affec-
tive disorders exhibit a smaller core temperature rhythm amplitude than controls 
without a mood disorder, which is driven by higher nocturnal core temperature 
among those with affective disorders [31].

Core body temperature can be gathered via invasive methods, such as catheter 
insertion via the esophagus, rectum, or urinary bladder [32]. Esophageal and blad-
der temperature monitoring typically occur only in critical care settings and have 
been shown to be most similar to core body temperature measured via a pulmonary 
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artery catheter [33]. For obvious reasons, these interventions are not pragmatic for 
the ambulatory setting, and peripheral body temperature readings are preferable. 
Wrist skin temperature has been shown to correlate well with DLMO; however, the 
sensitivity of peripheral thermometry is limited compared to core body tempera-
ture measures. Indeed, a recent systematic review concluded that peripheral ther-
mometers do not have clinically acceptable accuracy when precise measurements of 
body temperature are required [34]. With that said, peripheral thermometry may be 
acceptable for assessing circadian changes as opposed to absolute values. Various 
technologies exist for ambulatory core body temperature monitoring. Wearable 
thermometry can be simple to install and use. Forehead dual heat flux methods [35] 
and iButton ® skin temperature monitors [36] have been studied as effective means 
of ambulatory monitoring. Other studies have shown utility with ingestible tem-
perature monitors [29].

Although the constant routine is ideal for measuring the circadian rhythm of 
core body temperature, CRs are impractical for day-to-day or long-term record-
ing. Thus, algorithms and filters associated with other vital sign changes, such as 
heart rate, have been devised to “unmask” the effects of physical activity and 
environmental factors and increase the precision of circadian temperature mea-
surement [37].

 Circadian Gene Expression in Peripheral Cells

Although advances in the basic science of molecular genetics in circadian rhythm 
sleep disorders continue to excite sleep researchers and clinicians, there are still 
limited applications in clinical practice. Early researchers in circadian rhythms 
observed the presence of an endogenous timekeeper. Later studies in model organ-
isms such as Neurospora, Drosophila, Caenorhabditis elegans, and rodents revealed 
homologs and analogs of timekeeping genes, such as per, tim, clock, and cry. The 
first characterization of a Mendelian circadian trait in humans was in the landmark 
phenotypic study of a family with early sleep onset and offset, thus identifying an 
autosomal dominant trait with high penetrance for familial advanced sleep-wake 
phase disorder (FASP) [38, 39]. Ultimately, this was found to be a missense muta-
tion in the human cry2 gene [40]. Since the discovery of FASP, other human circa-
dian phenotypes have been identified and attributed to heredity, including familial 
natural short sleep (FNSS) [41, 42].

In the research realm, the noninvasive collection and measurement of expression 
of clock genes has been shown to be feasible. In a study by Akashi et al., circadian 
rhythmicity of hair follicle cells of the human scalp was measured via real-time 
polymerase chain reaction (PCR) with [43]. Although this technology has yet to 
reach clinical medicine, ongoing research may prove these strategies useful in eval-
uating circadian disorders.
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 Polysomnography

Polysomnography (PSG) is the gold standard for recording sleep and diagnosing 
many sleep disorders, e.g., obstructive sleep apnea or narcolepsy. Its utility in circa-
dian rhythm sleep disorders is limited, however, because PSG is usually performed 
during a single sleep-wake cycle.

PSG utilizes electroencephalogram (EEG), electrooculogram, electromyogram, 
electrocardiogram, air flow, breathing effort, limb and body movements, and pulse 
oximetry. EEG frequency and other electrical phenomena recorded with EEG define 
the various stages of sleep. Sleep is divided into rapid-eye-movement (REM) and 
non-rapid-eye-movement (NREM) sleep, with stages N1 and N2 considered “light” 
sleep, N3 as deep or slow wave sleep, and REM sleep as a separate state of con-
sciousness characterized by rapid eye movements, decreased muscle tone, and 
dream mentation. In general, deeper sleep is characterized by slower EEG 
frequencies.

In its comprehensive practice parameters for the evaluation of circadian rhythms, 
the AASM noted that polysomnography is not routinely indicated for the diagnosis 
of circadian rhythm sleep-wake disorders, but may be indicated to rule out another 
primary sleep disorder [15]. Polysomnography does have utility in some circadian 
research, however. For example, in forced desynchrony protocols (see Chap. 2), 
PSG measurements provide important information about sleep propensity at various 
points in the circadian cycle.

 Multiple Channel Ambulatory Monitoring

Reliable detection, measurement, and interpretation of circadian rhythms and phase 
shifts using noninvasive ambulatory measurements, especially among individuals 
living at home and conducting their day-to-day activities, have proven difficult. 
Nevertheless, there are promising research protocols that may prove useful in clini-
cal settings in the future. One such method is multichannel ambulatory monitoring, 
which combines several measures described above without relying on measure-
ments of core body temperature or melatonin levels or requiring constant routine 
laboratory conditions. In one study of this approach [44], research subjects wore 
multichannel ambulatory monitors for 1 week without alteration to their daily rou-
tine, followed by a 32-hour constant routine procedure in the laboratory. Multiple 
regression techniques were applied to reduce the confounding effects of ambulatory 
measurements and revealed that the multiple channel approach had statistically sig-
nificant improvement of variance of prediction error when compared to single pre-
dictors (actigraphy or a sleep diary). Compared to core body temperature, the 
multiple channel method also improved the range of prediction errors and showed a 
nonsignificant reduction in variance [44]. Multiple channel ambulatory monitoring 
has shown good accuracy with regard to temporal association with DLMO [21] and 
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may be a promising new tool for making circadian phase estimates in an ambulatory 
setting, given its simplicity, applicability to clinical situations, and good reliability 
in early studies. With the advent of wearables and physiologic monitoring devices 
marketed directly to consumers for self-assessment, multichannel ambulatory mon-
itors are likely to be used more commonly in future research and clinical assessments.

 Heart Rate and Electrocardiographic Monitoring

Electrocardiogram (ECG or EKG) is a useful measurement in sleep medicine and 
sleep research and provides multiple parameters, e.g., heart rate variability, that have 
been used for everything from detecting sleep apnea to characterizing sleep stages. 
ECG is less commonly used to assess circadian rhythms, but this may change in the 
future. For example, core body temperature can be estimated using heart rate, and 
cardiac telemetry could be a practical and effective means to estimate core body tem-
perature. R-R interval and mean heart rate have a strong correlation with core body 
temperature [45]. Further work is needed to fully understand phase differences 
between ECG and other circadian rhythms. For instance, Krauchi and colleagues 
showed that heart rate, among other variables, is phase advanced with regard to rectal 
temperature [46]. Nevertheless, with ambulatory ECG recordings that can run for sev-
eral weeks, ECG may prove to be an important circadian measure in the coming years.
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Chapter 5
Non-physiologic Methods of Assessment 
Relevant to Circadian Rhythm Sleep-Wake 
Disorders

Vincent A. LaBarbera and Katherine M. Sharkey

 Introduction

Sleep clinicians and researchers have various tools at their disposal to characterize 
and study circadian rhythms and their related sleep-wake disorders. Assessments 
can range from subjective assessments of patients’ experiences and ambulatory 
measures, which are more clinically accessible, to constant routines, forced desyn-
chrony protocols, and measurements of circadian gene expression and other bio-
markers (see Chap. 4). This chapter focuses on non-physiologic methods of 
assessment. The methods noted below can range from individual recollection of 
preferential time of sleep onset and waking, mood and daytime sleepiness question-
naires, and records of internet usage and other metadata to analyze circadian and/or 
chronobiologic behaviors.

 Sleep Diaries

Sleep diaries – also referred to as sleep logs – are used routinely in clinical settings 
to assess sleep-wake disorders. Indeed, the International Classification of Sleep 
Disorders – Third Edition (hereafter ICSD-3) – published in 2014 [1] mandates 
sleep logs as essential diagnostic instruments for circadian-rhythm sleep-wake 
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disorders. Guidelines state that a sleep diary should be completed for at minimum 
7 days, with preference for 14 days, to capture both work and non-work days [2]. 
This type of paper-and-pencil monitoring and data gathering is fiscally prudent; 
however, it is dependent on the compliance of the patient or research participant 
and is subject to inherent confounders, such as recall bias, observer bias, and 
recency bias.

The determination of the utility and reliability of sleep diaries represent active 
areas of research, and recommendations are available for different populations. For 
example, in the adolescent demographic, a study including samples taken across 
four continents recommends at least five weekday nights of sleep diary completion 
to demonstrate good inter-cohort reliability. In a smaller subgroup of the same 
adolescent participants, sleep patterns were also stable across 12 consecutive 
school weeks [3]. A meta- analysis comparing sleep diaries and actigraphy for eval-
uation of insomnia showed that patients report 35–38 fewer minutes of sleep and 
~24 minutes longer sleep onset latency on sleep diaries than was estimated with 
actigraphy [4]. The same analysis concluded that in insomnia treatment studies, 
actigraphy and sleep diaries performed equally well for determining clinically sig-
nificant treatment response in terms of both shortened sleep latency and increased 
sleep duration after treatment.

Sleep diaries are easy to use and only take a few minutes each day to complete. 
When compared to the sleep clinician’s or researcher’s verbal history, where an 
individual may be vague or have inaccurate time estimates, a sleep diary attempts to 
mitigate those factors of recollection bias. Sleep diaries have been used in the 
research realm for at least 50 years [5] and have also been confirmed to be reliable 
when compared to wrist actigraphy [4, 6] or ambulatory electroencephalography [7].

Perhaps the first widely distributed sleep diary is the Pittsburgh Sleep Diary [8]. 
A prototypical sleep diary, the Pittsburgh Sleep Diary (and others that followed) 
includes information not only about sleep onset and wake time, but also about 
whether it was a workday versus non-workday, time (and type) of food and drink, 
medication use, consumption of alcohol and caffeine, and exercise. The time of 
initiation of bedtime is often marked to calculate the sleep onset latency, an estimate 
of how long it takes to fall asleep. Total sleep hours and number, time, and duration 
of awakenings are documented. Description of subjective mood or alertness before 
and after sleep can be monitored as well [9]. It is important to note that subjects 
should be asked about their preferences with regard to sleep times in addition to the 
actual times of sleep, as there may be large discrepancies between the two. Similarly, 
the patient’s intended wake time may differ drastically from the actual time of wak-
ing, which may in turn cause symptoms such as sleep inertia or sleep drunkenness 
if these times are very disparate [10].

Although sleep diaries are relatively innocuous for the individual and the asses-
sor, the drawbacks of daily commitment and the need to provide the subject with 
logs weeks in advance of an in-person interaction have led to a push to streamline 
into a reliable single-administration instrument. The Sleep Timing Questionnaire 
(STQ), a one-time questionnaire assessing the same measures as a sleep diary, has 
been shown to be an acceptable alternative to a daily sleep diary, with good 
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test- retest reliability even when administered more than 100 days apart. The STQ 
has also been shown to be valid compared to the Pittsburgh Sleep Diary and to wrist 
actigraphy [11].

Once a patient or participant returns a sleep diary, the clinician or researcher can 
utilize data points to assess timing of sleep, regularity of sleep patterns, degree of 
sleep fragmentation, adequacy of sleep duration, and other factors integral to sleep 
health. The sleep diary can serve as a starting point for discussion about behaviors 
that may impact patients’ sleep or wake functioning without his/her awareness. 
Practitioners of cognitive-behavioral therapy for insomnia (CBT-I) utilize sleep 
diary data to recommend prescribed sleep and wake times. For instance, in patients 
undergoing sleep restriction, prescribed time in bed is increased when the sleep 
diary “sleep efficiency” (defined as estimated total sleep time/time bed × 100) is 
consistently at or above 85% [12].

Since the inception of the Pittsburgh Sleep Diary, many iterations of sleep diaries 
have been created, estimated to be in the hundreds [9]. To resolve the problem of 
comparability, the Consensus Sleep Diary Working group aimed to devise a stan-
dardized consensus diary [13]. The nine components considered most crucial to a 
standardized sleep diary are as follows: “the time of getting into bed; the time at 
which the individual attempted to fall asleep; sleep onset latency; number of awak-
enings; duration of awakenings; time of final awakening; final rise time; perceived 
sleep quality (rated via Likert scale); and an additional space for open-ended com-
ments from the respondent.”

 Questionnaires

Another important tool in the circadian clinician’s or researcher’s toolbox is a stan-
dardized chronotype questionnaire. Chronotype questionnaires aim to characterize 
the subject’s preferences for timing of sleep and wakefulness, while also describing 
the subject’s behavior in accordance with these preferences. More than a dozen 
chronotype questionnaires exist, and although they include slightly different ques-
tions and/or have been devised for and tested in different populations, they all mea-
sure related constructs [14].

 Horne-Östberg Morningness-Eveningness 
Questionnaire (MEQ)

The Horne-Östberg Morningness-Eveningness Questionnaire (MEQ) is one of the 
first and most widely used chronotype assessments [15]. First implemented in 
research in 1976, the MEQ is a self-reported survey of 19 items, delving into the 
timing preference for sleep and other activities. The respondent is asked to indicate 
at what time of day he or she would prefer to do a specific activity, such as wake up 
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or start sleep, take a test, or exercise. Lower MEQ scores indicate a preference for 
eveningness, and higher scores mean that the respondent tends toward morningness. 
The MEQ has a roughly normal distribution around neither type [16]. Scores rang-
ing from 70 to 86 are deemed “Definitely Morning,” scores of 42–58 are “Neither,” 
and scores from 16 to 30 are “Definitely Evening.” The coefficient alpha of the 
MEQ is reported at 0.82, indicating good inter-item consistency [15].

The MEQ scale has been externally validated with physiologic measures and 
shows significant correlations with endogenous circadian phase [16, 17] and period 
length [18]. The MEQ has since been used widely to link circadian preference to 
other measures and outcomes; for instance, morningness is associated with longer 
sleep duration, better subjective sleep quality, shorter sleep latency, and more regu-
lar bed times and rise times [19]. A study of spectral electroencephalogram (EEG) 
waveforms showed that a preference for morningness is also related to higher levels 
and faster decay rates of slow wave activity [20]. At least one study demonstrated a 
gender difference in the MEQ, with more women showing a preference for morn-
ingness [21]. On the other hand, eveningness has been associated with a host of 
negative outcomes including greater reports of fatigue, alcohol and caffeine use, 
worse academic performance in college students [21], more depressive symptoms 
[22], and higher incidence of Seasonal Affective Disorder (SAD) and Attention 
Deficit-Hyperactivity Disorder (ADHD) [23].

A criticism of the MEQ scale is its length and perception that the questions 
assess more than diurnal preferences [24]. In addition, the MEQ assesses respon-
dents’ stated preferences, rather than their actual behaviors. A foreshortened scale, 
the Reduced Morningness-Eveningness Questionnaire (rMEQ) [25–27], only con-
tains five questions. The rMEQ cutoff scores define three chronotype groups: eve-
ning <12; neither = 12–17; and morning >17.

 Torsvall and Akerstedt Diurnal Scale

The Torsvall and Akerstedt Diurnal scale [28] is a circadian preference question-
naire comprised of seven items, requesting information regarding one’s preference 
of timing of his or her daily activities in circumstances with freedom to choose the 
schedule. The scale also asks the subject to rate how he or she would feel in certain 
scenarios. For example, question four reads “If you always had to rise at 0600, what 
do you think it would be like?” and question five reads, “When do you usually begin 
to feel the first signs of sleepiness and need for sleep?” While the brevity of this test 
is preferable logistically, compared to the MEQ, the coefficient alpha is 0.65, indi-
cating marginal internal consistency.

The Torsvall and Akerstedt Diurnal Scale does not have as robust uptake in cir-
cadian research as the MEQ, apart from a few Japanese studies that have used it as 
a marker of morningness in relation to mental health. One such study showed that 
patients with post-tramautic stress disorder (PTSD) after a natural disaster had bet-
ter sleep quality if they were morning types rather than evening types [29].
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 Composite Scale of Morningness

The Composite Scale of Morningness (CSM) [24] by Smith et al. was created in an 
attempt to mitigate the weaknesses of the MEQ and Torsvall and Akerstedt scales 
(and a third scale by Folkard et al. [30], which had relatively poor inter-item psycho-
metric properties). This 13-item scale was used to characterize morningness and 
was employed to select and place shift workers to match their preferred circadian 
patterns. The CSM has excellent internal consistency of 0.87, which has held up 
across various cultures, nationalities, and stages in life (e.g., college students, work-
ing adults), but has not been validated against physiological markers of the biologi-
cal clock [31]. The MEQ and CSM both show high reliability, whereas the reliability 
of the rMEQ is not as strong [14].

 Preferences Scale

Smith and colleagues developed another scale, the Preferences Scale (PS), using 
data on university students in four countries. This scale attempted to unyoke certain 
activities from the typical 24-hour clock cycle and, in doing so, increase its suit-
ability for “people with alternate sleep-wake schedules and lifestyles,” a strength 
not seen in other diurnal-centric scales [32]. Later, this scale was also used in six 
countries, from both temperate and nontemperate climates, and in subjects from 
many different cultural backgrounds [33]. The PS is comprised of 12 items and asks 
respondents to consider their behavior in relation to other people in a five-point 
Likert format from “much later than most people” to “much earlier than most peo-
ple.” The alpha coefficient ranged from 0.80 to 0.90 depending on country of origin. 
The scale’s reliability, cross-cultural applicability, and questions that are disentan-
gled from the “typical” diurnal schedule make it a useful tool. The PS is highly 
correlated with the CSM and has been validated using subjective, but not objective, 
measures [14].

 Munich Chronotype Questionnaire

The Munich Chronotype Questionnaire (MCTQ) has been utilized successfully in a 
large cohort of subjects in Europe, consists of 16 self-reported items, and was devel-
oped by Roenneberg, Wirz-Justice, and Merrow [34]. The MCTQ aims to elucidate 
actual sleep behavior of a subject over the most recent four-week period. Specifically, 
it aims to report on specific times during which a certain behavior is performed, and 
differentiates between work days and free days. It has been administered to thou-
sands of participants since its inception and data collected using this instrument has 
contributed to landmark circadian concepts, including the phenomenon of the delay 
in chronotype that accompanies the transition to adolescence and early adulthood 
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[35] and the construct of social jet lag, characterized by marked difference in sleep 
behavior between workdays and free days [36]. Survey participants also self-assess 
as to which chronotype they fit, from “extreme early” to “extreme late.” The MCTQ 
Shift [37] is a validated iteration of the MCTQ, from which the chronotypes of shift 
workers can be described.

 Children’s Chronotype Questionnaire

The Children’s Chronotype Questionnaire (CCTQ) was designed specifically for a 
parent or caretaker to answer questions about his or her child’s sleep habits [38]. 
This 27-item questionnaire records information about the days and nights of “sched-
uled” and “free” days. The parent or caregiver completes the CCTQ by answering a 
final question regarding the type of person the child in question most resembles, a 
morning type, an evening type, or whether he or she falls on the spectrum in between. 
There are also a series of questions within the survey that specifically ask about 
behaviors of the child during specific times of the day, such as preference of time to 
start school, energy levels in relation to time of awakening, and others. The CCTQ 
assesses the midsleep point on free days (MSF) and provides a morningness/eve-
ningness scale score. This questionnaire has been validated in prepubertal children, 
aged 4–11, using actigraphy, with strong test-retest reliability.

 Internet/Twitter/Apps

In recent years, technology has become a pervasive component of our daily lives. 
With ease of access to smart phones, tablets, video games, and the internet, newly 
recognized psychological and sleep pathologies have emerged [39–41]. Social 
media use has been employed to monitor circadian rhythms [42, 43]. Using a novel 
approach to characterize “social jet lag,” researchers tabulated Twitter ® use in 
approximately 246,000 users from 2012 to 2013 and categorized, with a resolution 
down to the county level, varied circadian changes in sleep patterns.

Specific mobile telephone and computer applications are now becoming more 
popular as avenues to collect data on circadian rhythms. Many are available for 
personal use and are available for purchase on the Apple ® App Store with the 
search of “circadian rhythm.” Research protocols, such as the My CircadianClock 
study from the Salk institute [44], are attempting to utilize crowdsourced data from 
these apps to analyze how various behaviors affect circadian rhythms. Circadian/
sleep apps have been shown to perform similarly to paper sleep diaries [45]. 
Circadian rhythms as measured by social media platforms may also be useful tools 
to identify emotional states, such as anger, fatigue, sadness, and positive mood [46].

Non-physiologic methods of assessing circadian/sleep behavior and circadian 
preferences are useful tools for rapid, inexpensive assessment of factors relevant to 

V. A. LaBarbera and K. M. Sharkey



63

circadian rhythm sleep-wake disorders, and other behaviors. They are also practical 
for measuring circadian behavior in large samples or in settings where physiologic 
methods are not available. Researchers and clinicians interested in circadian rhythms 
should be familiar with various sleep and circadian diaries and questionnaires so 
that they may select the most appropriate measure for their specific sample or area 
of interest.
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Chapter 6
Delayed Sleep-Wake Phase Disorder

Gregory S. Carter and R. Robert Auger

 Introduction

Delayed sleep-wake phase disorder (DSWPD) is the most common circadian 
rhythm sleep-wake disorder (CRSWD) observed among adolescents and is encoun-
tered less frequently among older demographics [1, 2]. Roenneberg et al. [3] identi-
fied a prevalence inflection point of delayed circadian preference which reaches its 
maximum around 20 years of age, followed by a reversion toward an advanced cir-
cadian preference.

Individuals with DSWPD exhibit an extreme “night owl” preference that 
results in an inability to initiate sleep and to arise at conventional “early bird” 
times [4]. Resultant chronic sleep deprivation and sleep inertia (an inability to 
achieve full alertness upon arising in the morning) result in impaired daytime 
function [5]. Difficulties conforming to traditional school, social, and employ-
ment schedules may cause considerable distress for patients and those within their 
orbits. Mood disorders, maladaptive sleep-related behaviors, and other comor-
bidities complicate the individuals’ attempts to self-correct and, by relation, clini-
cians’ attempts to manage symptomatology [6–9]. The precise etiology of 
DSWPD is unclear, but it appears to relate to both endogenous and exogenous 
factors. Evidence-based treatment options are limited, but one can employ ratio-
nal therapeutics utilizing a combination of scientific knowledge and accumulated 
clinical experience.
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 Clinical Features

The International Classification of Sleep Disorders, Third Edition (ICSD-3) [4], 
provides diagnostic criteria for DSWPD (Table 6.1) and describes typical associated 
symptoms. The manual also refers to useful complementary assessment tools, 
including chronotype questionnaires [10] and physiologic measurements of circa-
dian timing, such as the dim light melatonin onset (DLMO) [11]. Use of the latter 
as a diagnostic tool has demonstrated controversial findings.

Murray et al. [12] reported on DSWPD subjects recruited from the communities 
of Melbourne, Sidney, and Adelaide, Australia. The authors looked at the timing of 
DLMO as related to the participant’s desired or required bedtime (DBT). Subjects 
maintained their usual sleep-wake patterns (documented with sleep diaries and wrist 
actigraphy) for at least 7 days prior to coming into the laboratory. If DLMO occurred 
at least 30 minutes prior to the participant’s DBT, the subjects’ sleep difficulties were 
deemed non-circadian in nature. Forty-three percent of DSWPD participants (n = 79, 
age 28.7 ± 9.8 years) exhibited this finding, with a mean DLMO 1.48 ± 0.78 hours 
before their work or school night DBT (10:49  PM  ±  49  minutes), which was 
3.20 ± 1.06 hours prior to their habitual sleep time (11:52 PM ± 1:16 hours). While this 
would appear to delineate physiologic versus behavioral DSWPD, the significance of 
this distinction (e.g., from a treatment perspective) is indeterminate at this juncture.

Sonheim et al. [13] highlighted DSWPD symptoms and impairments in an objec-
tive fashion, including the disabling complaint of sleep inertia that commonly 
occurs subsequent to early rising related to early school or work start times. Their 
study included 9 rigorously diagnosed Norwegian patients aged 22.5 ± 2.2 years 
(four males) and a matched healthy control group. Not unexpectedly with a poly-
somnogram (PSG) start time of 12:00 AM, sleep latency was greater in patients than 
in controls [41 ± 37 vs. 7 ± 7 minutes, respectively (p = 0.003)] and total sleep time 
was reduced [333 ± 49 minutes vs. 379 ± 22 minutes, respectively (p = 0.01)].

Table 6.1 International Classification of Sleep Disorders, Third Edition, diagnostic criteria for 
delayed sleep-wake phase disorder

A. There is a significant delay in the phase of the major sleep episode in relation to the desired 
or required sleep time and wake-up time, as evidenced by a chronic or recurrent complaint by 
the patient or a caregiver of inability to fall asleep and difficulty awakening at a desired or 
required clock time.
B. The symptoms are present for at least 3 months
C. When patients are allowed to choose their ad libitum schedule, they will exhibit improved 
sleep quality and duration for age and maintain a delayed phase of the 24-hour sleep-wake 
pattern
D. Sleep log and, whenever possible, actigraphy monitoring for at least 7 days (preferably 
14 days) demonstrate a delay in the timing of the habitual sleep period. Both workdays/school 
days and free days must be included within this monitoring.
E. The sleep disturbance is not better explained by another current sleep disorder, medical or 
neurological disorder, mental disorder, medication use, or substance use disorder.

Source: American Academy of Sleep Medicine (2014)
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At 7:00 AM an alarm clock was activated that started at 72 decibels (dB) for a 
duration of 4.4  seconds, with increases in 2 dB increments at 5-second intervals 
until the subject was awake or a maximum of 104 dB was reached. If this maximal 
stimulus failed to produce an arousal from sleep, the subjects were awakened manu-
ally. Three (33%) of the DSWPD patients (but none of the controls) failed to awaken 
to the alarm and remained in rapid-eye-movement (REM) sleep. The awakening 
thresholds of the other six patients were not significantly different than those of 
controls. The subgroup that did not arouse to the alarm had less REM sleep percent-
age than their arousable counterparts (14 ± 5% vs. 19 ± 2%, respectively p = 0.04) 
and more stage N1sleep (35 ± 9 minutes vs. 17 ± 12 minutes, respectively p = 0.04).

Immediately upon awakening all participants were given a continuous perfor-
mance test [14], each serving as his/her own control, with comparison of scores from 
their baseline evening assessment. Healthy controls showed a statistically insignifi-
cant improvement of 3.4% in their morning response times compared to the previous 
evening (347.8 ± 59.6 milliseconds [ms] vs. 335.9 ± 56.9 ms). In comparison, the 
nine DSWPD patients showed an 8.6% statistically significant worsening in response 
times (300.6 ± 25.9 ms to 326.7 ± 44.3 ms, p = 0.013).

 Differential Diagnosis

The clinical differential of DSWPD includes an evening circadian preference with-
out significant distress or impaired functioning, inadequate sleep hygiene with 
resistance to going to bed at an appropriate time, use of sleep-disrupting drugs or 
substances, and/or chronic insomnia disorder. Epidemiological surveys often dif-
ferentiate chronic insomnia from DSWPD via a paucity of sleep maintenance dif-
ficulties in the latter, as well as a resolution of subjective sleep quality and duration 
when DSWPD patients are allowed to sleep at desired times on unrestricted days [5, 
8, 15–18].

 Comorbidities

There are several conditions seen with increased frequency in patients with DSWPD.
There is conjecture that this is at least partially related to the delayed timing of 
patients’ circadian rhythms, either in a direct sense (e.g., genetic susceptibilities that 
increase the probability of both DSWPD and the comorbid phenotype) or in an 
indirect manner, i.e., as a consequence of occupational, academic, and/or social 
impairments. The condition seldom presents as a circadian misalignment in isola-
tion, and associated comorbidities may be most challenging for clinicians.

Rajaratnam et al. [5] selected 295 participants between the ages of 18 and 65 
deemed to be at high risk for DSWPD, based upon completed surveys culled from 
13,844 US respondents. A comparison group of over 700 subjects was comprised of 
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“low-risk” non-evening types. The high-risk group (aged 31.2 ± 12.2 years) was 
significantly younger (p < 0.001) than their counterparts (40.0 ± 15.0). The authors 
evaluated the presence of general impairments using an online version of the 
Sheehan Disability Scale [19]. The high-risk cohort exhibited comparatively 
increased daytime impairments, including moderate, marked, or extreme disrup-
tions in work and/or school environments (32.9% vs. 18.0%) (p < 0.001). In addi-
tion, absenteeism was reported in 12.2% of the high-risk group vs. 6.5% of the 
low-risk group (p = 0.025).

Likely contributing in part to the findings described above, depression and 
personality vulnerabilities are frequently comorbid with DSWPD [20–23]. 
Shirayama et  al. [20] recruited 22 ICSD-diagnosed DSWPD subjects and 20 
matched controls through the National Center of Neurology and Psychiatry in 
Kodaira, Japan. The DSWPD patients consisted of 12 men (25.5 ± 5.5 years) and 
10 women (29.2  ±  5.1  years) with symptom durations of 7.1  ±  4.8 and 
8.9 ± 4.1 years, respectively. No prior treatment was reported by 16 (73%) sub-
jects (10 men and 6 women).

The two groups received three types of psychological tests, including the Yatabe- 
Guilford test (Y-G test) [24], the Minnesota Multiphasic Personality Inventory 
(MMPI) [25], and the Rorschach test [26]. The DSWPD Y-G and MMPI assess-
ments revealed statistically significant increases in depressive symptoms. The 
Rorschach test results reflected decreased self-awareness of the inclination toward 
immediate gratification, which the authors attributed to difficulties learning from 
experience, perhaps perpetuated by social withdrawal from peers and/or aforemen-
tioned depressive symptoms.

Abe et al. [27] more specifically examined the prevalence and characteristics 
of depression in 90 Japanese ICSD-defined DSWPD patients (aged 27.1 ± 9.2 years) 
recruited from an outpatient sleep clinic. Symptoms were assessed by the Zung 
self- rating depression scale [28], and raw scores were divided into four severity 
levels, as described by Barrett et  al. [29]. Sixty-four percent of patients had 
depression scores in the moderate to severe range (much higher than the general 
population [30, 31]), with diurnal variation, sleep disturbance, fatigue, and psy-
chomotor retardation reported most often as accompanying symptoms.

Wilhelmsen-Langeland et  al. [21] used the NEO-PI-R (Neuroticism, 
Extroversion, Openness-Personality Inventory-Revised) [32] to assess personality 
traits among 40 Norwegian ICSD-diagnosed DSWPD patients (20.7 ± 3.1 years) 
compared to 21 age-matched controls, all recruited through local school adver-
tisements. The DSWPD group scored higher in neuroticism (anxiety and depres-
sion) and lower in conscientiousness (dutifulness, achievement striving, and 
self-discipline). The authors’ interpretation was that the requirement to arise from 
bed early in the morning, with attendant sleep deprivation, increased the risk for 
interpersonal conflicts. Internalization of these conflicts lowers self-esteem and 
sense of personal competence, thereby reducing the capacity to enforce self-dis-
cipline. The strongest area of deviation from normative values was demonstrated 
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in conscientiousness, with 62.5% of DSWPD patients scoring low or very low. 
This NEO-PI-R facet is a known predictor of poor treatment compliance, which 
led the authors to conclude that effective treatments must incorporate motiva-
tional interventions.

 Epidemiology

DSWPD prevalence reports vary considerably [33], but the condition clearly occurs 
most commonly among adolescents and young adults. United States DSWPD prev-
alence studies have only been published in abstract form and are therefore not 
included within.

Ohayon et al. [34] described an adolescent DSWPD prevalence of 0.4% in France, 
Great Britain, Germany, and Italy. The sample was composed of a total of 1125 ado-
lescents aged 15–18 years of age. Each country conducted separate surveys using the 
same methodology from 1993 to 1997. The latest census figures were used to build 
representative samples according to age, gender, and geographic distribution. 
Diagnostic interviews were conducted by telephone using the Sleep- EVAL com-
puter program, a level 2 expert system capable of formulating diagnostic hypotheses 
and validating through further questions. Importantly, the European schools docu-
mented later school start times than most in the United States, which would serve to 
decrease prevalence estimates in comparison to American counterparts [35].

Lovato et al. [8] reported on 374 Australian adolescents (aged 15.6 ± 1.0 years) 
recruited from eight schools in urban Adelaide. Subjects completed 7-day sleep 
diaries in association with wrist actigraphy. While 51.9% of their sample met one 
ICSD criterion and 14% met two criteria, only 1.1% met full DSWPD criteria. 
Hazama et al. [36] gave a self-administered questionnaire of their own composition 
to a total of 4971 Japanese junior high (1240), senior high (1205), and university 
students (2526) from rural areas. Questions were based on ICSD diagnostic criteria 
(1997) [15] but with a symptom duration of at least 6 months. Analyses provided an 
overall DSWPD prevalence estimate of 0.48%, which increased to 1.66% in the 
subgroup of university students.

Sivertsen et  al. [16] surveyed 9338 Norwegian adolescents aged 16–18 
(17.8 ± 0.8 years). Questions approximated ICSD criteria [33] and incorporated 
school attendance assessments. The overall DSWPD prevalence rate was 3.3% and 
those afflicted had significantly higher rates of school non-attendance than their 
non- afflicted counterparts (p < 0.001). Danielsson et al. [37] randomly sent ques-
tionnaires to 1000 young people in urban Sweden aged 16–26 years, of whom 671 
(ages 21.8  ±  3.1  years) responded. The questionnaire approximated DSM-5 
(Diagnostic and Statistical Manual of Mental Disorder, Fifth Edition) [38] rather 
than (very similar) ICSD criteria [4, 33]. Twenty-seven participants (4%) met 
DSWPD criteria.
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The prevalence rates cited above range from 0.4% to 4.0% in adolescents and 
young adults. Differences may relate to numerous factors including the methodol-
ogy of the surveys, school start times, and the geographical representation of the 
samples, including urban or rural environments.

 Pathophysiology

A delay in circadian phase correlates with the beginning of puberty in both humans 
and other mammalian species [39–50], although in humans a combination of physi-
ology and behavioral influences is readily apparent. There is also evidence [39, 42, 
46] to support a decreased response to homeostatic sleep drive during human ado-
lescence, as well as a decreased sensitivity to the phase advancing effects of morn-
ing light and an increased sensitivity to the phase delaying effects of evening light 
[47, 48]. This latter finding is also seen in pubertal mice [49, 50] and relies on the 
presence of gonadal hormones. All of these factors serve to facilitate adolescents’ 
typically later times of sleep onset and offset.

Although one may envision the phenotype of DSWPD as an extreme manifesta-
tion of one or more of these phenomena, the precise etiology is unclear. Some stud-
ies [51, 52] describe longer circadian period lengths among DSWPD patients, 
making it harder to maintain non-delayed entrainment within the 24-hour light/dark 
cycle. Micic et al. [51] recruited participants through advertisements posted at uni-
versities across Adelaide, Australia. Six DSWPD participants (mean age 
22.0 ± 3.3 years) and an age-matched comparison group of 7 “good sleepers” com-
pleted the protocol. Circadian period length (tau) was determined by an ingestible 
core body temperature capsule that transmitted readings every minute during a 
78-hour experimental routine [53]. The DSWPD participants had a mean tau of 
24 hours and 54 minutes (SD = 23 minutes), while the control group had a mean tau 
of 24 hours and 29 minutes (SD = 16 minutes) (p = 0.04).

Though not directly addressed in this chapter, it is important not to neglect the 
numerous external factors that may contribution to the induction, exacerbation, or per-
petuation of DSWPD, including behavioral [20, 40, 54, 55] variables, reduced 
parental influence on bedtimes [56], the evening use of blue screens and social media 
[57], and part-time employment after school [58]. More direct maladaptive sleep-
related behaviors are also prominent, such as markedly later rise times on weekends 
[59], which can lessen the homeostatic drive that favors an earlier sleep- onset time 
and mask the advancing effects of morning light. A key issue for practitioners is to 
disentangle the myriad internal and external factors contributing to sleep/wake delays.

 Genetic Factors

Genetic screening for clock gene polymorphisms is not presently commercially 
available, but has the potential to aid our understanding of the pathophysiology of 
DSWPD [60–65]. The circadian rhythms of mammals involve a highly complex set 
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of interactions with a transcriptional and translational feedback loop of clock com-
ponent genes [66, 67]. What follows is a simplified model to allow a preliminary 
understanding of relevant genetic anomalies and their putative roles in DSWPD 
(Fig. 6.1).

The clock gene encodes a transcriptional regulatory protein, CLOCK, which forms 
a heterodimer in the cytoplasm with another protein called BMAL-1 (Brain and 
Muscle Aryl hydrocarbon Receptor Nuclear Translocator-Like-1 protein) [67]. The 
bmal-1 gene is rhythmically transcribed out of phase with period (per) and crypto-
chrome (cry) genes. The CLOCK/BMAL-1 heterodimer is able to pass into and accu-
mulate in the nucleus of the cell until it is degraded by phosphorylation. In the nucleus, 
this heterodimer activates the transcription of the per and cry genes with slow produc-
tion of their respective proteins. These proteins form CRY/PER heterodimers in the 
cytoplasm, which then translocate into the nucleus, causing inhibition of the CLOCK/
BMAL-1-induced transcription of the per and cry genes, until phosphorylation/degra-
dation prevents further translocation. The cycle then starts anew as fresh CLOCK/
BMAL-1 heterodimer induces a new round of gene transcription. This transcription-
translational feedback loop is completed in slightly over 24 hours.

There have been several studies [60–65] looking at polymorphisms or mutations 
in this system. Ebisawa et al. [63] reported an association of per3 polymorphisms 
with DSWPD in Japan. Archer et al. [64] reported an association of a length poly-
morphism in the same with evening preference and DSWPD. Most recently, Patke 
et al. [60] described a family of Turkish descent with familial DSWPD transmitted in 

NucleusCytoplasm

PER:CRY

PER CRY

Clock genes

CLOCK:BMAL-1

E box

Fig. 6.1 A simplified model of the cryptochrome (cry) and period (per) genes and their role in the 
~24-hour translational/transcriptional-based feedback oscillator that comprises the molecular cir-
cadian clock. The CLOCK/BMAL-1 heterodimer binds to the E-box promoter of the clock genes, 
activating (+) the production of CRY and PER proteins. These proteins leave the nucleus, combine 
into a heterodimer in the cytoplasm (if not degraded by phosphorylation), and return to the nucleus 
and accumulate, inhibiting (−) the CLOCK/BMAL-1 activation of cry and per gene transcription 
and completing the feedback loop
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an autosomal dominant fashion. Afflicted individuals demonstrated an adenine- to- 
cytosine point mutation in the cry1 gene, which caused a 24-amino-acid skip in the 
production of altered CRY1 protein. Fibroblast cultures revealed a gain of function, 
leading to increased nuclear localization and enhanced inhibition of the CLOCK/
BMAL-1 heterodimer’s activation of gene transcription. This led to a delay in the 
re-initialization of the transcriptional and translational feedback loop and lengthening 
of the circadian period. Indeed, the measured circadian period of one subject was 
prolonged at 24.5 hours [60], compared to a normal control value of 24.2 hours [68]. 
Further genetic screening of the family showed no other changes in clock-related 
genes. The authors looked at available human databases of human genetic variations 
and found the frequency of the cry1 mutation to be up to 0.6%, consistent with the 
overall reported frequency of DSWPD. This finding is also of potential interest from 
a comorbidity standpoint, as both Soria [69] and Hua [70] reported over representa-
tion of cry1 polymorphisms in patients with major depression.

 Treatment

Therapeutic circadian-based interventions for DSWPD consist primarily of post- 
awakening light therapy and/or strategically timed melatonin. Cognitive behavioral 
therapy for comorbid insomnia (CBT-I) commonly accompanies these treatments. 
Large-scale randomized controlled trials for DSWPD are lacking, as illustrated by 
the American Academy of Sleep Medicine’s (AASM) most recently published cir-
cadian rhythm sleep-wake disorder practice guidelines [71]. Affirmative findings 
are described below, with notation of those studies that were not included in the 
AASM’s systematic evidence review. Negative findings were plentiful due to the 
rigorous GRADE (Grading of Recommendations, Assessment, Development, and 
Evaluations) system employed. As a case in point, there was insufficient evidence to 
endorse post-awakening light treatment as monotherapy. While the use of GRADE 
should ultimately propel greater quality clinical research, clinicians will invariably 
need to employ less rigorously studied interventions and to extrapolate well- 
described scientific data into clinical practice to satisfactorily address patients’ 
needs. Patient frustrations leading to noncompliance are common, as responses are 
not rapid and effects are often modest. Clinicians should therefore be prepared to 
exhibit patience, to provide encouragement, and to adopt a long-term view required 
for management of chronic illnesses.

 Combination Light Therapy Studies

Gradisar et al. [72] combined post-awakening light therapy with cognitive behavioral 
therapy for insomnia (CBT-I) over a period of 8 weeks. The study included 23 adoles-
cent DSWPD patients (ages 14.7 ± 1.7 years) who were compared to an age- matched 
wait list group. Sleep diaries were used to ascertain subjective sleep parameters.
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Upon arising from bed, the participants were exposed to either natural sunlight or 
a 1000 lux broad-spectrum lamp, for 30–120 minutes. In counterclockwise incre-
ments of 30 minutes per day, the participants advanced to a target time of 6:00 AM. At 
that point, light therapy was discontinued, and the participants were encouraged to 
maintain the earlier rise time. This occurred in conjunction with six 45–60-minute 
sessions of CBT-I with a clinical psychologist, with significant parental involvement. 
At the end of the trial, statistically and clinically significant differences (the latter 
predefined by the AASM practice parameter Task Force) were noted in the active 
treatment group on school nights versus the wait list group in regard to total sleep 
time (8.1 ± 0.6 hours vs. 6.9 ± 1.1 hours) and initial sleep latency (22.2 ± 12.8 min-
utes vs. 65.3 ± 42.0 minutes), respectively. Moreover, the dropout rate in the treat-
ment group was more favorable than that of the wait list group (11.5% vs. 26.1%, 
respectively). Six-month follow-up assessments revealed durable responses.

A separate combination treatment study was published subsequent to the AASM 
practice parameter’s availability and, as such, was not subject to the same evidence- 
based review. Danielsson et al. [73] conducted a two-phase study of light therapy 
(LT) and CBT-I in individuals aged 16–26 years. The 57 participants were random-
ized into two groups. In the initial 2-week phase, both groups were exposed daily to 
30–45 minutes of 10,000 lux bright white light post-awakening. Eleven individuals 
(19%), roughly split between the two groups, were either noncompliant or intoler-
ant of treatment, leaving 46 (81%) to proceed to the second 4-week phase of 
LT + CBT-I versus LT alone. Within the former group, 4 weekly 90–120-minute 
CBT-I sessions were conducted by a clinical psychologist.

Sleep diaries were used to measure sleep onset and offset. The first 2-week phase 
showed statistically significant improvements from baseline among all participants 
(advances in sleep onset from 3:10 AM ± 1:23 to 1:19 AM ± 1:26 and 2:56 AM 
± 1:28 to 1:08 AM ± 1:00 and in sleep offset from 10:27 AM ± 1:57 to 8:09 AM 
± 1:22 and 10:22 AM ± 2:05 to 8:14 AM ± 0:55 among pre-CBT-I + LT combined 
and LT-alone groups, respectively). During the subsequent 4 weeks of treatment, 
five out of the six dropouts originated from the combined CBT-I + LT group, and 
there were no further statistically significant sleep-onset or offset changes. The rela-
tively higher dropout rate in the CBT-I + LT group is difficult to reconcile with that 
observed with the Gradisar study. The addition of CBT-I did not confer additional 
benefit versus LT alone overall, although participants were older than those in the 
Gradisar study (perhaps requiring less external influences). Neither the Gradisar nor 
the Danielsson study was designed in a manner that allowed one to extricate the 
individual benefits of LT and CBT-I.

 Adverse Effects Associated with Light Therapy

No studies have been done that specifically address potential harms of light therapy 
in patients with DSWPD, but no serious adverse effects have been reported. In the 
Cochrane Systematic Review for the treatment of nonseasonal depression, 
Tuunainen and colleagues [74] found that hypomania was the sole adverse effect 
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more common among patients receiving light therapy versus controls (Relative Risk 
4.91 [CI 1.66–4.46]). Nevertheless, light therapy has been safely used for the treat-
ment of bipolar depression, with careful monitoring [75]. Other minor, but com-
monly described adverse effects include eye strain, nausea, and agitation, which all 
tend to spontaneously remit. Treatment-emergent headaches also commonly remit 
[76], but light therapy can induce migraines in approximately one-third of those 
susceptible [77]. Although commercially available products do not emit ultraviolet 
light, patients with eye disease and/or those using photosensitizing medications 
should only use light therapy with periodic ophthalmological and/or dermatological 
monitoring of the underlying condition [76, 78, 79]. Reassuringly, one study 
reported no changes in extensive ophthalmologic examinations among seasonal 
affective disorder patients without preexisting conditions after up to 6 years of daily 
use in the fall and winter months [78].

 Melatonin

Two adult studies  of exogenous melatonin performed by the same investiga-
tors [80, 81] demonstrated substantial select polysomnography-measured bene-
fits in sleep parameters (total sleep time, initial sleep latency), but an affiliated 
circadian phase marker was not employed. The Rahman study [81] (n = 20, ran-
domized, double-blind, placebo-controlled, crossover design, mean age 
30.8 ± 12.4 and 35.6 ± 14.0 years for females and males, respectively) utilized a 
5 mg melatonin dose administered between 7:00 PM and 9:00 PM for a period of 
28 days. The Kayumov study [80] (n = 20, same design/age distribution) used the 
same dose, but scheduled it at 7:00 PM the first week and between 7:00 PM and 
9:00 PM the second and third weeks (according to subjects’ preferences) with a 
consistent time during the fourth week (average chosen time 9:00 PM). The most 
definitive results were obtained from an analysis of a subset of patients without 
comorbid depression from the Rahman study (n  =  12, increased total sleep 
time = 56.00 minutes [CI 48.51–63.49]). Initial sleep latency was assessed with 
the same subcategorization. Among the subgroup with comorbid depression 
(n  =  28), sleep latency decreased by 43.52  minutes [CI −34.45 to −52.60]. 
Among the nondepressed subjects (n = 12), sleep latency decreased by 37.70 min-
utes [CI −31.75 to −43.65].

One AASM-reviewed randomized, placebo-controlled double-blind study con-
tained solely pediatric DSWPD patients, ranging in age from 6 to 12 years [82]. 
The three active treatment groups received melatonin at dosages of 0.05 mg/kg, 
0.1 mg/kg, and 0.15 mg/kg, with respective mean doses of 1.6 ± 0.4 mg (n = 16), 
2.9 ± 0.9 mg (n = 19), and 4.4 ± 1.0 mg (n = 18). The placebo-controlled group 
consisted of 17 patients. The duration of treatment was six nights, with instruc-
tions to consistently take melatonin 1.5–2.0 hours prior to habitual bedtime (unclear 
if equivalent to habitual sleep-onset time), with consistent nightly timing. The 
data of 64 participants were utilized for actigraphy/sleep-related analyses. With 
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respect to AASM Task Force-defined critical outcomes, sleep-onset time favor-
ably advanced in comparison to placebo among the 0.15 mg/kg group only (mean 
difference -42.77  minutes [CI −21.77 to −63.78]). Nevertheless, sleep latency 
improved among all three groups (statistical and Task Force-defined clinically sig-
nificant differences) in comparison to placebo in order of increasing dosage (mean 
difference −38.39 minutes [CI −18.24 to −58.53], −44.24 minutes [CI −24.04 to 
−64.44], and −43.80 minutes [CI −24.06 to −63.54], respectively). A positive 
relationship between DLMO phase advances and an earlier circadian time of admin-
istration (TOA) was described with no differences between the various melatonin 
dosage groups. No advantages between clock  determined TOA versus circa-
dian  determined TOA were demonstrated in relation to sleep-onset and initial 
sleep latency times.

Two randomized, placebo-controlled studies by another  group  of investigators 
examined the use of melatonin for DSWPD among children/adolescents with various 
psychiatric comorbidities (all were diagnosed with attention deficit hyperactivity dis-
order) [83, 84]. Participants aged 6–12  years received fast-release melatonin for 
4 weeks at dosages of 3 or 5 mg at either 6:00 PM or 7:00 PM. The more recent study 
[83] based dosage on weight (3 mg if <40 kg; 5 mg if >40 kg at 7:00 PM) while the 
earlier protocol [84] uniformly provided 5  mg at 6:00  PM.  Combined analyses 
(n = 132) revealed an advance in DLMO of nearly 1 hour in comparison to placebo 
(mean difference −54.22 minutes [CI −31.67 to −76.78]). Actigraphically assessed 
sleep-onset time (n  =  130) also advanced (mean difference −36.57  minutes [CI 
−16.96 to −56.18]). Other actigraphically derived sleep parameters were obtained 
only in the more recent study (n = 105), but failed to detect statistical and/or Task 
Force-defined clinically significant changes. Subjective assessments in the earlier 
study failed to demonstrate significant differences in sleep parameters [84]. 

Subsequent to publication of the AASM Practice Parameters, Sletten et al. [85] 
tested the efficacy of 0.5  mg of immediate-release melatonin for ICSD-defined 
DSWPD in an Australian multicenter trial (n = 116). Inclusion criteria mandated that 
subjects have a physiologic delayed circadian phase, defined by occurrence of the 
DLMO within 30 minutes of their habitual bedtime (HBT) or any time thereafter. 
Participants were randomized to melatonin (n = 54; 29.94 ± 9.63 years) or placebo 
(n = 50; 28.88 ± 10.46 years), with instructions to take the capsule 1 hour before 
HBT. Sleep diaries and actigraphy were utilized throughout the 4-week treatment 
period. On average, the participants took the study drug on 21.11 ± 3.18 nights, and 
only 5% took drug every night. Posttreatment DLMO values did not reach statistical 
significance. Actigraphy data demonstrated statistically significant improvements in 
the melatonin group for sleep-onset latency (95% CI −9.68 [−16.69 to −2.67]min-
utes) (p = 0.007), sleep efficiency (95% CI 2.72 [0.59–4.86] %) (p = 0.013), and 
sleep-onset time (95% CI −0:29 [−0:54 to −0:04 hours:minutes) (p = 0.023). The 
sleep diaries revealed similar findings, albeit with additional improvements in sleep 
offset time (95% CI −0:35 [−1:00 to −0:11] hours:minutes (p = 0.005).

The astute reader will note demonstration of successful sleep-related outcomes 
without changes in the circadian phase marker and vice versa, both within the stud-
ies reviewed above and elsewhere [71]. Related, the use of chronobiotically timed 

6 Delayed Sleep-Wake Phase Disorder



78

melatonin was given a weak endorsement within the AASM practice guidelines 
[71]. Nonclinical scientific evidence among healthy individuals suggests that lower 
doses of melatonin than were used in the cited studies (with the exception of the 
Sletten study [85]) may actually be more effective than higher doses, however, pos-
sibly because the latter exerts effects on both phase advance and phase delay por-
tions of the phase response curve.

Moreover, since phase response curves for a melatonin dose of 0.5 mg (healthy 
adult populations) show maximal phase advances when taken approximately 
10–12 hours prior to the mean midpoint of sleep on “free” or unrestricted sleep 
nights (or 6–8 hours prior to the mean sleep-onset time on free sleep nights) [86], 
timing may have been problematic in these studies, which in some instances may 
have resulted in melatonin functioning as an hypnotic rather than a chronobiotic.

When taken correctly and consistently, low-dose melatonin can reliably affect a 
90 minute (±30 minutes) phase advance. Once a new steady-state circadian phase 
has been achieved (after 1–2 weeks), the midpoint of sleep on free days can be 
recalculated, and the dosing time adjusted. Additional stepwise advances might be 
necessary until satisfactory results are achieved [87]. While maintenance protocols 
have not been established, clinical practice supports subsequent use of melatonin at 
a fixed time, with earlier dosing if sleep consistently occurs later than desired and 
later dosing if sleep consistently occurs earlier than desired [88]. Similarly, the tim-
ing of post-awakening light therapy can be adjusted with the same logic. If sponta-
neous awakenings occur earlier, the timing of light should change accordingly, until 
the desired time of awakening is achieved. One can then continue to administer light 
at a fixed time. A trial off of melatonin and/or light can be pursued with rigid adher-
ence to the desired sleep/wake schedule, with a low threshold to return to treatment 
if symptoms recur. At least three laboratory-based studies among healthy adults 
describe a synergistic effect (with respect to circadian phase advances) when strate-
gically timed light and melatonin are used together [89–91], but there are no clinical 
studies to definitively substantiate this practice [92, 93]. Further investigations are 
required to determine which timing and dosage of therapy (or therapies) result in the 
best outcomes for those with DSWPD.

 Adverse Effects Associated with Melatonin

Melatonin is considered a dietary supplement and is therefore not subject to the 
scrutiny afforded to the United States Food and Drug Administration (FDA)-
approved medications. Concerns have been raised about the purity of available for-
mulations, as well as the reliability of stated doses per tablet. Formulations that are 
United States Pharmacopeia Convention Verified can be considered the most reli-
able in this regard. In general, melatonin is associated with a lack of reported serious 
adverse effects [94–98]. A review by the National Academy of Sciences stated that 
short-term use of ≤10 mg/daily (higher than typical chronobiotic doses) appears to 
be safe in healthy adults but recommended caution in children/adolescents and 
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women of reproductive age (see further below). Adverse effects such as headaches, 
somnolence, hypotension, hypertension, gastrointestinal upset, and exacerbation of 
alopecia areata have been reported at higher melatonin doses in healthy adults, and 
the same effects have been reported at lower doses among those with relevant pre-
existing conditions. Melatonin has also been associated with an increase in depres-
sive symptoms [99], and caution is advised when prescribing to patients taking 
warfarin and to patients with epilepsy, as a result of various case reports submitted 
to the World Health Organization [95]. A recent publication described impairment 
in glucose tolerance among healthy women [100] subsequent to acute melatonin 
administration.

Studies that address long-term effects are scarce, as are studies that specifically 
involve pediatric/adolescent populations. A randomized, placebo-controlled trial 
that investigated the toxicology of a 28-day treatment with 10 mg melatonin (solely 
comprised of healthy male adult participants) revealed no group differences with 
respect to adverse effects on polysomnography, subjective sleepiness, numerous 
clinical laboratory examinations, or other subjectively recorded events [101]. 
Similarly, in a meta-analysis that reviewed controlled trials with melatonin (n = 10 
studies, >200 subjects) with use for ≤3 months, there were few reports of adverse 
events [99]. A long-term follow-up study of pediatric patients with DSWPD + atten-
tion deficit hyperactivity disorder who utilized melatonin doses up to 10 mg (mean 
follow-up time of approximately 4  years) detected no serious adverse events in 
serial interviews with the children’s parents, and 65% of participants continued to 
use the medication daily [102]. A follow-up open-label prospective study of sub-
jects with neurodevelopmental disabilities comorbid with DSWPD who received 
controlled-release melatonin (max dosage 15 mg) up to 3.8 years similarly described 
no adverse events [103, 104]. Patients and caregivers are nevertheless frequently 
wary to use this supplement, due to concerns related to potential adverse effects on 
growth hormone regulation (10 mg dose) [105] and on reproductive function/devel-
opment (3 mg dose) [106]. Possibly relevant to the latter concern, Tanner (pubertal) 
stages [107, 108] were assessed serially in a questionnaire-based study involving 
children/adolescents (mean duration ~3  years), in an effort to compare pubertal 
development among those using melatonin (mean dose ~3 mg) during prepuberty to 
non-melatonin users in the general Dutch population (controls) [109]. No signifi-
cant group differences were detected.

 Less Explored Interventions

Creative and off-label interventions are often required for DSWPD.  Esaki et  al. 
[110] reported a pilot study of blue light-blocking glasses for evening use in 
DSWPD. They conducted an open-label design of seven patients (five males, mean 
age 18.11 ± 3.18 years) who completed the 4-week trial. The participants completed 
baseline actigraphy and DLMO measurements during Week 1 and at the end of the 
trial. During Weeks 2–4 the participants wore glasses that blocked wavelengths 

6 Delayed Sleep-Wake Phase Disorder



80

below 530 nm from 9:00 PM until bedtime and removed the glasses only in the 
dark. The DLMO showed an advance of 78 minutes (95% CI: −34 to 183 minutes) 
though this was not statistically significant (p = 0.145). Actigraphy data showed a 
significant mean advance in sleep-onset time of 132 minutes (95% CI: 13–252 min-
utes) (p = 0.034). This small study provides some preliminary evidence that “blue- 
blocker” glasses (which are already commercially available) may be beneficial for 
DSWPD patients.

There are isolated reports regarding the use of hypnotics in DSWPD (typically as 
an adjunctive treatment with chronotherapy), but there is insufficient rigor in meth-
odology for purposes of evidence analysis [111, 112]. Two reports describe DSWPD 
patients’ resistance to the effects of traditional hypnotics [113, 114]. Nevertheless, 
a laboratory-based study that imposed a 4-hour phase advance on healthy subjects 
described sleep-related benefits (polysomnographic and subjective measures) with 
zolpidem [115]. The off-label use of neuroleptic medications has also been reported. 
Omori et al. [116] described an open-label, flexible-dose, 4-week trial of “low dose” 
aripiprazole in 12 adult subjects, the majority of whom suffered from comorbid 
depression and were on complex medication regimens, including combinations of 
antidepressants and mood stabilizers. Evaluations included 1 week of prescreening 
and assessments every 1–2 weeks. Sleep diaries revealed significant advances in 
sleep onset [1.1 hours ± 1.2 (p = 0.021)] and sleep offset [2.5 hours ± 1.3 (p = 0.001)] 
and a decrease in total sleep time [1.3 hours ± 1.4 hours (p = 0.018)]. The latter was 
viewed as favorable in this particular study as a countermeasure for sleep inertia. 
None of these trials employed circadian phase markers.

Finally, modafinil and armodafinil are widely used as wake-promoting agents for 
numerous FDA-approved indications, including daytime sleepiness from shift-work 
disorder [117]. It may be used off-label for occasional adjunctive use in patients 
with DSWPD, although there are no studies that can support or refute this indication.

 Conclusions and Future Directions

This chapter presents DSWPD clinical features, diagnostics, comorbidities, epide-
miology, pathophysiology, genetics, and available treatment modalities. Circadian- 
based basic science developments continue to outpace clinical research pertaining 
to CRSWDs. The recently published (2015) AASM practice guidelines [71] point 
out these deficiencies and may serve as a roadmap for future studies that will propel 
higher-quality, more sophisticated therapies.

Generally speaking, larger more rigorously designed studies (randomized placebo- 
controlled trials) with ICSD-3 defined DSWPD [4] are required, and replication of 
results from separate centers is essential. More specifically, future studies could 
advance the field by including detailed therapeutic information, such as the method 
and means of treatment delivery (e.g., protective eyewear vs. volitional avoidance of 
light, light therapy intensity/wavelength/proximity, continuous vs. pulsed light admin-
istration [including gradually vs. abruptly changing illumination]  [118], melatonin 
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formulation, relationship of treatment timing with respect to a defined physiologic 
circadian phase marker or other sleep parameter, inclusion/exclusion of prescribed 
sleep/wake schedules or other behavioral interventions, and study environment [labo-
ratory vs. non-laboratory]). Future research should also address the “dose” of light 
utilized including lux level, duration [119], as well as season [120] and other environ-
mental factors that affect overall light exposure history [121].

Field-based studies are sorely needed. While it is necessary to extrapolate infor-
mation gleaned from healthy subjects in simulated settings (due to the paucity of 
clinical research), one must also be cautious not to let tightly controlled bench 
research prematurely dictate clinical treatment. As a prime example, there are cur-
rently no data to support devices that solely deliver blue short-wavelength light in 
the treatment of DSWPD, and two laboratory-based studies that describe no addi-
tional benefit with blue-enriched bright light [122, 123], despite the fact that these 
wavelengths have been identified as especially important for circadian phase reset-
ting in nonclinical experiments [124].

From the standpoint of outcomes, similar clinically relevant sleep-related mea-
sures will be required for inter-study comparative purposes (polysomnography vs. 
actigraphy vs. subjective reports, and physiologic or non-physiologic circadian 
markers). Systematic measures of treatment compliance are also required to accu-
rately inform clinical practice. In the melatonin study performed by Sletten and 
colleagues [85], completers took the study drug on only 21.11 ± 3.18 nights of the 
28-day trial, with an average of 5.30 ± 1.00 tablets per week. Only 5% of the partici-
pants were fully compliant/adherent and took capsules all 28 days. Reporting of 
such should be uniform and as objective as possible in circadian-based studies, so 
that readers can better interpret results (and understand their limitations). A separate 
strategy that has been investigated for post-awakening light therapy (for which com-
pliance is also poor) [125] examines the bypassing of this barrier via delivery of 
treatment through closed eyelids (i.e., during sleep) [126–129].

Inter-study medication (e.g., melatonin) comparisons will require equivalent 
dosing, timing (with respect to clock time, typical sleep-onset time, or other physi-
ologic/non-physiologic circadian marker), and treatment durations, to accurately 
gauge benefit. The issue of formulation may also be relevant in melatonin studies 
(regular vs. sustained release vs. sublingual, etc.), and one group suggested that 
slow exogenous melatonin metabolism could be responsible for a lack of sustained 
effect in select instances [130].

Taking into account melatonin safety concerns (particularly among children and 
those of reproductive age), future properly powered studies should be performed to 
identify the lowest effective melatonin dosage and duration of treatment (acute and 
maintenance). Long-term physiologic studies are needed to accurately ascertain any 
serious chronic risks, particularly as melatonin supplements are not subject to FDA 
oversight [131]. At least two other investigations (involving ramelteon) also suggest 
a potential future DSWPD treatment role for melatonin agonists [132, 133].

Related to long-term risks of circadian-based interventions in general, research is 
needed to determine the minimum required duration of specific treatments (or if they 
are required indefinitely) and/or to determine maintenance treatment schedules. 
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Further studies that investigate multimodal or combination therapies are needed to 
determine whether combinations may prove to be synergistic and to extricate inde-
pendent effects of treatment modalities, so that relative successes and failures can be 
exploited for differing clinical scenarios. With respect to the latter point, in the previ-
ously cited Gradisar study [72] (involving adolescents with DSWPD), light therapy 
was discontinued (and apparently not required) once a target wake time was reached, 
at which time solely behavioral interventions ensued. It is not clear to what degree 
this treatment could be generalized to all DSWPD populations.

Demonstration of superiority (or lack thereof) of circadian versus clock-hour tim-
ing for interventions should engender studies that aim to explore demonstrable ben-
efits of phase assessments in the clinical setting, which in turn could serve to delineate 
relative chronobiotic versus hypnotic effects of medications or supplements. Some of 
the reviewed interventions demonstrated successful sleep-related outcomes without 
changes in the circadian phase marker and vice versa. If the importance of circadian 
phase timing of administration is demonstrated, it will be necessary to determine 
light and melatonin phase response curves for adult and pediatric populations 
afflicted with DSWPD (as they may differ from normal populations [86, 134]). 
Complicating matters, alterations in phase relationships between the circadian tim-
ing system and the timing of sleep among those with DSWPD could impact the abil-
ity of interventions to exert benefits, even with knowledge of the pertinent phase 
response curves. For example, longer intervals from various endogenous melatonin 
parameters [135] and core body temperature minima [136–138] to sleep offset have 
frequently been described among adult patients with DSWPD as compared to con-
trols. However, this finding has not been demonstrated among protocols in which 
subjects are forced to maintain a more conventional sleep/wake schedule [139–141], 
suggesting that this observation may simply be a consequence of longer habitual 
total sleep time. Greater elucidation is required. On a separate note, effective treat-
ments may need to address concomitant impairment of homeostatic sleep processes 
in DSWPD and among adolescents in general [46, 142]. Whether hypnotics have a 
role in this setting deserves to be further explored [115].

This chapter reflects the biological underpinnings associated with 
DSWPD. Studies are needed to investigate and understand predominant exogenous 
and endogenous contributors to the development and perpetuation of this condition, 
so that different subtypes (and possibly different treatment/prophylactic regimens) 
can be identified. In the case of adolescents/young adults and, to a lesser degree, 
other adults, numerous exogenous factors, such as increased autonomy with respect 
to sleep time, employment, and involvement in extracurricular activities, have been 
identified as variables contributing to the generally observed delay in sleep/wake 
patterns [34], but have not been studied among adolescent DSWPD cohorts specifi-
cally [143, 144]. Additionally, repeated exposure to frustrations at not being able to 
fall asleep at a desired time can lead to the development of a concomitant conditioned 
insomnia, which can perpetuate sleep difficulties. Exposure to indoor lighting 
during evening hours [145–148] and/or delays in weekend wake times [59, 149, 
150] have also been implicated as contributors to persistently delayed sleep/wake 
times, but have not been specifically implicated in adolescent DSWPD [151]. Some 
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have urged that school lighting environments be optimized for maximal circadian 
benefits [152]. Identification and manipulation of exogenous variables in trials of 
DSWPD may prove fruitful.

The associated development of clinical profiles would enable clinicians to better 
ascertain which patients might respond to suggested treatments, and related research 
is encouraged. In the Gradisar study [72] of adolescents with DSWPD, barriers to 
successful outcomes with light therapy included school nonattendance, unrestricted 
sleep during vacation periods, and (not surprisingly) amotivation. Patients fitting 
this profile are perhaps better suited to less complex interventions. In a separate 
study involving young adult subjects with DSWPD and non-24-hour sleep-wake 
rhythm disorder receiving melatonin, a higher response rate correlated indirectly 
with a shorter habitual total sleep time, as well as a later age of onset [153]. 
Information such as this may eventually allow clinicians to optimally tailor treatment.

In select cases, accommodation to a DSWPD patient’s circadian preference may 
be most practical, and further studies examining implementation of such schedules 
are desirable. Believing that some DSWPD cases are refractory to treatment, Dagan 
and Abadi [154] recommended foregoing therapy and instead urged implementation 
of rehabilitation and accommodation to the preferred sleep/wake schedule in select 
instances, including support for disability from duties that require strict sleep/wake 
schedules, and encouragement to pursue endeavors with more flexible scheduling. 
The benefits of such accommodation were demonstrated in a separate military- 
based study, with evidence of superior performance and mood among those enabled 
to adapt a relatively delayed sleep/wake schedule, which correlated with increased 
total sleep time [155]. A later school start time may be sought for adolescents, if 
practical and available. This intervention alone can significantly increase total sleep 
time and mitigate associated impairments [156–161]. This topic is reviewed author-
itatively in a separate chapter.

In sum, although much work remains, significant progress has been made in the 
recognition/treatment of DSWPD since the inception of Sleep Medicine as a dis-
tinct medical discipline. The aim of this chapter is to provide a framework for clini-
cians to make properly informed treatment decisions, with the additional hope that 
it will serve as an impetus to address clinical research deficiencies, and promote 
novel inquiries for treatments of this challenging and interesting condition.
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Chapter 7
Circadian Rhythms and School Start 
Times: The Indivisible Link Between 
Medicine and Education

Kyla L. Wahlstrom

 Introduction

National efforts to align the starting times of secondary schools with the circadian 
rhythms of adolescents have been more than 23 years in the making. Still, only a 
small percentage of the more than 45,000 high schools in the United States have 
starting times after 8:30  a.m., which is the time recommended by the American 
Academy of Pediatrics for all secondary schools [1]. This means that 87% of all 
teens in the United States are in schools with early starting times. This chapter will 
review the research findings over the years that have conclusively shown that early 
starting times are in direct conflict with teens’ circadian phase delay, with resulting 
serious negative outcomes associated with teen sleep deprivation. This chapter will 
also explore the evolution of the later start time movement and concludes with the 
yet-unsolved issues that persist and impede the change in start times to occur 
nationwide.

An especially important aspect of this topic is the continued lack of integration 
in the literature between the medical and educational research communities. It is 
not often that medical research has immediate relevance to discussions among 
educators. However, the sleep/wake cycle of adolescents has been found to have a 
clear relationship to the timing of the school day, and the early starts are seen as a 
major impediment to teens obtaining the recommended amount of sleep per night. 
As the story of early start times unfolds in this chapter, the fields of medicine and 
educational policy become instant, and somewhat indivisible, partners.
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 Early Research

From the late 1980s through the 1990s, research began to accumulate that clearly 
identified the links between the circadian phase delay in teenagers and how it mani-
fested in teens’ day-to-day functioning.

 Circadian Rhythms

A growing body of literature about circadian rhythms began to support the profound 
effects of various rhythmic patterns in living organisms. Weinert et al. [2] contended 
that circadian rhythms develop in early childhood, although at different rates and 
times. There was mounting evidence that circadian rhythms were generated endog-
enously (internally) and that these patterns persisted in the absence of any periodic 
environmental or social cues [3]. Redfern et al. [4] believed that the endogenous 
clock (maintained by the hypothalamus and, to a lesser extent, the pineal gland) and 
the exogenous system (affected by many factors including social situation, light/
dark phases, and exercise) were not necessarily directly in relation with one another. 
Other findings regarding circadian rhythms included their relation to physiology 
[5], melatonin secretion [6–8], and depression symptomatology [7, 9]. Finally, it 
was noted that natural circadian patterns are very resistant to change [3]. In terms of 
how all of this pertains to adolescence, Dahl and Carskadon asserted in 1995 [10] 
that adolescents experience a natural circadian phase delay and, therefore, tend to 
stay up later and sleep later in the morning than in preadolescence.

 Adolescent Sleep Patterns

Carskadon noted that as teenagers move through their teenage years, their slow 
wave sleep decreases by about 40% by the time they reach mid-puberty [11] and 
that daytime sleepiness increases concurrently, even without any change in the ado-
lescent’s nighttime sleep length [12]. Sleep researchers concur that biology and 
social pressures are major factors in determining adolescent sleep [13]. Contributing 
factors include the hormonal changes occurring during puberty that are associated 
with changes in their circadian rhythms, parental involvement in setting teens’ bed-
times and awakenings, curfews, school schedules, part-time employment, and teens’ 
use of alcohol, caffeine, and other drugs [14, 15]. For example, parents of even 
12–13-year-olds frequently stop setting bedtimes and enforcing weekend wake-up 
times, while school schedules get earlier as students mature.

Similar studies on students were completed in other locations in the world, 
including Brazil [16], Italy [17, 18], and Israel [19, 20]. Those studies revealed that 
the sleep–wake cycle for students in those countries is nearly identical to that found 
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among students in the United States. In other words, the circadian phase delay 
occurring in adolescents’ neurological systems was not culturally based; it was, 
instead, a phenomenon of human development.

 Consequences of Unmet Sleep Needs

As teens’ sleep undergoes a circadian phase delay during adolescence and their 
sleep duration reduces due to early starting schools, identified risks include daytime 
sleepiness, vulnerability to catastrophic accidents, mood and behavior problems, 
increased susceptibility to drug and alcohol misuse, and development of major sleep 
disorders [21]. In a study conducted by Wolfson et al. [22], it was found that con-
duct/aggressive behaviors were highly associated with shorter sleep and earlier 
school start times. Decreased motivation and emotional regulation were also found 
to be significantly related to sleep deprivation in teens [23–25]. Noland et al. [26] 
found sleep-deprived teens to have increased stress levels, to be more likely to be 
overweight and to exhibit greater use of sleeping pills, cigarettes, and alcohol. These 
results signaled important relationships between sleep quantity and behavioral dif-
ficulties in adolescents.

 Early Studies in Educational Settings

As early as 1989, Allen and Mirabile [27] examined self-reported wake patterns for 
students during the school year from two different senior high schools with different 
start times (8:00 a.m. and 7:30 a.m.). Both student groups reported short sleep time 
(average of 7 hours) with bedtimes at approximately 11:00 p.m. on weekdays. On 
weekends, sleep time averaged 9 hours and bedtime mean was around 1:00 a.m.

In 1991, Allen further examined the effects of varied school start times [28] by 
using a sleep–wake questionnaire with 11th–12th grade students at four high schools. 
Results indicated that during the school week, students from early, as compared to 
late, starting schools showed shorter average sleep duration and, during the weekend, 
a tendency for longer sleep time. He concluded that forced awakenings alone did not 
reset the circadian rhythm; similarly, the repeated forced awakenings for 5 out of 
7 days in the week also did not appear to reset the adolescents’ sleep phase delay.

Then, in 1992, Allen explored the relation between the amount of sleep phase 
delay and major academic outcomes [29], including grades, for 12th grade students 
in an early start school (7:40 a.m.). Allen found students with greater school-week 
sleep lag were at a significant disadvantage for academic achievement, owing to 
their reported decreased alertness during the school day. A later study [30] by 
Kowalski and Allen in 1995 compared 12th graders in a late start school (9:30 a.m.) 
to 11th–12th graders in an early start school (7:20 a.m.). Results indicated that total 
sleep time during the school week was significantly longer for the late start group 
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(mean of 7.5 hours vs. 6.9 hours), although weekend bedtime did not significantly 
vary. In addition, poorer school grades were associated with increased school sleep 
lag and impaired alertness later in the day. The students’ maximum sleepiness 
occurred during the early part of the school day. Similar findings were also reported 
by Wolfson and Carskadon [31] and Carskadon et al. [32]. Also at that time, a lone 
article appeared in an educational journal that expressed concern about how the 
sleep phase delay in adolescents may have a negative impact on students taking the 
Scholastic Aptitude Test (SAT) [33].

 1996: The First Comprehensive Study of Later Start Times

Thus, by the mid-1990s, there were significant research findings that teens’ health 
and performance were being severely compromised with early starting schools. 
However, the finding about the circadian phase delay in adolescents was unknown to 
school leaders and educational policy makers. This is because the research on teen 
sleep resided only within the medical literature and virtually none of it had appeared 
in the journals that educational leaders normally read. The significant event that 
opened the door to bring the medical findings on teens and sleep to the attention of 
educators was a resolution initiated by the president of the Minneapolis Psychiatric 
Society in September 1993 at the annual meeting of the Minnesota Medical 
Association (MMA) House of Delegates. The MMA contacted more than 450 school 
districts in the state asking superintendents to consider pushing back start times to at 
least 8 a.m. That letter explained the recent findings regarding the circadian phase 
delay in teens and the potential benefit that a later starting time might have for area 
high schools. One year later, in 1994, a follow-up letter from the MMA and the 
American Sleep Disorders Association (based in Rochester, MN, at that time) was 
sent to school superintendents, asking if any changes had been made to school start 
times. None were reported. Then, in 1995, one district, Edina (MN) Public Schools, 
decided to delay their high school start time effective for the 1996 school year.

In August 1996, this author received a phone call at the University of Minnesota 
Educational Research Center from the Edina district superintendent, Dr. Ken 
Dragseth. Edina Public Schools is a wealthy first-ring suburban district of 
Minneapolis, MN. The school board had recently approved a policy resolution to 
change the starting time of their one high school with 1800 students in grades 9–12 
from 7:20 a.m. to 8:30 a.m. The plan involved shifting the bus transportation sched-
ule to have the elementary schools start first, then the middle schools, and finally the 
high school. Dr. Dragseth was seeking an evaluation to determine if the action made 
a difference, such as in learning and in students’ general health and well-being.

To be honest, I was skeptical that the suggestion that a later starting time might 
be helpful for teens, given my past 19 years’ experience as a classroom teacher and 
school principal. Nevertheless, a comprehensive plan to evaluate the change over 
the course of the school year was developed that included obtaining survey and 
interview data from students, teachers, parents, and administrators. We also exam-
ined the effects on transportation, athletics, students’ after-school employment, 
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extracurricular activities, teacher contracts, and impacts on custodians and cafeteria 
workers. Prior to this study, no others had examined the later starting time of schools 
from a system-wide perspective.

The findings from the evaluation in the Edina high school [34] revealed numer-
ous positive outcomes, plus a few challenges that needed to be addressed. The self- 
report student survey revealed that students were obtaining nearly 1 hour more of 
sleep every school night after the later start was implemented and that their weekend 
oversleep was significantly less. Both students and teachers alike reported that stu-
dents were significantly more awake during the first hour of class and that their 
grades were better because of more alertness. Students noted that they were not as 
likely to fall asleep while doing their homework, which they thought might be a 
reason for improved academic performance.

School administrators noticed a more calm tone throughout the building and there 
were fewer discipline referrals to the office. Counselors had fewer students come to 
their offices with complaints of anxiety or depression, plus there were fewer relation-
ship problems among the students being brought to the counselors. School nurses 
echoed similar positive outcomes, noting that fewer students were coming to them with 
somatic complaints, headaches, and feelings of general malaise. Custodians noted that 
there was less trash in the hallways from students who were eating packaged snacks 
and drinking soda between classes as a means to wake up. After-school employment by 
students was also not negatively affected. A survey of parents revealed 92% of the 
parents noted their children “were easier to live with” with the later start time.

A few issues also arose with the implementation of the later start. Sports prac-
tices after school began slightly later in the afternoon, and some parents were 
unhappy with the need to change to a later family dinner time. However, some 
coaches simply reduced the amount of daily practice time by 20–30 minutes. That 
lessened the problem somewhat and, surprisingly, less practice time did not 
adversely affect the winning records for the sports teams. After-school childcare 
also arose as an issue because the later dismissal time for the high school students 
affected their time to be available for babysitting.

Finally, a completely unexpected problem arose with the traffic patterns around 
the high school. With the high school starting and dismissing later, the traffic pat-
terns at the nearby intersections dramatically changed—for the worse. The police 
and traffic control officers had to be called to facilitate the movement of traffic, 
especially related to the buses and the cars of students and parents compounding the 
already-heavy traffic on the local roadways, competing with the commuters who 
were on their way to work. Traffic control officers, semaphores, and turn lanes were 
put in place to address the problem.

 1997: Later Starts for Minneapolis Public High Schools

In 1997, following the report of the successes experienced in the Edina High School, 
the Minneapolis School District decided to shift the starting times of their seven 
comprehensive high schools from 7:15 a.m. to 8:40 a.m. The Minneapolis District 

7 Circadian Rhythms and School Start Times: The Indivisible Link…



96

had an interim superintendent at that time, and she believed that the later starting 
time would be of benefit to their over 10,000 high school students, where over 67% 
were students of color and over 83% were on free/reduced price lunch support. 
Findings from a longitudinal study completed there [35] from 1997 to 2002 revealed 
many of the same findings discovered in Edina, plus Minneapolis schools reported 
a statistically significant improvement in attendance and a reduction in tardiness. In 
urban schools such as those in Minneapolis, when students miss their bus due to 
sleeping through their alarm, many do not have an alternative means of getting to 
school. This has also been found to be an outcome in lower income communities, 
where transportation to school can be a contributing factor in low attendance rates 
and greater rates of tardiness when students miss the bus. Finally, importantly, rates 
of students maintaining enrollment in their Minneapolis high schools (i.e., not drop-
ping out) improved by up to 8% over the 3 years after the later starting time was 
implemented.

 The Middle Years: 2002–2014

During the years from 2002 through 2014, the number of schools and districts 
across the United States that had implemented a later starting time for their high 
schools continually increased. At the same time, the number of studies examining 
the outcomes for students in later starting schools also increased. The outcomes 
studies were consistent in their findings—students obtained more sleep per night, 
they were more alert in classes and had less reported depressive feelings, and they 
had better attendance, less tardiness, and less risky behaviors.

 Emerging National Interest

At the time that the studies were in progress in the Edina and Minneapolis Schools, 
the local news reporters were highlighting the positive findings on the front pages of 
the area newspapers. These stories got picked up by national news outlets, and the 
findings were being re-reported in more than 30 newspapers across the United 
States, including all major news venues, such as the New York Times, the Washington 
Post, the Philadelphia Enquirer, the Dallas Morning News, the Los Angeles Times, 
the Seattle Times, the Chicago Tribune, the Miami Herald, etc. It was this flurry of 
national news reporting that shifted the later school start time from being a local 
initiative to a national news event. Nationally recognized sleep researchers were 
being interviewed about the biology of adolescent sleep, while the local school 
superintendents in the areas served by those newspapers were being asked whether 
they, too, would consider changing their high school starting times to provide the 
same benefits to their own local high school students.
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There is no doubt that the news coverage of the first studies done in Minneapolis 
[35] and Edina [34] was the catalyst to move the topic of the circadian phase delay 
in teens into the national spotlight. The prior research conducted by sleep research-
ers in the late 1980s and 1990s remained in the obscure realm of reports in medical 
journals. It was not until the research was viewed in the light of the day-to-day lives 
of thousands of teens in natural settings that the findings were viewed as being 
applicable to all teens in any locale.

The National Sleep Foundation (NSF) also had an essential role in the early 
years of presenting information to the general public. At several of their annual 
meetings in the early 2000s, the NSF included speakers whose work focused on 
sleep research on adolescents, and also had educational researchers present findings 
and strategies for districts considering making a change in their start times. Also, as 
early as 2005, the Associated Professional Sleep Societies (APSS) had a strategic 
national role in sharing information about the outcomes for students whose high 
schools started later. This was an important audience of sleep researchers with 
whom to engage, as they then brought the findings for a later start time back home 
to their local institutions/research labs and school districts.

As more and more research was conducted by sleep researchers, those findings 
continued to be reported in medical journals. The research was usually conducted in 
less than a year’s time, most sample sizes were relatively small, and often the stud-
ies were conducted in controlled settings instead of natural settings. Journal articles 
reaching educators during the early 2000s were few in number. It was not until the 
article by this author in 2002 [35], published in an educational journal, which dis-
cussed longitudinal research findings and substantiated the long-term outcomes and 
benefits for students in later starting Minneapolis high schools, did the discussion 
increase among educational leaders across the United States.

The queries by superintendents steadily increased as the findings for later start-
ing students were shared in an even-wider variety of media outlets. News shows 
such as Good Morning America, CBS Morning News, ABC News Tonight, and All 
Things Considered began to highlight the issue, leading to hundreds of inquiries. 
Most of the inquiries I received from superintendents and school board members 
consisted of one primary question: “Does the later start time improve students’ 
grades?” I replied that the finding for academic grades was not fully answered as of 
yet, having only positive trend lines to report, but that the other benefits such as 
improved health and well-being were proven. With the response that improved aca-
demic performance was not substantiated, usually the person inquiring was no lon-
ger interested in having a further discussion. Most school leaders noted that they 
would be unable to initiate a local discussion to potentially shift to later high school 
start times without having proof that this action would improve students’ grades. 
The nationwide push toward “accountability” for student performance and address-
ing the “achievement gap” at this time in the mid-2000s was shaping nearly all 
decisions that school districts made. Improved student health and well-being were 
apparently not sufficient to motivate a school leader to begin the difficult task of 
suggesting a change in school start times.
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 Additional Outcomes Studied

During this period of 2002–2014, research on outcomes for adolescents obtaining 
less-than-optimal sleep began to encompass many new variables. At this time, mid-
dle school students also began to be included in many studies [36, 37]. Caffeine use 
began to be studied as well [38, 39].

There were two studies that stand out during this time as having wide-ranging 
impact on discussions related to teen sleep deprivation. McKnight-Eily et  al. in 
2011 [40] used the data from the Youth Risk Behavior Survey (YRBS), a biannual 
national survey of adolescent behavior, to discover that teens who obtained less than 
8 hours of sleep per night were at a statistically higher risk of using drugs, ciga-
rettes, and alcohol than their peers who slept 8 or more hours per night. Furthermore, 
the degree of risk substantially increased with every hour less of sleep. The study’s 
findings were instrumental in determining that 8  hours of sleep is considered a 
“turning point” in healthy vs. non-healthy behavior choices in adolescents. The 
study continues to be viewed as seminal.

The other topic that was eventually noticed by the local policy makers related to 
teen car crashes due to drowsy driving. Danner and Phillips [41] and Vorona et al. 
[42] found that the rates of teen car crashes were statistically related to the starting 
time of high school. In the Danner and Phillips study, the average crash rate for 
teenage drivers dropped 16.5% in one county in 2 years after the school start time 
was changed to about 1 hour later for those area high schools, while crash rates 
throughout the rest of the state increased by 8.9% during the same time period. The 
conclusion was that teens with sleep duration of >8 hours per night were statistically 
less likely to be drowsy drivers. This was an important finding because car crashes 
are the #1 cause of teen deaths in the United States.

The use of technology by teens from 2005 and beyond also began to emerge as a 
highly significant factor in teen sleep or the lack thereof. Studies of teens using 
computers late into the night or being engaged in social media on their cell phones 
at all hours of the night revealed serious negative outcomes [43]. Having a computer 
in the bedroom was related to later bedtimes, later wake-up times, and shortened 
sleep duration [25]. More than 50% of teens who texted or surfed the internet at 
bedtime were more likely to have problems falling asleep, plus having mood, behav-
ior, and cognitive problems during the day [44].

Unfortunately, once again, these findings were not reported in educational jour-
nals. The disconnect or gap was growing wider with respect to the increasing abun-
dance of evidence regarding the benefits of later start times for secondary schools 
and what educational leaders actually knew. Primarily due to the mass media cover-
age of some of the research at this time, from reporters covering national medical 
and safety conferences, educational leaders were eventually alerted to the key link 
between adolescent sleep and the safety, performance, and well-being of their 
students.
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 The CDC Call for a Comprehensive Study

In 2010, the Centers for Disease Control and Prevention awarded a research grant to 
this author to study the full range of outcomes for students whose high schools 
changed to a later starting time. The comprehensive study was the largest of its kind, 
collecting data in eight high schools in five districts in three states (Colorado, 
Wyoming, and Minnesota). Over 9000 students completed the Teen Sleep Habits 
Survey [45] which queried their sleep/wake habits and also asked questions about 
sleepiness, emotional status, activity levels, technology use, homework, and car 
crashes. The data collected in Jackson Hole, Wyoming, were particularly notable 
because they were collected both prior to and after the start time change. In addi-
tion, their time change from 7:35 a.m. to 8:55 a.m. was the largest amount of change 
and latest start time of all eight high schools in the study.

The findings from the study [46] included the following:

• Nearly 60% of the students in schools that started at 8:30 a.m. or later and 66% 
of the students whose school started at 8:55 obtained 8 or more hours of sleep 
per night.

• Teens reporting less than 8 hours of sleep reported significantly more depressive 
symptoms than their peers who got 8 or more hours per school night.

• Students who reported using tobacco or drugs in the last 2 weeks were also more 
likely to report high levels of depressive feelings as measured on the depression 
scale on the survey. (This finding is significant due to the strong correlation pre-
viously found between teen sleep deprivation and drug, cigarette, and alcohol 
use [40].)

• Caffeine use was also significantly associated with hours of sleep, as teens 
reporting less than 8 hours per school night reported significantly greater use of 
caffeinated drinks.

• The survey revealed that more than 88% of students have a cell phone in their 
bedroom and 41% have a computer. Furthermore, having a computer or phone in 
the bedroom was significantly related to obtaining less than 8 hours of sleep.

• There was a decrease in tardiness overall for students in grades 9–12, with a 
statistically significant reduction in tardiness in the schools that had greatest 
delays in school start times (e.g., 8:35 a.m. and 8:55 a.m.).

• Statistically significant increases in first period GPA in all core courses of 
English, math, social studies, and science were received by students in the high 
school with the latest starting time of 8:55.

• Two of the five schools saw a statistically positive increase in their overall per-
formance on national standardized achievement tests, such as the SAT and ACT.

• In Jackson Hole, Wyoming, during the first year of implementation of a later start 
time 8:55 a.m., the rate of car crashes decreased 70%. The fact that over 66% of 
Jackson Hole High School students obtained more than 8 hours of sleep each 
school night was hypothesized as the reason for the significant drop.
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The most salient action following the release of the findings from the 2014 CDC- 
funded study was the creation of the report and policy recommendation from the 
American Academy of Pediatrics (AAP) [1], which was a nationwide call to action 
to begin all secondary schools in the United States at 8:30 a.m. or later. The AAP 
report was the result of a lengthy review of all of the research, both medical and 
educational, and was written by a team of physicians and educational policy leaders. 
Together, they admonished all persons who cared about or cared for teenagers to 
learn more about the sleep patterns of adolescents, asserting that the severe lack of 
sleep for today’s teens was a public health crisis. The AAP report has been seen as 
a critical step by both educational and health care professionals to raise the national 
awareness about the biological reason (i.e., the circadian phase delay) for starting 
schools later. Many of the national professional health associations, including the 
American Medical Association [47], the American Psychological Association [48], 
and the National School Nurses Association, have issued statements of support for 
the 8:30 a.m. start time.

 Continuing Questions/Dilemmas: 2015 to Present

As of this writing, many issues related to later starting times remain unaddressed, 
and/or nuanced concerns have arisen due to their implementation. In addition, new 
areas of inquiry are being brought to the fore as the state of adolescent sleep research 
continues to reveal new insights.

 Persistent Dilemmas

The #1 issue that has persisted for over 20 years and that continues to halt any dis-
cussion to implement a later start time is the political resistance that is present in 
many school districts, from members of the school board to the superintendent to 
the parents in the community. Interviews with these stakeholders over the years 
have revealed that the decision to alter a school’s start time—in effect, to alter the 
community’s rhythm—is considered to be extremely risky [49]. The school leaders 
have revealed a fear of being replaced in their roles if the debate about a later start 
time divides and polarizes the community. As a result, many districts have chosen 
not to change school starting times for any grade level. Reasons cited are often erro-
neous or misleading, such as the contention that a change would create an enormous 
increase in transportation costs, that students would participate less in sports and 
after-school activities, or that kids will use the extra time to stay up later—all of 
which have been shown in research reports to be unfounded [34, 35, 50]. Districts 
that have successfully made the change have dealt constructively with the legitimate 
concerns such as after-school childcare, concerns about elementary children wait-
ing for the bus on dark winter mornings, and parent work schedules.
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Another issue that has persisted over the years is the lack of education of the 
general public, and even many physicians, about adolescent sleep patterns. Persons 
who do not know about the circadian phase delay in teens usually view teens’ late- 
to- bed late-to-rise behavior as being merely lazy. This lack of knowledge by many/
most is the most common reason that the later school start time discussions get 
scuttled before any actions can occur. Parents need to be educated about their teen-
ager’s sleep patterns and good sleep hygiene, education which often has only 
occurred when a school district has formed a community committee to discuss the 
possibility of changing to a later start. Teachers and principals also need to learn 
more about the biology of adolescent sleep and how it affects student behavior and 
learning throughout the day.

Finally, an issue that has repeatedly emerged over the years in critiques and 
meta-analyses of the research studies [51–53] is the lack of randomized controlled 
trials (RCTs), the gold standard in experimental research. In the case of studying 
outcomes for students whose schools start early or late, the true research design 
would control for contextual variables that are present in every individual school 
building, such as differences among teachers, school culture and climate, peer and 
social structures, the physical setup of the school itself, etc. Thus, an RCT would 
randomly assign all students in that building to an early start or a late start and 
examine outcomes for them over a period of three or more years. Using students as 
research subjects is difficult to do in any study, but to allow random assignment for 
when the students go to school would disrupt a family, disrupt parents’ work and 
family schedules, and create unfathomable logistical problems with the teachers’ 
contracts and bus schedules. In other words, having true RCTs to examine outcomes 
for public school students is completely infeasible, yet the critics state that if the 
gold standard is not met, then conclusive results for the outcomes cannot be 
established.

There is, however, one singular RCT that assessed outcomes for early vs. late 
start. That study by Carrell et  al. [54] was done at the United States Air Force 
Academy from 2004 to 2008 where, over the years, incoming freshman students 
were randomly assigned to early vs. late starting first hour classes. They found that 
the condition of early school start times negatively affected academic performance, 
with “early” students performing significantly worse in their first hour classes. 
Those same students also performed worse in their overall academic work through-
out the day.

The Air Force Academy is a unique setting where the students’ lives and 
schedules are fully controlled. A randomized controlled trial was thus uniquely 
possible to be done there. It is unimaginable that this would be possible in any 
public high school in the United States. Thus, the criterion of an RCT as the only 
way to substantiate the positive outcomes for later start times is untenable. 
Rather, the enormous body of positive evidence [55–60] that is correlational for 
the outcomes for hundreds of thousands of teens should be left to stand as suffi-
cient evidence that later start times are beneficial. In fact, more than 1800 articles 
have already been written ([52], p. 15) about the outcomes and benefits of later 
starting times.
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 Current and Emerging Issues

There are issues related to the sleep patterns of teens that have emerged from more 
recent research. These are less directly related to the starting time of school per se 
and are more concerned with the nuances of adolescent sleep. These unknowns, if 
answered, may strengthen or shift the policy actions related to the starting time of 
all schools at all levels. Some of the issues are as follows.

Role of Circadian Preference in Assessing Benefits Several current articles [61–
63] examined circadian preference in better understanding outcomes for adoles-
cents, especially for those whose sleep/wake schedule is altered. For example, even 
as early as 1995, Callan’s study [33] of morningness/eveningness suggested that 
administering the SAT only in the morning may discriminate against some students.

Sleep Duration Versus Sleep Timing There are reports now available [63] that 
distinguish between the amount of sleep an adolescent receives and when that sleep 
occurs. Sleep duration may be more strongly related to its timing than understood 
previously. Studies of sleep efficiency may further show that duration is an incom-
plete measure of the quality of the sleep obtained.

Role of Rapid-Eye-Movement (REM) Sleep in Teens’ Development With REM 
sleep known to be related to memory consolidation for learning and cognition [64], 
current studies of neural development in teens may provide even stronger evidence 
that adolescents need to be allowed to sleep to the conclusion of their natural sleep 
cycle. Current forced awakenings for teens whose schools start early does not gen-
erally allow for all periods of their REM sleep to occur. Emotional regulation is also 
strongly associated with REM sleep [23], and the elimination of one or more peri-
ods of REM sleep due to early school start times may become even more clearly and 
directly linked to teen depression.

Role of Sleep in Teens’ Health Conditions Obesity, diabetes, and cardiovascular 
issues are known to be strongly associated with sleep in adults. Current studies are 
now examining how the early starting times of high schools are potentially contrib-
uting to those conditions [65–67] in adolescents due to sleep deprivation. Studies of 
technology use during normal sleep time are also seen as affecting teen health [68]. 
Additional studies that would follow early start teens’ health into adulthood would 
be a logical next area of inquiry.

Effect on Preteens of Starting Elementary Schools Earlier As the later high 
school start time efforts have been implemented, there have been many requests for 
research on elementary preadolescent children whose elementary schools were 
shifted to an early start time when the bus schedules were “flipped” to transport 
secondary students later. Very few studies have been done on the effect of an earlier 
start time on elementary-aged students [69] who are now arising earlier due to the 
changes made at the high school level. This is likely because the sleep of preteenage 
children is considered to be malleable (as compared with teen sleep), and putting 
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them to bed earlier would not necessarily be an issue of reduced sleep. However, the 
thought that parents of preteens should just put their younger children to bed earlier 
to adjust to the early elementary start has received resistance by many parents. 
Working parents see this as a loss of time to spend with their child in the evening. 
Also, some young children are naturally “owls, which makes putting them to bed 
early a challenge in allowing them adequate sleep if the elementary schools are 
shifted to an earlier time.

Effect of Circadian Phase Delay and Its Persistence into Early College 
Years Postsecondary schools are beginning to examine [70, 71] the sleep patterns 
and habits of freshman and sophomore students and how they play a role in their 
overall functioning, including academic performance and course taking. As the 
research in circadian rhythms expands, it will likely inform academic counseling 
and recommendations for creating healthy choices and life experiences for students 
in postsecondary institutions.

Additional issues within the educational policy arena are also swirling around as 
educators discuss and debate the evidence related to later school start times. Some 
of these include the following.

The Continued Inability to Compare Academic Outcomes Between Districts 
and Across States Each state and district in the United States has control over the 
testing of their students. The test items and schedule of grade levels tested differ 
from state to state, plus districts can decide when the tests are administered and to 
whom. This type of “local control” makes comparisons among schools who are 
making changes in their start times an analytical nightmare. Matched sample stud-
ies within the same setting address these issues well. Thus, when a reviewer seeks 
to assess the validity of the findings in any given study, the editor and reader must 
look for a careful attempt made by the researcher to account for the differences 
across the settings. This would also include comparisons involving the perfor-
mance on national tests, such as the American College Testing (ACT) and 
SAT. Some districts require all high school juniors/senior to take the ACT/SAT, 
while others make it discretionary. This lack of uniformity of who is taking the 
national exams creates potential bias in the data.

The Concept of “Local Control” for School Districts Local control is a founding 
principle of American schooling which allows local communities to make nearly all 
decisions about the education of its children. (Note: The accountability movement 
in 2003, known as “No Child Left Behind,” was one of the first-ever national 
attempts to defy local control in order to standardize academic assessment and was 
resisted by some states for many years, even after it was passed as a national policy.) 
Administrators do not want any local advocacy group or state policymaker to inter-
fere in any educational decision normally made at the district level.

Attempts to create legislation at the national level from 1999 to 2017 [72] to 
entice districts across the United States to shift to a later start time have historically 
been met with strong resistance by school boards and teachers’ unions. However, in 
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2019, California’s legislature approved a bill that mandated high schools across the 
state to start no earlier than 8:30  am and middle schools to start no earlier than 
8:00  am, effective for the 2022 school year. Newly elected Governor Newsom 
signed the bill into law [73] on October 13, 2019. This is landmark legislation that 
may cause districts and other states to consider similar actions, particularly with the 
efforts to frame later start times as a public health policy initiative. Future assess-
ments and outcomes findings for California students will help guide this issue as it 
continues to evolve and will reflect what we are learning about making this change 
on such a large scale.

 Conclusion

Later start time is not a “magic bullet” to solve the issues confronting teens’ health 
and well-being. However, it is a tool, among many, that can help our young people 
to go through their teenage years and enter adulthood in a better state. The current 
medical research studies on circadian timing, sleep duration, chronotype, REM 
sleep, etc., will provide increasing substance to understanding the role of sleep in 
teens’ health and well-being. At the same time, further studies completed by educa-
tional researchers will add to the joint body of knowledge about the interaction 
between teen sleep and educational outcomes. As this chapter began, it will end 
with the renewed emphasis on the need to continue to jointly address adolescent 
sleep and education. Medical researchers need to examine and cite the scientific 
literature from educational journals, just as educational researchers must do the 
same from the medical literature.

It was over 15 years before the educational literature and the medical literature 
began to “interact” by the mid-2010s, yet still today, medical research articles cite 
few, if any, related findings from educational research that would place their find-
ings into context for further application and continued study. By the same token, 
educational research studies rarely co-examine the political realities of school 
start time when assessing outcomes for later start times. School reform efforts 
toward implementing a later start time are often woefully lacking an in-depth 
view of the relationship between the medical facts and the political tensions of 
attempting a change. As researchers, all of us must persist in emphasizing the 
biology of teen sleep while we are supportive of changes to later start times in 
secondary schools.

The interrelated dynamics include the school board and their political relation-
ship to the superintendent, the role of principals and their involvement in the deci-
sion, and the voices of teachers, students, and families and their perceived needs. All 
must be taken into account when we examine the data supporting and challenging 
the change. It is an extremely complicated process, but one that can bring lifelong 
benefits to the adolescents whose well-being depends on the actions of the adults in 
their lives.
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Chapter 8
Advanced Sleep-Wake Rhythm Disorder

Elliott Kyung Lee

 Advance-Related Sleep Complaints and Advanced 
Sleep- Wake Phase Disorder (ASWPD)

The term circadian rhythm sleep-wake disorder (CRSWD) is used to encompass a 
wide variety of conditions in which there is significant misalignment between the 
innately preferred sleep/wake schedule and the 24-hour light/dark cycle [1]. This 
chapter focuses on advance-related sleep complaints, when individuals have habit-
ual sleep onset and/or offset times that are markedly earlier than desired. These 
patients may present with complaints of early evening sleepiness in conjunction 
with early-morning awakenings. Alternatively, individuals may be obligated to 
maintain a relatively delayed/conventional bedtime (or fail to recognize/report inad-
vertent evening sleep bouts that occur prior to their defined “bedtimes”), but persist 
with undesirably early rise times, leading to chronic insufficient sleep and daytime 
sleepiness [2]. Although sleep complaints can be an issue for these persons, some 
data suggest an advanced sleep phase or morningness traits may be more socially 
acceptable and possibly confer increased resilience and optimism, which may con-
tribute to these persons not seeking clinical attention.

 Advance-Related Sleep Complaints

Table 8.1 identifies criteria for advanced sleep-wake phase disorder (ASWPD), 
whereby patients identify simultaneous nighttime and morning complaints. The 
International Classification of Sleep Disorders Third Edition (ICSD-3) states that 
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such patients will “typically” exhibit sleep onset and offset times between 1800 and 
2100  hours and 0200 and 0500  hours, respectively [3]. Accordingly, afflicted 
patients present with difficulties remaining awake in the late afternoon/early eve-
ning, in addition to endorsement of early-morning awakenings. This innate circa-
dian preference makes it difficult or impossible to adhere to a socially desirable 
sleep/wake schedule [4]. While the ICSD-3 stipulates a 3-month duration criterion, 
the Diagnostic and Statistical Manual of Mental Disorders (DSM-5) requires only 
1 month [2, 5]. There are select physiologic data that demonstrate earlier timing of 
circadian biomarkers (melatonin, core body temperature) of ASWPD patients 
(2–4 hours earlier than unaffected subjects) [6].

Clinicians are unlikely to encounter patients meeting strict ICSD-3 criteria for 
ASWPD, however, in part because the affiliated sleep/wake schedule infrequently 
presents with marked social or occupational conflicts. Indeed, such behavior is often 
rewarded in occupational settings. In addition, one can voluntarily delay sleep onset 
times and/or fail to report inadvertent sleep that occurs out of the bedroom, making 
it difficult to identify individuals with an early evening sleepiness complaint 
required for the diagnosis [7]. As such, a broader consideration of advance-related 
sleep complaints is required, whereby sole sleep maintenance difficulties are 
inferred to be due to a phase advance in the circadian cycle and, by relation, respon-
sive to circadian interventions [10].

Table 8.1 Advanced sleep-wake phase disorder diagnostic criteria

Diagnostic 
criteria Description (criteria A–E must be met)

A There is an advance (early timing) in the phase of the major sleep episode in 
relation to the desired or required sleep time and wake-up time, as evidenced by a 
chronic or recurrent complaint of difficulty staying awake until the required or 
desired conventional bedtime, together with an inability to remain asleep until the 
required or desired time for awakening

B Symptoms are present for at least 3 months
C When patients are allowed to sleep in accordance with their internal biological 

clock, sleep quality and duration are improved with a consistent but advanced 
timing of the major sleep episode

D Sleep logs and, whenever possible, actigraphy monitoring for at least 7 days 
(preferably 14 days) demonstrate a stable advance in the timing of the habitual 
sleep period. Both workdays/school days and free days must be included within 
this monitoring

E The sleep disturbance is not better explained by another current sleep disorder, 
medical or neurological disorder, mental disorder, medication use, or substance 
use disorder

Reprinted with permission from: American Academy of Sleep Medicine [91]
Alternate names: Advanced sleep phase type, advance sleep phase disorder, advance sleep phase 
syndrome
Notes
1. Standardized chronotype questionnaires are useful tools to assess the chronotype of eveningness 
and morningness. Individuals with advanced sleep phase score as morning types
2. Demonstration of an advance (typically greater than 2 hours) in the timing of other circadian 
rhythms such as dim light melatonin onset (DLMO) or urinary 6-sulfatoxymelatonin is desirable 
to confirm the advanced circadian phase
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 Epidemiology

Prevalence statistics on ASWPD are varied. One large Norwegian study of 7700 
individuals using strict ICSD criteria did not identify a single subject meeting diag-
nostic criteria [11, 12]. Other studies have suggested a population prevalence of 
0.5%–1% [11, 13]. A separate study from New Zealand by Paine and colleagues 
described a prevalence of 0.25%–7.13%, depending upon the definition used, with 
men and older individuals more likely to be affected [14]. Another study by Ando 
and colleagues suggested that up to 7.4% of the general population may have 
advance-related sleep complaints [15], based on telephone surveys administered to 
random participants in San Diego. A 2019 study by Curtis and colleagues evaluated 
the prevalence of advanced sleep phase (ASP), familial advanced sleep phase 
(FASP), and ASWPD in 2422 patients seen in a Utah sleep clinic over a span of 
almost 10  years [8]. Assessments included the Morningness-Eveningness 
Questionnaire (MEQ), structured clinical interviews and assessments and, when 
possible, polysomnography, 10-day ambulatory actigraphy, sleep logs, and salivary 
dim light melatonin onset (DLMO). Their results showed an ASP prevalence of 
0.33%, an FASP prevalence of 0.21%, and a ASWPD prevalence of 0.04% in 
patients referred to a North American sleep clinic for an assessment [8].

 Etiology and Risk Factors

 Genetics

Advance-related sleep complaints have a strong heritability component. The first 
familial study was done by Jones et al. in 1999 [6]. In this study, 29 out of 75 
evaluated family members of Northern European descent were shown to have 
significant advanced, or “morning lark” traits, with autosomal dominant transmis-
sion and high penetrance. While the youngest of these subjects was 8 years old, 
most subjects knew by age 30 that they had advanced traits. A 3–4 hour advance 
in melatonin and body temperature rhythms was documented in comparison to 
controls. One subject also demonstrated a shorter circadian period (23.3 hours) 
when evaluated in temporal isolation. Further analysis identified an autosomal 
dominant inherited missense mutation (serine to glycine substitution at amino 
acid 662 – S662G) at the Period 2 (hPer2) gene located on the short arm of chro-
mosome 2 [16], resulting in decreased phosphorylation of the hPer2 protein by 
casein kinase epsilon (CK1ε). Phosphorylation normally promotes degradation of 
the Per protein, preventing subsequent dimerization with the Cryptochrome (Cry) 
protein and leading to moderation of nuclear accumulation. As a result, hPer2 
degradation is impaired, leading to increased accumulation and positive regula-
tion of BMAL1. The BMAL1/Clock heterodimer normally drives the production 
of protein products of Per, Cry, and clock-controlled genes (CCGs) (see Fig. 8.1). 
These processes lead to a secondary increased transcription of BMAL1 and sub-
sequent phase advancement. The mutation is not ubiquitous, however, as another 
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phenotypically similar Japanese family was identified, that did not exhibit the 
same mutation [7]. Figure  8.1 provides an example of clock gene mechanics 
within a cell.

Other studies support genetic heterogeneity of ASWPD. One study highlighted 
involvement of the Period 3 (Per3) gene, with two rare missense mutations (Per3- 
P415A/H417R) found in association with a familial advanced sleep phase and sea-
sonal affective disorder, suggesting a genetic pathway for a connection between 
circadian rhythm and mood regulation [17]. Other implicated mutations have been 
found in casein kinase I delta (CKIδ), Basic Helix Loop Helix E41 (BHLHE41, i.e., 
Dec2), and Cryptochrome 2 (Cry2) proteins [13, 18–20]. Advanced sleep-wake 
phase disorder has also been identified in Smith Magenis syndrome, a congenital 
condition associated with deletion of chromosome 17 band p11.2, which includes 
the RAI1 gene [21–23]. In the absence of discretely identified genetic causes, some 
have speculated that patients with advance-related sleep complaints may have 
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Fig. 8.1 Schematic representation of the basic components of the molecular circadian clock from 
Tafti et al. (2007) [16]. This molecular clock is based on several interacting positive (shown in 
green) and negative (shown in red) transcriptional loops, resulting in oscillating RNA and protein 
levels of key clock components. Transcription factors Clock and BMAL1 heterodimerize and are 
subsequently phosphorylated and translocated across the nucleus to activate transcription of 3 
period genes (Per1-3) and two cryptochrome genes (Cry1-2). The protein products of the Per and 
Cry genes subsequently dimerize outside the nucleus in several combinations, and may undergo 
phosphorylation by casein kinase I (CKI) and translocate across the nucleus to inhibit the tran-
scriptional activation by the Clock/BMAL1 heterodimer (negative loop, exerting autoregulation of 
their own transcription). CKI also phosphorylates Per proteins tagging them for degradation. 
Mutations in Per2 and Per3 result in impairment of phosphorylation by CKI, and have been identi-
fied as etiologies for phase advancement. On the other hand, the Clock-BMAL1 heterodimer also 
activates transcription of REV-ERBα. These proteins then translocate across the nucleus to activate 
transcription of Clock and BMAL1 proteins (positive feedback). Other genes implicated in phase 
advancement include Dec2, Cry2, and CKIδ (not shown). Per Per1-3, Cry Cry1-2, CKI CK1ε, and 
CKIδ. (Reprinted from Tafti et al. [16], with permission from Elsevier)

E. K. Lee



113

higher sensitivity and/or exposure to morning light and accompanying advancing 
effects, or decreased sensitivity and/or exposure to evening light and accompanying 
delaying effects [24].

 Risk Factors

 Age

Children born preterm have been found to have an advanced sleep phase during 
subsequent adolescence [25]. It has been suggested that this is due to increased 
neonatal stress including hypoxia, nonideal nutrition, and chronic exposure to light 
(e.g., in an intensive care unit), which may result in compromised development of 
the suprachiasmatic nucleus [25, 26]. Conversely, older individuals tend to shift 
toward a morning preference and may be less sensitive to the circadian effects of 
light compared to younger adults [27–29], although not all studies agree [30]. 
Increasing age is accompanied by an advance in circadian phase, including peak 
melatonin concentration and wake time [9, 19, 31, 32]. There has been increasing 
interest in the potential effect of ethnicity on circadian phase, with some investiga-
tors suggesting persons of African American descent are predisposed to an increased 
sensitivity to the phase-advancing effects of light, and may possess a shorter innate 
circadian period, leading to a higher risk of having an advanced sleep phase [2, 
19, 33].

 Diagnosis

A diagnosis of ASWPD or advance-related sleep complaints requires a thorough 
clinical history, ideally with collateral information [3]. Lack and colleagues 
described 25 patients with advance-related sleep complaints, categorized with the 
use of sleep diaries, a sleep questionnaire, and a Beck Depression Inventory (the 
latter to rule out a depressive disorder). This phenotype was subsequently validated 
with core body temperature measurements and actigraphy [34]. Further useful 
assessment tools include validated chronotype questionnaires, such as the 
Morningness-Eveningness Questionnaire (MEQ) or the Munich Chronotype 
Questionnaire (MCTQ). The MEQ has been validated against core body tempera-
ture minimum (CBTmin) [35]. Both the MEQ, midpoint of sleep on work-free days, 
and sleep corrected score (MSFsc) of the MCTQ have been shown to be correlated 
with the dim light melatonin onset (DLMO) [36, 37]. Palmer and colleagues 
recruited 47 patients prescreened for advance-related sleep complaints, 91% of 
whom confirmed morningness traits on the MEQ, with correlation with urinary 
6-sulfatoxymelatonin (aMT6s) levels [38]. In Jones’ study of familial ASWPD, 
MEQ scores of affected probands were dramatically higher (average score 77, 
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where MEQ scores >59 suggest moderate morning type and scores >69 indicate 
definite morning type) than unaffected relatives (average score = 48.2, where scores 
between 42 and 58 indicate intermediate type) [6].

Actigraphy is an additional clinical tool to longitudinally assess the stability 
of sleep-wake complaints. Data should include at least 7 days (including both 
“free” and work/school days) and preferably 14 days for adequate interpretation 
[3, 5, 24]. Other confounding conditions need to be excluded, most notably mood 
disorders and inadequate sleep hygiene. While a major depressive disorder may 
present with early-morning awakenings, other associated symptoms such as low 
mood and anhedonia are not associated with an advanced sleep phase [24]. 
Physiologic phase markers such as salivary DLMO may also be useful as a 
marker of circadian rhythm, if feasible to obtain [5]. While normative data are 
not available, several studies have suggested its use to diagnose CRSWDs 
(reviewed by Keijzer et al. [39]). These patients may be more vulnerable to abus-
ing substances such as alcohol or other hypnotics in an attempt to stay asleep 
longer at night and/or may use stimulants in the early evenings to reduce sleepi-
ness [2]. Other differential diagnoses to consider include free running or non-24-
hour sleep/wake rhythm disorder. A careful history can usually clarify. Most 
patients afflicted with this condition are blind, and sleep- related complaints vary 
in time and nature, depending upon the alignment of their circadian rhythm with 
the light/dark cycle [3].

 Treatment Options

Using the GRADE approach (Grading of Recommendations Assessment, 
Development and Evaluation), the American Academy of Sleep Medicine (AASM) 
published updated practice parameters for the treatment of circadian rhythm sleep- 
wake disorders in 2015 [5]. Recommendations can be divided into four main cate-
gories for practitioners’ consideration: behavioral options, hypnotics and stimulant 
medications, strategically timed melatonin, and strategic use of light therapy.

 Behavioral Options

Sleep scheduling There is insufficient evidence at this time to recommend sleep 
scheduling as a primary means of treating advance-related sleep complaints. A 
singular case report by Moldofsky et al. from the 1980s (62-year-old male patient) 
described a protocol of phase advancing the sleep initiation time by 3 hours every 
2 days over a period of 2 weeks [40]. Referred to as chronotherapy (i.e., changing 
the sleep and wake time gradually in a manner that favors the individual’s circadian 
preference, with subsequent strict adherence to the achieved/desired sleep/wake 
schedule), the intervention successfully changed the sleep onset time from 1830 to 
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2300 hours and sleep offset time from 0230 to 0600 hours. Previous daytime and 
evening somnolence resolved with chronotherapy as well, with maintained benefits 
over 5 months. Initial polysomnography 1 week following chronotherapy comple-
tion revealed a longer total sleep time, but more wakefulness after sleep onset and 
less deep sleep and rapid-eye-movement (REM) sleep compared to baseline poly-
somnography. These findings were thought to be related to adaptation effects to the 
initial chronotherapy. At 5  months, however, the prolonged wakefulness had 
resolved and the patient endorsed increased alertness and energy during the mid-
day hours [40]. While not tested as an intervention directly for patients with 
advance-related sleep complaints, avoiding evening naps is also a routine interven-
tion that can be suggested. Evening naps have been shown to advance the sleep 
phase. Buxton and colleagues performed a 1-week study on the effect of daytime 
and evening naps on circadian phase in 25 normal male subjects ages 20–30 years 
old. Their results showed that daytime naps can phase shift circadian rhythms in 
normal subjects, with evening naps (1900–0100 hours) showing the largest phase 
advancement of circadian rhythms (44 min ± 17 min) as measured by DLMO and 
nocturnal thyroid-stimulating hormone (TSH) secretion [41]. Another study by 
Yoon and colleagues showed that evening naps resulted in earlier sleep offset times 
and advances in sleep phase as measured by urinary 6-sulfatoxymelatonin [42]. 
Consequently, although it has not been studied as an ameliorative measure, the 
avoidance of evening naps is a reasonable recommendation to consider in patients 
with advance-related sleep complaints.

 Hypnotic and Stimulant Medications

Neither hypnotic nor stimulant medications have been studied for the treatment of 
advance-related sleep complaints. While hypnotics may be reasonable to consider 
for sleep maintenance difficulties or early-morning awakenings, the known side 
effects and risks of these medications warrant careful consideration. Drugs such 
as benzodiazepines, as well as the “z” drugs including eszopiclone and zolpidem, 
can increase risk of falls and daytime somnolence, especially among the elderly 
[43–46]. Cognitive side effects, tolerance, and dependence are also concerns, but 
the incidence of these complications is not entirely clear, as limited numbers of 
high-quality studies and frequent variability in methodology and design limit con-
clusions that can be drawn [47–49]. These risks, however, should be balanced 
against the risks of sleep disturbances themselves being associated with higher 
fall risk, as suggested by Avidan and colleagues [50]. In their study of approxi-
mately 34,000 nursing home residents with up to a 210-day follow-up, insomnia 
but not hypnotic use was associated with a higher risk of falls, suggesting that 
hypnotic medication use in the community may have been a proxy for underlying 
sleep disturbances [3, 50]. Data on use of stimulants for early evening sleepiness 
for these patients are also lacking, but could be considered if such symptoms war-
rant clinical attention.
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 Melatonin

The phase response curve for melatonin in humans describes phase delays with 
melatonin administration in the biological morning, but its use has not been studied 
within relevant patient populations [51]. Moreover, because of its potential soporific 
effects, caution is warranted for clinical practice [5, 11], with use of the lowest doses 
and gradual uptitration as needed. Melatonin agonists such as ramelteon or agomel-
atine could also have therapeutic roles, but have not been studied for these purposes.

 Light Therapy

Light administered prior to the CBTmin (occurs 3–4 hours prior to habitual sleep 
offset) will delay the circadian rhythm, while light therapy administered subsequent 
to this inflection point will advance the circadian rhythm in individuals normally 
entrained to the light/dark cycle [3, 52, 53]. As a result, light therapy for advance- 
related sleep complaints is provided during evening hours, as close to the period of 
sleep onset as possible, to maximize phase delays [11]. There are no evidence-based 
protocols to inform ongoing maintenance treatment, but maintaining or resuming an 
effective intervention is a reasonable clinical practice [5].

Campbell and colleagues demonstrated efficacy of light therapy for delaying the 
sleep phase among ASWPD patients [54]. Their protocol on 16 older patients (ages 
62–81) described 2  weeks of light therapy (4000 lux, administered for 2  hours 
between 2000 and 2300  hours) and demonstrated a 3.13  hours phase delay (as 
measured by CBTmin) in comparison to an 8-minute delay among controls, with 
accompanying improvements in sleep quality as measured by polysomnography. 
However, when this group repeated a similar study in 15 older persons subjected to 
a nearly identical protocol in their homes, there was no accompanying improve-
ment in sleep quality. While subjects demonstrated an initial average phase delay 
of 94 minutes (CBTmin) compared to controls, body temperature rhythms gradually 
advanced to their normal (preintervention) rhythms despite twice weekly evening 
(2100–2300 hours) light therapy over a 3-month follow-up period [55]. The authors 
speculate that possibly the proximity of the timing of the light exposure to CBTmin 
was not optimal and that inferior compliance to light therapy in this study com-
pared to their previous protocol may have contributed to the negative results. 
Another pilot study by Lack and colleagues on nine patients (mean age 53.4 years) 
with complaints of early-morning insomnia demonstrated that two evenings of 
light therapy (2500 lux) from 2000 to 2400 hours resulted in a subsequent delay of 
2–4 hours in CBTmin and 1–2 hours in urinary melatonin phase markers. While 
sleep onset was not significantly delayed as measured by actigraphy, total sleep 
time was increased by over an hour in these subjects due to a 1 hour and 12-minute 
delay in mean wake-up time [56]. This group did a separate controlled study on 24 
subjects (average age 61.2  years) with early-morning awakenings and terminal 
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insomnia, which were presumed to be advance-related sleep complaints. Using an 
identical protocol of evening light therapy, data yielded average phase delays of 
2 hours in these subjects based on rectal temperature and urinary melatonin mea-
surements [34]. Evidence of phase delay persisted during a 4-week follow-up 
period. Another study by Palmer and colleagues showed a lack of efficacy with 
light therapy of 265 lux administered for 2–3 hours in the evening (1900–2200 hours) 
for 4 weeks in 47 older adults (age 60–86) [38]. Other negative studies on the effi-
cacy of light therapy have been reported [38, 57], but there is significant variability 
in the definitions of an advanced sleep phase, as well as brightness, timing, fre-
quency, and length of exposure to light therapy as well as distance to the light 
source. These issues make it difficult to provide specific recommendations. 
Figueiro et  al. have explored delivering light therapy in pulses during the night 
with a light mask (through closed eyelids while patients are asleep) to provide light 
stimuli during the steepest portion of the phase response curve of light, but with no 
significant delay in sleep onset occurring in patients with an advanced sleep 
phase [58].
Reported side effects of light therapy have generally been modest and in a placebo- 
controlled trial included eye strain and headaches [59]. Other reported side effects 
include nausea, fatigue, and irritability [60, 61]. Caution should be considered for 
use in patients who are on photosensitizing medications such as tricyclic antidepres-
sants, antibiotics such as fluoroquinolones or sulfonamide drugs, or acne treatment 
with isotretinoin [62]. Other conditions in which caution is warranted with use of 
light therapy include the presence of skin conditions with photosensitivity including 
lupus, porphyrias, or solar urticaria, as well as migraines, diabetic retinopathy, mac-
ular degeneration, or a history of bipolar disorder [62–65]. Light therapy can induce 
migraines in approximately one-third of those susceptible [66]. A 2017 systematic 
review by Brower and colleagues found light therapy to be safe for the eyes in the 
absence of underlying ocular problems [62]. Patients with relevant conditions 
should have appropriate monitoring of their respective ophthalmologic, dermato-
logic, and/or psychiatric condition [5]. Finally, although potentially intuitively help-
ful, strategic avoidance of light (i.e., during a period time of morning when light 
would be expected to affect phase advances) has not been studied as a method of 
achieving phase delays among these patients [5].

 Morningness and Resilience

Factors other than occupational “rewards” conferred to “early risers” may relate to 
the infrequency of advance-related sleep complaints in the clinical setting. Lewy 
first proposed a “phase shift hypothesis” in 1988, suggesting that the therapeutic 
effects of light therapy for mood disorders, particularly seasonal affective disorder, 
may be due to the phase-advancing effects of light “correcting” the phase delay 
among afflicted patients [67]. This hypothesis was later revised to the “phase angle 
difference hypothesis,” whereby the internal phase delay compared to the midpoint 
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of sleep is the determining factor for the therapeutic response [68]. Several data 
have supported this hypothesis [69, 70], but other data are conflicting [71, 72]. 
Burnout is a syndrome of emotional exhaustion and cynicism that occurs in people 
who have an occupation that involves working with other people [73]. Given that 
eveningness traits have been associated with a higher risk of mood disorders and 
burnout [74–78], some have speculated that morningness may be associated with 
counteracting protective factors. One study by Muller and colleagues on 93 nonsea-
sonal depressed inpatients found that morning types were underrepresented in this 
sample compared to healthy samples [79]. Indeed, morningness has been associated 
with findings of higher resilience and optimism [80–82]. These findings have been 
postulated to be related to these persons having relatively more exposure to sun-
light, less social jet lag, and as a result a greater likelihood of meeting sleep duration 
needs [15, 16]. Social jet lag refers to a chronic misalignment between the preferred 
sleep-wake schedule and the sleep/wake timing imposed by a person’s social or 
occupational schedule [83, 84]. Social jet lag is seen more frequently in subjects 
with later chronotypes [85, 86]. In addition to an insufficient sleep quantity that is 
common for these persons because of this circadian and social/occupational sched-
ule misalignment, sleep quality also suffers as it does not occur within the temporal 
window afforded by the circadian sleep cycle. Related to the latter, morning persons 
have been shown to have a faster dissipation rate of homeostatic sleep pressure 
compared to intermediate and evening type persons, leading to a shorter sleep satia-
tion and subsequent lower sleep duration need [87]. Not all studies are consistent, 
however, as Lemoine and colleagues found in a large sample of psychiatric inpa-
tients that patients with a depressive or psychotic disorder were more likely to be 
morning types [88]. Furthermore, Lavebratt et al. have found an association with 
genetic variations of the hPer2 gene and depression [89], suggesting further research 
is needed.

 Summary

Patients with advance-related sleep complaints may be difficult to recognize in the 
clinical setting. While they may present with evening sleepiness, sleep mainte-
nance difficulties, and/or early-morning awakenings, many may not view these as 
treatable problems and choose instead to adjust their lifestyles. Preterm birth may 
increase the risk of having an advanced sleep phase. Additionally, older age as well 
as African American heritage may be associated with a higher phenotypic fre-
quency. Some data even suggest patients with these traits may have more resilience 
and optimism, which may be protective factors against depression and burnout. A 
thorough clinical history and evaluation is warranted to properly identify patients 
with advance-related sleep complaints. Additional clinical tools such as sleep logs 
or questionnaires such as the MEQ, MCTQ, or actigraphy can be helpful. 
Behavioral recommendations including maintaining proper sleep hygiene, as well 
as the avoidance of evening naps and early-morning light, are simple 
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recommendations (albeit not evidence-based) that are easily implemented. There 
is insufficient data to make a recommendation regarding the use of post-awakening 
melatonin for these patients [90], but melatonin may be reasonable to consider 
with appropriate precautions about potential soporific side effects. While evening 
light therapy may offer benefit for some patients, much work needs to be done 
regarding determination of the optimal timing, intensity, duration, and wavelength 
of such treatment. Other treatment options for symptomatic relief include hypnotic 
and stimulant medications, but these have not been studied for this patient popula-
tion. Their use can be considered on a case-by-case basis, weighing anticipated 
benefits against predicted risks.
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Chapter 9
Non-24-Hour Sleep-Wake  
Rhythm Disorder

Jonathan Emens

 Introduction

 Basic Concepts

Non-24-hour sleep/wake rhythm disorder (non-24) is characterized by a relapsing 
and remitting pattern of insomnia and/or daytime somnolence as well as sleep and 
wake times that can drift progressively earlier or later each day [1]. The International 
Classification of Sleep Disorders, Third Edition (ICSD-3), requires that the latter 
criteria be documented with at least 14 days of sleep diary or actigraphy data. These 
criteria and the unique pathophysiology of non-24 (reviewed below) set it apart 
from other circadian rhythm sleep disorders (CRSDs) and yet non-24 epitomizes 
the disruptions to sleep and wakefulness that occur in CRSDs. Before discussing 
non-24 in detail, some of the basic circadian physiology that was reviewed in previ-
ous chapters bears repeating. In particular, the concept of entrainment, or synchro-
nization of the hypothalamic circadian pacemaker (~24-hour biological clock), is 
central to this disorder.

The circadian pacemaker, located in the suprachiasmatic nuclei (SCN) of the 
hypothalamus, acts to internally synchronize the disparate molecular clockwork 
found throughout the human body. The pacemaker is itself synchronized, or 
entrained, to the external 24-hour day by time cues, or zeitgebers (“time givers”), 
that act to reset the clock. Primary among these zeitgebers is light which resets the 
clock via intrinsically photosensitive retinal ganglion cells (as well as rods and 
cones) that have a monosynaptic projection to the SCN (the retinohypothalamic 
tract) [2]. Light in the biological morning resets the timing of the pacemaker 
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(referred to as circadian phase) to an earlier time (termed a phase advance), while 
light exposure in the biological evening and early night resets the pacemaker to a 
later time (termed a phase delay) [3–5]. The pacemaker requires regular resetting 
because it does not keep perfect time: it may either “run fast” with a periodicity of 
less than 24 hours or “run slow” with a periodicity of greater than 24 hours. On aver-
age, the human circadian pacemaker has a periodicity (circadian period) of about 
24 hours and 9 minutes with a standard deviation of 12 minutes; circadian period is 
shorter on average in women and women are more likely to have a period length that 
is less than 24 hours (a finding that has important treatment implications in non-24 
as discussed below) [6, 7].

 Circadian Period and Non-entrainment

Another way of conceptualizing circadian period is that the pacemaker takes 24 hours 
and 9 minutes, on average, to complete one full cycle (biological day). In the absence 
of any resetting a pacemaker with an average period would complete a full circadian 
cycle every 24 hours and 9 minutes and would be “set” about 9 minutes later (phase 
delay) each day relative to the outside 24-hour world. Figure 9.1 is a schematic show-
ing the timing of a pacemaker that is no longer being reset in just such a manner. On 
day 1 the pacemaker is synchronized to the outside world (both clocks read 9:00 pm). 
However, the pacemaker, in the absence of any resetting, is set 9 minutes later each 
day. On day 2 the timing of the pacemaker shifts later and “reads” 9:09  pm at 
9:00 pm. Such shifting to a later time persists until, eventually, after 61 days and a 
total of 9 hours and 9 minutes of phase delay, the pacemaker is set to 6:09 am at 
9:00 pm. A pacemaker with a circadian period that was less than 24 hours would, in 
the absence of any resetting, shift to an earlier time (phase advance).

The circadian pacemaker illustrated in Fig.  9.1 is no longer synchronized, or 
entrained, to the 24-hour day. As a result, the timing of the pacemaker and the tim-
ing of the multitude of biologically important rhythms under its control no longer 
occur at the appropriate time. It is this loss of entrainment that forms the patho-
physiological basis of non-24: sleep/wake propensity is under significant circadian 
control and as the timing of the pacemaker drifts progressively earlier or later each 
day the circadian drives for sleep and wakefulness similarly drift earlier or later. The 
result is either a relapsing and remitting pattern of insomnia and daytime sleepiness 
as an individual attempts to maintain consistent sleep and wake times in “opposi-
tion” to their shifting biological clock or a pattern of sleep and wakefulness that 
similarly drifts progressively later or earlier each day, tracking the timing of the 
biological clock. In most instances of non-24, the timing of the pacemaker contin-
ues to drift relatively unabated and the clock moves in and out of alignment with the 
external world with variable frequency from patient to patient. In an individual with 
a circadian period of 24 hours and 30 minutes, for example, circadian phase would 
drift about 30 minutes later each day, taking 48 days to shift a full 24 hours (24 hours 
divided by 0.5 hours per day). While a disparity between external and internal time 
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on the order of minutes (e.g., days 1–3 in Fig. 9.1) may be trivial, much larger dis-
parities are more problematic: it is clear that it might prove difficult to fall asleep 
and stay asleep at 9:00 pm when the pacemaker is set to 6:09 am and the circadian 
drive for wakefulness is increasing (day 61, Fig. 9.1).

Day 1

Day 2

Day 3

Day 4

Day 61

Fig. 9.1 Schematic of non-entrainment. The clocks on the left-hand side represent the local clock 
hour, while the clocks superimposed on the image of the brain represent the timing of the circadian 
pacemaker (circadian phase). The figure supposes an individual whose biological clock is no lon-
ger reset by time cues in the environment and who has an average period of 24 hours and 9 min-
utes. On day one, the two clocks happen to be synchronized (both read 9:00 pm) but with each day 
the timing of the circadian pacemaker shifts later (phase delays) by 9 minutes. By day 61 the cir-
cadian pacemaker has shifted a total of 9 hours and 9 minutes later and is “set” to 6:09 am
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 Circadian Phase

It is not currently possible to directly measure the timing of the hypothalamic circa-
dian pacemaker in patients with non-24 in order to determine circadian phase. 
Instead, it is only possible to measure the “hands of the clock” (i.e., a downstream 
marker of the central pacemaker’s output). Measurement of a marker of circadian 
timing can prove difficult since the endogenous rhythms of many variables are 
masked by evoked changes (e.g., the endogenous rhythm in body temperature is 
masked by changes in posture, activity, sleep, and emotional state). Currently, the 
most common measure of circadian phase is the onset of melatonin secretion under 
dim light conditions in order to avoid the suppressant effect of light (the dim light 
melatonin onset or DLMO) [8–10]. Under everyday conditions of electrical light, 
the DLMO typically occurs 2–3 hours before habitual lights out/bedtime [11–14]. 
Melatonin levels remain elevated during the night, decline in the morning, and 
remain low throughout the light/wake period. In this sense the onset of melatonin 
can be thought of as marking the beginning of the “biological night,” the period 
where melatonin levels are elevated denotes the “biological night” itself, and the 
period of time melatonin levels are low represents the “biological day.” Throughout 
this chapter the timing of events will be described either in terms of clock hour, a 
specific time relative to a marker of circadian phase such as the DLMO or more 
generally relative to circadian timing (e.g., as occurring during the biological day or 
night as described above).

 Etiology

 Blind Individuals

As noted in the ICSD-3, the signs and symptoms of non-24 are directly attribut-
able to the lack of entrainment already described. Because light is the primary 
synchronizer of the pacemaker, a loss of photic input to the biological clock is 
generally considered the main etiology of this disorder [15]. As a result, non-24 
commonly presents in totally blind individuals (e.g., those lacking any con-
scious light perception). There is no particular cause of blindness that has been 
reliably shown to be more associated with non-24, but any pathology resulting 
in sufficient, bilateral damage to the photoreceptive retinal ganglion cells or 
interruption of the retinohypothalamic tract would be expected to result in the 
disorder [16].

It should be noted here that some totally blind individuals maintain circadian 
photoreception, and therefore entrainment, even in the absence of conscious vision, 
negative electroretinographic responses, and negative visual evoked potentials [17, 
18]. Therefore, one potential iatrogenic cause of non-24 would be bilateral 
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enucleation in totally blind individuals for reasons such as intractable ocular pain or 
infection. The removal of what are presumed to be nonfunctioning organs could 
very well precipitate the onset of non-24.

It is also possible that a combination of decreased circadian photoreception and 
decreased exposure to light might contribute to the development of non-24. For 
example, we have documented limited circadian photoreception in a blind individ-
ual who nonetheless suffered from non-24 and this may have been at least partially 
due to his chronically low level of light exposure.

Finally, while some totally blind individuals maintain entrainment via preservation 
of circadian photoreception, it is also possible that others might do so as a result of the 
resetting effects of non-photic zeitgebers: we [15], and others [16], have found indi-
viduals who were able to maintain entrainment despite lacking eyes. Therefore a lack 
of exposure or response to known non-photic time cues (e.g., physical activity) might 
also play some role in the development of non-24 among the blind.

 Sighted Individuals

More uncertain is the etiology of non-24 among sighted individuals. One possible 
cause is a loss of photic input to the pacemaker as occurs in the blind but with pres-
ervation of conscious light perception. This would require a mechanism that selec-
tively damaged or rendered nonfunctional the intrinsically photosensitive retinal 
ganglion cells (IPRGCs) while preserving input to the visual cortex. It is difficult to 
imagine a pathological process that would eliminate the retinal ganglion cells while 
preserving conscious vision: firstly, the efferent pathway from the rods and cones to 
the visual cortex passes through the retinal ganglion cells, and, secondly, the input 
requirements for complex image formation are much greater than those for simple 
circadian light detection. However, an absence of the novel photopigment melanop-
sin, which forms the basis of the IPRGCs circadian photoreception, could provide 
the necessary pathological mechanism. Just this type of mutant animal model has 
been developed and in such animals conscious vision is preserved while circadian 
photoreception is eliminated [19]. However, such a selective loss of photic input to 
the biological clock that maintains input to the visual cortex has yet to be demon-
strated in humans. Indeed, we have found that photic input to the circadian pace-
maker, assessed via downstream melatonin suppression in response to bright light, 
was well preserved in a sighted individual with non-24 [20]. Even with preserved 
photic input to the circadian pacemaker, it still remains possible that sighted indi-
viduals with non-24 may differentially respond to light in a way that increases their 
risk of losing entrainment (e.g., a decreased response to the phase-advancing effects 
of morning light exposure and/or an increased response to the phase-delaying 
effects of evening light exposure). To date, no trials have been done comparing the 
circadian resetting response to light in sighted individuals with non-24 to that in 
matched controls.
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Another possibility is that sighted individuals with non-24 may have a circadian 
period that is too different from 24 hours to entrain to the 24-hour day. This would 
fit with the very long sleep/wake periods that such individuals sometimes demon-
strate (e.g., 28 hours or longer) [21, 22]. It was indeed shown that sighted individu-
als with non-24 had circadian periods longer than those found in entrained, healthy, 
unmatched controls in a small study [23]. However, this was only the case when the 
patients with non-24 were compared to individuals with neither a morning nor eve-
ning diurnal preference; when compared to entrained healthy controls who had an 
evening diurnal preference the individuals with non-24 did not have longer circa-
dian periods. Furthermore, the circadian periods found in the patients with non-24, 
with perhaps one exception, were all within the range of periods found among 
healthy historical control subjects [6]. We have also found, in one sighted individual 
with non-24, that the intrinsic circadian period assessed in the laboratory setting 
both falls within the range of normal controls and is significantly shorter than the 
observed sleep/wake period [20]. These data strongly suggest that sighted individu-
als with non-24 do not have circadian periods that are too long or too short to entrain 
to the 24-hour day.

The finding that the intrinsic circadian periods measured in the laboratory do 
not match the much longer and more variable observed sleep/wake periods seen 
in ambulatory sleep/wake diaries and wrist actigraphy data hint at one final pos-
sible etiology of non-24 in the sighted. It is possible that the self-selected light/
dark cycles of individuals with non-24 result in consistent, daily circadian phase 
shifts that shift the timing of the pacemaker progressively later, or earlier, each day.

Such a situation would be analogous to healthy normal individuals living in the 
laboratory in isolation from external time cues [24, 25]. Studies have shown that 
such individuals tend to initiate sleep much later in the biological night [25]. As a 
result, they “shield” with darkness that part of the biological morning where light 
would cause phase advances and newly expose to light that part of the biological 
night where light causes phase delays [3–5, 7]. The results are consistent phase 
delays and sleep/wake schedules with periods of up to 65 hours [24].

A more commonplace example of self-selected light/dark schedules shifting 
sleep/wake and circadian timing later occurs on weekends and work-free days. 
Sleep/wake timing can drift up to 7 hours later on weekends and work-free days 
[26] and circadian phase will similarly shift later [27]. It has been shown that eve-
ning, artificial dim light exposure is responsible for these weekend shifts in circa-
dian and sleep/wake timing to a later time: in the absence of artificial light, such 
shifts are eliminated [27]. Thus, self-selected patterns of light/dark exposure of the 
type described above would be sufficient to explain non-24 among sighted 
individuals.

One final comment regarding etiology among the sighted concerns the use of 
“chronotherapy” for the treatment of delayed sleep/wake phase disorder (DSWPD) 
[28]. Chronotherapy involves intentionally shifting sleep/wake timing to a later time 
each day until the patient’s sleep timing “wraps around the clock” and is occurring 
at a relatively earlier clock hour. There is concern that chronotherapy may be an 
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iatrogenic cause of non-24 among sighted individuals: by intentionally shifting 
sleep/wake timing later, a pattern of light/dark exposure could be created that results 
in consistent phase delays by the mechanisms discussed above.

 Epidemiology

Most case series are relatively small, but entrainment has been shown to be lost in 
approximately 55–70% of totally blind individuals (i.e., those lacking conscious 
light perception) [29, 30]. That said, no large-scale assessments of circadian 
entrainment status have been done among the totally blind. It is possible that the 
research to date has resulted in a selection bias of individuals who are symptom-
atic and may therefore have overestimated the percentage of totally blind patients 
with non-24.

 Presentation and Diagnosis

As noted above, the ICSD-3 requires a pattern of insomnia and/or daytime somno-
lence that alternates with asymptomatic periods, symptoms of at least 3 months in 
duration, and at least 14 days of sleep diary or actigraphy data showing a shift in 
sleep/wake timing, typically later, from day to day [1].

In practice, blind patients with non-24 often present with a complaint of relaps-
ing and remitting nighttime insomnia and daytime somnolence [31, 32]. The patient 
may not be aware of the periodicity or may have a clear sense of the pattern of 
relapses and remissions. Less commonly, blind subjects will present with a frank 
non-24-hour sleep/wake pattern if social and work obligations permit such a sched-
ule. It has been shown that blind individuals with non-24 can spontaneously entrain, 
albeit at an abnormally delayed or advanced phase, for up to many months at a time 
[15]. During this period the patient might be asymptomatic or present with signs 
and symptoms consistent with DSWPD or advanced sleep/wake phase disorder 
(ASWPD). The result is a great deal of inter- and intra-patient variability in the 
subjective and physiological presentations of blind individuals with non-24 [15]. In 
contrast, sighted individuals present with a clear non-24-hour pattern of sleep/wake 
timing with varying degrees of success when attempts are made to maintain a con-
sistent, 24-hour sleep/wake schedule [1, 21].

The ICSD-3 specifies that the etiology of non-24 is the “non-entrained endoge-
nous circadian” pacemaker [1]. Unfortunately, the routine measurement of circa-
dian phase remains confined to the research setting and there is no clinical test of 
circadian phase (e.g., a clinical DLMO) that would allow entrainment status to be 
determined. The demonstration that home assessments of salivary DLMOs are 
equivalent to those obtained in the laboratory [33] raises the possibility that clinical 
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assessments of circadian phase could exist in the future, but currently the diagnosis 
of non-24 is based solely on the clinical history [1].

 Morbidity

Non-24 in the blind results in both subjective and objective changes in sleep and 
wakefulness [31, 32, 34, 35]. Polysomnographic studies of blind individuals with 
non-24 show decreases in sleep efficiency and increases in wakefulness after sleep 
onset when individuals attempt to sleep in opposition to their biological clock [34]. 
Similarly, blind individuals with non-24 have been found, with polysomnography, 
to have decreased total sleep time, sleep efficiency, and rapid-eye-movement (REM) 
sleep compared to sighted control subjects [35].

More recently it has been shown in both animals and humans that circadian mis-
alignment (i.e., misalignment between the timing of the circadian pacemaker and 
biologically relevant behaviors such as sleeping and feeding) has a variety of 
adverse effects [19, 36–40]. These findings raise the prospect that individuals with 
non-24 might be at increased risk of cardiometabolic, psychiatric, reproductive, and 
oncology-related sequelae as a result of chronic circadian misalignment. In this 
way, patients with untreated non-24 may face risks similar to those seen in chronic 
shift workers [38].

 Treatment

Successful treatment of non-24 requires a further understanding of the dynamics of 
circadian resetting that were introduced above. As noted, light is the primary zeitge-
ber for the circadian system and, like all zeitgebers, it will reset the timing of the 
pacemaker in different directions and by different amounts depending on the bio-
logical time (circadian phase) that it occurs. Experimental presentation of zeitge-
bers at different circadian phases allows for the construction of a phase response 
curve or PRC; just as dose-response curves indicate the therapeutic response for a 
given dose of drug, a PRC indicates the magnitude and direction of a phase shift for 
a given time of administration. By convention phase shifts to an earlier time are 
positive, while phase shifts to a later time are negative. A variety of PRCs to light 
have been constructed and they generally show that light exposure in the biological 
evening causes phase delays, while light exposure in the biological morning causes 
phase advances [3–5].

PRCs have also been constructed for exogenous administration of melatonin and 
these generally have a profile that is somewhat the opposite of the PRCs to light: 
melatonin administration in the biological afternoon and evening causes phase 
advances (with a maximum effect about 5–7 hours before habitual bedtime/lights 
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out), while administration in the morning causes phase delays (with a maximum 
effect around habitual wake time/lights on) [41, 42].

 Treatment: Blind

Multiple controlled [30, 34, 43, 44] and uncontrolled studies [45–49] have conclu-
sively shown that both melatonin [34, 43–50] and the melatonin agonist tasimelteon 
[30] can successfully entrain the circadian pacemaker in blind individuals with 
non-24 using established markers of circadian phase such as the DLMO. Subsequent 
work has shown that melatonin dose and timing of administration can have an 
impact on treatment outcomes as discussed below [45–49].

 Dose of Administration: Demonstration of Entrainment

Sack and colleagues were the first to successfully demonstrate successful treatment 
of non-24 [34]. In a small placebo-controlled study of totally blind individuals they 
entrained six out of seven individuals after the administration of 10 mg of melatonin 
1 hour prior to bedtime. Later, it was found that higher doses of melatonin or longer 
durations of treatment were unsuccessful in entraining the seventh individual and 
that it was only when the dose was lowered to 0.5 mg that entrainment was achieved 
[47]. Indeed, melatonin doses as low as 0.02 mg (20 μg) have been found capable of 
entraining the system with a clear dose-response relationship for doses below 
0.5 mg [49]. What explains this therapeutic window for melatonin? Low doses of 
melatonin may be effective for individuals who have circadian periods close to 24 
hours and require minimal daily resetting or because non-photic time cues (e.g., 
physical activity, feeding, or sleep) provide additional resetting [15]. It has been 
hypothesized that higher doses of melatonin (i.e., above 10 mg) provide a lesser 
resetting effect since blood levels of melatonin remain elevated for longer periods 
of time and stimulate both the phase advance and phase delay regions of the mela-
tonin PRC. Such higher doses would therefore cause both phase advances and phase 
delays with a resulting smaller net resetting effect (i.e., exogenous melatonin levels 
“spillover” from the advance to the delay regions of the PRC) [48].

With these caveats, melatonin is generally effective in a wide variety of blind 
patients with non-24. A meta-analysis of the controlled studies of melatonin for 
non-24 showed that 67% of patients entrained to doses of 0.5 or 10 mg administered 
either at the fixed time of 21:00 or 1 hour prior to bedtime for a period of approxi-
mately 4–12 weeks. The resulting odds ratio for entrainment was 21.18 (95% CI of 
3.22–39.17) [50]. Melatonin doses of 0.5 mg and 3 mg have been shown to have 
roughly equivalent resetting effects in healthy control subjects [42] and starting 
doses within this range are therefore recommended for the treatment of non-24. If 
unwanted soporific effects occur, the dose can be lowered.
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In comparison, the melatonin agonist tasimelteon, when given at a 20  mg dose 
1 hour prior to bedtime for a period of 4 weeks, resulted in entrainment of 20% of blind 
patients with non-24, while 50% of patients entrained during the 12–18-week open-
label phase and an exploratory analysis showed that 59% entrained after 7 months [30]. 
Some of the relatively lower success rates with tasimelteon can be attributed to the 
duration of the treatment trials. It may also be possible that “spillover” effects exist for 
tasimelteon as well and that a similar therapeutic window exists for the drug.

 Time of Administration: Demonstration of Entrainment 
at the Correct Time

While the studies administering melatonin or melatonin agonists an hour prior to bed-
time [30, 34] or at a fixed clock hour in the evening (e.g., 21:00) [43, 44] achieved 
entrainment, they did not necessarily achieve entrainment at a normal phase (i.e., the 
DLMO occurring ~2–3 hours prior to bedtime as described above). In most patients 
with non-24, the circadian period is greater than 24 hours and corrective phase 
advances are required. In such individuals it has been shown that, after successful 
treatment with melatonin, the timing of the entrained DLMO is between about 0 and 
5 hours after the clock hour of melatonin administration [48, 49]. An analogy that 
could be provided to patients is that of a speeding car that suddenly breaks: the car will 
travel some distance past the point where the breaks were applied. As a result, if mela-
tonin is administered around bedtime the entrained DLMO will occur abnormally late 
(i.e., after bedtime) and the likely clinical result is DSWPD. Therefore, to achieve 
entrainment at the correct time melatonin should be administered about 6 hours prior 
to the desired bedtime. If symptoms of DSWPD occur (e.g., sleep onset insomnia and 
morning hypersomnolence) then the administration time can be moved earlier. 
Conversely if symptoms of ASWPD occur (e.g., evening hypersomnolence and termi-
nal insomnia), then the time of administration can be moved later.

Special consideration should be given to individuals with non-24 who have cir-
cadian periods less than 24 hours. As noted above, this is most commonly the case 
in females [6, 15]. In such patients circadian phase will drift progressively earlier 
from day to day and corrective phase delays are needed. In such cases we have 
found that, after successful treatment with melatonin, the timing of the entrained 
DLMO is before the clock hour of melatonin administration [51]. This is similar to 
the lay analogy presented above except the speeding car is moving backward when 
the brakes are applied. Therefore, to achieve entrainment at the correct time (again, 
with the DLMO occurring 2–3 hours before desired bedtime) melatonin should be 
administered upon awakening [51].

 Treatment: Sighted

There are no placebo-controlled studies for the treatment of non-24 in the sighted 
[50], but there are case reports of light [52–55], melatonin [54, 56, 57], and the 
melatonin agonist ramelteon [58] being used to treat non-24  in an open-label 
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fashion. Treatment of sighted individuals with melatonin or melatonin agonists 
should take into account the same issues of dose and timing of administration dis-
cussed above.

Similarly, the use of light to treat non-24 in the sighted must consider the PRCs 
to light. Sighted individuals with non-24 in whom sleep/wake timing drifts progres-
sively later require corrective phase advances, which would be achieved when light 
exposure administered at desired wake time corresponds with the patient’s biologi-
cal morning, while those in whom sleep/wake timing drifts progressively earlier 
require corrective phase delays, which would be achieved when light exposure 
administered just before desired bedtime corresponds with the patient’s early bio-
logical night (see Fig. 9.1) [3–5].

The necessary intensity of light depends on an individuals’ prior history of light 
exposure: maximal resetting effects can occur at levels as low as 550 lux [59] in 
individuals living under conditions of very dim light [60]. Sighted non-24 patients 
who were living under conditions of bright indoor electrical lighting or outdoor 
light might require greater light intensities to obtain maximal resetting effects.

Treatment in sighted individuals must include consideration of the impact of the 
patient’s existing self-selected light/dark schedules and the fact that sleep timing 
“gates” the timing of light exposure. The clinician should remember that even low 
intensity [27, 59, 61] and very short duration light [5, 62–64] exposure can have a 
resetting effect on the circadian pacemaker. In practice, many clinical trials of light 
therapy in other CRSDs have used exposures of ≥1000 lux for ≥30 minutes per 
day [50].
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Chapter 10
Irregular Sleep-Wake Rhythm Disorder

Danielle Goldfarb and Katherine M. Sharkey

 Introduction

Irregular sleep-wake rhythm disorder (ISWRD) is characterized by persistent, erratic 
sleep-wake patterns. In patients with ISWRD, the typical circadian pattern is severely 
disrupted, and instead there is sleep fragmentation and a striking lack of sleep con-
solidation. In the most severe cases, it can be difficult to discern a single “main” sleep 
period on any given day. ISWRD occurs most commonly in individuals with neuro-
degenerative and neurodevelopmental disorders, patients with schizophrenia, and 
among those with traumatic brain injury. Internal and external factors implicated in 
the development of ISWRD include dysfunction of the suprachiasmatic nucleus 
(SCN) and its networks, abnormal SCN input, and disrupted environmental time 
cues (zeitgebers). Often a vicious cycle develops where one factor perpetuates 
another. For example, individuals with advanced dementia are often institutionalized 
in settings where they are exposed to less robust environmental cues compared to 
healthy, age-matched individuals, thereby magnifying the pathology.

 Pathophysiology

The pathologic mechanisms of ISWRD have not been fully elucidated. It is hypoth-
esized that disruption of any of the internal drivers (SCN and related networks) and/
or external drivers (environmental and behavioral time cues) of circadian rhythms 
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can lead to its development. The integrity of the SCN and the monosynaptic path-
way from the retina to the SCN, known as the retinohypothalamic tract, are crucial 
for proper circadian function. Abnormal SCN development or degeneration leads to 
the inability to produce circadian rhythmicity resulting in an inability to consolidate 
sleep and wakefulness. Much of what we know about the pathophysiology of circa-
dian dysrhythmia derives from studies of neuroanatomy and neurophysiology in 
patients with dementia. For example, brain autopsies of patients with severe 
Alzheimer’s disease (AD) reveal SCN degeneration, namely, neuronal loss and neu-
rofibrillary tangle formation [1], likely contributing to circadian desynchrony.

Abnormal input to the SCN can be a result of impaired light input pathways and/
or abnormal melatonin secretion. Within the retina, a small subset of specialized 
cells, called intrinsically photosensitive retinal ganglion cells (ipRGCs) [2, 3], 
which comprise only about 1–2% of the total retinal ganglion cells, play a crucial 
role. The ipRGCs relay information about ambient light to the SCN via the retino-
hypothalamic tract and contribute to many functions of the eye including sleep regu-
lation, melatonin secretion and suppression, and the pupillary reflex [4]. Loss and 
pathology of ipRGCs have been shown in postmortem retinas of patients with AD 
[5] and in glaucoma [6].

Melatonin secretion by the pineal gland follows a circadian rhythm generated by 
the SCN and occurs only in dark environmental conditions during the biological 
night. The melatonin secretion pathway begins with retinal photoreceptors that 
transduce photic information (i.e., absence of light) via the retinohypothalamic tract 
to the SCN. In turn, ventral SCN neurons enervate neurons in the paraventricular 
hypothalamic nucleus (PVH) that traverse through the spinal cord to the superior 
cervical ganglion (SCG). Finally, noradrenergic SCG projections to the pineal gland 
act on beta-1-adrenergic receptors on pinealocytes to increase the activity of the 
rate-limiting enzyme required for melatonin synthesis—arylalkylamine-N- 
acetyltransferase—thus stimulating melatonin secretion. Melatonin binds to SCN 
receptors and decreases the circadian alerting signal during darkness, thereby pro-
moting sleep. Conversely, when light is present, melatonin secretion is inhibited by 
decreasing the activating influences of neurons in the PVH nucleus [7]. Even rela-
tively low ambient light levels can acutely suppress nighttime melatonin produc-
tion. Suppression of melatonin secretion and phase shifting of the dim light 
melatonin onset (DLMO) are most sensitive to blue spectrum light ~460 nm [8]. 
Age-related anatomic and physiologic changes lead to decreased nighttime melato-
nin production, reduced rhythm amplitude, and changes in the timing of the melato-
nin rhythm [9]. The postulated causes for melatonin changes with aging are similar 
to those in ISWRD, including disruption of the SCN and its inputs, along with 
reduced environmental time cues [10]. Melatonin content in postmortem human 
pineal glands has been shown to be reduced with age [9].

Characteristic age-related changes in rest-activity circadian rhythms include 
lower amplitude [11], fragmentation and loss of rhythms [12], and decreased sensi-
tivity to zeitgebers such as light exposure [13]. Aging is also associated with reduc-
tions in slow wave sleep and sleep efficiency and increases in nighttime awakenings 
[14]. Sleep disruption may contribute to behavioral disruption of circadian entrain-
ment by increasing light exposure during typical sleep periods.
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The eye is gaining increasing attention as a potential biomarker for neurodegen-
erative disease, specifically via retinal imaging. Besides loss of ipRGCs in AD, 
reduced retinal nerve fiber thickness has been identified through optical coherence 
tomography [15], providing additional support for disrupted light pathways. 
Furthermore, in their 2011 study, Koronyo-Hamaoui and colleagues demonstrated 
retinal amyloid beta (Aβ)—the peptide that comprises amyloid plaques found in the 
brains of AD patients—in postmortem eyes of eight AD patients and five suspected 
early-stage cases using specialized retinal imaging [16].

Genetic and epigenetic mechanisms that regulate the circadian clock and poten-
tially contribute to dysrhythmias like ISWRD are a topic of active investigation. 
Generating circadian signals at the cellular level, several clock genes have been 
identified in mammals, including the positive regulators brain and muscle ARNT- 
like 1 (BMAL1), Circadian Locomotor Output Cycles Kaput (CLOCK), and neuro-
nal PAS domain protein 2 (NPAS2) and the negative regulators cryptochromes 1 
and 2 (CRY1/2) and period 1, 2, and 3 (PER1/2/3), all of which are expressed in 
SCN neurons [17]. Individual mutations in any of these genes cause aberrant circa-
dian rhythmicity. For example, a study of BMAL1 knockout mice demonstrated 
immediate loss of rhythmicity in the absence of a light-dark cycle [18]. BMAL1 
may play a particularly significant role in circadian dysrhythmia related to AD: in 
mouse models, Aβ induces BMAL1 degradation in neuronal cells [19] and hence 
may contribute to circadian disruption. Furthermore, Cermakian and colleagues 
[20] showed asynchronous clock gene expression in other (non-SCN) brain regions 
in AD patients compared to controls.

Disrupted environmental and behavioral inputs to the clock, i.e., zeitgebers such 
as light exposure, social cues, activity, and mealtimes, influence the period, phase, 
and amplitude of circadian rhythms [21]. Without sufficient exposure to timed light, 
the biological clock becomes desynchronized with the solar day, resulting in delete-
rious effects on various physiological functions, neurobehavioral performance, and 
sleep [8]. Older adults and, to an even greater extent, institutionalized elderly, are 
less likely to be exposed to robust daytime light [22]. Ancoli-Israel and colleagues 
demonstrated that lower daytime light levels contribute to increasingly abnormal 
circadian rhythms as measured by actigraphy and are associated with an increase in 
nighttime awakenings, even after controlling for the level of dementia [23].

Gehrman and colleagues [24] demonstrated that rest-activity patterns decline ini-
tially in earlier stages of dementia, with a resurgence of rhythmicity in moderate 
dementia, followed by subsequent decline in severe dementia. The authors posit that 
the two sources of synchronization of rhythms, the endogenous output by the SCN 
and entrainment by the environment, give rise to a three-stage model of rest-activity 
rhythm changes in dementia. In the early stages, SCN damage results in a decline in 
rhythmicity. Eventually, environmental cues take on a larger role contributing to a 
resynchronization of circadian rhythms. When dementia becomes severe, environ-
mental cues lose their potency.

Over the last decade, there has been greater recognition that sleep and circadian 
rhythm abnormalities may be early manifestations of AD, even preceding cognitive 
decline. In a large actigraphy study of over 1200 healthy women, Tranah and col-
leagues [25] demonstrated that decreased amplitude and weaker circadian 
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rest- activity rhythms were associated with an increased risk of mild cognitive 
impairment or dementia within the subsequent 5 years. In a recent actigraphy study 
of over 2700 community-dwelling older males, rest-activity rhythm changes, 
including lower amplitude and rhythm robustness, along with phase-advanced acro-
phase, were associated with clinically significant cognitive decline [26].

Finally, though still a novel area of investigation, there is increasing interest in 
the link between circadian system malfunction, early-life insults (i.e., severe gesta-
tional stress, maternal immune activation, and fetal hormonal milieu alterations), 
and the development of neuropsychiatric diseases in adulthood. For an excellent 
discussion on this topic, see the review by Marco and colleagues [27]. Further 
understanding of the fetal-maternal environment, brain development, and circadian 
rhythms may ultimately support the discovery of innovative therapeutic pathways.

 Clinical Features, Epidemiology, and Diagnosis

Individuals with ISWRD present with either nighttime insomnia, daytime sleepi-
ness, or both. Sleep patterns are unpredictable, and some patients rarely spend a full 
hour awake during the day or sleep continuously for more than an hour during the 
night [28]. Initial caregiver reports may describe frequent brief naps, dozing, or 
nodding off throughout the daytime, along with difficulty with sleep initiation at a 
conventional time and increased nighttime wakefulness. Though sleep patterns are 
erratic, overall total hours of sleep may be normal for age in patients with 
ISWRD. Nevertheless, the irregular sleep patterns can lead to negative repercus-
sions, including nocturnal wandering and falls [29]. Furthermore, because ISWRD 
patients’ irregular sleep patterns cause significant disruption to caregivers’ sleep, 
the disorder is a common cause of institutionalization [29].

Populations affected by ISWRD are diverse and, in addition to what is described 
above, include those with neurodevelopmental disorders of childhood and schizo-
phrenia. As well, ISWRD has been identified in individuals with traumatic brain 
injury. Among caregivers, irregular sleep-wake patterns may not be perceived as a 
separate issue from the underlying disorder or may simply be described as insom-
nia. Thus, ISWRD is likely to be underdiagnosed unless clinicians make specific 
inquiries about it [29].

Making the diagnosis of ISWRD requires sleep-activity monitoring for 7–14 days 
with logs, typically completed by a caregiver and, if possible, actigraphic monitor-
ing. Findings include significant fragmentation without identification of a major 
sleep period (see Fig. 10.1). According to the International Classification of Sleep 
Disorders [29], there must be at least three brief sleep periods during a 24-hour 
period, and symptoms must be present for at least 3 months to make the diagnosis.

Abnormal rest-activity patterns are a common and progressive feature in neuro-
degenerative diseases such as AD, and actigraphic findings show that increased 
fragmentation and decreased amplitude of activity correlate with dementia severity 
[30]. Nurses caring for hospitalized patients in a geriatrics ward observed a blunted 
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amplitude of rest-activity rhythms that corresponded with abnormal patterns of 
core body temperature rhythm in patients with vascular dementia or AD compared 
to age-matched controls [31]. Decreased rest-activity amplitude is also correlated 
with a higher degree of cognitive impairment in community-dwelling older 
adults [32].

Sleep difficulties are common in neurodevelopmental disorders of childhood 
[33], often with co-occurring circadian rhythm disorders. Comorbid ISWRD in 
youngsters with developmental disorders can be associated with reports from par-
ents and/or caregivers that their child sleeps or naps inappropriately, falls asleep 
too early at night, awakens too early in the morning, and/or cannot stay awake 
during the day for activities [29]. Despite the profound impact of irregular sleep-
wake patterns on families caring for children with developmental disorders, there 
is a paucity of research on ISWRD in children and adolescents. Nevertheless, 
ISWRD has been described in Angelman syndrome [34], Smith-Magenis syn-
drome [35], neuronal ceroid lipofuscinosis [36], and Williams-Beuren syndrome 
[37]. A case of ISWRD has also been reported in a congenitally blind, neurodevel-
opmentally delayed child [38]. Furthermore, abnormalities in melatonin rhythms 
associated with irregular sleep-wake behavior have been shown in Smith-Magenis 
syndrome [35] and Williams-Beuren syndrome [37]. Little is known about the 
clinical course of childhood ISWRD or the consequences of irregular sleep-wake 
patterns during critical developmental periods. One study of older adults with 
intellectual disabilities found that, compared to older adults with normal cognitive 
function, the sleep-wake rhythm in the former group was less stable and more 
fragmented [39].
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Fig. 10.1 Actigraphy in a patient with ISWRD: Features of irregular sleep-wake rhythm disorder 
(ISWRD) are illustrated in this double plot of 17 days of wrist actigraphy in a patient with ISWRD 
associated with neurologic disease. The patient had multiple sleep-wake episodes across 24 hours 
with multiple wake episodes at night and irregular sleep periods during the day. In this patient, 
sleep mostly occurred at night, consistent with his efforts to adhere to a conventional sleep-wake 
schedule
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ISWRD has been described in schizophrenia, particularly in individuals with 
“positive” symptoms [40]. Bromundt and colleagues [41] studied 14 middle-aged 
individuals with schizophrenia treated with antipsychotics using actigraphy and 
salivary melatonin in addition to neurocognitive testing. Participants with lower cir-
cadian amplitude had more fragmented sleep, atypical melatonin secretion patterns, 
and worse cognitive performance. Vigano and colleagues also observed lower night-
time melatonin levels and blunted melatonin rhythm amplitudes in patients with 
schizophrenia [42]. It is noted that melatonin levels and rhythmicity in this popula-
tion are difficult to interpret as the effects of antipsychotic medications on melato-
nin are poorly understood.

Circadian rhythm disorders also occur after traumatic brain injury (TBI). Ayalon 
and colleagues [43] studied 42 patients with mild TBI who had complaints of 
insomnia (34 with difficulties falling asleep or waking up and 8 with sleep mainte-
nance insomnia) and found that 7 had ISWRD and 8 had delayed sleep- wake phase 
disorder (DSWPD). Compared to DSWPD individuals, those with ISWRD demon-
strated a lower amplitude in oral temperature rhythm and 3 of 7 lacked a daily tem-
perature rhythm entirely. The mechanisms of circadian rhythm disturbance in TBI 
are not well understood; however, there are likely multiple factors at play. Duclos 
et al. [44] provide a review of possible pathophysiologic mechanisms including a 
maladaptive immune response, dysregulated clock genes, and confounding effects 
of acute hospitalization, pain, and anxiety.

Other causes of acquired damage to the SCN contributing to the development of 
ISWRD have been described. One report detailed posttraumatic irregular sleep- 
wake rhythm in a 38-year-old woman after she sustained a gunshot wound that 
damaged her SCN and bilateral optic nerves [45]. Another case report describes an 
individual who developed ISWRD in association with a prolactin-secreting pitu-
itary microadenoma that impinged upon the SCN [46].

 Management

ISWRD treatment aims to restore SCN time cues to decrease sleep fragmentation, 
consolidate the sleep-wake pattern, and improve circadian rhythm amplitude. 
Strengthening external circadian signals helps resynchronize the pacemaker, allow-
ing the body to anticipate predictable physiologic and behavioral needs intrinsically 
tied to day and night. Interventions include light therapy and timed exogenous mela-
tonin administration, as well as directed physical and social activity.

Bright light exposure has been studied to treat irregular sleep-wake patterns in 
institutionalized older adults, though in most investigations the patient sample was 
heterogeneous and the participants rarely had formal ISWRD diagnoses. For 
 example, Mishima and colleagues [47] compared bright light (between 3000 and 
5000 lux) administered for 2 hours between 9:00 and 11:00 AM in 14 hospitalized 
patients with dementia and sleep disturbance. After 4  weeks of daily treatment, 
patients in the bright light group slept less during the day and more at night. Another 
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trial of bright light in 10 elderly patients with severe dementia treated with 
5000–8000 lux for 45 minutes daily for 4 weeks between the hours of 8:00–10:00 AM 
showed behavioral improvements as measured with the Cohen-Mansfield Agitation 
Inventory (CMAI) and Behavior Pathology in Alzheimer’s Disease Rating Scale 
(BEHAVE-AD) [48].

Augmented light exposure for 45 minutes to 2 hours at levels ranging from 1000 
to 8000 lux has been tested in several other studies of elderly nursing home resi-
dents with dementia with irregular sleep-wake patterns suggestive of ISWRD, with 
most studies demonstrating positive effects of bright light, specifically more con-
solidated sleep at night and less sleep during the day [49–55]. In the 2015 American 
Academy of Sleep Medicine clinical practice guidelines for the treatment of circa-
dian rhythm sleep wake disorders [56], bright light therapy for ISWRD is recom-
mended among elderly patients with dementia. Side effects from light therapy are 
generally mild [57] and if it can be provided with relatively low cost and labor for 
caregivers, the behavioral benefits likely outweigh any associated symptoms.

The AASM clinical practice guidelines specifically recommend against using 
hypnotics or melatonin to treat ISWRD in elderly patients with dementia [56]. 
Hypnotic medications increase risk of falls and daytime sleepiness in older adults 
and there is no data supporting their use in ISWRD; hence, they should generally be 
avoided. Exogenous melatonin has been tested for ISWRD in older patients with 
dementia, but has not been shown to regulate sleep-wake patterns better than pla-
cebo, and is associated with untoward mood and behavioral outcomes. For example, 
in a study of 157 AD patients treated with 2.5 mg slow-release melatonin, 10 mg 
melatonin, or placebo, melatonin failed to improve actigraphically estimated total 
sleep time (TST) after a 2-month treatment period [57]. This lack of efficacy, com-
bined with another study showing that elders with dementia in an assisted living 
facility who were treated with 2.5 mg of melatonin in the evening had an increased 
incidence of negative affect and withdrawal [58], resulted in the recommendation 
against routine use of melatonin for ISWRD in elderly patients with dementia.

In contrast, data support the use of appropriately timed exogenous melatonin to 
treat children and adolescents with neurodevelopmental disorders and ISWRD [56]. 
A double-blind, randomized controlled trial of 16 youngsters ages 3–16 years old 
with autism spectrum disorder compared 3 months of evening melatonin adminis-
tration versus placebo in a crossover design [59]. Parents reported shortened sleep 
onset latency and increased TST with melatonin (dose range 2–10 mg) compared to 
placebo. Improvement in sleep duration was also observed in a small open trial test-
ing 3 mg of melatonin administered each evening at 6:30 pm to children with severe 
developmental disabilities and disrupted sleep wake patterns [60]. Finally, in the 
largest study to date of 125 youngsters with autism spectrum disorder, extended 
release melatonin, starting at 2 mg and increased to 5 mg, increased parent/care-
giver reported sleep duration by nearly 1 hour (compared to 9 minutes with placebo) 
and shortened latency to sleep onset by 39 minutes, compared to 12.5 minutes with 
placebo [61]. Most studies using melatonin in youths with ISWRD reported mini-
mal, mild side effects, such as increased daytime sleepiness, with high patient and 
caregiver treatment acceptability. Nevertheless, clinicians considering melatonin 
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administration to treat ISWRD in children with neurodevelopmental disabilities 
should be aware of a single nucleotide polymorphism (SNP) of CYP1A2 
(Cytochrome P450 Family 1 Subfamily A Member 2) that has been associated with 
slow melatonin metabolism yielding extremely high daytime levels in youngsters 
with autism spectrum disorder [62, 63]. Moreover, experts contend that because no 
long-term safety studies of exogenous melatonin administration in adolescents are 
available, its use should be reserved for situations with significantly disturbed sleep- 
wake patterns where the benefits clearly outweigh possible risks [64].

Another strategy for treating irregular sleep-wake patterns associated with severe 
circadian dysregulation is to halt pineal melatonin secretion by administering a 
β1-antagonist in the morning and supplementing with exogenous melatonin in the 
evening. This treatment was tested in 10 children with Smith-Magenis syndrome 
who displayed a near inversion of typical circadian entrainment at baseline. Use of 
this regimen increased sleep time at night, improved sleep quality, and reduced 
problematic behaviors during the day [65].

There are no well-established, evidence-based treatments specifically for ISWRD 
in patients with schizophrenia, in part because ISWRD is rarely diagnosed formally 
in patients with psychiatric illness. Circadian-based treatments for irregular sleep- 
wake patterns have been studied most often in patients with bipolar disorder, and 
strategies such as bright light therapy and stabilizing sleep patterns are effective 
both for improving sleep and stabilizing mood [66, 67]. Treatment studies for circa-
dian dysregulation—including ISWRD—in psychiatric illness are needed urgently. 
Promising therapeutic pathways include bright light therapy, sleep deprivation or 
restriction, use of the melatonin agonist and serotonin-2C antagonist agomelatine, 
and further study of the circadian stabilizing properties of established medications, 
e.g., selective serotonin reuptake inhibitors, lithium, valproic acid, and more novel 
pharmacologic agents, e.g., ketamine and brexanolone.

 Conclusion

ISWRD is a debilitating syndrome in which patients have multiple, irregular sleep- 
wake episodes across the day. It is observed most commonly in patients with neuro-
developmental and neurodegenerative disorders as well as those with neurologic 
trauma or schizophrenia. ISWRD is disruptive to successful treatment of comorbid 
conditions and poses significant challenges to the caregivers of patients with this 
CRSWD. Disruption of input to and output from the SCN is believed to underlie the 
circadian desynchrony in ISWRD. Thus, treatment strategies like bright light ther-
apy and exogenous melatonin administration focus on strengthening signaling to 
and from the internal clock. In addition to better syndrome-specific therapies for 
ISWRD and for CRSWDs in general, more clinical research is needed to establish 
optimal “doses” of behavioral and pharmacologic treatments. Best practices and 
treatment guidelines are needed to guide duration of treatment and the use of 
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combination therapies. Future research should also determine whether prevention 
and treatment can lead to better outcomes of the comorbid neurologic disorders that 
often accompany ISWRD.
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Chapter 11
Shift Work Sleep Disorder

Alok Sachdeva and Cathy Goldstein

 Introduction

Shift work is labor that occurs outside of traditional clock times (09:00 to 17:00).  
A shift may occur in the early morning (starting between 04:00 and 07:00 hours), 
the evening (from 14:00 hours to midnight), or the night (from 21:00 to 08:00 hours), 
and the schedule of one worker may include a rotation of different shifts [1, 2]. As 
long as there have been human civilizations with economies supporting a labor 
force, laborers have worked during shifts that overlapped with their habitual sleep 
periods. The commonality of shift work increased markedly during the Industrial 
Revolution (1760–1840 C.E.) and following the widespread use of electric lighting 
(late nineteenth century) [3]. Now more than ever, in a global economy driven by 
the rapid transfer of information, currency, and products across time zones, shift 
work is an economic necessity.

Although some shift workers are asymptomatic, a significant proportion develop 
difficulties sleeping outside of the work period and/or remaining alert during their 
shift, as a result of the mismatch between the endogenous homeostatic and circadian 
drives for sleep and wakefulness. If these complaints are accompanied by a reduc-
tion of total sleep time, and are present for at least 3 months, she/he may be diag-
nosed with shift work disorder (SWD) [1]. This condition can affect up to one-third 
of shift workers and is associated with adverse health consequences [4]. During the 
past 50 years, research has furthered our understanding of the generation of circa-
dian rhythms and the complex interaction between the circadian timing system with 
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sleep, performance, and health. In this chapter, we will review key aspects of shift 
work and SWD and will discuss promising directions for future research in this area.

 Epidemiology

Although there is an increasing amount of information on the prevalence of shift 
work and SWD, more studies are needed to characterize changes in the prevalence 
over time, to elucidate the socioeconomic costs, and to identify populations at great-
est risk. Approximately 10–20% of the workforce of industrialized nations world-
wide participate in shift work [2, 5–7]. These estimates derive primarily from 
surveys conducted by nations’ Departments of Labor; there are no studies that for-
mally compare shift work in different nations with respect to variables such as gross 
domestic product (GDP), dominant industries (as a percentage of GDP), primary 
exports, or extent of industrialization. Therefore, we have a sense for the global 
prevalence of shift work without a deeper understanding of the factors driving the 
comparative prevalence in different economies. In the United States of America 
(USA), the most recent 2004 survey by the Department of Labor showed that 
approximately 15% of the workforce participated in shift work with 3% in night 
shifts. The same survey demonstrated that more men than women (17% vs. 12%) 
and more African-Americans than other races (21% vs. 14–16%) participated in 
shift work [6]. The prevalence of shift work is known to vary by industry and is 
highest in protective and food services (40–50% of employees) followed by the 
healthcare and transportation industries (25% of employees) [2, 6, 8].

Prevalence estimates for SWD decrease to approximately 1–5% with the accom-
panying requirements of insomnia and/or reduced alertness [1]. Based on this esti-
mate and given a 2018 US population of 320 million, there may be up to 16 million 
people in the USA with SWD. Drake and colleagues found SWD in 32% of night 
shift workers and 26% of rotating shift workers. In that investigation, the “true prev-
alence” of SWD in shift workers (given insomnia and/or excessive sleepiness in 
18% of day workers) was extrapolated to 10% [4]. In an Australian cohort, a ques-
tionnaire yielded a similar SWD prevalence of 32% in night shift workers and 10% 
in “day” workers (defined as those who worked during the morning, the afternoon, 
or a combination of these) [9]. Although these two studies had methodological dif-
ferences, different populations, and different ways of defining SWD, both suggest 
that the condition may be present in up to one-third of night shift workers. 
Importantly, SWD that produces significant negative impact on social, family, or 
work relationships was estimated at 9% among night workers [9].

Shift work disorder prevalence rates are almost always higher in night shift 
workers than in workers of other shifts (rotating, evening, etc.), suggesting that 
misalignment between the endogenous circadian phase and the required rest/wake 
times is the primary driving force in its development. Data suggest that the preva-
lence of SWD increases with age and is higher in women than in men, but there are 
no studies that report differences in SWD prevalence based upon race or ethnicity 

A. Sachdeva and C. Goldstein



151

[9–12]. Evidence for varying SWD prevalence in different occupations has emerged 
(32% in nurses, 23% in oil rig workers, and 5% in police officers), but the effect of 
variables such as shift duration and intensity remains unknown [10, 13, 14].

 Physiology and Pathophysiology

The regulation of sleep is based upon a two-process model which summarizes inter-
actions between the homeostatic sleep drive (“Process S”) and the circadian timing 
system (“Process C”) [15, 16]. When functioning appropriately, the homeostatic 
sleep drive increases during wakefulness and decreases during sleep, while the cir-
cadian alerting signal increases during the day and peaks in the evening as a coun-
teractive force, thereby maintaining a consolidated period of wakefulness. By 
contrast, the circadian alerting signal declines sharply in the evening and, combined 
with a high homeostatic sleep drive, facilitates sleep onset (Fig. 11.1) [17].

Process S is mediated largely by molecules called somnogens that increase sleep 
propensity; examples include (but are not limited to) adenosine, prostaglandin D2, 
interleukin 1-beta, and tumor necrosis factor alpha [18–22]. The concentration of 
sleep-promoting adenosine, for example, has been shown to increase in the basal 
forebrain during prolonged wakefulness and decrease during sleep [18, 19, 23].

The central circadian clock, located in the suprachiasmatic nucleus (SCN) of the 
hypothalamus, regulates the oscillation of multiple biological processes (including 
the sleep-wake cycle) which repeat, on average, every 24.2 hours (circadian period 
or tau) in the absence of environmental cues [24–30]. Circadian rhythms are essen-
tial for timing physiological functions of the organism to achieve optimal coordina-
tion with the external light-dark cycle. As such, the genetic mechanisms underlying 
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sleep drive (Process S) and 
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circadian rhythmicity have been tremendously well-preserved throughout the evolu-
tion of species [31–36]. In addition to the central circadian regulation of sleep-
wake, melatonin, body temperature, cortisol, and other endocrine processes, 
peripheral pacemakers are widespread throughout the human body and, in concert 
with the SCN, play an important role regulating the circadian rhythmicity of physi-
ologic processes [37–39].

The human SCN maintains entrainment to the 24-hour day via external “time 
givers” or zeitgebers, the strongest of which is light, although exogenous melatonin, 
feeding, exercise, and social patterns can also influence one’s circadian timing. 
Light is received by the melanopsin-containing intrinsically photosensitive retinal 
ganglion cells (iPRGCs) and afferent signals are relayed to the SCN through the 
retinohypothalamic tract (RHT) [40–44]. The SCN then regulates the pineal gland’s 
secretion of melatonin and therefore, the pattern of melatonin secretion reflects the 
entrainment of the central clock. Additionally, melatonin provides feedback to the 
SCN. The mechanisms of SCN entrainment, self-sustained rhythmicity, and numer-
ous downstream pathways are beyond the scope of this chapter; please see Reppert 
et al. for a detailed review [25].

The ability of light and exogenous melatonin to provoke either an advance or a 
delay of circadian phase is dependent upon biological time as summarized by phase 
response curves [45, 46]. For light exposure, the transition point from delay to 
advance occurs 2–3 hours prior to habitual sleep offset coinciding with the timing 
of the core body temperature minimum (CBTmin). Therefore, light received during 
the last approximately 4  hours before habitual sleep onset through the time of 
CBTmin produces a phase delay. Conversely, light stimuli that occur after the time 
of CBTmin through the first few hours following natural wake time produce a phase 
advance. Exogenous melatonin’s phase shifting capabilities are anchored by endog-
enous dim light melatonin onset (DLMO), which occurs approximately 2  hours 
prior to habitual sleep onset. Exogenous melatonin will produce a phase advance of 
0.5–1 hour when administered prior to the time of DLMO and a phase delay of simi-
lar magnitude if dosed after the occurrence of DLMO. The magnitude of phase shift 
produced by exogenous melatonin is greatest when endogenous melatonin secretion 
is lowest [26, 47–49]. The utility of the phase response curve in the treatment of 
SWD will be discussed later in this chapter.

The symptoms of excessive sleepiness and insomnia that are core to SWD are 
due to both misalignment of circadian phase with the required schedule and reduced 
total sleep time. Insomnia results from a high circadian alerting signal coinciding 
with the allotted period for sleep (e.g., during the day in a night shift worker). The 
inability to sleep during the available window results in sleep deprivation and 
increased homeostatic sleep drive. Excessive sleepiness due to sleep deprivation is 
further magnified by a work shift aligning with the lowest circadian alerting signal 
(biological nighttime).

Indeed, symptomatic night workers demonstrated a circadian phase (as mea-
sured by the pattern of melatonin secretion) that promoted daytime wakefulness and 
nighttime sleep, while the melatonin levels of asymptomatic individuals were high 
during the day and lowest at night [50]. The capacity to shift the central circadian 
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rhythm to the desired schedule is likely multifactorial and may be behavioral (e.g., 
related to light exposure on work days and days off) and/or related to inherent fac-
tors such as chronotype and genotype. Chronotype, or individual diurnal preference, 
is known to influence tolerance to shift work and morning types may have greater 
difficulty adapting to a night shift work schedule [51]. Circadian phenotype is 
driven in part by genotype, and variable number tandem repeat (VNTR) polymor-
phisms of the clock gene PER3 have been associated with chronotype [52, 53]. 
Additionally, the VNTR polymorphism may predict resilience to sleep loss, propen-
sity for sleep independent from circadian phase, and whether a night shift worker’s 
daytime sleep disturbance is driven by stress reactivity versus circadian misalign-
ment [54–56]. Further work to understand the genetic differences that underlie the 
interindividual variability in tolerance to atypical schedules will likely provide 
greater insight into identifying vulnerabilities to SWD.

 Clinical Features

 Insomnia

Shift workers report 30–60 minutes less sleep than day workers, while individuals 
with SWD report 90 minutes less sleep [4]. Shift workers often report a sleep dura-
tion of less than 6 hours per 24-hour period, a problem that may be most pronounced 
in those working night or rotating shifts [4, 57, 58]. According to the Consensus 
Statement of the American Academy of Sleep Medicine and Sleep Research Society, 
regularly sleeping less than 7 hours per 24-hour period is associated with adverse 
health outcomes, impaired performance, and a greater risk of accidents [59].

The prevalence of insomnia in shift workers is significantly higher than the gen-
eral population, ranging from 20 to 50% depending on the characteristics of the 
cohort and the instrument used to assess symptoms [4, 13, 60–62]. Insomnia in shift 
workers is associated with sleepiness, fatigue, impaired work performance, anxiety, 
and depressed mood [60, 61]. One investigation demonstrated an increased likeli-
hood of insomnia among shift workers (odds ratio [OR] = 1.45, 95% CI = 1.04–2.02) 
even after termination of shift work [63, 64].

Interindividual variability has been observed in shift workers with insomnia, and 
phenotypes of alert (AI) and sleepy insomniacs (SI) have been described [65]. The 
AI group was found to have increased sleep onset latency and low sleep efficiency 
during both nocturnal and diurnal sleep and normal mean sleep latencies during the 
multiple sleep latency test (MSLT). Collectively, these findings suggest cortical 
hyperarousal. By contrast, sleepy insomniacs had very low mean sleep latencies on 
MSLT and an increased sleep onset latency only during diurnal and not nocturnal 
sleep. Thus, it has been hypothesized that the insomnia of the SI group may have a 
stronger association with circadian misalignment [65–67]. Of note, the AI group 
was found to have greater impairment on functional assessments compared to the SI 
phenotype. As discussed previously, impaired sleep often coexists with and can 
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worsen excessive sleepiness, functional impairment, and increased accident rates 
during work.

 Excessive Sleepiness, Work Dysfunction, and Accidents

Fatigue and sleepiness during shift work, most prominent during night and rotating 
shifts, result from a combination of factors including circadian misalignment and 
cumulative sleep deprivation [4]. A number of devastating industrial errors have 
occurred during the night and were associated with probable lapses in shift worker 
performance: these include the 1979 release of radioactive material from the nuclear 
plant at Three Mile Island in Dauphin County, Pennsylvania, USA; the 1984 leak of 
methyl isocyanate from the Union Carbide India pesticide plant in Bhopal, Madhya 
Pradesh, India; the 1986 explosion of the core of the Chernobyl nuclear power plant 
in Pripyat in northern Ukraine; and the 1989 Exxon Valdez oil spill near Tatitlek, 
Alaska, USA [68]. In the context of shift work, the commonly used term “excessive 
daytime sleepiness” must be replaced with “excessive sleepiness” for purposes of 
inclusivity and accuracy, given that nighttime rather than daytime sleepiness is often 
the primary problem.

Both excessive sleepiness and unintentional sleep are common in night shift 
workers and far exceed rates in day shift workers. Prior studies of sleepiness in shift 
workers have shown that 80–90% report feeling “sleepy” or “tired” at some point 
during their shift with a peak of sleepiness between 4 and 6 AM, corresponding with 
the nadir of one’s core body temperature and circadian alerting signal [69]. Examples 
include a cohort of train drivers evaluated by Akerstedt and colleagues; in this group 
11% of drivers reported “dozing off” on most night trips, while zero reported dozing 
off during day trips [69–71]. In a Massachusetts hospital, more than 30% of rotating 
and night shift nurses endorsed “nodding off” at work at least once per week, while 
this occurred in only approximately 3% of day and evening nurses [72]. A 2002 
study of train drivers and traffic controllers demonstrated a 6–14-fold greater risk of 
severe sleepiness during the night shift compared with the day shift, and the risk 
increased by 15% for each additional hour worked [73].

As described by Dinges and colleagues, cumulative sleep debt and circadian 
misalignment increase one’s sleep propensity, requiring increased efforts to remain 
awake and involuntary intrusions of drowsiness (“microsleeps”). These phenomena 
decrease work efficiency, performance quality, response time, processing speed, 
and short-term memory function, making shift workers more vulnerable to errors 
and accidents [74]. Electroencephalogram (EEG) studies of night shift workers 
have shown a doubling of the alpha and theta power density as well as slow roving 
eye movements in 50% or more of the electrooculogram (EOG) recordings [71, 75].

A decline in the performance of shift workers, especially night shift workers, 
has been shown in many studies across different industries. Similar to the time of 
peak sleepiness during a night shift, the greatest decline in performance is 
thought to occur between 4 and 6 AM, corresponding to the minimum core body 
temperature [17, 74, 76–78]. Tasks requiring sustained attention may pose the 
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greatest challenge to sleepy shift workers [79], a problem that is especially 
important in high-stakes industries such as transportation and healthcare [69, 
74]. Accident and error rates have been shown to be twice as high for rotating 
nurses than for day or evening nurses, even when rates were adjusted for age and 
experience [72]. Furthermore, the risk of accidents increased over successive 
nights of work with 6% increased risk on night two, 17% increased risk on night 
three, and 36% increased risk on night four. Longer work periods also correlated 
to a greater risk of errors, in keeping with prior studies showing more sleepiness 
with longer work periods [68, 73]. For example, errors were significantly more 
likely to occur when nurses worked longer than 12.5 hours (OR = 3.29, p = 0.001), 
worked overtime, or worked more than 40 hours per week (OR = 1.96, p < 0.0001) 
[80]. Other groups have also shown that there is an exponential increase in the 
likelihood of accidents as the duration of a shift increases; the risk of accidents 
after 12 hours of work is thought to be approximately twice the risk after 8 hours 
of work [81].

Accidents and errors in shift workers are not wholly explained by the low circa-
dian alerting signal that coincides with shift timing, but also due to the cumulative 
sleep debt that results from insomnia; losing 2 hours of sleep per day for 1 week 
has been shown to cause decrements of performance comparable to those seen 
after 24 hours of continuous wakefulness [82, 83]. The severity of this impairment 
is further highlighted by the finding that task performance after 24 hours of wake-
fulness was comparable to that of individuals with a blood alcohol concentration 
(BAC) of 0.10 (above the legal limit of 0.08 in most US States) [83, 84]. While 
sleep deprivation causes all people to experience a decline in cognitive perfor-
mance, the extent of that decline varies between subjects, and more research is 
needed to elucidate why some people may have a greater tolerance for sleep depri-
vation [85].

In closing, SWD is associated with disruptions of sleep and wakefulness that are 
most common in rotating and night shift workers, likely due to the greater degree of 
circadian misalignment. Insomnia during planned sleep periods and excessive 
sleepiness during work shifts promote a self-reinforcing cycle of sleep-wake impair-
ment, often resulting in a decline in work performance and an increased susceptibil-
ity to accidents (Fig. 11.2).

Accidents that occur during shift work can cause injuries, material damage, and/
or financial loss and may have negative consequences extending far beyond the 
boundaries of the workplace. The magnitude of these risks is rivaled by the risk of 
adverse health consequences that may result from shift work.

 Adverse Health Consequences

The potential adverse health consequences include cardiovascular, metabolic, neo-
plastic, gastrointestinal, reproductive, and psychiatric disorders, among others.

Studies that evaluated the association between shift work and various chronic 
diseases have revealed contradictory results. The assessment and comparison of 
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prior studies is limited by different definitions of shift work, heterogeneous popula-
tions, and small sample sizes that may under-power analyses. Selection bias, espe-
cially the “healthy worker” effect (healthier workers remain in their job and less 
healthy workers drop out of the workforce and are not studied), may also alter the 
perceived impact of shift work on general health [86, 87].

 Cardiovascular Disease

Both circadian misalignment and sleep loss may contribute to the increased risk of 
cardiovascular disease in shift workers, either directly or by increasing the risk of 
other mediating factors such as impaired glucose metabolism or obesity. Specific 
mechanisms that may predispose to cardiovascular disease include a “non-dipper” 
blood pressure pattern in night workers [86] and altered circadian gene expression 
(e.g., PER and CRY) that may increase the risk of vascular endothelial damage [88].

The largest review of observational studies on shift work and cardiovascular dis-
ease by Vyas and colleagues (2,011,935 subjects) found an association between 
shift work and myocardial infarction (RR  =  1.23, 95% CI  =  1.15–1.31) despite 
controlling for relevant confounders such as tobacco use. Shift work was not associ-
ated with an increased mortality risk. Workers of night shifts had the greatest 
increased risk for “coronary events” (RR = 1.41, 95% CI = 1.13–1.76), although 
other investigations have demonstrated greater cardiovascular risk with rotating 
shifts [89, 90]. Individual studies of ischemic heart disease (IHD) in shift workers 
report a relative risk ranging from approximately 1.2–2.8, depending on the study 
and the population [89–93]. Exposure time appears relevant to increasing risk after 
longer duration of shift work [91, 92]. A few well-powered studies have found no 

DAYTIME INSOMNIA

CIRCADIAN
DISRUPTION

EXCESSIVE NIGHT SHIFT SLEEPINESS

OCCUPATIONAL DYSFUNCTION
INJURIES AND ACCIDENTS
SOCIAL DYSFUNCTION
ADVERSE HEALTH CONSEQUENCES

Fig. 11.2 Circadian disruption can cause a self-reinforcing cycle of sleep-wake impairment with 
negative medical, occupational, and social consequences in patients with shift work disorder
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difference in the risk of IHD or mortality between shift workers and day workers 
[94–96]. As mentioned previously, these divergent conclusions likely result from 
the heterogeneity of populations, study design, and bias.

Studies on the association between shift work, carotid artery disease, and isch-
emic stroke are more limited. A greater common carotid artery mean intima-media 
thickness in male shift workers compared to day workers was noted in a population 
of 1543 Finnish men and women ages 24–39. Male but not female shift workers also 
were more likely to have a carotid plaque (OR  =  2.2, 95% CI  =  1.2–4.0) [97]. 
However, in a large study of female nurses, a 4% increased risk of ischemic stroke 
for every 5 years of rotating night shift work was observed [98].

While there is a high likelihood that shift work increases the risk of cardiovascu-
lar disease, conflicting results necessitate more well-powered prospective studies 
with precisely defined exposure to test this hypothesis.

 Metabolic Abnormalities

Lending further credence to the link between shift work and cardiovascular disease 
is the strong association between shift work and the metabolic syndrome, a cluster-
ing in one person of at least three of the following conditions: central obesity, hyper-
tension, hyperglycemia, hypertriglyceridemia, and low high-density lipoprotein 
(HDL) levels. Many studies across various populations worldwide have shown an 
odds ratio varying from 1.1 to 2.4 for the development of the metabolic syndrome 
in shift workers relative to day workers [99–103]. This association remained in all 
cases after adjustment for other factors such as smoking, physical activity, and age. 
Most of these studies compared day workers to rotating shift workers, and one study 
focused exclusively on men [102]. The variation in the calculated odds ratio among 
studies may have resulted from population heterogeneity, methodological variation, 
and differences in the definition of “metabolic syndrome”; nonetheless, an increased 
risk for incident metabolic syndrome in shift workers was consistently found. 
Furthermore, a study of 26,382 workers in China supported the association given 
that longer durations of shift work progressively increased the odds of developing 
the metabolic syndrome, a finding that was most prominent in women [103].

Additionally, the single components of the metabolic syndrome are all indepen-
dently more likely to occur in shift workers than day workers [104–108]. Obesity in 
particular has been highly linked to shift work and found to be increasingly likely 
the longer and more frequently one works a night shift with an odds ratio as high as 
3.9 (95% CI = 1.5–9.9) for women that worked eight or more night shifts per month 
[105, 109].

Similar dose-response results have been reported regarding shift work and inci-
dent diabetes [110–112]. An analysis of thousands of nurses from the Nurses’ 
Health Study showed an increased risk of type 2 diabetes in night shift workers. The 
risk of developing diabetes increased from a hazard ratio of 1.05 (95% CI = 1.00–1.11) 
to 1.58 (95% CI = 1.43–1.74) with night shift work of 1–2 years as opposed to 
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20 years in duration [110]. Similar results were obtained in a study of the Danish 
Nurse Cohort after a 15-year follow-up period; the greatest odds of diabetes were 
seen in night shift workers, though evening shift workers were also at greater risk 
than day workers [111]. Similar to the metabolic syndrome, a strong association 
between diabetes and shift work persists despite differences in population, method, 
and terminology [113, 114].

Metabolic abnormalities, such as decreased leptin, increased glucose and insulin, 
and prediabetes, have been demonstrated in controlled laboratory settings that use 
carefully designed protocols to induce misalignment between endogenous circadian 
phase, sleep-wake, and feeding [115–118]. Therefore, the association between cir-
cadian misalignment and metabolic dysfunction is particularly strong, and shift 
workers are at relatively high risk for medical problems such as obesity, hypertri-
glyceridemia, and diabetes. Frequent assessment of the nutritional status of shift 
workers and counseling on healthy eating habits is an essential preventive measure 
to ensure optimal health in this vulnerable population [119, 120].

 Neoplastic

In 2007, the International Agency for Research on Cancer (IARC) asserted, “shift 
work that involves circadian disruption is probably carcinogenic to humans.” 
Governments and large employers with many shift workers must take heed of this 
problem and generate plans for education and to increase accessibility to preventive 
healthcare with cancer surveillance programs. In Denmark, women with breast can-
cer who have worked a night shift for 20 or more years may receive governmental 
compensation to aid with medical expenses [121].

The association between night shift work and cancer is strongest for breast car-
cinoma, even after controlling for confounding factors such as age, family history 
of breast cancer, postmenopausal hormone use, and others. A meta-analysis by 
Wang and colleagues reported a pooled adjusted relative risk of 1.19 (95% 
CI = 1.05–1.35) for any exposure to night shift work. Furthermore, they calculated 
a 3% increased risk for every 5 additional years of night shift work and a 13% 
increased breast cancer risk for every 500 additional night shifts worked [122]. 
Other studies have replicated this trend for increasing breast cancer risk as the dura-
tion of night shift work increases [123–125]. Schernhammer and colleagues showed 
an increased risk of breast cancer among those who had worked 20+ years of night 
shift (RR 1.79, 95% CI = 1.06–3.01) compared to those without night shift work, 
but no significant increased risk among those who worked a night shift for less than 
20 years [126, 127]. Not all studies have confirmed this association, however [128, 
129]. A similar association has been found between night shift work and endome-
trial cancer (especially among obese women with 20 or more years of rotating night 
shift work), but not ovarian cancer [130, 131].

Men who work night shifts face an increased risk of prostate cancer, with one 
meta-analysis estimating relative risk at 1.24 (95% CI = 1.05–1.46) which increased 
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with increasing duration of work [132]; however, other investigations have not con-
firmed this association [129, 133–135].

Shift work has also been associated with an increased risk of colorectal cancer, 
bladder cancer, pancreatic cancer, and non-Hodgkin’s lymphoma (NHL) [135–
137]. Although an association between shift work and increased lung cancer risk 
has also been reported, cigarette smoking is a major confounder in these studies 
[135, 138].

The pathogenesis of shift work and cancer is thought to be related, in part, to the 
oncogenic potential of melatonin suppression in the setting of nocturnal light expo-
sure [139–142]. Melatonin suppression may be particularly relevant to the develop-
ment of breast and endometrial cancer, given melatonin’s peripheral role as an 
estrogen receptor modulator with an antiproliferative effect [143–147]. However, 
melatonin suppression is only one of the mechanisms leading to an increased cancer 
risk in shift workers; circadian desynchrony, sleep deprivation, immune impair-
ment, and systemic inflammation may also be implicated in promoting neoplastic 
cellular processes [143, 148–150].

 Gastrointestinal Dysfunction

Shift work also can provoke gastrointestinal dysfunction via different mechanisms, 
including circadian disruption, sleep deprivation, and occupational stress. The gas-
trointestinal tract relies upon many processes that are tied to the body’s circadian 
rhythms. For example, apart from its pineal origin, melatonin is produced by entero-
chromaffin cells of the gastrointestinal tract and plays a role in regulating intestinal 
myoelectric rhythms as well as balancing hunger and satiety. In addition, the timing 
of secretion of the peptide hormones ghrelin, somatostatin, and gastrin demonstrates 
circadian rhythmicity [151, 152]. While many gastrointestinal symptoms and diag-
noses have been studied in the context of shift work, the majority of studies have 
investigated the connection between rotating or night shift work and gastrointestinal 
ulcer formation. It is possible that circadian disruption due to rotating or night shift 
work increases gastrin and pepsinogen secretion, resulting in increased ulcer 
risk [4].

A meta-analysis by Knutsson and colleagues in 2010 concluded that there is an 
increased risk of peptic ulcer disease (PUD) in shift workers, but also found inade-
quate control for confounders such as age, smoking, and socioeconomic status in 
some studies [153]. Interestingly, symptomatic SWD may be more relevant than 
exposure to shift work alone; Drake and colleagues reported that ulcers of the gas-
trointestinal tract were more common in rotating and night shift workers if insomnia 
or excessive sleepiness were present [4].

Associations between shift work (especially evening and rotating shifts) and a 
higher likelihood of irritable bowel syndrome (IBS), constipation, diarrhea, bowel 
movement irregularity, and abdominal pain also has been found [154–157].
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 Reproduction

Shift work during pregnancy seems to be a risk factor for low birth weight (accounting 
for gestational age) and preterm (less than 37 weeks) delivery with one study estimat-
ing an approximately twofold increased odds [158–161]. The risk of miscarriage also 
is likely higher in pregnant women who work irregular hours or rotating shifts com-
pared to day workers, with large effect sizes (up to fourfold increased risk) [160, 162, 
163]. The impact of shift work on pregnant women deserves further study, particularly 
because temporary scheduling changes may be feasible and have significant benefits.

 Psychiatric Disorders

Sleep disturbance and circadian disruption are strongly and bidirectionally associ-
ated with increased rates of anxiety and depression [164–167]. It is not surprising, 
then, that shift work and SWD have been associated with the same, which can con-
tribute to social and occupational dysfunction [4]. In a study of 98 current and for-
mer shift workers, a high prevalence of major depressive disorder was found, most 
pronounced in women and those with greater shift exposure [168]. Kalmbach and 
colleagues studied the effect of a transition to rotating shift work on 96 non-shift 
workers without baseline sleep or psychiatric disturbances. Individuals with greater 
sleep-reactivity (as measured by the Ford Insomnia Response to Stress Test) were 
more than five times more likely to develop SWD. In addition, SWD was associated 
with a greater increase in depression and anxiety symptoms [169]. Therefore, the 
assessment of sleep reactivity may allow us to identify shift workers at high risk for 
SWD and to take measures to prevent depression and anxiety.

 Other

Shift work has also been implicated in increased risk of musculoskeletal and rheu-
matic disease [170–172] as well as multiple sclerosis [173, 174]. The effects of shift 
work on multiple organ systems demonstrate the profound relevance that adequate 
sleep duration and appropriate circadian alignment have for health and wellness.

 Diagnostic Criteria and Differential Diagnosis

Diagnostic criteria for SWD have been defined by the American Academy of Sleep 
Medicine (AASM) in the third edition of the International Classification of Sleep 
Disorders (ICSD-3) and by the American Psychiatric Association (APA) in the fifth 
edition of the Diagnostic and Statistical Manual of Mental Disorders (DSM-5).
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ICSD-3 diagnostic criteria for SWD include a 3-month history of insomnia 
and/or excessive daytime sleepiness with decreased sleep duration in the context 
of a work schedule that overlaps with the habitual sleep period (Fig. 11.3) [1].

The DSM-5 includes SWD in the category of circadian rhythm sleep disorders 
(CRSD), which is broadly described as clinical distress and/or functional impair-
ment caused by excessive sleepiness or insomnia resulting from misalignment of 
one’s intrinsic circadian rhythm with one’s sleep-wake schedule (as determined by 
occupational, educational, social, or other obligations) [175]. Therefore, the funda-
mental features of SWD are similar in both the ICSD-3 and the DSM-5, but some 
differences are present; for example, sleep logs and actigraphy are explicitly men-
tioned in the ICSD-3, but not in the DSM-5. Additionally, the DSM-5 provides 
distinct time course designations for SWD symptoms: episodic (present for at least 

SHIFT WORK DISORDER DIAGNOSTIC CRITERIA
(AASM, ICSD-3)

1. Insomnia and/or excessive sleepiness
with a reduction of total sleep time
associated with a recurring work
schedule that overlaps with the usual sleep
period

Symptoms have been present (and
associated with shift work) for at least 3
months

2.

3. Symptoms cause clinically significant
distress or functional impairment

4. Whenever possible, sleep logs and
actigraphy for at least 14 days confirm a
sleep-wake disturbance

5. Sleep and/or wake disturbances are not
better explained by another sleep
disorder, medical disorder, neurological
disorder, mental disorder, medication
use, or substance use disorder

Fig. 11.3 AASM ICSD-3 
shift work disorder 
diagnostic criteria
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1 month but less than 3 months), persistent (persistent for at least 3 months), or 
recurrent (two or more episodes within 1 year). As always, the clinician’s assess-
ment of the unique details of each patient’s symptoms is an integral part of the 
diagnostic process.

The diagnosis of SWD is based primarily on the patient’s history and establish-
ing that the likely source of symptoms is exposure to a work schedule that inter-
feres with the endogenous propensity for sleep and wakefulness. As indicated in 
both the ICSD-3 and DSM-5 diagnostic criteria, the diagnosis is predicated on the 
exclusion of other conditions as the primary cause of insomnia and/or excessive 
sleepiness. Given the strong association of shift work with metabolic and psychi-
atric disturbances, the exclusion of other causes of insomnia and/or excessive 
sleepiness (e.g., depression or sleep-disordered breathing) should be carefully 
pursued.

 Evaluation

 History

A thorough history is the cornerstone of a complete evaluation of a patient for 
SWD. This should include a detailed work history, including hours, location and 
commute, job responsibilities, occupational hazards/exposures, light-dark environ-
ment, and work-related stress. A safety assessment should be completed, including 
an assessment of sleepiness while driving a motor vehicle or operating heavy 
machinery and documentation of work-related errors or injuries that occurred or 
nearly occurred due to sleepiness.

An effort should be made to determine if the patient’s symptoms are associated 
with the atypical shift schedule and resultant misalignment with the endogenous 
circadian phase. Therefore, the clinician must determine how the patient’s habitual 
sleep period overlaps with the shift work schedule and screen for sleepiness at work 
as well as difficulty sleeping during the time allotted between shifts. The timing and 
quality of sleep on non-work days may reveal the individual’s naturally preferred 
sleep-wake times. Because light exposure is the primary mechanism that entrains 
the central circadian clock, light exposure must be determined on both work and 
off days.

Sleep hygiene must be assessed with special attention given to light and noise 
exposure during sleep periods, planned or unplanned naps at work, and the use 
of stimulating substances (such as caffeine) near the end of a work shift. Once 
these fundamental historical features are clear, the clinician should screen for 
the presence of other sleep disorders, such as sleep-disordered breathing, rest-
less legs syndrome, and chronic insomnia (not related to shift work). A compre-
hensive past medical and social history as well as review of systems may reveal 
medical and psychiatric causes of sleepiness and/or insomnia.
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 Questionnaires

Subjective historical information may be supplemented with the use of validated 
SWD questionnaires and chronotype assessments. Although a helpful adjunct, these 
tools are not systematically integrated into clinical practice. Figure 11.4 summa-
rizes available questionnaires that may provide beneficial information in the evalu-
ation of a shift worker (Fig. 11.4) [176–189].

 Sleep Log and Actigraphy

In all cases of suspected shift work disorder, the patient should complete a sleep log 
for at least 2 weeks [190, 191]. Given that shift work disorder includes circadian 
disruption with insomnia and/or excessive sleepiness, both the 24-hour sleep log 
(which provides a helpful graphical representation of circadian sleep-wake patterns) 
and the consensus sleep diary (which adds important information about awake 

QUESTIONNAIRE DESCRIPTION NUMBER OF ITEMS USE IN SHIFT WORKERS

Shiftwork Disorder
Screening

Questionnaire

Brief questionnaire
identifies patients at

high risk for SWD (PPV
= 89%, NPV = 62%)176

To identify possible SWD
in the primary care
setting

Munich Chronotype
Questionnaire

Horne-Östberg
Morningness-
Eveningness
Qusetionnaire

Epworth Sleepiness
Scale

Insomina Severity
Index

Self-rated scale
assesses circadian
phase on work and

work-free days

Self-rated scale
classifies individuals as

morning, evening or
intermediate types

The likelihood of
dozing off or falling
asleep in different

situations generates a
measure of one’s

overall sleep
propensity

Questions about
insomnia symptoms

and their impact
quantify insomnia

severity

4

13

19

8

7

Validated by Barger et
al.176

Identification of
chronotype may help
guide shift selection and
treatment of SWD

A version specific to shift
workers has been
developed177

Identification of
morningness/eveningness
may help guide shift
selection and treatment
of SWD

Not validated in shift
workers179

To assess sleepiness
Has been used
extensively in studies of
shift workers4,10,13, 63

Lack of excessive
sleepiness does not rule
out SWD

To assess insomina
Has been used
extensively in studies of
shift workers60, 65,190

Lack of insomnia does not
rule out SWD

•

•

•

•

•

•

•

•

•

•

•

Fig. 11.4 Questionnaires in the evaluation of insomnia and/or excessive sleepiness in shift workers
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behaviors and sleep hygiene) are beneficial [192]. In addition, 2 weeks of concur-
rent actigraphy should be compared to the patient’s sleep diary whenever possible 
[193]. Multiple important estimated sleep metrics can be derived from the sleep log 
and actigraphy data; these include bedtime, sleep onset latency, wake after sleep 
onset time, sleep efficiency, total sleep time, and wake-up time (Fig. 11.5).

Data from off days and work days may provide an enhanced degree of insight 
into the patient’s symptoms and behavior. Certain actigraphy devices also can 
record light exposure [195]. Actigraphy is also useful to determine the frequency 
and duration of planned and unplanned naps that occur during a work shift and may 
be underreported in the sleep diary [196, 197].

 Dim Light Melatonin Onset

Dim light melatonin onset (DLMO), often measured in saliva, can be used to deter-
mine one’s circadian phase [47]. The DLMO time is less likely than core body 
temperature or serum cortisol to be “masked” or altered by other variables, but, as 
the name suggests, must be collected in dim light [198]. However, due to the cost 
and complexity of measurement and interpretation, the determination of the DLMO 
time is not routinely used in clinical practice [48]. Some have argued that circadian 

Fig. 11.5 Sample actigraphy of a patient with shift work disorder. Reprinted from Mizuno et al. 
[194] under the terms of the Creative Commons Attribution 4.0 International License (http://cre-
ativecommons.org/licenses/by/4.0/)
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rhythm sleep-wake disorders such as SWD should not be treated until the objective 
circadian phase has been determined [199]. Current ongoing work pursues the 
development of a biomarker that accurately estimates circadian phase with low 
complexity and cost [200].

 Other Laboratory Studies

Laboratory studies are not required to diagnose SWD, but may be helpful to rule out 
other medical causes of excessive sleepiness and/or insomnia. Clinical laboratory 
tests of a patient’s blood and/or urine, including a urine drug screen, should be 
obtained judiciously and based upon the provider’s working differential diagnosis. 
In addition, given shift workers’ increased risk for medical problems such as hyper-
glycemia and hypertriglyceridemia, the clinician should consider screening for con-
ditions such as diabetes that can decrease a patient’s overall health and quality 
of life.

 Polysomnography and Multiple Sleep Latency Test (MSLT)

Polysomnography (PSG) in shift workers may reveal a sleep architecture consistent 
with sleep deprivation, but PSG is not required to diagnose SWD [201]. Nonetheless, 
sleep laboratory testing should be pursued when appropriate to assess for other pos-
sible sleep disorders (such as obstructive sleep apnea and/or narcolepsy). Diagnosing 
central disorders of hypersomnolence such as narcolepsy can be difficult in shift 
workers given the nearly eightfold increased odds of positive in-laboratory testing 
(two or more sleep onset rapid-eye-movement (REM) periods during PSG and 
MSLT with a mean sleep latency of 8 minutes or less) [202].

 Treatment: Shift Work Disorder and Symptoms Associated 
with Shift Work

 Overview

In recent years, many published reviews have summarized the evidence supporting 
different treatment options for SWD and symptoms associated with shift work [2, 5, 
190, 191, 203–205]. In 2007, the AASM published practice parameters for the eval-
uation and treatment of circadian rhythm sleep-wake disorders, including SWD. This 
report ranked the strength of treatment options for SWD as “standard,” “guideline,” 
or “option,” in order of decreasing clinical certainty and level of evidence support-
ing each intervention (Fig. 11.6) [190].
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The definitive treatment of SWD is discontinuation of shift work. If traditional 
work hours are not feasible, treatment should be pursued and includes four general 
components: prescribed sleep scheduling, circadian phase shifting, hypnotic (sleep- 
promoting) medications, and stimulant (wake-promoting) medications [191]. 
Despite a growing number of studies on this topic, there remains a paucity of 
randomized- controlled trials.

 Sleep/Wake Scheduling and Naps

Because shift work can result in decreased total sleep time, sleep deprivation, and 
sleepiness, shift workers may benefit from sleep schedule interventions that aim to 
increase total sleep time and reduce sleepiness during awake periods. Shift workers 
need to allow for a sleep opportunity of sufficient duration prior to a work shift. 
Yeung and colleagues showed that a bedtime 10 hours before the start of a sched-
uled early-morning shift (between 0400 and 0730 hours) increased total sleep time 
by approximately 1 hour without detrimental effects on sleep onset latency, sleep 
efficiency, or sleep quality [206]. Well-timed naps that are short in duration 
(20–60 minutes) both before [207] and during the earlier parts of a shift [208] also 
can help ease sleepiness in shift workers. In addition to reduced sleepiness, naps can 
result in improved performance on vigilance testing [208–211]. The benefits of naps 
in shift workers were still observed despite low sleep efficiency and lack of stage 
REM and slow wave sleep during PSG recordings [211]. The impact of a nap on the 

SHIFT WORK DISORDER TREATMENT RECOMMENDATIONS
(AASM Practice Parameters, Morgenthaler et al, 2007)190

THERAPY LEVEL OF RECOMMENDATION

Planned Sleep Schedules

Timed Light Exposure

Timed Melatonin Exposure

Hypnotic Medications

Alerting Medications

Stimulant Medications

Standard

Guideline

Guideline

Guideline

Guideline

Option

Standard:

Guideline:

Option:

A generally accepted patient-care strategy that reflects a high degree of clinical certainty.
Level 1 Evidence, which directly addressed the clinical issue, or overwhelming Level 2 Evidence.
A patient-care strategy that reflects a moderate degree of clinical certainty.
Level 2 Evidence or a consensus of Level 3 Evidence.
A patient-care strategy that reflects uncertain clinical use.
Either inconclusive or confliciting evidence or conflicting expert opinion.

Fig. 11.6 Shift work disorder treatment recommendations. Compiled from data in Morgenthaler 
et al. [190]
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main sleep bout should be assessed; one study reported impaired daytime sleep in 
night shift workers who took a 50-minute nap at either 0100 hours or 0400 hours 
[210]. It is important to note that appropriately scheduled naps were the only inter-
vention recommended by the AASM at the “standard” level for the treatment of 
SWD [190].

Therefore, creating a greater sleep opportunity (advancing the bedtime) and 
scheduling naps can help to mitigate the excessive sleepiness that often results from 
circadian misalignment and sleep deprivation in shift workers. Naps during a shift 
should occur in the first half of a shift and should not exceed 45 minutes’ duration, 
and patients should be cautioned about possible brief periods of sleep inertia and 
decreased alertness upon awakening from a nap. More studies are needed to assess 
the impact of naps on safety outcomes in the workplace and to study the relative 
benefit of prescribed sleep scheduling in patients with SWD [212].

 Circadian Phase Shifting

Because the primary pathophysiology underlying SWD is the misalignment of the 
required schedule for sleep and wakefulness with the endogenous circadian rhythm, 
circadian phase shifting is a rational treatment approach. As previously discussed, 
although the central circadian clock oscillates in a self-sustaining manner that is 
independent of time cues, light and non-photic stimuli such as melatonin can entrain 
the endogenous circadian rhythm to external time.

Entraining a shift worker to a permanent night-work/day-sleep schedule is typi-
cally problematic given that most workers desire some degree of social and family 
engagement on days off. As a solution to this problem, a series of studies [213–217] 
defined a “compromise phase position” such that the nadir of circadian alertness 
occurs during the sleep period on both work days and days off. To reach this posi-
tion, subjects in the experimental group were exposed to bright light pulses during 
a simulated night shift. They had a scheduled sleep period (in darkness) of 
8:30–15:30 after the first two consecutive simulated night shifts and 8:30–13:30 
after the third (last) simulated night shift. On the four simulated days off, subjects 
were instructed to sleep from 03:00 to 12:00. With the exception of light exposure 
within the first 2 hours of awakening during work days, subjects in the experimental 
group avoided daylight with sunglasses. Individuals fell into one of three groups 
based on estimated nadir of circadian alertness which was extrapolated from 
DLMO: completely re-entrained (circadian nadir the second half of daytime sleep 
following night shifts), partially re-entrained (circadian nadir during the first half of 
daytime sleep and towards the end of nighttime sleep on days off), and not re- 
entrained (circadian nadir during the night shift or commute home). Those with 
partial circadian re-entrainment experienced an improvement of performance, 
sleepiness, and mood that was comparable to those with complete re-entrainment. 
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Subjects without re-entrainment showed worse neurobehavioral performance 
despite adequate total sleep time during the day [218]. Therefore, partial re- 
entrainment to the “compromise phase position” is likely a sustainable method to 
promote alignment to night work while allowing for some degree of diurnal interac-
tion on days off [216].

Many studies have shown that 4–6 hours of bright light exposure (2500–12,000 
lux) either sustained or occurring intermittently throughout a night shift along with 
decreased light exposure during the day can re-entrain the circadian rhythm, improve 
alertness and cognitive performance, improve the quality of daytime sleep, and 
increase total sleep time in night shift workers [219–226]. Although most investiga-
tions have employed light exposure to produce a phase delay and enable night shift 
workers to sleep in the morning (0800–1600 hours) that follows their shift, others 
have demonstrated that bright light timed to promote a phase advance can result in 
high-quality evening sleep (1400–2200 hours) prior to the work period and improve 
performance during the night shift [227].

Night shift workers, especially those with SWD, should expose themselves to 
bright light (at least 2500 lux for 4–6 hours) throughout the night shift and minimize 
light exposure during the day (with sunglasses, blackout shades, etc.) to reduce 
circadian misalignment and improve daytime sleep quality. Light exposure inter-
ventions are also expected to benefit work performance.

Both the circadian phase shifting and soporific properties of exogenous melato-
nin have been studied extensively in night shift workers and during simulated shift 
work protocols, but not specifically among subjects with SWD. Placebo-controlled 
trials of varying doses (1.8–10 mg) and formulations of melatonin given to night 
shift workers prior to daytime sleep have shown improved sleep quality and 
increased total sleep time, though these changes were not always statistically sig-
nificant [228–231]. Patients can develop tolerance to the sleep-promoting effects of 
melatonin and report decreasing effectiveness over time [230]. Studies of melatonin 
prior to daytime sleep have not shown a consistent improvement of night shift alert-
ness or performance [230, 231].

The circadian phase shifting properties of melatonin are well-established; the 
greatest phase advance occurs when melatonin is timed 2–4  hours prior to the 
DLMO, while a phase delay is most pronounced when melatonin is timed 
12–14 hours after DLMO [232]. Therefore, in addition to promoting sleep, melato-
nin dosed prior to the daytime sleep period could elicit a phase delay to help indi-
viduals acclimate to night shift work.

In summary, melatonin before daytime sleep may improve sleep quality and total 
sleep time for night shift workers, though these benefits could decrease over time 
due to tolerance. Unfortunately, melatonin appears unlikely to provide measurable 
benefit with respect to night shift alertness or performance.

Ramelteon and tasimelteon, melatonin receptor agonists, also may be effective 
for phase shifting and daytime insomnia in night shift workers, but the relative 
efficacy of these medications compared to melatonin has not been established and 
may not justify their increased cost [233, 234].
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 Hypnotic (Sleep-Promoting) Medications

Benzodiazepine receptor agonist (BZRA) medications exert their sleep-promoting 
effects by way of receptors for gamma-aminobutyric acid (GABA), the chief inhibi-
tory neurotransmitter of the central nervous system. The usefulness of multiple ben-
zodiazepine (triazolam, temazepam) and non-benzodiazepine (zopiclone, zolpidem) 
BZRA medications have been formally evaluated in shift workers and in simulated 
shift work conditions. Although all of these studies showed increased total sleep 
time, improved sleep efficiency, decreased sleep onset latency, and/or increased 
sleep quality in subjects during the designated sleep period, improvement of alert-
ness and psychomotor performance during work hours was insignificant or absent 
in all but one study [235–239]. “Hangover effect” and reduced work performance 
were not seen in hypnotic-treated subjects during these studies, but one study 
reported worsened next-day mood in subjects treated with zolpidem [237, 239]. To 
assess combination therapy in simulated shift work conditions, zolpidem 1  hour 
before bedtime was given with 10 mg of oral methamphetamine 1 hour after awak-
ening, and these medications together did not significantly improve shift-change 
mood or performance [240].

Despite the lack of negative effects of hypnotic medications on work perfor-
mance in the above studies, brief interventions often in simulated shift work condi-
tions may lack external validity and generalizability. Medications such as zolpidem 
and triazolam can impair memory, learning, and psychomotor performance in some 
patients; as such, clinicians should individualize care and counsel shift workers 
(with or without SWD) about possible adverse effects of hypnotic medications that 
could compromise work performance and increase the likelihood of accidents and 
injuries [190, 241].

 Stimulant (Wake-Promoting) Medications

As discussed previously, excessive sleepiness during shift work can have serious 
implications for performance and safety. Therefore, stimulant medications may be 
required to treat excessive sleepiness and reduce the likelihood of work-related 
error and injury. Stimulants such as caffeine and amphetamine-based medications 
have been tested in both real and simulated shift work conditions. Modafinil and 
armodafinil have been tested extensively for sleepiness in SWD and are approved by 
the US Food and Drug Administration (FDA) for this purpose.

Caffeine, a methylxanthine stimulant that acts primarily by way of adenosine 
receptor antagonism, has been shown in doses equivalent to 2–4 cups of coffee to 
decrease sleepiness during a work shift and reduce the number of errors made by 
shift workers compared to placebo [242–244]. In addition, napping and caffeine 
have been shown to improve alertness more so than either intervention alone [245]. 
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Analyses of the effect of caffeine on measures of performance have yielded mixed 
results, though a meta-analysis showed that caffeine likely causes some degree of 
improvement in reasoning, memory, and attention during shift work [243–245]. 
Whether or not caffeine can reduce injury rates in shift workers is unknown. 
Although caffeine is relatively safe, it can provoke symptoms such as insomnia or 
palpitations and should be used cautiously, especially in patients with cardiovascu-
lar disease.

Formal studies of the use of dextroamphetamine and/or methylphenidate for 
shift work or SWD are sparse, and there are no randomized-controlled trials. 
Methamphetamine doses of 5–10 mg, taken prior to a simulated night shift, were 
found to reverse the decline in performance and mood related to circadian disrup-
tion [246]. While these results are encouraging, clinicians and patients must be 
cautious about possible central nervous system (insomnia, headache, anxiety, 
emotional lability) and cardiovascular (hypertension, tachycardia, palpitations) 
side effects of amphetamines, as well as the potential for abuse. More studies are 
needed to assess the safety and efficacy of long-term amphetamine use in patients 
with SWD.

Modafinil and armodafinil increase dopamine levels in the brain by inhibiting 
its reuptake; however, the complete mechanism of action by which these medica-
tions promote wakefulness is unknown. Modafinil’s efficacy in patients with 
SWD has been shown in two randomized, double-blind, placebo-controlled tri-
als. Modafinil increased mean sleep latency on MSLT and reduced both the fre-
quency and duration of lapses of attention as measured by the psychomotor 
vigilance test (PVT). Patients taking modafinil reported less accidents or near 
accidents while commuting home, but excessive subjective sleepiness persisted 
[247]. Workers with SWD who received modafinil doses of 200 mg or 300 mg 
30–60 minutes before the night shift also displayed improved measures of health-
related quality of life without significant daytime insomnia resulting from treat-
ment [248].

Randomized, double-blind trials of armodafinil 150 mg 30–60 minutes before 
a night shift versus placebo in hundreds of subjects with SWD have also shown 
reduced objective sleepiness, reduced subjective sleepiness, and improved per-
formance on standardized memory and attention tasks [249–252]. In addition to 
the reduction of objective sleepiness as measured by the multiple sleep latency 
test (MSLT), Drake and colleagues showed that armodafinil 150 mg improved 
driving performance relative to placebo during a simulated driving test after 
night shift work [251]. Armodafinil was well-tolerated in all studies and, similar 
to modafinil, the most common side effect was headache [250, 253]. A minority 
of patients taking modafinil or armodafinil also reported daytime insomnia 
[248, 254].

In summary, the optimal treatment of SWD requires a careful, individualized 
strategy that integrates some or all of the following treatment modalities: prescribed 
sleep/wake scheduling, circadian phase shifting, hypnotic (sleep-promoting) medi-
cations, and stimulant (wake-promoting) medications.
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 Conclusion

Shift work is very common, especially in certain industries such as healthcare and 
transportation. As many as one-third of shift workers may develop SWD, a condi-
tion characterized by insomnia and/or excessive sleepiness with reduced total sleep 
time. SWD can impair job performance, provoke work-related injuries, reduce 
one’s overall quality of life, and promote a decline in general systemic health. Since 
the middle of the twentieth century, new diagnostic technologies (e.g., actigraphy), 
medications (e.g., modafinil), and a tremendous body of knowledge can be used to 
improve the well-being of shift workers, prevent injury and disease, and decrease 
healthcare costs. While SWD is still under-recognized, its importance to health, 
safety, and productivity is more fully appreciated now than it was 50 years ago, and 
organizations such as the National Sleep Foundation are raising awareness of SWD 
among the general public. More studies are needed to describe the global, national, 
and industry-specific prevalence of SWD so that we may better understand the per-
sonal and socioeconomic costs associated with this condition. In addition, we must 
strive to discover more individual and organizational risk factors for SWD so that 
we can effectively identify and treat the most vulnerable populations.

Educational interventions should be delivered so that workers may improve cir-
cadian alignment, reduce shift sleepiness, decrease insomnia, and mitigate modifi-
able risk factors of disorders linked to shift work. Referrals to board-certified sleep 
physicians may be indicated if symptoms persist despite self-care strategies and 
treatment by the primary care physician. If there is concern about excessive sleepi-
ness while operating a motor vehicle during the commute to and from work, alterna-
tives such as a car pool or ride share program may be utilized.

Ultimately, different phenotypes of shift work disorder may emerge, allowing 
clinicians to further individualize treatment, refine prognosis, and guide shift work-
ers with critical employment decisions such as shift selection. The care of shift 
workers with and without SWD is an international priority that requires thoughtful 
cooperation between shift workers, employers, and healthcare providers.
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Chapter 12
Duty Hour Regulations of Physicians 
in Training and Circadian Considerations

Eric J. Olson

 Definitions

Accreditation Council for Graduate Medical Education (ACGME)  
Organization responsible for setting the standards for graduate medical education 
and for the accreditation of most training programs (residencies and fellowships) 
in the United States. In the 2017–2018 academic year, the ACGME accredited 
approximately 11,200 residency and fellowship programs in 180 specialties spon-
sored by approximately 830 institutions. The accreditation process is managed by 
specialty-specific Review Committees which consist of leaders from specific 
fields who set standards and provide peer evaluations of sponsoring institutions 
and their residencies and fellowships.

Fellow A physician in training who has completed medical school and one or more 
residencies and is electively undergoing further specialty training. The fellow’s 
period of advanced training is called a fellowship which typically lasts 1–3 years. 
Fellows may provide clinical and educational support to interns and residents.

Institute of Medicine Component of the National Academies of Science which 
seeks to provide comprehensive information on health policy issues. This organiza-
tion was recently renamed the National Academy of Medicine.

Harvard Work Hours Health and Safety Group Multidisciplinary group that 
studies occupational sleep and circadian issues and seeks strategies to improve the 
health and safety of workers in safety-sensitive jobs.

E. J. Olson (*) 
Department of Medicine, Division of Pulmonary and Critical Care Medicine, and Center for 
Sleep Medicine, Mayo Clinic, Rochester, MN, USA
e-mail: olson.eric@mayo.edu

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-43803-6_12&domain=pdf
mailto:olson.eric@mayo.edu


184

Intern A physician in training who has completed medical school and is in his/her 
first year of postgraduate medical training (i.e., first-year resident). The intern’s 
period of training is called an internship. Interns may be referred to as a “PGY-1” 
which stands for postgraduate year 1.

Night Float A patient care process in which one or more residents work only 
over the nighttime hours to provide relief for on-call residents by evaluating new 
hospital admissions and/or providing coverage for previously admitted inpatients. 
The night float transfers care responsibilities back to their on-call colleagues in 
the morning.

Resident A physician in training who has completed medical school and intern-
ship but has an additional 2–7 years (or more) of education in a medical or surgical 
discipline before independent practice. The term originates from the time when 
these junior doctors resided in hospitals to provide care around the clock. The resi-
dent’s period of training is called a residency. This training typically occurs in hos-
pital and clinic settings under supervision from institutional faculty (senior clinicians 
at the sponsoring facility) in that specialty. Residents oversee interns and assume 
greater autonomy as they gain experience and demonstrate competence. Residents 
may be referred to as a “PGY-x” with “x” referring to their current year of post-
graduate medical training. Residents may also be referred to as “house staff” or 
“house officers” in recognition of their in-hospital (house) duties.

 Introduction

The education pathway from medical student to independent medical practitioner 
goes through residency and, in some cases, specialty fellowship. Residencies and 
fellowships are physically and emotionally demanding experiential training periods 
through which providers gain the skills to enter unsupervised practice through 
direct care of patients supplemented by clinical teaching from supervisors and 
structured educational events, such as conferences, lectures, journal clubs, and sim-
ulation sessions. The first year of residency is termed an internship and is tradition-
ally the most grueling year of graduate medical education. Extended work hours, 
overnight call, and rotating work shifts are characteristic features of residencies and 
fellowships. Historically, these challenging schedules were felt necessary for com-
prehensive trainee learning, respect for the physician-patient relationship, and to 
satisfy the clinical and economic realities of providing care for patients around the 
clock. However, there has been greater awareness of the impact of long work hours 
on trainee wellbeing, education, and patient safety, leading to efforts to curb resi-
dent and fellow duty hours. This chapter will review how medical training may 
disrupt wake/sleep regulation, summarize literature on the impact of sleep loss and 
circadian disruption on trainees and patients, provide a history of duty hour restric-
tions for medical trainees, and examine the consequences of work hour limits on 
trainees and patients.
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 Sleep/Wake Regulation and Medical Trainees

Sleep and wakefulness are primarily determined by the interplay of the homeostatic 
drive to sleep and the circadian system [1]. The homeostatic drive to sleep strength-
ens as time from the prior sleep bout elapses, which results in progressive sleep 
propensity and degradation in neurobehavioral performance. By 17 hours of contin-
ued wakefulness, the performance impairment is equivalent to that observed with 
alcohol intoxication in healthy subjects [2]. The circadian system, centered in the 
suprachiasmatic nucleus of the hypothalamus and entrained by the environmental 
light/dark cycle, oscillates in such a way to provide a counterbalancing drive for 
wakefulness during the day and reinforcing stimulus for sleep at night. Both the 
obtainment of adequate sleep time to satiate the homeostatic drive and the proper 
alignment of this drive with the circadian system are important to produce consoli-
dated and behaviorally optimized periods of wakefulness and sleep. This interaction 
is routinely threatened by the prolonged and fluid work schedules typical of medical 
training. Before the implementation of work hour limits for residents approximately 
20 years ago, it was not unusual for trainees to work 80–90-hour weeks with each 
week consisting of 36-hour duty shifts in hospital broken up by 12 hours or less of 
rest between shifts [3].

The homeostatic drive to sleep may not be quenched in residents and fellows due 
to acute or chronic partial sleep deprivation, which in turn leads to increased sleep 
propensity and impaired alertness. The on-call shifts ubiquitous in training pro-
grams are often marked by acute sleep restriction. Using ambulatory electroenceph-
alographic (EEG) monitoring, Richardson [4] documented that internal medicine 
residents averaged just 3.6 hours of sleep when on call. Even if afforded an oppor-
tunity to sleep on call, pager interruptions are commonly followed by sustained 
wakefulness [4]. Efforts to balance other life demands make it challenging for train-
ees to obtain adequate recovery sleep during time away from work, leading to 
chronic partial sleep deprivation. Nationwide surveys of residents before [3, 5] the 
imposition of work hour limits revealed reported average nightly sleep durations of 
less than 6 hours, well below the 7 hours recommended for optimal health [6]. In 
experimental subjects, curtailing sleep to 6 hours per night results in vigilance defi-
cits equivalent to two nights of total sleep deprivation and an accompanying alarm-
ing inability to perceive progressive impairments [7]. From a circadian standpoint, 
night shifts force trainees to work at the peak of sleep propensity which may jeop-
ardize waking performance. While the homeostatic drive to sleep is strong at the end 
of such a shift, ensuing daytime recovery sleep quality is jeopardized by the build-
ing circadian drive for wakefulness. Rotating work shifts (as opposed to “straight” 
night shifts), common in specialties such as emergency medicine and critical care 
medicine, may further exacerbate circadian misalignment.

Sleep deprivation and/or circadian misalignment may also increase vulnerability 
to sleep inertia in trainees. Sleep inertia is characterized by the desire to return to 
sleep upon awakening and can be accompanied by varying degrees of grogginess, 
disorientation, slurred speech, impaired cognition, and automatic behaviors. This 
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phenomenon is most prominent within the first minutes of awakening. The cogni-
tive performance of individuals immediately upon awakening may be just 65% of 
their peak cognitive performance and is worse than their cognitive performance 
after 24 hours without sleep [8]. Sleep inertia may pose an important safety concern 
when trainees are awakened to provide patient care.

 Impact of Sleep Loss and Circadian Disruptions 
on the Personal and Professional Lives of Trainees

The first publication on the impact of sleep loss in residents appeared in 1971 when 
Friedman [9] reported that post-call interns made nearly twice as many errors when 
reading electrocardiograms in comparison to rested colleagues. What followed was 
a vast literature exploring the impact of long work hours and sleep loss on trainee 
wellbeing and performance and patient safety. Studies reported associations of sleep 
deprivation with diminished cognitive function, memory, fine motor skills, motiva-
tion, and mood, errors in patient care, and serious conflicts with other members of 
the healthcare team [10, 11]. Surveyed internal medicine residents admitted to fall-
ing asleep while performing clinical duties, such as writing notes in the chart (69%), 
reviewing medication lists (61%), interpreting labs (51%), writing orders (46%), 
placing central lines, drawing blood cultures, and running codes [12]! Philibert [13] 
compiled a list of the 30 most influential and widely cited articles from this body of 
literature, culled from over 1000 investigations. Works highlighted included:

• The report of Reuben [14], which was the first to associate depressive symptoms 
to residency, with interns exhibiting the highest prevalence. The training context 
was relevant, as symptoms were greatest among interns during rotations on inpa-
tient care wards and intensive care units. Rosen [15] subsequently first reported 
temporally linked trends for ratings of chronic sleep deprivation, depression, and 
burnout in internal medicine interns.

• Jacques’ [16] initial demonstration that sleep loss diminished resident perfor-
mance on standardized tests. There was a significant decline in the in-training 
test scores among family medicine residents with decreasing sleep the night 
before the test.

• Hillson’s [17] analysis of 22,000 internal medicine admissions that revealed 
patients admitted at night under the care of residents experienced an increased 
relative risk for inpatient mortality.

• Marcus and Laughlin’s [18] survey to first report that post-call pediatric residents 
were significantly more likely to fall asleep while driving and to be involved in 
motor vehicle crashes. A disturbing 49% of surveyed residents reported falling 
asleep at the wheel with 90% of the events occurring post call. Steele [19] later 
surveyed emergency medicine residents with 8% reporting crashes and 58% 
reporting near miss crashes with the overwhelming majority occurring after a 
night shift.
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• Parks’ [20] finding of a 1.5-fold increased risk of experiencing a blood-borne 
pathogen exposure (needle stick, laceration, or splash) for residents and medical 
students working during night versus daytime hours.

• Bellini’s [21] report of decreased trainee caring and enthusiasm after the transi-
tion from medical school to residency. Five months into training, residents 
showed increased scores of depression/dejection, anger/hostility, fatigue/inertia, 
distress, and decreased empathy.

• Barger’s [22] results from a national survey of approximately 2700 interns who 
completed online monthly reports detailing their work schedules, work activi-
ties, and sleep. The odds of a motor vehicle crash increased twofold and of a near 
miss accident fivefold during the trip home after an extended work shift com-
pared to nonextended shifts. Each extended work shift increased the risk of crash 
on the home commute by 16%. Although not cited by Philibert [13], these inves-
tigators used the same survey process to also reveal an increased risk for sustain-
ing a percutaneous injury the day after working overnight compared to the same 
time period on the previous day [23]. Self-reported fatigue-related medical errors 
climbed from 4% during months with no extended shifts to 10% during months 
with one to four extended shifts to 16% during months with five or more extended 
shifts [24]. Self-reported falling asleep during educational and patient care activ-
ities also increased in proportion to the number of extended shifts worked.

Although compelling, this literature suffers from limitations [25], as studies 
often involve only one institution or a single specialty, which limits generalizability. 
The studies also fail to account for circadian factors, baseline chronic partial sleep 
deprivation in control residents, practice differences, and trainee motivation. 
Moreover, some results were contradictory, which may have been a result of small 
sample sizes, leaving studies open to confounding from interindividual differences 
in resilience to sleep loss [26]. It is challenging to distinguish the impact of sleep 
loss per se from that of long hours and other job-related stressors characteristic of 
residency training. Finally, study designs have been heterogeneous, and outcomes 
measures may not be sensitive to more subtle levels of impairment or may lack 
relevance to actual work performed by residents. Despite these drawbacks, a meta- 
analysis of the literature concluded that sleep loss has significant effects on resident 
clinical performance, cognitive function, memory, and vigilance [27].

Other challenges with this literature include a paucity of analyses performed in 
true-to-life circumstances and a careful accounting of whether resident impairment 
actually led to patient harm. Landrigan [28] and colleagues of the Harvard Work 
Hours Health and Safety Group endeavored to address these shortcomings by per-
forming a carefully designed prospective trial comparing a modified work schedule 
without shifts longer than 16 hours to a traditional every third night 24-hour call 
schedule among interns working in the intensive care unit. Greater than 2200 
patient-days were monitored in a comprehensive multidisciplinary manner. Interns 
in the traditional schedule worked 19.5 hours more per week, slept 6 less hours per 
week, and committed 36% more serious errors (defined by the investigators as “a 
medical error that causes harm or has the potential to cause harm” [28]), including 
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21% more serious medication errors and six times more serious diagnostic errors in 
comparison to their peers on the modified schedule. This group also experienced 
twice the rate of ambulatory-EEG captured attentional failures during on-call nights 
[28, 29]. Despite these differences, the adverse event rates for patients cared for by 
each group were similar, highlighting that the support on-call residents receive from 
supervisory staff and other members of the multidisciplinary care team (e.g., nurses, 
pharmacists, therapists) makes it very challenging to determine the extent to which 
resident sleep deprivation and circadian misalignment result in adverse patient 
outcomes.

 History of Resident Work Hour Reforms (Table 12.1)

The death of 18-year-old Libby Zion on March 5, 1984  in a New York hospital 
while under the care of residents is widely considered a seminal catalyst with respect 
to residency training reforms in the United States. Resident fatigue was determined 
to be a contributing factor to Ms. Zion’s death. Her father, Sidney Zion, a journalist 
and former federal prosecutor, pushed for an investigation and mounted a crusade 
publicizing the inadequacies of the residency training system. In a New York Times 
op-ed, he wrote, “You don’t need kindergarten to know that a resident working a 
36-hour shift is in no condition to make any kind of judgment call—forget about life 
and death” [30]. A grand jury decided not to indict Ms. Zion’s doctors, but the case 
prompted the creation of the Bell Commission, which issued a report recommend-
ing greater resident supervision and limits on residency work hours. In 1989, the 
State of New York became the first jurisdiction to mandate that residents work no 
more than 80 hours per week. In 1989, the Internal Medicine Residency Review 
Committee endorsed the same.

In 1998, the European Working Time Directive became law for all workers in the 
European Union. This statute called for a maximum work week of 48 hours, a mini-
mum rest period of 11 consecutive hours per 24-hour duty, and a minimum rest 
period of 24 hours per 7-day duty. The rollout for medical trainees across the conti-
nent has been uneven with full implementation in the United Kingdom delayed until 
2009 [31].

Under pressure from various advocacy groups and the threat of federal interven-
tion, the Accreditation Council for Graduate Medical Education (ACGME), the 
organization responsible for overseeing residency and fellowship training programs 
in the United States, instituted compulsory nationwide work limits for residents and 
fellows in July 2003. The requirements imposed a maximum 80-hour work week 
averaged over 4 weeks (with an allowance of up to 88 hours in programs with a 
compelling educational rationale), capped duty shift length to a maximum of 
24 hours with an additional 6 hours allowed to maintain continuity of care and par-
ticipate in didactic activities (“24  +  6”), limited in-hospital call frequency to no 
more than every third night, stipulated a minimum time between shifts of 10 hours, 
and mandated 1  day in seven free from all training responsibilities (the latter 3 
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averaged over 4 weeks). Internal moonlighting performed by residents (covering 
extra shifts within their teaching institution) counted toward the 80-hour weekly 
limit. The requirements also obligated training programs to adhere to principles of 
prioritizing resident learning over service duties, to provide appropriate supervision 
of resident patient care activities, and to educate faculty and residents on recogniz-
ing and mitigating sleep deprivation.

The duty hour limits were immediately controversial and have remained so to the 
present day. Critics voiced concern that increased rest for residents and the accom-
panying personal wellbeing benefits would be offset by increased transitions of 

Table 12.1 Timeline of selected events in the regulation of work hours for medical trainees

1971 Friedman [9] report of increased electrocardiogram interpretation errors in post-call 
interns as compared to rested colleagues

1984 Death of New York college student, Libby Zion, which was ultimately attributed to 
suboptimal residency supervision and resident fatigue from extended work hours

1989 New York imposes 80-hour week limit for medical trainees within the state in response to 
investigations following Ms. Zion’s death

1989 Internal Medicine Residency Review Committee endorses 80-hour work week for its 
accredited training programs

1998 European Working Time Directive enacted which established a maximum work week of 
48 hours for European Union workers

2003 Implementation of first ACGME duty hour limits which mandated an 80-hour work week 
limit, maximum shift length of 24 + 6 hours, maximum on-call frequency of every third 
night, and 1 day off in 7

2006 Harvard Work Hours Health and Safety Group [28] report demonstrating less sleep and 
more errors in intensive care unit interns working on traditional call schedule with 
24-hour shifts compared with interns on a schedule with a maximum shift length of 
16 hours

2008 Release of Institute of Medicine’s report, Resident Duty Hours: Enhancing Sleep, 
Supervision, and Safety [33], which advocated for more stringent resident duty hour 
limits

2011 Implementation of second ACGME duty hour limits [34] which capped the maximum 
intern work shift at 16 hours and 24 + 4 hours for all other residents. The 80-hour work 
week limit, maximum on-call frequency of every third night, and 1 day off in 7 continued

2016 FIRST [35] results published demonstrating equivalent patient outcomes from surgical 
programs managed under the 2011 ACGME work limits versus those with flexibility with 
respect to maximum shift length and time off between shifts. Residents expressed a 
strong preference for training under more flexible conditions [37]

2017 Implementation of third ACGME duty hour limits [38] which reversed the 16-hour 
maximal shift length cap for interns and subjected all residents to the 24 + 4 hour shift 
limit. The 80-hour work week limit, maximum shift length of 24 + 6 hours, maximum 
on-call frequency of every third night, and 1 day off in 7 continued

2018 iCOMPARE [36] results published demonstrating more resident dissatisfaction yet 
greater residency program director satisfaction in internal medicine residencies that 
allowed flexibilities with respect to maximum shift length and time off between shifts 
versus programs managed under the 2011 ACGME work limits

2019 Internal medicine programs with flexible duty hours participating in iCOMPARE report 
noninferior patient outcomes compared to standard duty hour programs [38]
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patient care, decreased professionalism (clock-based versus patient-based ethic), 
reduced access to procedures and educational activities, and greater differences 
between training and real-life practice encountered after training completion [32]. 
There was also the realization that work hour limits didn’t necessarily translate into 
dramatically longer recovery sleep. A nationwide survey of trainee self-reported 
sleep revealed a modest increase in mean nightly sleep duration of 22 minutes (from 
5.91 hours to 6.27 hours) [5]. Proponents argued that the work limits were not strin-
gent enough, as aggregate data suggested residents working within the 30-hour 
maximal allowable shift may function at a level comparable to the 15th percentile 
of rested colleagues [27]. Beyond the debate was the practical challenge of replac-
ing care coverage previously provided by residents. On the eve of the 2003 work 
hour limits’ implementation, first-year obstetrics/gynecology and general surgery 
trainees provided an average of 91 and 102 hours of patient care per week, respec-
tively [3]. Hospitals responded by hiring more advanced practice providers and hos-
pitalists, by implementing night-only call teams (“night floats”) to relieve on-call 
residents, and by shifting duties to supervising faculty physicians.

The Landrigan modified intern schedule study [28] and recommendations from 
the Institute of Medicine’s (IOM) 2008 report, Resident Duty Hours: Enhancing 
Sleep, Supervision, and Safety [33], significantly influenced the ACGME’s next ver-
sion of its duty hour regulations. The IOM advocated for further work hour limits, 
improved patient handoffs, and closer resident supervision. Specific recommenda-
tions included no change in the 80-hour work week limit, but a reduction in the 
maximum allowable shift length for all residents to either 16 or 30 hours (the latter 
if there were 5 hours protected time for sleep between the circadian favorable peri-
ods of 10 PM–8 AM); a minimum of 10 and 12 hours off after a day and night shift, 
respectively; 14 hours off after an extended duty period with no return to the hospi-
tal before 6 AM the next day; a mandatory 5 days off per month with at least 1 day 
off per week (not averaged); a maximum of four in-hospital night shifts per month 
with 48 hours off after three or four consecutive night shifts to minimize circadian 
disruption; and inclusion of internal and external moonlighting hours toward the 
80-hour weekly limit. The economic reality of hiring the personnel to implement 
these changes was estimated at $1.7 billion.

The second version of the ACGME revised common program requirements, 
enacted in 2011, further limited the maximum duty period for interns to 16 hours 
[34]. The maximum shift length for intermediate and senior residents remained at 
24 hours, but the extra time allowed for transitional and educational activities was 
cut to 4 hours (“24 + 4”). The rules granted residents the flexibility to remain beyond 
their maximal allowable duty period to continue to provide care to a single patient 
under special clinical, academic, or humanistic circumstances. Strategic napping 
between 10 PM and 8 AM was strongly suggested for intermediate or senior resi-
dents working beyond 16 hours without mandating protected time for this rest. The 
mandatory minimum time off between 24-hour shifts was increased to 14 hours. 
Night duty was limited to six consecutive nights, interns were now prohibited from 
moonlighting, and internal and external moonlighting now counted against the 
80-hour work week limit. The foundational requirements of the 80-hour work week 
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limit, maximum on-call frequency of every third night, and 1 day off in 7 were pre-
served. The revised rules encouraged residents to prioritize sleep over other discre-
tionary activities when away from work (so as to arrive on duty appropriately 
rested), required training programs to adjust schedules to alleviate burdensome ser-
vice demands while minimizing patient handoffs, and mandated the provision of 
adequate sleep facilities and/or transportation options for residents too sleepy to 
return home, with an overall cultural emphasis of safety, quality improvement, 
trainee wellbeing, and team-based patient care.

Controversy continued after the implementation of the 2011 duty hour require-
ments, especially surrounding the 16-hour shift limit for interns. There was concern, 
especially from surgical disciplines, that this limit was diminishing continuity of 
care and imperiling trainee opportunities to witness the trajectory of acute clinical 
conditions. The ACGME heeded the call of the IOM [33] to foster multicenter 
research on the impacts of duty hour limits by providing seed funding and waivers 
for several duty hour requirements for programs involved in two national trials that 
examined the impact of work hour limits: the Flexibility in Duty Hour Requirements 
for Surgical Trainees (FIRST) trial [35] and the Individualized Comparative 
Effectiveness of Models Optimizing Patient Safety and Resident Education (iCOM-
PARE) trial [36, 38]. FIRST was a noninferiority trial that randomized 117 general 
surgery programs during the 2014–2015 academic year to the 2011 ACGME duty 
hour policies (standard policy group) or to more flexible policies that waived limits 
on maximum shift lengths and time off between shifts (flexible policy group) while 
still abiding by the 80-hour work week limit, maximum on-call frequency of every 
third night, and an average of 1 day off in every 7 days. There was no difference 
between groups in the primary composite outcome measure of 30-day rate of post-
operative death or serious complications or of secondary postoperative outcomes 
determined through the American College of Surgeons’ National Surgical Quality 
Improvement Program. Residents in the flexible policy group did not report greater 
dissatisfaction with their education quality and were less likely than standard group 
residents to perceive negative impacts of their duty hours on patient safety, care 
continuity, clinical skills acquisition, operative skills acquisition, autonomy, opera-
tion volumes and case completion, conference attendance, and professionalism, but 
they were more likely to notice negative effects on case preparation, research work, 
family time, extracurricular activity participation, and rest. Only 14% of FIRST 
residents surveyed expressed a preference for training under standard ACGME poli-
cies [37].

The iCOMPARE trial similarly randomized 63 internal medicine programs to 
the 2011 ACGME duty hour policies or to more flexible policies that waived lim-
its on maximum shift lengths and time off between shifts. Trainees in the two 
groups had similar average percentages of directly observed shift time spent in 
direct patient care, in-training examination scores, perception of appropriate bal-
ance of service demands and education in their clinical rotations, and burnout 
scores. The flexible group residents were more likely to report dissatisfaction with 
the overall quality of their education and impact of work on their personal lives 
but less likely to report negative impacts of duty hours on continuity of care [36]. 
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Faculty perceived the balance of resident workload to capacity equivalent in both 
groups, while program directors in flexible duty hour programs were less likely to 
report dissatisfaction with many aspects of the training environment, including 
intern responsibility for patient care, intern morale, frequency of handoffs, conti-
nuity of care, and time for teaching [36]. Programs with flexible duty hours had 
noninferior differences in pre- trial year to trial year 30-day mortality, 7-day read-
mission rates, and patient safety indicators, compared to programs adhering to 
standard ACGME duty hours [38].

The ACGME’s third version of its program requirements for duty hours was 
implemented during the 2017–2018 academic year (Table  12.2) [39]. Based on 
review of published research, including FIRST, and broad input from multiple 
stakeholders, the ACGME reversed its decision on the intern 16-hour cap and 
restored the maximum work shift duration for interns to that of all other trainees 
(the aforementioned “24  +  4”). The 80-hour work week, maximum on-call fre-
quency of every third night, and 1 day off in 7 limits endure. The requirements add 
to the 2011 rules by expanding the focus on trainee and faculty wellbeing, by man-
dating that faculty and residents engage in patient safety and quality improvement 
activities, and by requiring programs to design systems to optimize transitions in 
patient care and to maintain an environment that promotes the joy of professional 
and intellectual development.

Table 12.2 Requirements pertaining to duty hours from Section VI of the 2017 ACGME Common 
Program Requirements [39]

Maximum hours of clinical and education work per week

Clinical and educational work must be limited to no more than 80 hours per week, averaged 
over a 4-week period, inclusive of all in-house clinical and educational activities, work done 
from home, and all moonlighting
Mandatory time free of clinical work and education

The program must design an effective program structure that is configured to provide residents 
with educational opportunities, as well as reasonable opportunities for rest and personal 
wellbeing
Residents should have 8 hours off between scheduled clinical work and educational periods. 
There may be circumstances when residents choose to stay to care further for patients or to 
return to the hospital with fewer than 8 hours free of clinical experience and education. This 
must occur within the context of the 80-hour and the 1 day off in 7 requirements
Residents must have at least 14 hours free of clinical and educational work after 24 hours of 
in-house call
Residents must be scheduled for a minimum of 1 day off in 7 free of clinical work and required 
education (when averaged over 4 weeks). At-home call cannot be assigned on these free days.
Maximal clinical work and education period length

Clinical and educational work periods for residents must not exceed 24 hours of continuous 
scheduled clinical assignments
Up to 4 hours of additional time may be used for activities related to patient safety, such as 
providing effective transitions of care, and/or resident education. Additional patient care 
responsibilities must not be assigned to resident during this time
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Clinical and educational work hour exceptions

In rare circumstances, after handing off all other responsibilities, a resident, on their own 
initiative, may elect to remain or return to the clinical site in the following circumstances: to 
continue to provide care to a single severely ill or unstable patient, to provide humanistic 
attention to the needs of the patient or family, or to attend unique educational events. These 
additional hours of care or education will be counted toward the 80-hour weekly limit
A Review Committee may grant rotation-specific exceptions for up to 10% or a maximum of 88 
clinical and educational work hours to individual programs based on a sound educational 
rationale
Moonlighting

Moonlighting most not interfere with the ability of the resident to achieve the goals and 
objectives of the educational program and must not interfere with the resident’s fitness for work 
nor compromise patients’ safety
Time spent by residents in internal and external moonlighting must be counted toward the 
80-hour maximum weekly limit
Postgraduate year 1 residents are not permitted to moonlight
In-house night float

Night float must occur within the context of the 80-hour and 1 day off in 7 requirements
Maximum in-house on-call frequency

Residents must be scheduled for in-house call no more frequently than every third night (when 
averaged over a 4-week period)
At-home call

Time spent on patient care activities by residents on at-home call must count toward the 80-hour 
maximum weekly limit. The frequency of at-home call is not subject to the every-third-night 
limitation, but must satisfy the requirement of 1 day off in 7 free of clinical work and education, 
when averaged over 4 weeks
At-home call must not be so frequent or taxing so as to preclude rest or reasonable personal time 
for each resident
Reasons are permitted to return to the hospital while on at-home call to provide direct care for 
new or established patients. These hours of inpatient patient care must be included in the 
80-hour maximum weekly limit

 Effect of Resident Duty Hour Limitations on Resident 
Wellbeing, Resident Education, and Patient Safety

Despite an ever-expanding number of studies, a definitive sense of the impact of the 
ACGME’s efforts to limit resident work hours on trainees and the patients they care 
for has not fully emerged. The varied findings are evident in the following high- 
impact studies selected by Philibert [13]:

• Poulose [40] reported that the frequency of adverse patient safety indicators for 
surgical residents increased after implementation of the New York state work 
hour limits.

• Gopal [41] found that the original 2003 work hour limits were associated with 
decreased internal medicine resident exhaustion, depersonalization, and depres-
sion rates at a large academic medical institution, although resident educational 
conference attendance dropped and overall residency satisfaction fell.

Table 12.2 (continued)
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• Examining on-call residents assigned to a schedule that provided protection from 
clinical duties from midnight to 7 AM versus a standard 24-hour call schedule, 
Arora [42] observed that many residents on the protected schedule chose not to 
use the coverage because of their desire to avoid discontinuity of care.

• Volpp [43] revealed that the 2003 ACGME work limits were not associated with 
statistically significant improvements or declines in mortality of Medicare medi-
cal or surgical patients when comparing the 3 years prior to the 2003 work hour 
limits with the two subsequent years.

• Jagannathan [44] reported that work hour limits were associated with reduced 
performance on the American Board of Neurological Surgery written exam and 
that while resident registration to national meetings increased, the number of 
resident abstracts dropped 7% when comparing 2002 with 2007.

• McCoy [45] observed that internal medicine residents on a rotation with a 
16-hour shift limit felt less prepared to manage cross coverage of patients, 
although patient care metrics were unchanged.

• Desai [46] randomized internal medicine interns to schedules compliant with the 
2003 or 2011 work hour limits and showed that the 2011-compliant schedules 
increased intern sleep but decreased intern participation in didactic sessions and 
increased patient handoffs. The study was terminated early because of concerns 
of reduced quality of care delivered by the night float.

• In a cohort of 2300 interns who self-reported information on work and wellbeing 
quarterly over the course of a year, Sen [47] learned that the 2011 work hour 
limits reduced weekly work hours but did not increase sleep. Depressive symp-
toms and wellbeing did not change and self-reported medical errors increased.

These conflicting findings explain why systematic reviews of this literature have 
come to different conclusions. In Bolster and Rourke’s [48] analysis of the system-
atic reviews of the 2003 work hour limits’ literature, five reviews examined the 
impact of duty hour limits on resident wellbeing with four reviews [33, 49–51] 
concluding the impact was favorable and one [52] determining the literature was 
inconclusive; five reviews examined the impact on resident education with two [51, 
53] concluding there was no impact, two [49, 50] concluding the impact was incon-
clusive, and one [52] concluding the impact was unfavorable; and eight reviews 
examined the impact of duty hour limits on patient safety with two [33, 52] conclud-
ing there was a positive impact, two [53, 54] finding no impact, and four [50, 51, 55, 
56] concluding the impact was inconclusive. Bolster and Rourke then reviewed lit-
erature regarding the 2011 duty hours and similarly found mixed results for resi-
dent- and patient-focused outcomes. Night float in particular, with its attendant 
circadian disruption from consecutive nights worked, was found in the majority of 
studies to have a negative impact on residents, including decreased sleep, more 
stress and fatigue, decreased conference attendance, and less exposure to attending 
physicians [48].

The complexity of studying duty hour reforms exposes the many methodologic 
limitations of this vast literature [57]. As mentioned above, studies often suffer from 
small sample sizes and may only describe a single institution’s experience.  

E. J. Olson



195

A glaring and persistent shortcoming has been the very limited attention paid to 
circadian factors. Investigations employing large national administrative databases 
for patient outcomes may lack the fidelity to account for the impact of local training 
processes. Follow-up of residents or patients involved in studies may be too short. 
Some studies have mixed and others segregated medical and surgical residents and 
patients. Conclusions from studies only involving interns may not generalize to 
residents nearing graduation. Many studies employ surveys which may not be vali-
dated and/or have low response rates. These surveys gather stakeholder perceptions 
of the impact of duty hour reforms but lack objective data for corroboration of their 
impressions. A large array of endpoints of varying rigor and appropriateness has 
been used to capture facets of resident wellbeing, resident education, and patient 
safety. Finally, investigators struggle to account for the many other factors that can 
influence the resident learning experience, such as care process changes that have 
accompanied duty hour limits or advances in medical knowledge.

Amidst all mixed findings, the ACGME drew conclusions from its literature 
review [51] that informed creation of their 2017 duty hour regulations. The duty 
hour limits have increased resident sleep, albeit modestly, and objective measures of 
alertness. The majority of studies have indicated a reduction in resident burnout 
with work hour limits, yet how this impacts the physician-patient relationship is 
understudied. The majority of studies have not shown a negative impact of duty 
hour limits on procedural volumes or in-training exam scores. Trainee work has 
been compressed into fewer hours which may result in a negative impact on the 
resident-patient relationship, patient outcomes, and resident participation in educa-
tional activities. The impact of duty hour limits may differ between medical and 
surgical trainees (as per FIRST and iCOMPARE). The impact on patient safety has 
been mixed and also medical specialty context dependent. Single-institution studies 
involving internal medicine residency programs have generally found a positive 
effect, whiles studies using large national datasets have found negative impacts on 
surgical patients.

 Conclusion

The need to improve the work and learning environments of resident and fellow 
physicians which were so disruptive to sleep and circadian mechanisms was indis-
putable, yet how best to modify these conditions while simultaneously achieving 
the goals of training professional practitioners ready for fulfilling careers and the 
provision of excellent patient care remains in dispute. The primary approach has 
been to address sleep deprivation through work hour restrictions. The expansive 
literature examining how the duty hour limitations have influenced trainee wellbe-
ing/education and patient safety has yielded decidedly mixed findings, although 
there is a suggestion that medical and surgical disciplines are differentially impacted, 
raising the possibility of more specialty tailored future work hour regulations.
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Far less attention has been paid to studying and mitigating the circadian mis-
alignments integral to the house staff training experience. The unpredictable trajec-
tory of medical conditions and the complexity of modern-day inpatients require 
hospitals to maintain the capacity to deliver care around the clock which inevitably 
means trainees will work and sleep at times that are inopportune from the circadian 
standpoint and that places residents at increased risk for adverse events, such as 
percutaneous injuries. The commonly employed strategy of limiting resident expo-
sure to overnight duty by providing them night float coverage has been understud-
ied, and the limited data suggest inconsistent impacts. Grossly underexplored are 
strategies to facilitate resident circadian acclimatization in the setting of extended 
and/or rotating work shifts.

ACGME acknowledges that its duty hour policies are a “living document that 
will continue to evolve in response to changing medical and educational practices, 
cultural mores, and research findings” [58]. The continuing effort to optimize resi-
dent working conditions will result in an ongoing tension between sleep homeo-
static and circadian considerations. To date, work hour restrictions have been 
prioritized, but they are just one component of the very complex training environ-
ment, and further attention to circadian and other contextual elements, such as fac-
ulty supervision and handoffs of information at transition points in patient care, is 
anticipated.
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Chapter 13
Jet Lag Sleep Disorder

Cinthya Pena-Orbea, Bhanu Prakash Kolla, and Meghna P. Mansukhani

Introduction

Jet lag disorder (JLD) occurs as a result of temporary misalignment between the 
internal circadian clock and the external light/dark environment due to a rapid shift 
across two or more time zones. The internal clock is relatively slow to reset and 
requires approximately 1 day per zone crossed to resynchronize [1]. The prevalence 
is unknown and there are conflicting data regarding the age predilection for JLD. In 
one study, middle-aged individuals (37–52 years) had more fragmented sleep on 
polysomnography and a greater impairment in daytime alertness than younger indi-
viduals (18–25 years) [2]. Results from other studies, however, suggest that older 
age can be protective against jet lag. The methods and age groups studied differed 
among these investigations which make direct comparisons difficult [3, 4].

Individuals suffering from JLD may experience a multitude of daytime and night-
time symptoms including impaired alertness, fatigue, insomnia, irritability, depres-
sion, reduced cognitive skills, psychomotor discoordination, and gastrointestinal 
issues (e.g., anorexia, nausea, and diarrhea) [5, 6]. It is generally easier to  reacclimate 
subsequent to westward versus eastward travel, as the former typically favors a cir-
cadian phase delay, an adjustment facilitated by humans’  typically greater than 
24-hour innate circadian clock [7, 8]. Those engaged in westward air travel typically 
have difficulties with sleep maintenance and early morning awakenings as the inter-
nal clock promotes wakefulness during destination early morning hours until 
reacclimatization occurs. Sleepiness and fatigue during evening hours are common 
complaints at the new time zone. On the other hand, eastward air travelers typically 
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have difficulties with sleep onset at night and sleepiness during the daytime due to a 
misalignment between the sleep and wakefulness drive at the new time zone. The 
number of time zones traveled (three or more) [6], time of travel (morning travel is 
better for those traveling east and vice versa), ability to sleep while traveling, travel-
related discomfort, alcohol and/or caffeine intake, as well as dehydration are other 
factors that can play an important role in the development of jet lag.

Jet lag is a benign and self-limited condition for many, although even those trav-
eling for leisure will cite avoidance of related symptoms as an important goal. The 
condition can be more dangerous for military personnel, pilots, flight attendants, 
and athletes, in whom alertness and optimal performance are critical. The rapidity 
at which one reacclimates depends upon many variables, including one’s innate 
phase tolerance.

 Pathophysiology

The circadian regulation of sleep-wake cycles is driven by the biological clock 
located in the suprachiasmatic nucleus (SCN) which is situated in the anterior hypo-
thalamus. The human circadian period is (on average) slightly greater than 24 hours 
and is synchronized (entrained) with the 24-hour day under the influence of envi-
ronmental factors, with light exposure as the most important variable [8, 9]. The 
timing of the light exposure will determine the shift direction of the circadian clock. 
Neurons in the SCN project to various areas of the brain, modulating daily rhythms 
in sleep and alertness, in core body temperature (CBT), and the secretion of mela-
tonin, cortisol, and other hormones [1].

There are two main processes that are thought to influence patterns of sleep- 
wake behavior [10]. The homeostatic sleep drive, called “Process S,” refers to the 
process whereby sleep tendency increases proportionally to the duration of preced-
ing wakefulness; this is maximal at about 40 hours of wakefulness. “Process C,” in 
contrast, drives wakefulness and is controlled by the circadian pacemaker irrespec-
tive of behavioral state [11]. The homeostatic sleep drive begins to accumulate sub-
sequent to a sleep bout but, in the entrained state, is counteracted by the circadian 
drive for wakefulness. At bedtime, the wakefulness drive subsides, and the homeo-
static drive expresses itself fully. This cycle is repeated every 24 hours. In JLD, 
these two processes are misaligned with external time, resulting in sleep distur-
bances and impaired daytime alertness.

 Diagnosis

The diagnosis of JLD can be made based upon clinical history. The International 
Classification of Sleep Disorders Third Edition (ICSD-3) [5] stipulates that the fol-
lowing three criteria are met:
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 1. There is a complaint of insomnia or excessive daytime sleepiness, accompanied 
by a reduction in total sleep time, associated with transmeridian jet travel across 
at least two time zones.

 2. There is an associated impairment of daytime function, general malaise, or 
somatic symptoms such as gastrointestinal disturbance within 1 or 2  days 
after travel.

 3. The sleep disturbance is not better explained by another current sleep disorder, 
medical or neurological disorder, mental disorder, medication use, or substance 
use disorder.

 Treatment

Resynchronization of the sleep-wake rhythm with the external light/dark cycle 
resolves jet lag symptoms. Treatment principles are similar for eastward and west-
ward travel, but the timing and administration of treatment depend upon the direc-
tion of travel and the number of time zones crossed. Realignment is not feasible 
when traveling for less than 2 days [12].

Regardless of the circadian phase, the traveler should ensure adequate sleep. 
This can be achieved by different strategies: keeping a regular sleep-wake sched-
ule in the destination time zone, maintaining a good sleep environment that is 
dark and quiet and, if that is not possible, earplugs and eyeshades can be used. 
Travelers should also try to avoid excessive alcohol or caffeine usage, as these 
can have unfavorable effects on sleep [13, 14]. Sleep during the flight should be 
aimed to align with the destination nighttime to hasten adaptation to the new 
time zone.

 Light/Dark Exposure for Jet Lag

Light is the primary factor for entertainment of circadian rhythms. The core body 
temperature minimum (CBT) drops to its lowest point ~3 hours before one habitu-
ally arises from sleep. Exposure to light prior to the CBT causes phase delays and, 
conversely, exposure after this inflection point promotes phase advances. Therefore, 
the amount and the timing of light exposure upon arrival at the destination is the 
main factor determining the speed and the direction of alignment. Controlling pre-
flight light exposure has also been found to reduce jet lag symptoms in travel-
ers [15].

When traveling east, entrainment generally favors a phase advance (≤8 time 
zones crossed), which requires a movement of the sleep-wake schedule to an earlier 
time. This can be achieved by avoiding light exposure approximately 3 hours prior 
to CBT and pursuing exposure to bright light (outdoor exposure or via a medical 
grade light box) for approximately 3 hours thereafter (Fig. 13.1).
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As an example, a flight from Chicago to Paris (7 hours eastward) will arrive early 
morning at destination if leaving Chicago in the evening (Fig. 13.1). Thus travelers 
should avoid bright light exposure (denoted by “D” in Fig.  13.1) by wearing dark 
glasses or staying indoors from early morning (upon arrival) until 11 am, assuming the 
CBT will occur at 11 am in the new destination (Day 1 in Fig. 13.1). Light exposure 
should be maximized for 3 hours after CBT is reached (“L” in Fig. 13.1). For each 
subsequent day, the CBT is moved 1.5 hours earlier until a clock time within 1 hour of 
the desired destination CBT time is reached (or sooner if JLD symptoms subside).

When traveling west, a phase delay is instead generally favored. The sleep-wake 
schedule needs to be moved to a later time and this is sought by the opposite light/
dark pattern. The CBT symbol is drawn 2 hours later on day 1 than on day 0 (to 
account for the generally greater ease to achieve phase delays). As an example, if 
traveling from New York to Los Angeles, the CBT minimum will occur 2 hours 
later at destination. Light exposure should be avoided for 3 hours after CBT mini-
mum is reached and sought for 3 hours before, with subsequent daily shifts in 2-hour 
increments until a clock time within 1 hour of the desired destination CBT mini-
mum is reached (or sooner if JLD symptoms subside). Light exposure can be 
achieved using sunlight or portable artificial light.

Shifts greater than 8 hours require contemplation as to the most strategic direc-
tion to shift. For example, travel from Los Angeles to Rome favors a phase delay 
(Fig. 13.2). These recommendations should serve as guidelines only, and one need 
not pursue to completion if his/her sleep schedule is aligning without major 
difficulties.
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Fig. 13.1 Jet lag plan for seven time zones east. A time grid for jet travel from Chicago to Paris 
(7 hours eastward flight). The clear rectangles represent habitual sleep times at home (Day 0) and 
the desired sleep time at the travel destination (final row). The inverted triangles represent esti-
mated CBT. D = when to seek dark, L = when to seek light. If started on arrival, jet lag symptoms 
should subside in 3–4 days
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 Pharmacologic Treatments

 Melatonin

Melatonin can be taken at the destination bedtime at doses between 2 and 5 mg. This 
has been found to improve subjective and objective measures of night time sleep 
[16–18] in addition to JLD symptoms through its hypnotic and chronobiotic effects 
[19–21]. Different regimens have been recommended for JLD. One regimen sug-
gests preflight dosing of melatonin at 5 mg for 3 days before the travel day at the 
corresponding destination bedtime with continued use for 3–4 days upon arrival 
[16, 20]. The other regimen is simpler and recommends 2 mg of sustained release of 
melatonin [18] or 5 mg of immediate release melatonin [17, 22] only upon arrival at 
the destination bedtime for 4–5 days.

It is important to remember that verification of purity of melatonin is difficult as 
it is not regulated by the U.S. Food and Drug Administration (FDA).

 Sedative Hypnotics

Non-benzodiazepine benzodiazepine receptor agonists can improve nighttime 
sleep; however, their impact on the remainder of JLD symptoms is unclear. Two 
studies that used zolpidem at 10 mg showed positive effects on subjective sleep 
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Fig. 13.2 Jet lag plan for nine time zones east. A time grid completed for jet travel from Los 
Angeles to Rome (9 hours eastward flight). The clear rectangles represent habitual sleep times at 
home (Day 0) and the desired sleep time at the travel destination (final row). The inverted triangles 
represent estimated CBT. D = when to seek dark, L = when to seek light. If started on arrival, jet 
lag symptoms should subside in 4–5 days
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quality in the setting of jet lag [16, 23]. In one study that compared melatonin (5 mg) 
with zolpidem (10 mg) and a combination of zolpidem plus melatonin, zolpidem 
alone was superior in terms of self-rated sleep quality, but the groups taking zolpi-
dem had more adverse effects than those using melatonin alone, including nausea, 
vomiting, amnesia, and somnambulism [16].

 Stimulants

Caffeinated beverages are commonly used to combat daytime sleepiness. In one 
study, participants used 300 mg of slow release caffeine at 8:00 am at the destination 
for 5 days; circadian re-entrainment occurred more rapidly in the caffeine group 
than in the placebo group; however, jet lag symptoms per se were not assessed [24]. 
In a subsequent study, those receiving caffeine had more nocturnal sleep complaints 
in comparison to a non-caffeinated group [25].

Armodafinil at a dose of 150 mg was shown to have beneficial effects on subjec-
tive and objective alertness when flying eastward in one study [26].

 Conclusion

In summary, JLD is usually a self-limited circadian sleep-wake rhythm disorder that 
occurs due to desynchronization between the internal rhythm and the external clock. 
Difficulties with staying awake, falling asleep, and maintaining sleep during the 
nighttime are the most common symptoms that travelers experience when they 
travel across more than two time zones. Eastward travel typically requires a phase 
advance, while westward travel typically requires a phase delay and it usually takes 
1 day for each time zone crossed to entrain to the new time zone. Light exposure on 
the wrong side of the CBT minimum will delay resynchronization of the sleep-wake 
rhythm. Ensuring adequate sleep and the appropriate timing of light exposure, as 
well as supplemental use of melatonin, sedative hypnotics and/or stimulants may 
help with JLD symptoms.
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Chapter 14
A Guide for Characterizing 
and Prescribing Light Therapy Devices

Mark S. Rea

 Introduction

Light therapy is commonly advocated by clinicians as an effective, nonpharmaco-
logical palliative for a variety of maladies such as seasonal depression and circadian 
rhythm sleep-wake disorders (CRSWDs) [1, 2]. This advice has both empirical and, 
to varying extents, physiological mechanistic support [3–5]. Nevertheless, there 
have been skeptics who contend the efficacy of light therapy may be little better 
than a placebo [6, 7].

Accurate dosing is critical for any therapeutic intervention. Consistently 
 prescribing too little or too much of an antidote can potentially compromise its 
effectiveness and/or create unwanted side effects. More problematically, however, is 
the inconsistent dosing of the antidote. It is impossible to establish a reliable and 
predictable outcome if the actual dose is unknown. Without reliable and predictable 
outcomes, skepticism will limit widespread utilization of any therapeutic 
intervention.

Postulated here is the notion that some of the explicit or implicit skepticism 
surrounding the efficacy of light therapy for treating a wide range of maladies 
[8–10] is rooted in the uncertainty of light dosing. The amount, spectrum, dura-
tion, and timing of the light dose all need to be specified if a causal relation can, 
in fact, be established between light therapy and reductions in relevant maladies. 
Importantly, complete specification must characterize how that light dose is, in 
fact, applied. If, for example, the light therapy device induces discomfort glare 
[11], a prescribed light dosage will not be achieved because people will not look 
at the device. Moreover, each malady may have a different functional relation-
ship between light dose and amelioration. Therefore, a single light dose may not 
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be equally effective for all maladies. It is further postulated that the clinical 
uncertainty surrounding the efficacy of light therapy can be reduced if care is 
taken by clinicians to quantify the light dose as applied using the guidelines 
offered here.

 What Is Light?

The international authority, the Commission Internationale de l’Éclairage (CIE), 
defines light as “any radiation capable of causing visual [and/or nonvisual] sensa-
tion directly” [12]. By this qualitative definition, light is not a characteristic of the 
physical world alone. Rather, light is defined in terms of the relationship between 
optical radiation incident on the retina and a neural response that leads to a sensa-
tion. (It should be noted that the parenthetical phrase in the above definition is not 
part of the CIE definition; nonvisual sensations, such as those generated by the 
biological clock in the suprachiasmatic nuclei (SCN), should also be part of the 
definition of light [13]). Light must always be conceived in terms of biophysics, that 
is, in terms of how the biological world, specifically retinal physiology, and the 
physical world, specifically optical radiation, intersect. This conceptualization is 
critical for accurately quantifying a therapeutic dose of light as it would be applied 
in clinical interventions aimed at ameliorating relevant maladies.

The CIE has quantitatively defined light in terms of response to optical radiation 
on the retina by a single neural channel with a particular spectral sensitivity to opti-
cal radiation, the photopic luminous efficiency function, V(λ). This spectral sensitiv-
ity function is illustrated in Fig.  14.1 (adapted from Rea [14]), showing the 
relationship between the wavelengths of optical radiation on the retina to the effi-
ciency with which that specific neural channel converts those wavelengths into a 
neural signal. All photometric instruments are calibrated in terms of V(λ), and all 
recommendations for light therapy devices are defined in terms of V(λ). Specifically, 
the amount of optical radiation generated by a light therapy device is always speci-
fied in terms of the photopic illuminance (usually in lux) it would produce at a 
particular (if undefined) distance and angle. Although clinicians rarely measure the 
amount of optical radiation generated by a light therapy device, most recommenda-
tions prescribe 10,000 lx or 5000 lx at the patient’s eyes, depending upon the dura-
tion of exposure [15].

As will be described in more detail below, however, there are multiple neural 
channels emanating from the retina, each with different spectral sensitivities that 
convert optical radiation on the retina to neural signals to the brain. The CIE quan-
titative definition of light will not be relevant to all of these neural channels. In 
particular, V(λ) is not relevant to quantifying light therapy devices. Dysfunction of 
the circadian system has been strongly implicated as the cause of psychological 
maladies where light therapy has been successful [2, 4, 16–18]. The circadian sys-
tem is much more sensitive to short wavelengths than would be measured by instru-
ments calibrated in terms of V(λ). Functionally then, light for therapeutic treatment 
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of the circadian system should not be measured in terms of the CIE definition, but, 
rather, in terms of the biophysical relationship between optical radiation on the ret-
ina and the neural sensation evoked by the SCN.

 Retinal Physiology

The retina is a complex structure. There are four known types of photoreceptors in the 
distal retina, rods and three types of cones, long-wavelength (L), middle- wavelength 
(M), and short-wavelength (S) sensitive cones. In addition to these well- known pho-
toreceptors, the more proximal intrinsically photosensitive retinal ganglion cells 
(ipRGCs) also convert optical radiation into neural signals [19]. The five types of 
photoreceptors are not randomly distributed across the retina, and each of these pho-
toreceptors has a different spectral sensitivity to optical radiation (see Fig. 14.1).

There are several neural channels, both visual and nonvisual, emanating from the 
retina that combine the five photoreceptor responses in different ways (Fig. 14.2). 
For example, the spectral sensitivity of spatial resolution by the fovea, or contrast 
judgments, is well represented by V(λ), but V(λ) is defined in terms of just two cone 
photoreceptors, the L- and M-cones, that dominate the central fovea (see Fig. 14.1). 
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Fig. 14.1 The spectral sensitivities of the human retinal photoreceptors and the photopic luminous 
efficiency function [V(λ)]. (Adapted with permission from Rea [14])
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In contrast, brightness perception relies on all three cone photoreceptors distributed 
across the retina. In fact, the L- and M-cone responses play a minor role in bright-
ness perception relative to the S-cone response (see Figs. 14.1, 14.2). Thus, contrast 
judgments and brightness perception are not perfectly correlated for different light 
sources. Two light sources that would generate the same L- and M-cone responses, 
and thus produce equal photopic illuminance levels on sheets of white paper, can 
differ in terms of their generated S-cone response. These two light sources would 
yield the same contrast judgments for black targets printed on sheets of white paper 
(e.g., printed text), but the sheets of paper would not appear equally bright; the sheet 
of white paper irradiated by the light source producing relatively more S-cone 
response would appear brighter.

 Presumed Underlying Mechanism

Among clinicians and researchers, there appears to be consensus that light therapy 
positively affects the circadian system [18, 20]. As shown in Fig.  14.3 (also see 
Fig. 14.2), unlike V(λ), the spectral sensitivity of the circadian system peaks at short 
wavelengths. Thus, light for the circadian system cannot be accurately measured in 
terms of the L- and M-cone response (i.e., V(λ)). In fact, the L- and M-cones have 
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Fig. 14.2 The spectral sensitivities of different neural channels emanating from the human retina 
to the brain. Illustrated are four efficiency functions for visual performance, on-axis [V(λ)] and 
off-axis, the latter characterized by the CIE 10° photopic luminous efficiency function [V10(λ)] and 
two off-axis mesopic (rod and cone) efficiency functions, one for high-mesopic [Vmh(λ)] and one 
for low-mesopic [Vml(λ)] light levels. The on-axis contrast judgment efficiency function is also 
characterized by V(λ). Two brightness efficiency functions are shown, one for high indoor light 
levels [VB3(λ)] and one for low outdoor light levels [VB2(λ)]. Also shown are two efficiency func-
tions for circadian regulation, one for “warm” spectra [VCw(λ)] and one for “cool” spectra [VCc(λ)]. 
(Adapted with permission from Rea MS [14])
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no significant impact on the circadian system response to optical radiation on the 
retina. Rather, the ipRGCs and, for some spectra, the S-cones dominate the spectral 
sensitivity of circadian phototransduction. This being the case, and similar to bright-
ness perception, light therapy devices that produce optical radiation dominated by 
short wavelengths will be more effective than ones dominated by long wavelengths 
at exactly the same photopic illuminance at the eye. To quantify light for the circa-
dian system, a different approach must be taken.

One approach to quantifying light for the circadian system utilizes a model of 
circadian phototransduction based upon well-established retinal physiology and 
empirical data relating optical radiation of specific spectra and amounts to the sup-
pression of the hormone melatonin at night [21, 22]. (Nocturnal melatonin suppres-
sion is an orthodox measure of the circadian system’s response to optical radiation.) 
The spectral sensitivity of the circadian system to monochromatic [23, 24] and 
polychromatic light sources is shown in Fig.  14.3, as depicted by Rea and col-
leagues [21, 22]. As can be inferred from this figure, the circadian system is 
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Fig. 14.3 According to the model by Rea and colleagues [21, 22], for “cool” sources where the blue 
vs. yellow (b–y) color-opponent mechanism signals “blue” (b–y > 0), the spectral sensitivity of the 
circadian system is represented by the thick, dark gray line, including a subadditive region of  
the spectrum where the spectral power from a light source subtracts from the overall response of the 
system. For “warm” sources where the b–y mechanism signals “yellow” (b–y < 0), the spectral sen-
sitivity is represented by the thin, light gray line, the preretinal filtered spectral sensitivity of mela-
nopsin. The measured spectral sensitivities for each monochromatic light, indicated by the open 
symbols [23, 24], are also well described by the two-state model (Eq. 14.1) at 300 scotopic lux, as 
shown here by the dashed line. At 300 scotopic lux, the circadian system is operating midway 
between threshold and saturation, consistent with the operating range of the circadian system where 
a constant criterion method can be successfully applied for determining spectral sensitivity to mono-
chromatic lights

14 A Guide for Characterizing and Prescribing Light Therapy Devices



212

maximally sensitive to optical radiation at or near 460 nm; this single wavelength 
also evokes the color blue sensation. These data along with data from a variety of 
studies using polychromatic lights [25–28] have led to a definition of circadian light 
(CLA), expressed in Eq. 14.1.

In addition to spectral sensitivity, the absolute sensitivity of the circadian system 
is also important for prescribing a dose of light. Equation 14.2 relates CLA to circa-
dian stimulus (CS), the effectiveness of circadian light, which is equivalent to noc-
turnal melatonin suppression in percent. Figure 14.4 shows this relationship from 
threshold (CS ≈ 0.1) to saturation (CS ≈ 0.6), along with fixed amounts of photopic 
illuminance for daylight and incandescent light sources needed to reach different 
CS levels.
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(14.2)

where:
CLA: circadian light; the constant, 1548, sets the normalization of CLA so that 

2856 K blackbody radiation at 1000 lx has a CLA value of 1000.
Eλ: light source spectral irradiance distribution.
Mcλ: melanopsin (corrected for crystalline lens transmittance).
Sλ: S-cone fundamental.
mpλ: macular pigment transmittance.
Vλ: photopic luminous efficiency function.
V´λ: scotopic luminous efficiency function.
RodSat: half-saturation constant for bleaching rods = 6.5 W/m2.

k = 0.2616.
ab–y = 0.700.
arod = 3.300.

From a clinical perspective, assuming that light therapy should activate the circa-
dian system and that the model is predictive of circadian-effective light, both in 
terms of spectral and absolute sensitivities, one can quantitatively prescribe a light 

(14.1)
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dose for any light source (Eqs. 14.1, 14.2). The rows in Table 14.1 are for three dif-
ferent types of light sources, a “warm” incandescent light source, “cool” natural 
daylight, and a blue LED with peak emission at 470 nm. The columns in Table 14.1 
represent two constant amounts of circadian-effective light, CS = 0.3 and CS = 0.6. 
The cell values in Table 14.1 are the levels of photopic illuminance (in lux) needed 
for each light source to reach the criterion amounts of circadian-effective light. As 
can be seen from the cell values in Table 14.1, the levels of photopic illuminance 
needed to reach a given CS criterion below saturation (i.e., CS ≤ 0.6) vary consider-
ably. This wide variation is a direct result of the CIE definition of light that underlies 
photopic illuminance measurements. In other words, because photopic illuminance 
poorly represents the spectral sensitivity of the circadian system, different light 
sources will require different levels of photopic illuminance to be equally effective 
for the circadian system.
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Fig. 14.4 Absolute sensitivity of the human circadian system [21, 22] to light measured in units 
of CS, as a function of circadian light, measured in terms of CLA; CS, the effectiveness of circadian 
light, is equivalent to the percent of light-induced nocturnal melatonin suppression after 1-hour 
exposure. The shaded portions of the figure illustrate typical levels of illumination found outdoors 
at night, indoors in homes at night, indoors in offices, and outdoors during the daytime. Also shown 
is the relationship between photopic illuminance for daylight and incandescent spectra at different 
levels of CLA and thus CS. As with the examples offered in Table 14.1, a criterion level of CS can 
typically be achieved at a lower photopic illuminance at the eye with a “cool” light source (e.g., 
daylight) than with a “warm” light source (e.g., incandescent), or, conversely, for the same phot-
opic illuminance (e.g., 300 lx), a “cool” daylight source is more effective than a “warm” incandes-
cent source at stimulating the human circadian system. (Data points are from Brainard et al. [23] 
and Thapan et al. [24])
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It has been shown in nonclinical applications that white light providing a CS = 0.3 
is effective for improving sleep and reducing depression [29–33]. Arguably then, 
much more modest levels of white light than currently prescribed (e.g., 
5000–10,000 lx) [15] would be needed to reach CS = 0.3, as shown in Table 14.1. 
Even if one assumes that for clinical applications a patient needs more white light 
to ameliorate depressive symptoms of circadian dysregulation than that obtained in 
nonclinical applications, a near-saturating criterion of CS = 0.6 might be used to set 
white light levels at the patient’s eyes. Indeed, no more than 20% of the light levels 
currently recommended would be needed to reach this criterion for any white light 
source. With blue light, even lower photopic illuminance levels are required to reach 
a criterion CS = 0.6, recognizing, again, that V(λ) is a poor representation of the 
spectral sensitivity of the circadian system.

Also, it is clear from Table 14.2 that light doses of 5000 lx and 10,000 lx result 
in circadian system saturation for any light source spectral power distribution. 
Perhaps the past successes of light therapy lie in overprescribing the light dose 
needed to be clinically relevant. This over-specifying may, however, have led to 
patient noncompliance simply because the light therapy device is too bright, thus 
adding to the skepticism surrounding light therapy.

 Discussion

There remains some uncertainty regarding the effectiveness of light therapy for 
ameliorating seasonal depression and even less certainty with respect to its effec-
tiveness in treating CRSWDs [18]. That uncertainty may indeed be associated with 
“methodological problems” [10], one of which is the accurate measurements of the 
actual light doses (amount, spectrum, duration, and timing) provided to patients.

Table 14.1 Photopic illuminance levels (in 
lux) at the eyes required for three selected 
sources to provide a criterion level of 
circadian- effective light shown to improve 
sleep and reduce depression [29–33] 
(CS = 0.3) compared to those required to 
achieve near saturation of the human 
circadian system (CS = 0.6). All of these light 
levels are well below those currently 
prescribed for light therapy

Source CS = 0.3 CS = 0.6

Incandescent (A lamp) 275 lx 1800 lx
Daylight (D65) 180 lx 1100 lx
Blue LED (470 nm) 18 lx 115 lx

Table 14.2 The CS levels achieved by 
selected sources delivering 5000 
photopic lx and 10,000 photopic lx at 
the eyes. Both photopic light levels 
achieve saturation of the human 
circadian system for the three selected 
light sources

Source 5000 lx 10,000 lx

Incandescent (A lamp) 0.664 0.683
Daylight (D65) 0.682 0.693

Blue LED (470 nm) 0.699 0.699
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The uncertainty associated with light measurements has probably led to overpre-
scribing light dosages, perhaps reducing compliance among patients. Empirically, 
providing a CS = 0.3 during the day has been shown to improve sleep and reduce 
depression [29–33]. Based upon this evidence, one could arguably reduce the 
amount of photopic illuminance to 3% of that currently recommended for any light 
source (see Table 14.1) and still obtain satisfactory results if these light doses were 
indeed delivered. Even if a more cautious clinician wanted to prescribe light doses 
near saturation (CS = 0.6), an 80% reduction in photopic illuminance levels relative 
to those currently prescribed could be implemented. This reduction could perhaps 
increase compliance without reducing clinical efficacy and thereby increase the col-
lective clinical efficacy of light therapy. Moreover, lower levels of photopic illumi-
nance, particularly with blue LEDs, would help minimize the risk of blue light 
hazard [34].

The major point here is that without a clearly defined light dose, based upon the 
biophysics of circadian phototransduction, proof of efficacy will remain elusive. It 
is not argued here that a CS = 0.3 will be clinically effective. Rather, it is only by 
accurately specifying an actual light dose, whether it be a CS = 0.3 or a CS = 0.6, 
that any specific light dose efficacy hypothesis can be tested clinically. Until those 
tests are undertaken, however, uncertainty about the efficacy of light therapy will 
always remain.

Guidelines
Before prescribing a light therapy device for use by a patient, the clinician 
will need to perform nine initial steps. These initial steps will take some time 
and some modest expense, but once a light therapy device is fully character-
ized, it will be much easier to make confident and consistent prescriptions of 
light dose in the future.

A significant problem facing clinicians is the ready access of photometric 
instrumentation that can measure and quantify circadian-effective light. 
Rarely will a clinician spend several thousand dollars to acquire instrumenta-
tion and software that can (a) measure the spectral power distribution of the 
light therapy device directly and (b) automatically compute circadian- effective 
light. Consequently, less expensive methods for specifying the luminous attri-
butes of light therapy devices were developed here to help clinicians ensure 
delivery of prescribed light doses.

Initial Steps

 1. Define a specific level of circadian-effective light at the patient’s eyes. 
Although other models may be available (e.g., the WELL Building 
Standard [35]), circadian-effective light is defined here in terms of circa-
dian stimulus (CS). For light therapy, a CS = 0.6 is recommended here, but 
other criteria may also be selected based upon recursive feedback.
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 2. Purchase a calibrated illuminance meter. All illuminance meters should be 
calibrated in terms of photopic illuminance and have a cosine-corrected 
spatial response [36]. A good illuminance meter will cost less than $200.

 3. Obtain the relative spectral power distribution (SPD) of the light source in 
the light therapy device from the light source manufacturer. Every reputa-
ble manufacturer can provide a “typical” SPD; if the manufacturer will not 
or cannot provide a typical SPD, choose a different manufacturer.

 4. Purchase a candidate light therapy device for testing. Ideally, it should be 
possible to dim the light output from the device. Dimming will provide 
more flexibility in placing the light therapy device at a location acceptable 
to the patient. In general, do not purchase small light therapy devices and/
or ones that have undiffused light-emitting elements (e.g., visible bare 
LEDs). Whereas small light sources can meet a criterion amount of 
circadian- effective light at the patient’s eyes, they may also cause discom-
fort glare [37]. And although the risk may be small, undiffused light- 
emitting elements will increase the risk of blue light hazard [34].

 5. Turn all of the room lights off, and orient the illuminance meter at a fixed, 
measured distance in front of and perpendicular to the main light-emitting 
element. The distance (d) from the illuminance meter to the light-emitting 
element should be at least five times that of the maximum linear dimension 
of the light-emitting element. For example, if the diagonal dimension of 
the rectangular, diffuse light-emitting element is 0.5 m (20 in.), the illumi-
nance meter should be no closer than 2.5 m (8.2 ft). Record the photopic 
illuminance (E).

 6. Estimate the viewing angle between the patient’s line of sight and the light 
therapy device. The amount of light entering the eye will decrease with the 
cosine of the angle [38]. Placing the light therapy device along the line of 
sight (0°) will usually interfere with visual tasks the patient may want to 
perform while receiving light therapy, so it will most often be displaced 
laterally from the line of sight. For example, if the light therapy device is 
placed on a desktop, 45° from the line of sight, the effective light level at 
the eye should be discounted by the cosine of 45°, or approximately 30%.

 7. Input the discounted photopic illuminance at the measured distance and 
the relative SPD into a free, web-based calculator to determine CS (http://
www.lrc.rpi.edu/cscalculator/).

 8. Adjust the output of the light therapy device and/or the distance between 
the light therapy device and the patient’s eyes along the expected viewing 
angle until the criterion CS has been reached; record the distance. The 
amount of illuminance varies with the square of the distance. So, reducing 
the distance between the light therapy device and the patient’s eyes along 
the expected viewing angle by, for example, half, will increase the illumi-
nance at the eye by a factor of 4. For example, if Step 5 recorded an E of 
288 lx at 2.5 m, then at 1 m, the E would equal 1800 lx.
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Chapter 15
Future Directions for  
Lighting Environments

Mariana G. Figueiro

 Introduction

Lighting for the built environment has traditionally centered on the places that we 
illuminate and the various things we do in those places. As a result, lighting typi-
cally has been designed, specified, and manufactured to meet a relatively limited 
number of very specific objectives. Historically, the primary requirement of lighting 
has been to illuminate spaces for optimization of visual performance (addressing 
concerns such as efficiency, productivity, and safety), to provide visual comfort to 
occupants, and to enhance the space’s appearance for aesthetic appreciation. Over 
time, as indoor lighting proliferated to the point that it virtually became taken for 
granted by many end users, increasing energy demand and costs led to the adoption 
of energy conservation as an additional requirement. The lighting industry has been 
a key driver of technological advances to address these needs, from the development 
of incandescent and fluorescent sources to today’s rapidly evolving solid-state light-
ing technologies. The most recent driver, the so-called nonvisual effects of light on 
the circadian system, has spurred lighting in the built environment to undergo yet 
another transformation in response. The lighted environment will undoubtedly con-
tinue to change as we develop a deeper understanding of how light impacts human 
physiology and behavior.
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 What Is Light and How Do We Characterize It?

For a more detailed definition of light, refer to Chap. 14 in this volume. Briefly 
though, by definition, light is optical radiation that excites photoreceptors in the 
human eye. The photopic luminous efficiency function, V(λ), is the primary spectral 
weighting function used in science and commerce to differentiate light, which is 
associated with a very narrow range (≈ 380–780 nanometers (nm)) of the electro-
magnetic spectrum (Fig. 15.1). Indeed, V(λ) underlies all quantitative descriptions of 
light for commercial photometry and all recommendations for lighting practice [1]. 
Both luminous flux (i.e., the rate of flow of light from a source, measured in lumens) 
and intensity (i.e., the amount of light generated by a source in a given direction, 
measured in candelas) are universally used by lighting manufacturers to communi-
cate the light quantities generated by their products. For lighting applications, V(λ) is 
also used exclusively to weight spectral irradiance and radiance functions, so both 
illuminance (lumens per square meter, lm/m2) and luminance (candelas per square 
meter; cd/m2) are used for recommended practices in hospitals, schools, factories, 
roadways, parking lots, and homes.

Lighting standards are still set primarily in terms of illuminance and lumens per 
watt, both of which are based upon the implicit assumption that the value of lighting 
can be characterized by the lumen. However, the lumen is derived from a very nar-
row set of experimental conditions that are only relevant to simple visual functions 
and does not characterize all of the visual responses that are important to modern 
built environments (e.g., apparent brightness). Moreover, the lumen is only indi-
rectly related to the provision of perceptual information about the environment 
(e.g., linear perspective) and is, by definition, unrelated to the nonvisual, circadian 
effects of lighting that help to maintain entrainment of our many biological func-
tions to the local time on Earth. Boyce and Rea have conceptualized three domains 
that light can affect [2], which are shown in Fig. 15.2. Again, the lumen is relevant 
to only one of these three domains, which is the visual system.
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In addition to allowing us to see, light also impacts our nonvisual and perceptual 
systems. One of the most studied nonvisual responses to light is the one responsible 
for stimulating the circadian system. (The term circadian derives from Latin and is 
a blending of circa, or “about,” and dies, or “day.”) The 24-h light–dark patterns 
incident on the retina control the timing of the body’s biological clock, which gener-
ates and regulates our circadian rhythms so that we are awake during the day and 
asleep at night. Because our circadian rhythms typically free-run on a slightly lon-
ger cycle of about 24.2 h in the absence of external cues, however, we require daily 
exposure to morning light to reset our biological clock and keep us synchronized (or 
entrained) with the local time on Earth. In addition to promoting entrainment, expo-
sure to sufficient levels of light of any spectrum also exerts a direct, acute effect on 
people, which leads to an increase in alertness, as measured by objective (e.g., 
reduction in alpha power from electroencephalogram measurements) and subjective 
(i.e., self-reported) responses [3, 4]. Interestingly, it has been demonstrated that the 
spectral sensitivity of acute alertness is different than that of melatonin suppression 
and phase shifting of the onset of the body’s secretion of melatonin in dim light (i.e., 
dim light melatonin onset, or DLMO) [5]. While short-wavelength (“blue”) light 
has been shown to maximally affect the timing of the biological clock, a series of 
laboratory and field studies have shown that saturated red light (630 nm) at levels 
varying from 30 to 200  lx at the cornea exert a strong alerting effect on healthy 
adults [6–9]. As discussed below, when thinking about “light as a cup of coffee” and 
when melatonin suppression is not desired, red light may be a better choice.

Last but not least, light, especially from saturated long-wavelength “red” (≈ 
630 nm) and short-wavelength “blue” (≈ 470 nm) sources, can affect human per-
ceptual and/or psychological systems. As Elliot and Maier note in their review of 
research on the effects of color perception on human psychological functioning 
[10], comparatively little published research exists on this theme despite an exten-
sive body of literature on related topics such as the physics of light color perception, 
the manner in which color stimuli are processed by the eyes and brain, and the lin-
guistic categorization of color, among others. While the impacts of color and 

Visual
system

Perceptual
system

non-visual
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Human performance,
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Fig. 15.2 Human performance, health, and well-being are influenced by at least three systems: 
visual, nonvisual, and perceptual (adapted from Boyce and Rea [2])
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colored light on mood and behavior are still not well understood, these impacts 
should nevertheless be considered when thinking about the lighted environment.

 Current Trends in Lighted Environments

Light–dark exposures experienced by humans have differed quantitatively between 
societies and through time. Prior to the widespread use of electric lighting, people 
of a century ago were exposed to very bright days and very dark nights, which is 
probably true today only for those who live in agrarian societies or perform some 
form of outdoor work. With a growing frequency that is projected to reach almost 
70% of the world’s population by 2050 (compared to 30% in 1950 and 55% today) 
[11], people are living in urban or suburban built environments and, in terms of 
circadian regulation, are thus becoming increasingly likely to experience extended 
dim days and light at night.

Data obtained using the Daysimeter (Fig. 15.3), an instrument designed to mea-
sure both conventional photopic illuminance and circadian light exposures at the 
eye throughout the waking day [12, 13], showed that people who work in the built 
environment experience much lower light levels compared to those who live in 
agrarian societies. The Daysimeter is a personal light meter that measures and is 
calibrated in terms of photopic illuminance (i.e., the density of light incident on a 
surface as perceived by the human eye, measured in lux (lx)), “circadian illumi-
nance” (CLA) [14], and the absolute sensitivity of the human circadian system (mea-
sured in circadian stimulus (CS)), based on the model of phototransduction proposed 
by Rea et al. [15–17]. The values of CLA are scaled so that 1000 lx of a standard 
light source representing the spectral composition of an incandescent light source at 
2856 K is equivalent to 1000 units of CLA. Those values are in turn transformed into 
CS values corresponding to the relative suppression of nocturnal melatonin after a 

a b c

Fig. 15.3 The Daysimeter is used to measure both conventional photopic illuminance and circa-
dian light exposures. The data presented in Table 15.1 were collected using an earlier version of the 
Daysimeter that was worn at eye level. For increased user compliance, newer versions of the 
Daysimeter are being worn as pendants or pins (a) to measure light exposures. The newer version 
of the Daysimeter also measures activity levels when worn on the wrist (b). A third component of 
the newer version of the Daysimeter uses a mobile phone app to compute light treatments (c)
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1-h light exposure through a 2.3  mm diameter pupil during the midpoint of the 
body’s nighttime production of that hormone [14]. Since CS is defined in terms of 
the circadian system’s input–output relationship, from threshold (CS = 0.1) to satu-
ration (CS ≈ 0.7), it is considered a better measure of the circadian effectiveness of 
light than either photopic illuminance or CLA. The data summarized in Table 15.1 
were obtained from 24 young adults aged 18–30 years [18], 22 female school teach-
ers (mean ± standard deviation (SD) age of 36.25 ± 7.86 years) [19], 22 eighth- 
grade elementary school students [20], and 77 rotating- and day-shift nurses [21]. 
The participants in all studies wore the device for at least 5 consecutive days and 
were instructed to maintain their normal schedules while participating in the respec-
tive protocols.

It should be emphasized that for the rotating-shift nurses, because their morning 
and evening data were collected relative to bedtimes and wake times rather than 
actual clock time, the respective values shown in Table 15.1 could represent light 
exposures that occurred much earlier and/or later in the day than those of the other 
populations. The Daysimeter data were used to calculate mean photopic illumi-
nance (lux), CLA, and CS exposures. Log10 transforms of the photopic and CLA 
values were also calculated because the recorded light exposures had highly skewed 
distributions in which brief exposures to extremely bright light (e.g., sunlight) dom-
inated the arithmetic mean values. The log10 transforms of the photopic illumi-
nance and CLA values are therefore probably more representative of the light 
exposures’ central tendency than the arithmetic means.

Several studies have postulated that exposure to electric light at night (LAN) 
poses health risks because it is sufficiently bright to suppress melatonin or disrupt 
our circadian rhythms [22–24]. However, very few data have been reported con-
cerning actual light exposures in living and working environments during night and 
day. The data presented in Table 15.1 suggest that the average evening light expo-
sures experienced by the five experimental populations were well below this level, 
even among the rotating-shift nurses who, research indicates, are known to be at 
higher risk for breast cancer [25, 26] and skin cancer [27]. The mean CS values for 
the five populations ranged from 0.04 to 0.07, suggesting that their evening light 
exposures resulted in suppression values that were below 7%.

Gooley et al. showed that an 8-h exposure to <200 lx at the cornea of a 4100 K 
light source resulted in significant suppression of evening melatonin in the labora-
tory [28]. Although no real-life light measurements were presented by the authors, 
and they did not utilize a photometric instrument calibrated in terms of the spectral 
sensitivity of the human circadian system, the group postulated that exposure to 
60–180 lx at the cornea (which they referred to as the <200 lx condition) is repre-
sentative of typical room lighting conditions experienced by people in their homes 
during the evening. Exposure to 200 lx at the cornea from a 4100 K source like the 
one used by Gooley et al., however, would have provided a CS value between 0.15 
and 0.19, depending upon the source’s specific spectral power distribution. Thus, 
the data in Table 15.1 underscore the fact that light in the built environment is sim-
ply too low for circadian entrainment when compared to the amount of light one 
would be exposed to outdoors, even on a cloudy day.
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 Research on the Impact of Current Lighted Environments 
on Health and Well-being

The lack of adequate light exposure in the built environment has been associated 
with negative outcomes in measures of sleep, mood, and general well-being. 
Boubekri et al., for example, showed that people working in offices without access 
to windows reported poorer sleep quality, shorter sleep duration, and more-frequent 
sleep disturbances as assessed by self-reports and actigraphy recordings [29]. A 
recent study in five office buildings, on the other hand, showed that office workers 
who received high circadian stimulation in the morning reported better sleep and 
diminished depressive symptoms compared to their colleagues who received low 
circadian stimulation in the morning [30]. A follow-up study involving the installa-
tion of circadian-effective lighting in four other office buildings found that the inter-
vention reduced workers’ subjective sleepiness and increased their subjective 
feelings of alertness, vitality, and energy [31].

While a number of studies have attempted to demonstrate the benefits of lighting 
that provide higher circadian stimulation in the built environment during the day-
time, other studies have employed a reduction in circadian stimulation during eve-
ning hours [32, 33]. Well-recognized risks for circadian disruption have been 
associated with evening light exposures from sources such as kitchen lighting and 
bathroom vanities, especially when they are furnished with high correlated color 
temperature (CCT) fixtures [34]. A growing risk in this regard has accompanied the 
burgeoning popularity of self-luminous portable electronic devices, or PEDs (e.g., 
cellphones, e-readers and tablets, laptop computers), whose displays are known to 
disrupt sleep [35] and the melatonin rhythm [36], particularly when used in the 
early evening (i.e., after 2000) during the onset of melatonin secretion. While at 
least one laboratory study has demonstrated that watching television at this time 
does not affect melatonin production [37], suggesting that devices’ proximity to the 
corneas plays a role, another laboratory study demonstrated that manufacturers’ 
solutions to avoid melatonin suppression from self-luminous devices in the evening 
(e.g., Apple’s “Night Shift” setting for the iPad) are not necessarily effective [17].

Researchers generally agree that lighting schemes for daytime workers should be 
designed to promote circadian entrainment, which in turn should result in better 
sleep, mood, health, and perhaps some measures of performance. These recent stud-
ies emphasize not only the importance of reducing evening light exposures to main-
tain a regular sleep–wake cycle, but also the benefit of providing good circadian 
stimulation throughout the entire workday.

Adolescents present a special case, as they can be chronically sleep deprived due 
to their naturally later circadian phase and related inability to fall asleep at times 
conducive to their fixed early wake-up times on school days. Chronic insufficient 
sleep within this age group has been linked to depression, behavioral problems, 
poor performance at school, and automobile accidents [38]. This problem can be 
compounded by adolescents spending most of their day indoors in dimly lit class-
rooms, which inhibits the synchronization of their circadian systems with the solar 

15 Future Directions for Lighting Environments



228

day. Studies by the Lighting Research Center (LRC) have pointed to the importance 
of controlling the entirety of adolescents’ 24-h light–dark patterns while they are at 
school and at home to promote circadian entrainment and reduce sleep restriction 
[39, 40], especially in view of the popular use of self-luminous electronic devices 
before sleep, which can delay circadian phase [41].

Most of the other published laboratory and field research to date has examined 
lighting for older adults living with Alzheimer’s disease and related dementias 
(ADRD) [42–44] as well as patients in hospital rooms [45, 46]. Field research focused 
on older adults with ADRD has shown that a lighting intervention that provides high 
circadian stimulation during the day and low stimulation at night can reduce depres-
sive symptoms among those living at home [33]. In nursing homes, where light expo-
sures are more easily controlled, the same intervention resulted in improvements to 
sleep, depression, and agitation [44]. In another LRC study conducted in a nursing 
home, a lighting intervention with very high circadian stimulation was delivered to 
residents using a specially designed light-emitting diode (LED) “light table” [47]. 
Residents who sat around the table, as residents conventionally do in nursing home 
common areas, showed significantly increased sleep duration and reduced agitation 
and depression scores. In another non-LRC study, cancer patients who underwent 
myeloma transplant and received high circadian-effective light between 0700 and 
1000 were less depressed than those who received a dim, control light [48]. Although 
more field studies are needed to confirm these initial findings, it has been postulated 
that lighting can improve patients’ mood and health outcomes [49] and may shorten 
the length of hospital stays [50].

 The Need for Proposing a 24-h Lighting Scheme in our 
Lighted Environments

The data shown in Table  15.1 clearly indicate that people working indoors are 
exposed to dim, extended, and aperiodic circadian-effective light, whereas those 
working outdoors are likely to be exposed to a robust light–dark cycle that is ideal 
for regulating the circadian system. These differences are probably even more pro-
nounced during the winter, when the duration of daylight becomes shorter and those 
working indoors are exposed to even lesser amounts of circadian-effective light 
during the day. The resulting disruption of the circadian cycle that is probably now 
experienced by most people in modern societies may very well have a direct influ-
ence on associated health problems such as metabolic diseases, cancer, and mood 
disorders, among various other conditions [23, 51, 52]. Future trends in the lighted 
environment should therefore include 24-h lighting solutions that promote circadian 
entrainment.

Initial studies of light’s therapeutic application focused on treating the symptoms 
of seasonal affective disorder (SAD) [53, 54]. While the mechanisms associated 
with light’s beneficial effects on SAD are not yet well established, light therapy is 
nonetheless recognized by physicians and recommended as a sole or adjunct 
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treatment [55]. However, conventionally prescribed light therapy boxes, which are 
not an integral part of the built environment and can be very bright and glaring if not 
equipped with a dimming control, can reduce patients’ compliance with the treat-
ment and thereby reduce its efficacy. Fortunately, newly developed, more-effective 
technologies such as solid-state lighting have fostered better targeted, less glaring 
solutions for relieving SAD symptoms. (For more information on how to measure 
and specify light therapy, please refer to Chap. 14 in this volume.)

A growing body of evidence indicates that any successful field application of 
light therapy to correct circadian sleep disorders must control the total light expo-
sures over the course of the 24-h light–dark cycle. Using the modified model of the 
human circadian oscillator [56] that permits quantitative predictions of circadian 
phase changes resulting from light exposure, Rea et al. [57] showed that light expo-
sures during total waking hours must be monitored and controlled in order to predict 
circadian phase changes resulting from a given light treatment. Several other mod-
els for predicting phase changes have been proposed, but they have met with mixed 
success due to their inability to account for differential light exposures from week 
to week. The model by Kronauer et al. [56], for example, consists of a light- stimulus 
phototransduction process (L) driving an oscillator-based pacemaker process (P). In 
the phototransduction model proposed by Rea et al. [15, 16], unlike the Kronauer 
et al. model, CS is used as an input to process L instead of photopic illuminance 
(lux). Parameters of the process P were revised based upon data from field studies 
where light exposures and circadian phase changes were measured. More specifi-
cally, two parameters in the process P were adjusted (k and q), and a time-dependent 
sensitivity modulation factor was removed. Overall, the model proposed by Rea 
et al. [15, 16] improves upon Kronauer’s model by incorporating new knowledge of 
human circadian phototransduction; thus the Rea et  al. model can provide more 
accurate quantitative predictions of circadian phase changes resulting from differ-
ential light exposures.

To illustrate the application of this model, predictions of circadian phase changes 
based upon continuously measured 24-h light exposures were compared to mea-
sured phase changes (DLMO) from three field studies [18, 58, 59]. Figure 15.4a 
shows the correlation between DLMO and the measured phase changes calculated 
from the Daysimeter [12, 13] data and predicted phase change using the modified 
Kronauer model [56, 57], which were statistically significant (R2 = 0.70, p < 0.0001) 
with a prediction uncertainty of 1.75  h (95% confidence). Interestingly, and as 
shown in Fig. 15.4b, when only the treatment light exposures—and not the total 
light exposures measured over the entire waking period—are included in the model, 
predictions of circadian phase change are not as good, as shown by the large devia-
tion of the best fit from the ideal fit.

Controlling light exposures for the entire 24-h day therefore requires tracking 
and recording—in terms of spectrum, level, timing, and history—throughout all 
waking and sleeping hours. It is also necessary to understand how those light expo-
sures have interacted with a person’s biological systems and to then make the neces-
sary lighting adjustments, effectively creating a personalized light prescription that 
follows them everywhere they go, including while they are at work and at home.

15 Future Directions for Lighting Environments
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Fig. 15.4 Correlation between DLMO and the predicted phase changes calculated from the 
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 Future Trends in Lighted Environments

Since CS is defined in terms of the circadian system’s input–output relationship (see 
section “Current Trends in Lighted Environments”) and various field studies have 
shown that it is associated with better sleep, mood, and well-being, the future trends 
discussed in this section will use CS as the principal metric, with corresponding lux 
levels provided. In general, when occupied by day-active/night-resting people, the 
lighted environments should deliver a CS ≥ 0.3 at eye level and a CS < 0.1 starting 2 h 
prior to their desired bedtimes. The LRC has developed a CS calculator (https://www.
lrc.rpi.edu/cscalculator/) to help lighting professionals select light sources and tar-
geted photopic light levels that will increase the potential for proper circadian light 
exposure in buildings. This tool facilitates calculations of CLA and CS for over 180 
example light source spectra as well as user-supplied light source spectra.

 Workplace Lighting

To promote circadian entrainment among daytime office workers, lighting systems 
and solutions must be tailored to meet the circadian requirements of the people who 
spend their workday in a particular office space while also addressing the unique 
characteristics of that space. Factors to be taken into account include (1) the work-
ers’ ages; (2) the type of work performed; (3) the presence and number of windows, 
as well as the amount of light they contribute to the space; (4) the direction in which 
the windows face, (5) the space’s ceiling height; (6) the presence of obstructing 
features such as cabinets and partitions; (7) the reflectance values of the office fur-
niture and fixtures; and (8) the amount of CS that the space’s occupants receive at 
eye level and the times of day when they experience it throughout the entire workday.

As with any environment, morning lighting at work should provide plenty of CS 
to help synchronize the biological clock and promote circadian entrainment. In the 
simplest terms, this can be achieved by increasing the amount of light reaching the 
eye by sitting next to a window for 30 min, opening window shades, and/or increas-
ing the office’s ambient light level. Field research shows that relatively simple light-
ing strategies can achieve sufficiently high levels of CS (i.e., CS ≥  0.3) using 
commonly available lighting systems [30, 60], such as the 2 × 4 troffer lighting 
fixture employed for the lighting schedule shown in Fig. 15.5. Ideally, to better pro-
mote entrainment, the lighting system’s CS levels should be lowered toward the end 
of the day, especially if the office space is to be occupied through the early evening.

 Healthcare Facility Lighting

Healthcare represents another sector that stands to benefit from circadian- effective 
lighting systems. The modern hospital is in effect a city in microcosm, which poses 
a formidable challenge to lighting design because the “city” is all under one roof. 
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The hospital functions around the clock and year-round, its patients can range in age 
from premature infants to the elderly, and the people in any given space can be very 
ill patients or workers and visitors who are in good health. Furthermore, many 
healthcare personnel work long hours that can include night shifts and rotating 
shifts and are exposed to different lighting characteristics at different circadian times.

For patients and their visitors, lighting schemes should more or less follow those 
outlined for daytime office workers in Fig.  15.5, since all patients must remain 
entrained to the hospital’s daytime caregiving schedule and most visitors are usually 
present only before patients’ bedtimes. The same may also be said for caregivers 

a

b

c

Fig. 15.5 Three lighting schemes that can be used to provide the minimum CS for promoting 
circadian entrainment (CS = 0.3) using typical 2 × 4 troffers in an open office environment: (a) 
fixed CCT (5000 K), (b) tunable white (5000–2700 K), and (c) fixed CCT (4000 K) supplemented 
by a personal desktop luminaire delivering 30 lx of saturated short-wavelength “blue” (≈ 470 nm) 
light at eye level. It is most desirable to specify lighting systems that vary in output and spectrum 
(if possible) throughout the day according to the circadian needs of the space’s occupants. Though 
not shown here, during the night shift, systems can also be designed to deliver saturated long- 
wavelength “red” (≈ 630 nm) light to promote alertness without elevated CS levels and disruption 
to nighttime workers’ melatonin rhythms [31]
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who work exclusively during the day. Caregivers have dramatically different light-
ing needs during the night shift, however (Fig. 15.6), and circadian disruption (and 
its consequent health problems) has been demonstrated among those who work 
rotating shifts and, especially, among those who work throughout the night [61, 62]. 
Lighting tips for night-shift caregivers are provided in the sidebar.

Fig. 15.6 Rendering of a nurses’ station during the day shift (left) and night shift (right). High CS 
to promote circadian entrainment and alertness is provided using higher photopic illuminance 
levels and saturated blue light from the desktop luminaires during the daytime. Illuminance and CS 
levels are lower at night, and alertness is promoted by saturated red light that does not affect the 
circadian system. The same desktop devices, in this case LED light therapy panels, can be config-
ured to deliver both types of light shown here

Lighting Tips for Night-Shift Caregiver Entrainment
Night-shift caregivers are usually entrained to a day-shift lifestyle because 
they continue to follow daytime social and domestic activities, making adap-
tation to a nocturnal lifestyle both impractical and undesirable. For these care-
givers, it would be best to:

• Minimize bright light (> 20–30 lx at the eye, CS > 0.05) during the night 
shift, starting at around 2300, taking care to avoid the use of self-luminous 
personal electronic devices.

• Receive saturated red (630 nm) light of at least 40–60 lx (CS = 0) at the eye 
in rest areas or workspaces (either intermittently or continuously), which 
will provide an alerting stimulus similar to drinking a cup of coffee 
throughout the night and will not affect melatonin levels.

• Use task lights to increase light levels on the workplane (i.e., horizontal 
surfaces such as desks, tables, workstations, etc.) and for specific critical 
tasks, such as insertion of an IV.

• Take public transportation to avoid falling asleep behind the wheel on the 
drive home.

15 Future Directions for Lighting Environments
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 Home Lighting

The home lighting environment is crucial for circadian entrainment since it is 
where people typically wake up to begin their day and prepare for sleep at the 
day’s end. Given what we know about the circadian system, circadian-effective 
lighting systems must be adapted to follow humans between the spaces they 
occupy, from home to work, to retail and recreational spaces, and then back home 
again in the evening. Research by the LRC, in conjunction with Lund University 
and the Swedish Energy Agency, has made a crucial first step toward realizing an 
individualized lighting prescription system in the Swedish Healthy Home project. 
The system is built around the Daysimeter (or similar device) [13], which tracks 
personal light exposures and physical activity (actigraphy) throughout the 
24-h day and transmits the data for storage on a smartphone or some other PED 
(see Fig. 15.3). Upon arrival at home at the end of the day, the data are then auto-
matically transmitted to the home’s central lighting control system, which then 

Another alternative for nighttime caregivers is a “compromise solution” 
that uses light early in the night to delay feelings of sleepiness until after the 
shift is over, but not so late that it does not dramatically differ from their wake 
times on working days. In other words, the caregivers would remain entrained 
to a day-shift lifestyle but would become “night owls.” This adaptation per-
mits easier transitions between night and day shifts and can be achieved by 
caregivers if they:

• Receive high levels of illumination until 0300–0400 (at least 200–300 lx 
(CS ≥ 0.3) at the eye from a white light source) in workspaces followed by 
dim white light (20–30 lx at the eye, CS < 0.05) until the end of the shift.

• Lower levels of saturated blue light (e.g., 30 lx at the eye of a 470 nm light) 
could also be added as a task light, but care should be taken to avoid com-
promising important aspects of visual performance (e.g., color rendering) 
required for carrying out visual tasks.

• Receive saturated red (630 nm) light of at least 40–60 lx (CS = 0) at the eye 
in rest areas or workspaces (either intermittently or continuously), which 
will provide an alerting stimulus similar to drinking a cup of coffee 
throughout the night and will not affect melatonin levels

• Use task lights to increase light levels on the workplane and for specific 
critical tasks such as insertion of an IV.

• Wear dark sunglasses on the way home after work to prevent outdoor light 
from affecting the night owl adaptation.

• Take public transportation to avoid falling asleep behind the wheel on the 
drive home.
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makes any necessary adjustments to the lighting in any space a person happens to 
occupy (Fig. 15.7).

In future developments, we envision the system recognizing users’ personal light 
exposures as they move between buildings or rooms and dynamically adjusting the 
ambient lighting to maintain entrainment, rather than simply making adjustments 
upon their arrival at home in the evening. If the automatic controls are not appropri-
ate or practical at a given time, moreover, we also envision the system being over-
ridden and configured to provide notifications of any lighting needs and measures 
that should be taken. The system could also send a notice advising users to use 
personal light “dosing” or filtering devices such as light goggles or spectrally fil-
tered glasses should the system override not be appropriate for their personal needs. 
Because the system is dynamic and portable, it would also be easily translated to 
one’s home, schoolroom, or workplace.

 Conclusion

It is well established that a robust, regular 24-h light–dark pattern minimizes circa-
dian disruption, which in turn minimizes negative health and performance out-
comes. Circadian disruption can be observed and become an issue when people 

Light logging

Actigraphy

Hub
 server

ZigBee
   Controller ZigBee-enabled

         LED lamp

Location
sensing

Treatment
scheduling

iBeacons

Internet

Fig. 15.7 Schematic of the Swedish Healthy Home lighting system. Light exposures and actigra-
phy are recorded using a Daysimeter worn as a pendant and on the wrist, and the data are transmit-
ted via Bluetooth to a handheld electronic device such as a cellphone
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travel across multiple time zones, use self-luminous displays in the evening, spend 
most of their daytime hours in dim interiors, stay up late to view media, and move 
from building to building and space to space throughout the day. In other words, 
circadian disruption can occur when the 24-h light–dark pattern is no longer regular 
and predictable.

The challenge for lighting researchers and professionals is that they have been 
so closely tied to thinking about a particular building—that is, a single static place 
where one needs light for the performance of tasks and the perception of the 
space’s ambience, instantaneously. Circadian hygiene is not instantaneous, but 
cumulative. Today, because people continually carry self-luminous displays and 
pursue active lives that profoundly influence their 24-h pattern of light and dark, 
they do not have a single lighting entity that is responsible for total 24-h light 
exposure patterns and therefore cannot adequately address 24-h light expo-
sure issues.

The challenge for sleep clinicians who wish to use light as a non- 
pharmacological treatment for circadian sleep disorders is that they need to start 
“thinking outside the (light) box.” Lighting technologies now exist that can 
incorporate precision medicine in the delivery of tailored lighting interventions 
to treat circadian sleep disorders. Light sources that can be tuned to maximally 
affect (or not) the biological clock while reducing glare can be specified and 
purchased. Measurement tools that can determine the real-time dose experienced 
by users are readily available for clinicians and researchers. As a next step, sleep 
clinicians should seek to collaborate with researchers to increase the number of 
applied research studies demonstrating the efficacy and feasibility of these new 
light therapy options. We have to let go of the past and take advantage of the lat-
est lighting technology advances.

A new profession needs to emerge, such as personal light and health coaching, or 
new software applications need to be developed to keep track of light–dark expo-
sures and provide recipes for maintaining entrainment or correcting circadian dis-
ruption. This can already be accomplished where users do not change their living 
space across the 24-h day (e.g., senior living facilities [44] and submarines [63]). 
Another area for real impact could be healthy lighting for schoolchildren, who have 
a regular daily routine, and the education of parents to better control light and 
thereby ensure adequate and consistent sleep. The next step would be to educate 
teachers and parents about the significance of a robust 24-h light–dark pattern. 
Office spaces pose a greater challenge, but one can begin to envision the use of a 
workplace “light oasis” (Fig.  15.8), where workers could receive their circadian 
light exposures during the daytime with the aid of an application that informs them 
about what they need to do and when they need to do it. The technology now exists 
for implementing some of these solutions and, perhaps, changing the lighted envi-
ronment so that it indeed promotes circadian health.
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