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Preface

We are witnessing tremendous growth in the areas of Internet of Things (IoT)
and Cyber-Physical Systems (CPS). This growth can be mainly attributed to the
rapid increase in the number of sensors and actuators connected to the Internet and
supported by theoretical unlimited processing and storage capabilities provided by
cloud computing.

We expect that within the next decade, billions of IoT devices will be connected
to the Internet. These devices will produce massive amounts of data that can exhibit
a range of characteristics, complexity, veracity, and volume. Therefore, for making
efficient use of data from IoT devices, there is a need to leverage the opportunities
provided by cloud computing.

IoT and CPS, combined with cloud computing, can lead to novel innovations
and scientific breakthroughs. For example, sensor data generated from healthcare
IoT devices from thousands of patients worldwide can be used to predict illnesses
and diseases such as cancer. A CPS for emergency management can assist in the
safe and timely evacuation of occupants in a building based on weather, ground,
and location sensors.

The objective of this book is to explore, identify, and present emerging trends in
IoT, CPS, and cloud computing and to serve as an authoritative reference in these
areas. The primary target audience of this book are researchers, engineers, and IT
professionals who work in the fields of distributed computing, artificial intelligence,
and cyber-physical systems. This book, while also serving as a reference guide for
postgraduate students undertaking studies in computer science, includes real-world
use cases reporting experience and challenges in integrating the IoT, CPS, and cloud
computing.

The chapters in this book are organized to facilitate gradual progression from
basic concepts to advanced concepts with supporting case studies.

Newcastle Upon Tyne, UK Rajiv Ranjan
Skellefteå, Sweden Karan Mitra
Melbourne, Australia Prem Prakash Jayaraman
Wuhan, China Lizhe Wang
Sydney, Australia Albert Y. Zomaya
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Borislav Ðord̄ević Mihajlo Pupin Institute, University of Belgrade, Belgrade,
Serbia

Mingxing Duan Collaborative Innovation Center of High Performance Computing,
National University of Defense Technology, Changsha, Hunan, China

Raj Gaire CSIRO Data61, Canberra, ACT, Australia

Saurabh Garg University of Tasmania, Tasmania, Australia

Ratan K. Ghosh EECS, IIT Bhilai, Raipur, India

Zhigang Hu School of Computer Science and Engineering, Central South Univer-
sity, Changsha, China
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Context-Aware IoT-Enabled
Cyber-Physical Systems: A Vision and
Future Directions

Karan Mitra, Rajiv Ranjan, and Christer Åhlund

1 Introduction

Cyber-physical systems (CPSs) tightly integrate computation with physical pro-
cesses [6]. CPSs encompass computer systems including physical and virtual
sensors and actuators connected via communication networks. These computer or
cyber systems monitor, coordinate and control the physical processes, typically via
actuators, with possible feedback loops where physical processes affect computation
and vice versa [6]. CPSs are characterized by stability, performance, reliability,
robustness, adaptability, and efficiency while dealing with the physical systems
[27, 41].

CPSs are typically associated with tightly-coordinated industrial systems such
as manufacturing [27, 42]. Currently we are at the cusp of witnessing the next
generation CPS that not only span industrial systems, but also include wide
application-areas regarding smart cities and smart regions [5]. The next generation
CPSs are expected to leverage the recent advancements in cloud computing [21],
Internet of Things (IoT) [13], and big data [8, 44] to provision citizen-centric appli-
cations and services such as smart hybrid energy grids, smart waste management,
smart transportation, and smart healthcare. IoT [13] has emerged as a new paradigm
to connect objects such as sensors and actuators to the Internet to provide services
in the above mentioned application areas.
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Big data is referred to as data that cannot be processed on a system under use [44].
For example, a Boeing aircraft engine produces ten terabytes of data every thirty
minutes. This data cannot be processed on a typical mass-produced desktop and
laptop, and therefore considered as big data. Cisco predicts that by the year 2020,
there will be fifty billion devices connected to the Internet1; in the year 2021, 847
zettabytes of data will be produced by IoT applications.2 Big data can be valuable if
we can efficiently use raw sensor values (which are often misunderstood, incomplete
and uncertain [30]) or context attribute values3 to determine meaningful information
or real-life situations. This necessitates the development of novel context-aware
systems that harness big data for context-aware reasoning in a CPS. Context-aware
systems provide methods to deal with raw sensor information in a meaningful
manner under uncertainty and provide mechanisms for efficient context collection,
representation and processing. Big data context reasoning may require the use of
a large number of computational and software resources such as CPU, memory,
storage, networks, and efficient software platforms to execute data processing
frameworks such as MapReduce.

The cloud computing paradigm enables provisioning of highly available, reliable,
and cheaper access to application (such as big data applications) and services
over the network. National Institute of Standards and Technology (NIST) define
cloud computing as [21]: “Cloud computing is a model for enabling ubiquitous,
convenient, on-demand network access to a shared pool of configurable computing
resources (e.g., networks, servers, storage, applications, and services) that can
be rapidly provisioned and released with minimal management effort or service
provider interaction.”

Cloud computing is characterized by [21]: on-demand self service where cloud
resources such as compute time, memory, storage and networks can be provisioned
automatically, without human intervention; broad network access ensures that the
cloud resources are provisioned over the network and can be accessed by myriad
devices including smart phones, tablets, and workstations; resource pooling is the
ability to share cloud resources with multiple customers at the same time; this is
achieved via virtualization where cloud (physical) resources are partitioned into
multiple virtual resources [3]. These virtualized resources are then shared with
multiple users using the multi-tenant model. Based on the usage of these resources,
the customer is charged on pay–as-you-go basis; rapid elasticity is the ability of
the system to scale out (add resources) or scale in (release resources) based on
the demands posed by application and services workloads. Elasticity is one of the
definitive property of cloud computing as it gives the illusion of infinite capacity to

1https://www.cisco.com/c/dam/en_us/about/ac79/docs/innov/IoT_IBSG_0411FINAL.pdf
[Online], Access date: 2 July 2020.
2https://www.cisco.com/c/en/us/solutions/collateral/service-provider/global-cloud-index-gci/
white-paper-c11-738085.html#_Toc503317525 [Online], Access date: 8 June 2020.
3A context attribute is the data element at a particular time instance that is used to infer a real-life
situation(s) [30].

https://www.cisco.com/c/dam/en_us/about/ac79/docs/innov/IoT_IBSG_0411FINAL.pdf
https://www.cisco.com/c/en/us/solutions/collateral/service-provider/global-cloud-index-gci/white-paper-c11-738085.html#_Toc503317525
https://www.cisco.com/c/en/us/solutions/collateral/service-provider/global-cloud-index-gci/white-paper-c11-738085.html#_Toc503317525
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the customers; measured services ensure transparency for both the provider and the
customer as the resource usage can be monitored, metered and logged that can be
used for resource optimization and billing.

A recent joint report from NICT and NIST [37] aims to define an integrated
cyber-physical cloud system (CPCC) to develop a robust disaster management
system. This report defines CPCC as “a system environment that can rapidly build,
modify and provision auto-scale cyber-physical systems composed of a set of cloud
computing-based sensor, processing, control and data-services”. The report argues
that IoT-based cyber-physical cloud system may offer significant benefits such as
ease of deployment, cost efficiency, availability and reliability, scalability, ease of
integration [37]. Xuejun et al. [41] and Yao et al. [42] assert the need to harness
the recent advances in the areas of cloud computing, IoT, and CPS and integrate
them to realize next-generation CPS. Therefore, the overall aim of an IoT-based
cyber-physical system would be an efficient integration of cyber objects with cloud
computing to manage physical processes in the real world.

This chapter proposes ICICLE: A Context-aware IoT-based Cyber-Physical
System that integrates areas such as cloud computing, IoT, and big data to realize
next-generation CPS. This chapter also discusses significant challenges in realizing
ICICLE.

2 ICICLE: A Context-Aware IoT-Enabled Cyber-Physical
System

Figure 1 presents our high-level architecture for context-aware IoT-based cyber-
physical system. The figure shows the cyber and physical systems and the interac-
tion between them. The cyber system consists of the cloud infrastructure hosting
software components such as those related to context collection, processing and
reasoning, and application monitoring. The physical system involves IoT devices
such as sensors and actuators that are connected to cyber systems via IoT gateways
or directly. We now discuss ICICLE in detail.

Devices/Things The IoT application components, the network, and the cloud form
the cyber part of the system, whereas, the sensors and actuators constitute the
physical part of the system as they are responsible for sensing the environment and
controlling the physical processes. As we expect a large number of IoT devices
to be deployed in application areas regarding smart cities, it is highly likely that
many of these devices may produce a similar type of data. For example, outside
temperature sensors placed on the lamp posts, on public and private buildings
produce temperature data. The raw data sensed and collected from these devices can
be used to determine the temperature at the same location, such as, for a particular
suburb; these sensors can also be clubbed together to formulate a virtual IoT device
that can be integrated as part of ICICLE as a cyber component. It is important to
note that virtual sensors may also encompass information for various sources such
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Fig. 1 ICICLE: Context-aware IoT-enabled Cyber-Physical System

as online social networks (e.g., Facebook and Twitter) [37], as well as open data
published by governments, municipalities, as well as industries. In ICICLE, the IoT
devices may connect to a gateway or directly to the Internet via multiple access
network technologies such as WiFi, ZigBee, LoRaWAN, GPRS, and 3G. Further,
the IoT devices may use a wide variety of application layer protocols such as HTTP,
CoAP, MQTT, OMA Lightweight M2M, XMPP, and WebSocket [4, 16]. For each
application layer protocol, there are plugins deployed at the sensor/gateway and the
applications running in the clouds. The plugins encode and decode the sensor data
as per requirements.

Services The data collected from the IoT device is sent to the cloud datacenters
for processing and storage. The data retrieval from the IoT devices can be both
pull and push-based and can also be done via the publish-subscribe system [4].
In the pull-based approach, the IoT devices themselves or they connected via the
gateway can offer an endpoint (via uniform resource locator (URL) or directly via an
IP address) for data access. The applications (standalone applications, middleware
such as FIWARE,4 and virtual sensors) can then fetch the data directly from the
endpoint. In the push-based approach, the data can be sent directly from the IoT
devices/gateway to the applications hosted on the clouds. In the publish-subscribe
system, an entity-broker is involved. The IoT device/gateway sends the data to the
topics managed by the broker. As soon as the IoT device/gateway sends the new

4http://www.fiware.org. Access date: 19th June 2020.

http://www.fiware.org
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data to the broker on a specific topic, the broker publishes the data and send it to the
subscribing applications or the virtual sensors.

Context-awareness ICICLE considers context-awareness as the core technology
that enables operational efficiency and intelligence. According to Dey [7] “Context
is any information that can be used to characterize the situation of an entity. An
entity is a person, place, or object that is considered relevant to the interaction
between a user and an application, including the user and applications themselves.”
As context-awareness deals with context reasoning to convert raw sensor data
to meaningful information (situations), it can be beneficial in a large number of
application domains such as medicine, emergency management, waste management,
farming and agriculture, and entertainment [33]. For example, processing of raw
context attribute values on the sensor/gateway may lead to a significant reduction
in raw data transfer between the sensors and the applications running on clouds,
as only relevant information is transferred. Context reasoning assists in reasoning
about conflicting and incomplete information that is prevalent in IoT environments
due to factors such as to sensor heterogeneity, data loss due to network congestion
and wireless signal impairments such as signal attenuation, reflection and scattering,
and manufacturing defects and variation in sensors calibration. Context reasoning
may lead to the discovery of new knowledge that may be otherwise impossible when
dealing with raw information by applying A.I. algorithms. Context-awareness may
lead to personalization. For instance, consider a medical CPS [18] where based on
the context-aware inference of user’s daily activity (using data from a plethora of
sensors) [35], his/her medicine dosage can be regulated by recommending which
and what quantities of medicines to eat at different times of the day. Context-
awareness may lead to security; for example, using context reasoning, we can
determine the set of insecure sensors using metrics such as location, time, and sensor
type [39]. These sensors can be disregarded when data security and privacy is of
utmost concern.

Figure 2 shows a typical context-awareness cycle. First, context attribute values
are sensed from the environment. Second, context reasoning is performed using
the context attribute values and algorithms. Third, actuation is performed based
on the reasoned context. The actuation result, as well as the corresponding sensed
context, may be used to improve context reasoning if deemed necessary. For context-
awareness, ICICLE considers the context spaces model (CSM) for modelling

Fig. 2 Steps to achieve
context-awareness
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Fig. 3 The context spaces model [30]

context, as shown in Fig. 3. The CSM motivates to reason about raw context
attribute values collected from the sensors to determine possible conflicting context
states about the entity (e.g., human, machine or an application process). These
context states are then fused, i.e., some reasoning is performed to determine the
overall situation of an entity. Typically in context-aware systems, reasoning can be
performed using A.I.-based methods such as Fuzzy Logic, Bayesian networks and
Reinforcement Learning. In ICICLE, context attribute values are collected from
multiple sensors and gateways placed at homes, offices, cars, or in a factory. The
raw context collected via the sensors is pre-processed on the gateway or is sent
directly to the clouds running context-reasoning components. The context-reasoning
components execute algorithms to determine the situation of the cyber-physical
environment and to determine actuation functions to be performed by the actuators.
For example, in a medial CPS, context collected from the sensors placed on the
human body such as heart rate and insulin level is sent to the context-reasoning
component to determine the situation of the patient: “patient requires medicine” or
“patient does not require medicine”. This context reasoning may lead to actuation
decisions: “recommend medicine” or “do not recommend medicine”. Similarly,
context-aware reasoning can be applied within the Industry 4.0 paradigm or beyond
to enable intelligent and efficient factories of the future.

Big data and cloud computing The integration of IoT and CPS, will lead to data
explosion and is expected to generate big data [8, 44]. Big data cannot be processed
on traditional on-premise systems. Therefore, ICICLE, at its core incorporates
cloud computing, which is expected to be critical for any future cyber-physical
system. As mentioned in Sect. 1, cloud computing offers highly available, scalable,
reliable and cheaper access to cyber resources (compute, storage, memory, and
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network). Therefore, ICICLE hosts nearly all the cyber components on the clouds
such as those related to context-awareness. ICICLE may incorporate public, private
or hybrid clouds depending on the application use case. For example, consider a
medical CPS mentioned above, due to privacy and security requirements regarding
patients data, a CPS may incorporate private clouds instead of public clouds.
Major public cloud vendors such as Amazon Webservices,5 Google Compute
Engine,6 and Microsoft Azure7 provide the big data functionality. These cloud
vendors offer ready-to-use, scalable and highly available big data stacks that can
be used by the context reasoning components. The big data stack typically includes
highly distributed file system (HDFS),8 Apache Spark9 or Apache Hadoop10 as the
data (context) processing frameworks. Depending on the type of CPS application
domain, the context reasoning can be performed in near real-time (e.g., using
Apache Spark) or in an offline mode (e.g., using Apache Hadoop).

Mobile cloud computing/edge computing/fog computing One of the significant
challenges posed by CPS is timely context gathering, storage, processing, and
retrieval. Typically, context is collected from sensors and is pre-processed at
the gateway nodes. The pre-processed context is then transferred to the clouds
for context reasoning which can lead to some actuation in the physical world.
However, the cloud data centers are centralized and distributed geographically all
over the globe; the transfer of context to the clouds is expensive regarding network
latency. From our tests, the average round-trip time between a gateway node placed
in Skellefteå, Sweden (connected via Luleå University of Technology campus
network) and Amazon cloud data center: in Stockholm, Sweden is approximately
30 ms; in Tokyo, Japan is approximately 300 ms; in Sydney, Australia data center
is 400 ms, and the North California, United States data center is 200 ms. These
results suggest that for mission-critical CPSs such as those related to emergency
management and cognitive assistance, traditional cloud computing may not be best
suited [9, 23, 24].

The areas of mobile cloud computing [24]/fog computing [38]/edge computing
[36] bring cloud computing closer to IoT devices. The aim is to solve the problems
regarding network latency and mobility. The premise is that instead of sending
context attribute values to the centralized cloud data centers for processing, these
values are processed at the first network hop itself, i.e., at the wireless access point,
base station or the gateway that has a reasonable compute and storage capacity.
Thereby reducing the network latency by several folds. This reduction in network
latency and the augmentation of computation and storage capacity will lead to

5http://aws.amazon.com [ONLINE], Access date: 5th June 2020.
6https://cloud.google.com/compute/ [ONLINE], Access date: 5th June 2020.
7https://azure.microsoft.com/en-us/ [ONLINE], Access date: 5th June 2020.
8https://hadoop.apache.org/docs/current1/hdfs_user_guide.html [ONLINE], Access date: 5th June
2020.
9https://spark.apache.org/ [ONLINE], Access date: 5th June 2020.
10https://hadoop.apache.org/ [ONLINE], Access date: 5th June 2020.
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extremely powerful CPSs with near real-time decision making. These CPSs may
involve human-in-the-loop (HTL) and cognitive decision making leading to the
Industry 5.0 revolution.

ICICLE supports mobile cloud computing using M2C2 – a mobility management
system for mobile cloud computing [24]. Using M2C2, ICICLE enables QoS-aware
context processing, storage, and retrieval via edge nodes. M2C2 also supports
multihoming and mobility management. In that, if IoT devices and gateways are
mobile and are connected via several access networks such as WiFi, 4G, and
Ethernet, M2C2 can select the best combination of network and edge/cloud. It
can then handoff between the access networks and the clouds for efficient context
processing and storage.

Cloud services ICICLE is a generic framework and encompasses several ways to
develop and deploy CPS services. For example, via Service Oriented Architecture
(SOA) [31] or as microservices [14]. A CPS is a complex system and may include a
large number of software components interacting with each other in complex ways.
SOA is an already established paradigm to expose the functionality provided by
ICT systems as services. SOA paradigm supports rapid, secure, on-demand, low
cost, low maintenance, and standardized development, deployment, and access to
software services in highly distributed environments [31], such as cloud systems.
In SOA, the software services are developed and published as loosely-coupled
modules. SOA services use simple object access protocol (SOAP) to communicate
with each other.

Further, the services are described using Web services description language
(WSDL). These services published over the Internet can be searched and discovered
using Universal Description, Discovery, and Integration (UDDI), ensuring software
re-use. Microservices [14] is a relatively new paradigm that defines an applica-
tion as loosely-coupled services that exposes business capabilities to the outside
world; here each service is developed, tested, and deployed individually without
affecting each other. Thereby, microservices inherently support agile software
design. Microservices communicate with each other using application programming
interfaces (API). ICICLE incorporates several loosely-coupled software services.
For example, the gateways and clouds run the context collection, context pre-
processing service, context reasoning service for context reasoning; performance
monitoring, sensor monitoring, and actuator monitoring service; actuation service;
billing service; cloud monitoring service; CPS and cloud orchestration service, to
name a few. These services can be deployed using SOA or microservices paradigm.

3 Case Study: ICICLE for Emergency Management

Let us consider a deep underground mine consisting of several miners extracting ore
such as gold and iron. The mine runs the ICICLE-based emergency management
system. The ICICLE CPS keeps track of the health of all the miners and contin-



Context-Aware IoT-Enabled Cyber-Physical Systems: A Vision and Future Directions 9

uously monitor their situation, such as whether they are “safe,” “unsafe,” or need
“evacuation.” The miners use controlled blasting to break away rocks and make way
for easier digging. Now consider a case that due to blasting, some rocks fall causing
some miners to be trapped under them. In this scenario, ICICLE must evaluate the
overall situation of the disaster area to assist the responders by providing situational
knowledge about which miner needs first assistance.

Each miner wears safety-related IoT devices such as a helmet, a safety vest,
and an armband. The safety vest incorporates sensors such as electrocardiogram
(ECG) monitor, heart rate variability (HRV) monitor, and breathing rate monitor.
The armband includes an accelerometer and a temperature gauge. These IoT devices
produce a large number of context attribute values such as accelerometer, heart rate,
and breathing rate values. To determine the miners’ health-related situation, the IoT
gateways placed throughout the mine collect these context attribute values using
the context collection service. The context attribute values are produced at a very
high frequency for real-time situation-awareness. Therefore, the IoT gateways pre-
process these values and send them to the edge nodes present inside the mines
at various locations, instead of sending them to the remote clouds for further
processing.

The edge nodes and clouds run A.I.-based context reasoning services to deter-
mine miners situations. For example, based on the collected context, miner’s health
situation can be determined as “safe” or “unsafe” . If the situation of a miner is
determined to be “unsafe” an alarm notification is triggered by ICICLE. The alarm
notification, along with miner’s location and health state information, is sent to the
first responders that may help the miner in the shortest time possible. As emergency
management requires a high degree of reliability and availability, ICICLE runs
a large number of orchestration services to monitor all the edge, cloud and IoT
gateway nodes. It also monitors application services such as context collection and
context reasoning services at regular time intervals. Based on the monitored context,
ICICLE determines the best edge, and cloud nodes to run emergency management
services.

4 Future Challenges and Directions

Methodology CPS is inter-disciplinary area encompassing advances in the disci-
plines such as mechanical, electrical, control and computer engineering. Each of
these disciplines may have their established views on CPS; therefore the construc-
tion of CPS such as ICICLE necessitates the development of novel methodologies
that brings together the best practices and advancements from all the disciplines
mentioned above [11, 15, 32, 34]. We assert that there is a need to develop novel
methodologies that also consider the integration of cloud computing, IoT, context-
awareness and big data. Rajkumar et al. [34] describe steps to develop an integrated
CPS. These include:



10 K. Mitra et al.

• The use of novel programming models and hardware abstractions;
• The ability to capture the limitations of the physical objects and reflect those

limitations within the cyber world in the form of metrics such as complexity,
robustness, and security;

• The iterative development of system structure and models;
• Understanding the quantitative tradeoffs between cyber and physical objects

based on specific constraints; and
• Enabling safety, security, and robustness considering uncertainty posed by real-

world scenarios.

We believe these steps can be the starting point to extend or develop additional
methodologies to realize next-generation CPS such as ICICLE.

Quality of Service and Quality of Experience The end-to-end Quality of Service
(QoS) provisioning in the cloud and IoT-enabled CPS is challenging. It is mainly
due to the stochastic nature of the clouds, and the networks through data exchange
are carried [26, 29]. Further, software systems may also lead to QoS variability
due to their inherent architecture. Regarding networks, IoT devices may connect to
the gateway using wireless access technologies such as LoRaWAN, WiFi, ZigBee,
Bluetooth, and Z-wave. Each of these access network technologies is prone to
signal attenuation and signal fading. Further, the data transmission from the gateway
to the cloud via the ISP network, and the Internet is also prone to network
congestion, delay and packet losses. Therefore, it is imperative to monitor the end
to end network QoS [24]. CPS QoS also depends on clouds performance due to
the multi-tenant model of the cloud systems; where via virtualization, the same
underlying hardware is shared via multiple users. Multi-tenancy ensure economies
of scale but may hamper applications QoS. Therefore, QoS in clouds may not be
guaranteed. Application QoS can be guaranteed to a certain degree when customers
are provided with dedicated hardware and networks within a cloud infrastructure,
albeit at higher costs. Software systems may also hamper the overall QoS due to
due to limitations of software libraries and systems that may not be able to avail
hardware performance, this can be due to higher developmental costs of the software
systems, or may be due to improper software design for a particular application
scenario. Therefore, cloud-integrated CPS requires holistic monitoring across cloud
and network stack along with physical devices.

We argue that the success of next-generation CPS hinges on the understanding
end-users perception of quality regarding an application or service, or users quality
of experience (QoE) [10]. QoE is often misunderstood and is narrowly associated
with QoS metrics [25]. QoE is users’ perception of underlying QoS along with
a person’s preferences towards a particular object or a service. It depends on
person’s attributes related to his/her expectations, cognitive abilities, behaviour,
experiences, object’s characteristics (e.g., mobile device screen size, and weight)
and the environment [25]. Till date, QoE metrics have been mainly investigated
from communication networks, multimedia (such as voice and media streaming)
and gaming perspectives. However, QoE metrics have not been studied extensively
in the context of cloud computing and especially from IoT perspective which
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are highly dynamic, stochastic and sophisticated systems [22]. There is a need
to develop novel QoE models that consider the entire cloud and IoT ecosystem
on which next-generation CPS will be based. For instance, in the mining disaster
use case mentioned above, QoE provisioning for the responder is critical from
him/her to save the lives of the evacuee. CPS like ICICLE should not only aim
to maximize QoS, but also aim to adapt the content, minimize service disruptions
and in the worst-case scenario, provide graceful degradation of service such that the
responders are satisfied with the CPS and accept it for future use.

Service level agreement (SLA) Ensuring the SLAs in future CPS is challenging
as it involves clouds as well as the IoT. SLA in clouds has been studied quite exten-
sively [17]. These studies span across all the cloud layers namely Infrastructure-as-
a-Service, Platform-as-a-Service, and Software-as-a-Service and cover numerous
metrics related to performance, cost, security and privacy, governance, sustain-
ability, and energy efficiency. However, in reality, each cloud vendor offers their
own SLAs to their customers and are usually limited to availability/uptime metric.
Further, there is a lack of a unified SLA framework across cloud providers that
hinders cloud adoption. Regarding IoT applications and services, metrics such as
availability, reliability, scalability, throughput, access time and delay, usability, level
of confidentiality have been studied [1].

To the best of our knowledge, in the context of cloud and IoT integrated CPS,
no standardized SLA framework exists. SLA definition, monitoring, and adherence
in CPS can, therefore, be very challenging. Firstly, due to the presence of a
large number of parameters mentioned above and secondly, determining the right
combination of parameters in an IoT application domain can be an exhaustive
task. Cloud-based IoT services can be very complicated as they involve the
interconnection of devices to the clouds; and IoT service provisioning to the end-
users via the Internet. Therefore, each of this step may have different SLAs in place.
For instance, stakeholders offering sensor deployment, the Internet service providers
(ISP), the cloud providers, and the application/service providers may each offer
different SLAs. Therefore, determining a right SLA that combines multiple SLAs
for end-to-end IoT service provisioning remains a longer-term and a challenging
goal [1].

Trust, privacy and security Trust, privacy and security: are essential considera-
tions for a CPS [15]. As discussed above, a CPS consists of several components (see
Fig. 1) such as sensors, actuators, servers, network switches, and routers, and myriad
applications. Complex interdependencies may exist between these components;
therefore, security-related failure in one component may propagate to another
component. For example, a denial of service attack that mimics a large number
of sensors towards a context collection service may render it unusable and may not
only lead to interruptions in context reasoning but may cause a complete halt of
the CPS. One can consider this as the worst-case scenario for any mission-critical
CPSs such as the emergency management CPS mentioned in the previous section.
Khaitan and McCalley [15] also note that installing new software patches to several
application components is challenging due to the time-critical nature of the CPS.



12 K. Mitra et al.

CPSs are also prone to man-in-the-middle attacks as well as the attacks on physical
infrastructure, for example, smart meters as part of the smart grid CPS can be a
target of not only vandalism but also as part of the targeted cyber attack. We assert
that a holistic approach considering trust, privacy, and security-related challenges
should be considered when building a CPS. In particular, these challenges should
be considered in an end-to-end manner, i.e., starting from the physical devices to the
end-user (humans/machines) and should then be formally verified and tested using
state-of-the-art benchmarks and tools.

Mobility poses a significant challenge for future CPSs. The users and devices such
as sensors placed on vehicles, smartphones, tablets are expected to be mobile. For
example, consider a healthcare CPS that determines users health in near real-time
and alerts them and their doctors is something extraordinary occurs regarding their
health. The users wear products such as Hexoskin11 to that measure physiological
parameters such as breathing rate, heart rate, acceleration, cadence, heart rate, and
ECG. As the users are typically mobile, for example, they go to their workplace,
gym, use public transport, their Hexoskin monitors their vital parameters and send
the parameter values to their smartphones; the smartphones then transfer these
parameter values via 4G or WiFi networks to the clouds for processing. The
processed data is then either send back to users smartphones or is sent to their
doctors. As the users carrying their smartphones are mobile, their smartphones may
connect to several wireless access networks such as WiFi and 4G. These access
networks exhibit stochastic performance characteristics due to issues like signal
attenuation, and reflection; users smartphones may handoff between several access
technologies leading to disconnection [24].

Further clouds may also exhibit stochastic performance characteristics due to
unpredictable workloads and multi-tenancy [19, 26]. Lastly, network link between
the smartphones and the clouds may be congested or maybe far away (regarding
round-trip times) [24] leading to additional transmission delays. All these factors
necessitate efficient mobility management to ensure performance guarantees [24,
40], One way to deal with the mobility issue is to consider computation and storage
offloading to the edge nodes in conjunction network mobility management [24].
However, further complications arise regarding data management, trust, and privacy.
Therefore, there is a need to develop novel CPS-aware mobility management
protocols that inherently support QoS, trust, privacy, and security.

Middleware Platforms may assist in the integration of IoT, clouds, and CPS
by providing standardized interfaces for data collection, storage, and retrieval.
Standardized interfaces are essential to deal with heterogeneity in device types,
application and network protocols, software stacks, vendor-specific APIs, and data
models for data representation. Cloud-based IoT middleware platforms may prove
to be crucial to integrate cloud systems and IoT to realize next-generation CPS by
solving at least some of the requirements presented above. In excess of 500 IoT

11https://www.hexoskin.com/ [ONLINE]. Access date: 1st June 2020.

https://www.hexoskin.com/
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middleware systems exists that integrate IoT devices with clouds [28]. For example,
some of the IoT middleware include Xively,12 AWS IoT,13 Microsoft Azure IoT
HuB,14 ThingsBoard,15 FIWARE,16 OpenIoT,17 and Kaa.18 It is imperative that IoT
middlewares are highly scalable, reliable, and available and should cater to a large
of the application use cases such as those related to smart cities [2, 8]. To the best of
our knowledge, there is a dearth of research that comprehensively benchmarks the
aforementioned IoT middlewares and presents a selection of them that can be used
readily by either industry and academia. Recently Araujo et al. [2], have presented
results regarding IoT platform benchmarking. However more work is required to
build future cloud-based IoT middleware for CPS.

Context-awareness is the key to creating value out of the big data originating
from the IoT devices in a CPS. As mentioned above, context reasoning will enable
intelligence in CPSs by dealing with raw, conflicting, and incomplete context values.
Therefore, novel context reasoning algorithms and frameworks are required to be
integrated with IoT middlewares for intelligent decision making. In the past two
decades, significant advances have been made in area of context-aware computing.
For instance, seminal work done in this area [7, 12, 30, 43], can be leveraged to
build intelligent context-aware CPSs. We believe their work should be combined
with recent advances in big data, artificial intelligence, and cloud computing to
harness their true potential [8, 44]. IoT brings it own set of challenges due to
their expected massive scale deployments. These challenges include context-aware
sensor/actuator/service representation, discovery and selection [33]. Recent work
[20] deals with these challenges. However, their integration with IoT middlewares
and their rigorous testing regarding scalability and performance is still warranted.

5 Conclusion

Integration of areas such as cloud computing, IoT, and big data is crucial for
developing next-generation CPSs. These CPSs will be a part of future smart cities
and are expected to enhance areas like agriculture, transportation, manufacturing,
logistics, emergency management, and waste management. However, building such
a CPS is particularly challenging due to a large number of issues in integrating the
above-mentioned areas. This chapter discussed in details several such challenges

12https://xively.com/ [ONLINE], Access date: 9th July 2020.
13https://aws.amazon.com/iot/ [ONLINE], Access date: 9th July 2020.
14https://azure.microsoft.com/en-us/services/iot-hub/ [ONLINE], Access date: 9th July 2020.
15https://thingsboard.io/ [ONLINE], Access date: 9th July 2020.
16https://www.fiware.org/ [ONLINE], Access date: 9th July 2020.
17http://www.openiot.eu/ [ONLINE], Access date: 9th July 2020.
18https://www.kaaproject.org/ [ONLINE], Access date: 9th July 2020.
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regarding context-awareness, quality of service and quality of experience, mobility
management, middleware platforms, service level agreements, trust, and privacy.
This chapter also proposes and develops ICICLE: A Context-aware IoT-based
Cyber-Physical System that integrates cloud computing, IoT, and big data to realize
next-generation CPSs.
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Trustworthy Service Selection for
Potential Users in Cloud Computing
Environment

Hua Ma, Keqin Li, and Zhigang Hu

1 Introduction

In recent years the cloud services market has grown rapidly along with the gradually
matured cloud computing technology. The worldwide public cloud services market
is projected to grow 17.3% in 2019 to total $206.2 billion, up from $175.8 billion
in 2018 [1]. At present, cloud service providers (CSPs) around the world have
publicized a large number of software services, computing services and storage
services into the clouds. The convenience and economy of cloud services, especially,
those services targeting the individual users, such as storage clouds, gaming clouds,
OA cloud, video clouds and voice clouds [2, 3], are alluring to the increasing
potential users to become the cloud service consumers (CSCs). However, with
the rapid proliferation of cloud services and the spring up of services offering
similar functionalities, CSCs are faced with the dilemma of service selection. In
the dynamic and vulnerable cloud environment, the trustworthiness issue of cloud
services, i.e., whether a cloud service can work reliably as expected, becomes the
focus of the service selection problem.
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First of all, accurately evaluating the trustworthiness of a cloud service is a
challenging task for a potential user who has not used this service. The real quality
of service (QoS) of a cloud service experienced by CSCs is usually different from
that declared by CSPs in the service level agreement (SLA) [2, 4]. The differences
are mainly due to the following reasons [2, 5, 6]: (1) The QoS performance of a
cloud service is highly related to the invocation time, since the workload status, such
as the workload and the number of clients, and the network environment, such as
congestion, change over time. (2) The CSCs are typically distributed in different
geographical locations or network locations. The QoS performance of a cloud
service observed by CSCs is greatly affected by the Internet connections between
CSCs and cloud services. In addition, in reality, the long-term QoS guarantees from
a CSP may not be always available [7]. For example, in Amazon EC2, only the
“availability” attribute of QoS is advertised for a long-term guarantee [8].

Secondly, a user usually only invokes a small number of cloud services in the
past and thus only observes the QoS values of these invoked cloud services. In
order to evaluate the trustworthiness of cloud services, invoking all of the cloud
services from the CSCs’ perspective is quite difficult and includes the following
critical drawbacks [5, 9]: (1) The invocations of services may be too expensive for
a CSC because CSPs may charge for these invocations. (2) It is time-consuming to
evaluate all of the services if there are a large number of candidate services.

Therefore, evaluating the real trustworthiness of cloud services and helping
a potential user select the highly trustworthy cloud services among abundant
candidates according to the user’s requirements, have become the urgent demand
at the current development stage of cloud computing. This chapter provides an
overview of the related work on the trustworthy cloud service selection and a case
study on user feature-aware trustworthy service selection via evidence synthesis
for potential users. At the end of this chapter, a discussion is given based on the
identified issues and future research prospects.

2 Trustworthiness Evaluation for Cloud Services

2.1 Definition of Trustworthy Cloud Services

In the last years, the researchers have studied the trustworthiness issues of cloud
services from different angles, for example, trustworthiness evaluation [10, 11],
credibility mechanism [12, 13], trust management [14, 15], reputation mechanism
[16, 17], and dependability analysis [18, 19]. Essentially, they are the integration of
some traditional researches, such as quality of software, quality of service, reliability
of software, in a cloud computing environment.

A trustworthy cloud service is usually defined as “a cloud service is trustworthy
if its behavior and results are consistent with the expectation of users” [16, 20–22].
According to this definition, the trustworthiness of cloud services is involved in
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three profiles. (1) User profile – The different users have different sensitivities for
the trustworthiness when they use a cloud service. (2) Service behavior profile –
The trustworthiness concerns are different for different types of services. (3)
Trustworthiness expectation profile – different users have different trustworthiness
expectations for a cloud service. Thus, whether a cloud service is trustworthy for a
potential user depends on not only the QoS of the service itself, but also the quality
of experience (QoE) of a specific user.

Recently, the QoE and its influence factors have been analyzed systematically.
ITU defines the term QoE as: “The overall acceptability of an application or service,
as perceived subjectively by an end-user” [23]. QoE is closely related to QoS and the
user expectations. Lin et al. [4] discussed an evaluation model of QoE, and argued
that the influence factors of QoE consist of services factors, environment factors
and user factors. Casas et al. [3] presented the results of several QoE studies for
different cloud-based services, and discussed the impact of network QoS features,
including round-trip time, bandwidth, and so on, based on lab experiments and field
trial experiments. Rojas-Mendizabal et al. [24] argued that QoE is affected by the
contexts including human context, economic context and technology context. In
practice, the diverse user features of CSCs further heighten the uncertainty of QoE.
Even if a CSC uses the same cloud service, s/he may obtain a totally different QoE
because of different client devices [25], usage time [21, 26], geographic locations
[22, 27, 28], or network locations [29–32].

2.2 Evaluating Trustworthiness of Cloud Service

The traditional theories on trustworthiness evaluation, such as reliability models,
security metrics, and defect predictions, are employed to evaluate the trustworthi-
ness of a cloud service. The testing data of a cloud service is collected and the
multi-attribute features and multi-source information about QoS are aggregated into
the trustworthiness evaluation based on the subjective judgment or probabilistic
forecasting. By analyzing behavior logics, state transitions, user data and experience
evaluations, the trustworthiness of a cloud service can be measured based on the
dynamic evolution and uncertainty theory.

To evaluate accurately the trustworthiness of a cloud service, the continuous QoS
monitoring has been an urgent demand [21]. Currently, some organizations have
carried out work on the continuous monitoring of cloud services and it becomes
possible to analyze thoroughly the trustworthiness of a cloud service based on
the time series QoS data. For example, Cloud Security Alliance (CSA) launched
the Security, Trust, and Assurance Registry (STAR) Program [33]; Yunzhiliang.net
[34] released the assessment reports for popular cloud services deployed in China.
China Cloud Computing Promotion and Policy Forum (3CPP) published the trusted
services authentication standards and the evaluation result for trustworthy services
[35]. Besides, Zheng et al. explored the Planet-lab project to collect the real-world
QoS evaluations from 142 users on 4532 services over 64 timeslots [5, 9, 36].

http://yunzhiliang.net
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Additional studies [25, 37] demonstrated that the agent software deployed in the
CSCs’ terminal devices can easily capture the real-time monitoring data. In contrast
to the discrete QoS data observed in a single timeslot, the time series QoS data
produced by continuous monitoring is more likely to help a potential user investigate
the real QoS of a service from a comprehensive perspective.

Considering that every CSC has only used a small number of cloud services
and has the limited QoE data about them, the traditional collaborative filtering
algorithms (CFA) and the recommendation system technologies integrating social
network and mobile devices are often utilized in the existing researches. Aiming
at the uncertainty and fuzziness of the trustworthiness evaluations from CSCs,
the trustworthy service recommendation approaches are studied by improving the
CFAs and introducing the data fusion methods, prediction or multi-dimensional data
mining technologies [38].

2.3 Calculating Trustworthiness Value of Cloud Service

2.3.1 Direct Trustworthiness Value

A CSC can directly evaluate the trustworthiness of a cloud service in accordance
with the obtained QoE after s/he used the service. Considering the differences
between the cost type of QoS attributes and benefit type of QoS attributes, the
calculation method of direct trustworthiness needs to be customized for every
QoS attribute. Taking the response time for example, the direct trustworthiness is
calculated by Eq. (1) [22]:

Tij =

⎧
⎪⎨

⎪⎩

1 , Eij < Sij

1 − δ × Eij −Sij

Sij
, Sij ≤ Eij ≤ Sij (1+δ)

δ

0 ,
Sij (1+δ)

δ
< Eij

, (1)

where Eij represents the real response time of the j-th cloud service experienced by
the i-th CSC, namely the QoE value; Sij is the expectation value of response time
or the value declared by CSP of the j-th service. If Eij ≤ Sij, the i-th CSC thinks a
service completely trustworthy. δ is the adjustment factor, which determinates the
acceptable range of response time.

According to the 2–5–10 principles [22] of response time in software testing
analysis, Sij = 2 s, δ = 0.25. The value of Sij and δ can be adjusted for the different
types of cloud services in the light of actual situations.

If the i-th CSC used the j-th service n times, the direct trustworthiness is
calculated by Eq. (2):

Tij = 1

n

n∑

k=1

T k
ij . (2)
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2.3.2 Predicted Trustworthiness Value

In order to predict the trustworthiness of a cloud service for a potential user who
has not used this service, it is necessary to identify the neighboring users for the
potential user by calculating the user similarity based on QoS evaluation or user
feature analysis. The CSCs who have high enough user similarity with a potential
user can provide the valuable information about cloud services not used by this
potential user. The calculation methods of user similarity can be divided into two
types, namely the QoS evaluations-based methods and user features-based methods.

The former, requiring the training data about potential users, uses a vector to
describe the QoS evaluations about a set of training services, and usually employs
the Cosine distance or Euclidean distance to calculate the similarity between users.
Recently, the service ranking method becomes a promising idea to overcome
the deficiency of the existing methods based on the imprecise evaluation values
[39, 40]. This method adopted the Kendall rank correlation coefficient (KRCC)
to calculate the similarity between users by evaluating two ranked sequences of
training services.

The latter, not requiring the training data about potential users, exploits the
user features consisting of objective factors and subjective factors to measure
the user similarity. Ref. [22] analyzed the objective and subjective user features
systematically, and proposed the similarity measurement methods for user features
in details.

Then, the CSCs who have a high enough similarity with the i-th potential user
will form a set of the neighboring users, noted as Ni. On the basis of Ni, researchers
have studied various methods to predict the trustworthiness value based on Ni. The
traditional method to calculate the trustworthiness of the j-th service for the i-th
potential user by Eq. (4):

Tij =
∑

k∈Ni

Tkj × Sik/
∑

k∈Ni

Sik, (3)

where Sik represents the similarity between the k-th CSC and the i-th potential user.

3 Typical Approaches on Trustworthy Cloud Service
Selection

The typical approaches on trustworthy cloud service selection can be categorized
into four groups as follows.
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3.1 Recommendation-Based Approaches

These approaches exploit the user preferences based on history data and achieve
the personalized service recommendation. By integrating recommendation system
technologies, such as the collaborative filtering algorithm (CFA), service recom-
mendations based on user feedbacks have become the dominant trend in service
selection research.

Ma et al. [41] presented a user preferences-aware approach for trustworthy
cloud services recommendation, in which the user preferences consist of usage
preference, trust preference and cost preference. Rosaci et al. [25] proposed an
agent-based architecture to recommend the multimedia services by integrating the
content-based recommendation method and CFA. Wang et al. [42] presented a cloud
service selection model, employing service brokers to perform dynamic service
selection based on an adaptive learning mechanism. Ma et al. [43] put forward
a trustworthy service recommendation approach based on the interval numbers
of four parameters by analyzing the similarity of client-side features. In order to
improve the prediction accuracy of CFA, Hu et al. [44] accounted for the time factor
and proposed a time-aware CFA to predict the missing QoS values; this approach
collects user data about services at different time intervals and uses it to compute
the similarity between services and users. Zhong et al. [45] proposed a time-aware
service recommendation approach by extracting time sequence of topic activities
and service-topic correlation matrix from service usage history, and forecasting the
topic evolution and service activity in the near future.

3.2 Prediction-Based Approaches

These approaches focus on how to predict the QoS of service accurately and select
the trustworthy service for potential users. Techniques such as probability theory,
fuzzy theory, evidence theory, social network analysis, fall into this category.

Mehdi et al. [46] presented a QoS-aware approach based on probabilistic models
to assist service selection, which allows CSCs to maintain a trust model of CSP to
predict the most trustworthy service. Qu et al. [47] proposed a system that evaluates
the trustworthiness of cloud services according to the users’ fuzzy QoS requirements
and services’ dynamic performances to facilitate service selection. Huo et al. [48]
presented a fuzzy trustworthiness evaluation method combining Dempster-Shafer
theory to solve the synthesis of evaluation information for cloud services. Mo et
al. [49] put forward a cloud-based mobile multimedia recommendation system by
collecting the user contexts, user relationships, and user profiles from video-sharing
websites for generating the recommendation rules. Targeting the objective and
subjective characteristics of trustworthiness evaluations, Ding et al. [50] presented
a trustworthiness evaluation framework of cloud services to predict the QoS and
customer satisfaction for selecting trustworthy services. Aiming at the diversity of
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user features, the uncertainty and the variation characteristics of QoS, Ma et al.
[26] proposed a multi-valued collaborative approach to predict the unknown QoS
values via time series analysis by exploiting the continuous monitoring data of cloud
services, which can provide strong support for prediction-based trustworthy service
selection.

3.3 MCDM-Based Approaches

Multiple criteria decision making (MCDM) is concerned with solving the decision
problems involving multiple criteria. Typically, there is no a unique optimal solution
for MCDM problems. It is necessary to use decision-maker’s preferences to
differentiate the candidate solutions and determine the priorities of candidates.
The solution with the highest priority is viewed as the optimal one. MCDM
methods can be used to solve the service selection problem, provided that the
QoS attributes related to the trustworthiness and the candidate services are finite.
Techniques such as analytic hierarchy process (AHP), analytic network process
(ANP), fuzzy analytic hierarchy process (FAHP), elimination and choice expressing
reality (ELECTRE) and techniques for order preference by similarity to an ideal
solution (TOPSIS) fall into this category.

Godse et al. [51] presented an AHP-based SaaS service selection approach to
score and rank candidate services objectively. Garg et al. [52] employed an AHP
method to measure the QoS attributes and rank cloud services. Similarly, Menzel
et al. [53] introduced an ANP method for selecting IaaS services. Ma et al. [22]
proposed a trustworthy cloud service selection approach that employs FAHP method
to calculate the weights of user features. Silas et al. [54] developed a cloud service
selection middleware based on ELECTRE method. Sun et al. [55] presented a
MCDM technique based on fuzzy TOPSIS method to rank candidate services. Liu et
al. [56] put forward a multi-attribute group decision-making approach to solve cloud
vendor selection by integrating an improved TOPSIS with Delphi–AHP method.
Based on QoS time series analysis of cloud services, Ma et al. [21] introduced the
interval neutrosophic set (INS) theory into measuring the trustworthiness of cloud
services, and formulated the time-aware trustworthy service selection problem as an
MCDM problem of creating a ranked services list, which is solved by developing
an INS ranking method.

3.4 Reputation-Based Approaches

The trustworthiness of cloud services can affect the reputation of a CSP. In turn,
a reputable CSP is more likely to provide the highly trustworthy services. Thus,
evaluating accurately the reputation of a CSP facilitates to select trustworthy cloud
services for potential users.
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Ramaswamy et al. [57] utilized penalties, prize points and monitoring mech-
anism of mobile agents to ensure the trustworthiness among cloud broker, CSCs
and CSPs. Mouratidis et al. [58] presented a framework incorporating a modeling
language that supports the elicitation of security and privacy requirements for
selecting a suitable CSPs. Ayday et al. [59] incorporated the belief propagation
algorithm to evaluate reputation management systems, and employed the factor
graph to describe the interactive behavior between CSCs and CSPs. Pawar et al.
[60] proposed an uncertainty model that employs the subjective logic operators to
calculate the reputations of CSPs. Shen et al. [61] put forward a collaborative cloud
computing platform, which incorporates the multi-faceted reputation management,
resource selection, and price-assisted reputation control.

4 Metrics Indicators for Trustworthy Cloud Service Selection

The metrics indicators to measure the accuracy of trustworthy cloud service
selection can be classified into two types as follows.

4.1 Mean Absolute Error and Root-Mean Square Error

If an approach produces the exact QoS value for every candidate service, the mean
absolute error (MAE) and root-mean square error (RMSE) are usually employed to
evaluate the quality of the approach [22, 26, 43], and are defined by:

MAE = 1

N

N∑

i=1

∣
∣v∗

i − vo
i

∣
∣ , (4)

RMSE =
√
√
√
√ 1

N

N∑

i=1

(
v∗
i − vo

i

)2
, (5)

where N denotes the total number of service selection executed; v∗
i represents the

real QoS value experienced by a potential user; vo
i represents the predicted QoS

value for a potential user. The smaller the MAE is, the better the accuracy is.



Trustworthy Service Selection for Potential Users in Cloud Computing Environment 25

4.2 Difference Degree

If an approach creates a ranked list for candidate services, the difference degree
[21], defined by Eq. (7), is used to compare the ranked list and the baseline list as
follows:

D =
K∑

i=1

|Ri − Bi |
Bi

, (6)

where K is the total number of Top-K candidate services in the ranked list; Ri is
the predicted ranking order of the i-th candidate service; Bi is the order of the i-th
candidate in baseline rankings. Obviously, the smaller values for D mean the better
accuracy.

5 User Feature-Aware Trustworthy Service Selection via
Evidence Synthesis for Potential Users: A Case Study

5.1 Measuring User Features Similarity Between Users

The CSCs with the similar user features may obtain the similar QoE. According to
the user feature analysis [22], the diverse user features, consisting of the objective
features and the subjective features, lead to the differences between users’ QoEs.
The objective features include the geographical location and network autonomous
system (AS). The former recognizes the service level of a local ISP (Internet
service provider) and the administrative controls condition of local government. The
latter concerns the routing condition and communication quality of network. The
subjective features include age, professional background, education background
and industry background. These subjective features can influence the people’s
expectation and evaluation criterion deeply. In this chapter, we focus on the objective
features and introduce their measurement methods of user features similarity as
follows.

(1) Geographical location feature: It can be noted as a five-tuple, fl = (country,
state or province, city, county or district, subdistrict). It is not necessary to
use all the five levels to describe the location feature. Let f lij represents the
j-th location information of the i-th user. A binary location coding method as
loc = b1b2 . . . bn−1bn is designed to measure the location similarity between
users. b1 and bn represent the highest level and the lowest level of administrative
unit, respectively. The location code of a potential user is defined as locpu =
11......11︸ ︷︷ ︸

n

. Comparing the location feature of a CSC with locpu, the location code

of the CSC is obtained as Eq. (8):
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loccc
i =

{
1, if f l

pu
i = f lcci

0, if f l
pu
i �= f lcci

, (7)

where f l
pu
i and f lcci represent the feature values of the i-th location information of

the potential user and CSCs, respectively.
∑n

j=i+1loccc
j = 0 when loccc

i = 0. Thus,
the similarity value of the multilevel location feature for the i-th CSC is calculated
as Eq. (9):

sloc = (b1b2 . . . bn)2/
(
2n − 1

)
, (8)

where (b1b2 . . . bn)2 and (2n–1) represent the binary-coded decimal values of
location code of a CSC and the potential user, respectively.

(2) AS feature: Let aspu and ascc represent the AS numbers of a potential user and
a CSC, respectively. The AS number is usually technically defined as a number
assigned to a group of network addresses, sharing a common routing policy.
0 ≤ aspu, ascc ≤ 232–1, the AS feature similarity is computed by:

sas =
{

1, if aspu = ascc

0, if aspu �= ascc . (9)

5.2 Computing Weights of User Features Based on FAHP

The significance of each user feature may vary widely in different application
scenarios. Thus, it is not appropriate to synthesize the similarity values of user
features with the weighted mean method. Considering that the diversity of user
features, the FAHP method is used to compute the weights of user features.

Suppose that B = (bij)n × n is a fuzzy judgment matrix with 0 ≤ bij ≤ 1, n is
the number of user features, and bij is the importance ratio of the i-th feature and
the j-th one. If bij + bji = 1 and bii = 0.5, B is a fuzzy complementary judgment
matrix. Giving an integer k, if bij = bik-bjk + 0.5, B is a fuzzy consistency matrix.
For transforming B into a fuzzy complementary judgment matrix, the sum of each
row of this matrix is defined as bi, and the mathematical manipulation is performed
with Eq. (11):

cij = 0.5 + (
bi − bj

)
/2 (n − 1) . (10)

A new fuzzy matrix, namely C = (cij)n × n, can be obtained, which is a fuzzy
consistency judgment matrix. The sum of each row is computed and standardized.
Finally, the weight vector is calculated by Eq. (12):
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wi = 1

n (n − 1)

n∑

j=1

cij + n

2
− 1. (11)

The user feature similarity is defined as matrix S by Eq. (13):

S =
(
Sloc Sas Sa Se Sp Si

)T =

⎛

⎜
⎜
⎜
⎝

s11 s12 . . . s1k

s21 s22 . . . s2k

... · · · sij
...

s61 s62 · · · s6k

⎞

⎟
⎟
⎟
⎠

, (12)

where Sloc, Sas, Sa, Se, Sp and Si are the similarity vectors of geographical location,
AS, age, education background, professional background and industry background
features, respectively; sij represents the similarity value of the i-th feature for the
j-th user; k is the number of users. Thus, the comprehensive value of user feature
similarity for the i-th user is computed by Eq. (14):

simi =
6∑

j=1

sji × wj . (13)

According to simi, some CSCs who may provide the more valuable evaluations
for a potential user than others can be identified as the neighboring users, noted as:

N =
{
ui | ui ∈ U, simi ≥ sth

}
,

where U is the set of CSCs; sth is the similarity threshold.

5.3 Predicting Trustworthiness of Candidate Services for
Potential User

In a dynamic cloud environment, the trustworthiness evaluations of cloud service
from CSCs are uncertain and fuzzy. Evidence theory has unique advantages in
the expression of the uncertainty, and has been widely applied in expert systems
and MCDM fields. Thus, evidence theory can be employed to synthesize the
trustworthiness evaluations from neighboring users.

The fuzzy evaluation set is defined as VS = {vt, vl}, which describes the
trustworthiness evaluation. vt represents trust, and vl represents distrust. The fuzzy
evaluation v = (vt, vl) is the fuzzy subset of VS with vt + vl = 1. For example, the
fuzzy evaluation of a service given by a CSC is vr = (0.91, 0.09), indicating that the
CSC thinks the trustworthiness of this service is 0.91 and the distrust degree is 0.09.
Denote the identification framework as Θ = {T, F,}, where T represents this service
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is trusted, and F represents it is trustless. Θ is mapped to VS. The power set of Θ

is 2Θ = {·, {T}, {F}, Θ}. And the basic trustworthiness distribution function m is
defined as a mapping from 2Θ to [0, 1] with m(ϕ) = 0 and

∑
A ⊆ �m(A) = 1. m can

be measured based on the trustworthiness evaluations.
Due to the possibilities of evaluation forgery and network anomaly, there might

be a few false evidences in trustworthiness evaluations, which will lead to the poor
evidence synthesis result. Thus, it is vital to filter the false evidences for ensuring the
accuracy of data synthesis. Suppose the basic trustworthiness distribution functions
of evidence E1 and E2 are m1 and m2, respectively, and the focal elements are Ai

and Bj, respectively. The distance between m1 and m2 can be calculated by Eq. (15):

d (m1,m2) =
√

1

2

(‖m1‖2 + ‖m2‖2 − 2 〈m1,m2〉
)
. (14)

The distances between evidences are small if they support each other, and the
distances become large if there are false evidences. Therefore, the false evidences
can be identified according to the mean distance of evidences. Suppose di represents
the mean distance between the i-th evidence and other n-1 evidences. A dynamic
function is proposed to create the mean distance threshold, and an iteration method
is employed to improve the accuracy of filtering operations. The function is shown
in Eq. (16):

α = 1

n
(1 + β) ×

n∑

i=1

di, (15)

where β represents the threshold coefficient, and its ideal value range is [0.05, 0.30].
β should be set as a greater value if the distances between evidences are quite large.
β is adaptable because it is obtained based on the mean distances of all evidences.

In practice, a rational distance between evidences should be allowed. Assume ζ

is the lower limit of the mean distances. The filtering operations are executed when
α > ζ , and the i-th evidence is removed if di ≥ α. The operations continue until α≤ζ .
The remaining evidences are viewed as reliable evidences, and their providers form
a reliable user set, noted as Ref. These evidences cannot be synthesized directly with
the D-S method due to the interrelation of them, unless the condition of idempotence
is satisfied. An evidence fusion method with user feature weights is proposed in Eq.
(16) [22]:

m(A) = m1(A) ⊕ m2(A) · · · ⊕ m|FC|(A) =
|Ref |∑

i=1
mi(A) × f wi

f wi = 1
1−simi

× 1
|Ref |∑

j=1

1
1−simi

,
(16)

where fwi is the feature weight of the i-th evidence, representing the importance
of the i-th evidence. According to Eq. (16), the synthesis result of the interrelated



Trustworthy Service Selection for Potential Users in Cloud Computing Environment 29

Table 1 User information in extended WS-DREAM Dataset

UID IP address Country City
Network
description/area AS number

0 12.108.127.138 United States Pittsburgh AT&T Services, Inc. AS7018
1 12.46.129.15 United States Alameda AT&T Services, Inc. AS7018
2 122.1.115.91 Japan Hamamatsu NTT Communications

Corp.
AS4713

3 128.10.19.52 United States West Lafayette Purdue University AS17
. . . . . . . . . . . . . . .

evidences satisfies the idempotence, and can provide the reliable trustworthiness
prediction value of the candidate service for a potential user. The service with the
highest predicted trustworthiness will be selected as the optimal one for the potential
user.

5.4 Experiment

We used the real-world WS-DREAM dataset [29, 36] to demonstrate the effective-
ness of the proposed method. In this dataset, a total of 339 users from 31 countries
or regions, a total of 5825 real-world web services from 73 countries and a total
of 1,974,675 service invocation results are collected. However, this dataset has
only the limited information about user features. Thus, on the basis of the original
user information, some other users features, including network autonomous systems
number, city and network description, are supplemented, and the detailed data are
provided online [62]. The extended user information is shown in Table 1. The user
features of the extended dataset are analyzed as follows. (1) 339 users come from
153 cities in 31 countries or regions, belonging to 138 AS. (2) 230 users come from
education industry, 46 users from scientific and technical activities, 45 users from
information and communication, and 18 users’ background are unknown.

5.4.1 Experiment Setup

A three-level location coding, consisting of country-city-area, was created in the
following experiments. The fuzzy complementary judgment matrix of user features
based on FAHP method is defined as follows:
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B =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

0.5 0.3 1.0 1.0 1.0 0.9
0.7 0.5 1.0 1.0 1.0 0.9
0 0 0.5 0.5 0.5 0.1
0 0 0.5 0.5 0.5 0.1
0 0 0.5 0.5 0.5 0.1

0.1 0.1 0.9 0.9 0.9 0.5

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

.

The weights of six user features are denoted as W = {w1, w2, . . . ,w6}, which
represent the weighted values of location, AS, age, education background, profes-
sional background and industry background, respectively. The computation results
of weight allocation are W = {0.1796, 0.2048, 0.1412, 0.1412, 0.1412, 0.1739}.

The response time is used as the important indicator to measure the trustwor-
thiness of services in the dataset. The trustworthiness of services is calculated for
every user with Eq. (1). Suppose a potential user from Technical University of Berlin
in AS680 is selected in experiments. The response time data of 5825 services is
analyzed, and the standard deviation (SD) of response time is shown in Fig. 1.

These services can be divided into three service sets according to their SD values.
The three service sets are shown in Table 2. The experiments mainly focus on these
services whose SD is greater than or equal to 3 and smaller than 10.
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Fig. 1 SD of response time for 5825 services
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Table 2 Services sets for different SD range

Service set SD range Service number Mean SD Mean response time

#1 [0,3) 5140 1.1372 1.0934
#2 [3,10) 506 4.5863 6.9452
#3 [10,∞) 179 22.967 45.2601

5.4.2 Experiment Result and Analysis

To verify the proposed method, named as UFWM, we compare it with other three
methods, including Hybrid [63], distance-based weights method [64] denoted as
DWM, AS distance weights method [32] denoted as ASDWM.

In the first experiment, the potential user is selected randomly from AS680
because AS680 has the most users in WS-DREAM. Twelve independent trials are
performed. The first trial selects service #1 to service #500, and the second one
selects service #1 to service #1000, and the remainder will continue to add another
500 services until all services have been used. MAE is employed to measure the
accuracy of approaches. The result is shown in Fig. 2a. According to Fig. 2a, MAE
reduces gradually along with more services used in the experiment. However, MAE
has a trend of stable increase after service #3000 to #3500 are used because the
number of service timeout increases sharply. All of the four methods have a poor
performance of trustworthiness measurement because of the interference from false
evidences in WS-DREAM. The analysis is given as follows. (1) Hybrid aggregates
the history data directly with average weights due to the deficiency of training data.
Affected profoundly by the false evidences, Hybrid gained the worst MAE values
compared to other methods. (2) ASDWM only collects the evaluations of CSCs
from AS680. Thus, the false evidences may cause the significant degradation in the
accuracy easily, especially when one AS has a small number of users. According
to the statistics analysis on AS information of users, 339 users are distributed in
138 ASs. AS680 is the AS with the most users in the dataset, holding 28 users.
And there are 36 ASs with only one user. (3) DWM may obtain the great MAE
values because the weights of evidences are proportional to the distances between
evidences. Thus, if most of evidences are true, these evidences can weaken the
effects of false evidences or else the situation will deteriorate further. (4) UFWM
gets the highest accuracy among four methods, even if the performance of UFWM
is also not good because some users provided the false evidences. As a result, it is
important to filter the false evidences for improving the quality of service selection.

The second experiment is conducted after filtering the false evidences based on
static mean distance threshold. The static mean distance threshold, noted as α, is
employed to filter the false evidences, and the results of the experiment are shown
in Fig. 2b and c, respectively when α = 0.32 and α = 0.62. Obviously, the MAE
values obtained when α = 0.62 are higher than the values when α = 0.32. Most
of evidences will be mistakenly identified as the false evidences when α is given a
smaller value, which inevitably leads to the lower precision ratio of false evidences.
Only a few false evidences can be identified if α is given a greater value, which will
cause the lower recall ratio of false evidences. According to Fig. 2b, Hybrid, DWM
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Fig. 2 Comparison analysis. (a) the false evidences are not filtered. (b) the false evidences are
filtered based on static mean distance threshold when α = 0.32. (c) the false evidences are filtered
based on static mean distance threshold when α = 0.62. (d) the false evidences are filtered based
on dynamic mean distance threshold

and UFWM obtained the better MAE values in contrast to Fig. 2a. In practice, it
is fairly difficult to assign an appropriate value to α. α = 0.32 can achieve a good
performance for WS-DREAM, while it maybe not suitable to other datasets.

In the third experiment, a dynamic mean distance threshold, defined in Eq.
(15), is used to filter the false evidences, the neighboring users are identified
with sth = 0.70. The CSCs similar to the potential user are selected and the
neighboring user set consists of 37 users. The result is shown in Fig. 2d. After the
multiple iterations based on dynamic mean distance threshold, the trustworthiness
measurement result based on neighboring users is closer to real value after filtering
false evidences, and UFWM can provide the best results among all methods.

The above experiments do not use any training data about potential users. In
the case with the cold start, all of the methods gained the good performance by
identifying neighboring users and filtering false evidences out. Especially, UFWM
obtained the best quality of service selection by taking into account the user feature
weights.
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6 Summary and Further Research

In a dynamic cloud environment, the uncertain QoS of cloud services, the fuzzy
and personalized QoE of consumers, are now becoming the central challenges
to trustworthy service selection problem for potential users. This chapter has
introduced the related work on trustworthy cloud service selection and a case study
on user feature-aware trustworthy service selection for potential users.

Based on the literature review, the further studies can be summarized as
follows.

1. The abnormal data or noisy data in QoS evaluations should be paid more
attentions to improve the calculation precision of the user similarity and the
quality of trustworthy service selection.

2. The existing literature is lack of advanced solutions to the data sparsity and
cold start problems in trustworthy service recommendation. How to design
new algorithms to improve the accuracy of service recommendation and the
performance of execution requires further researches.

3. The continuous monitoring of cloud service makes it possible to describe the
variation feature of trustworthiness more accurately for cloud services based on
the time series QoS data. Some theories, such as interval neutrosophic set and
cloud model, may provide the new ideas to depict the uncertain trustworthiness
of service.

4. Recently enormous cloud services have been integrated into the data-intensive
applications such as cloud scientific workflow [65, 66]. Aiming at the charac-
teristics of cloud service composition in practical applications, it is a promising
research direction to delve into the trustworthy service selection problem com-
bining the role-based collaboration in the big data environment [67].
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Explorations of Game Theory Applied in
Cloud Computing

Chubo Liu, Kenli Li, and Keqin Li

1 Background and Motivation

Cloud computing has recently emerged as a paradigm for a cloud provider to
host and deliver computing services to enterprises and consumers [1]. Usually,
the provided services mainly refer to Software as a Service (SaaS), Platform as a
Service (PaaS), and Infrastructure as a Service (IaaS), which are all made available
to the general public in a pay-as-you-go manner [2, 3]. In most systems, the service
provider provides the architecture for users to make reservations/price bidding in
advance [4, 5]. When making reservations for a cloud service or making price
bidding for resource usage, multiple users and the cloud provider need to reach
an agreement on the costs of the provided service and make planning to use the
service/resource in the reserved time slots, which could lead to a competition for
the usage of limited resources [6]. Therefore, it is important for a user to configure
his/her strategies without complete information of other users, such that his/her
utility is maximized.

For a cloud provider, the income (i.e., the revenue) is the service charge to users
[7]. When providing services to multiple cloud users, a suitable pricing model is a
significant factor that should be taken into account. The reason lies in that a proper
pricing model is not just for the profit of a cloud provider, but for the appeals to
more cloud users in the market to use cloud service. Specifically, if the per request
charge is too high, a user may refuse to use the cloud service, and choose another
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cloud provider or just finish his/her tasks locally. On the contrary, if the charge is
too low, the aggregated requests may be more than enough, which could lead to low
service quality (long task response time) and thus dissatisfies its cloud users.

A rational user will choose a strategy to use the service/resources that maximizes
his/her own net reward, i.e., the utility obtained by choosing the cloud service minus
the payment [1]. On the other hand, the utility of a user is not only determined by the
importance of his/her tasks (i.e., how much benefit the user can receive by finishing
the tasks), but also closely related to the urgency of the task (i.e., how quickly it can
be finished). The same task, such as running an online voice recognition algorithm,
is able to generate more utility for a cloud user if it can be completed within a
shorter period of time in the cloud [1]. However, considering the energy saving and
economic reasons, it is irrational for a cloud provider to provide enough computing
resources to satisfy all requests in a time slot. Therefore, multiple cloud users have
to compete for the cloud service/resources. Since the payment and time efficiency
of each user are affected by decisions of other users, it is natural to analyze the
behavior of such systems as strategic games [4].

In this chapter, we try to enhance services in cloud computing by considering
from multiple users’ perspective. Specifically, we try to improve cloud services
by simultaneously optimizing multiple users’ utilities which involve both time
and payment. We use game theory to analyze the situation. We formulate a
service reservation model and a price bidding model and regard the relationship
of multiple users as a non-cooperative game. We try to obtain a Nash equilibrium to
simultaneously maximize multiple users’ utilities. To solve the problems, we prove
the existence of Nash equilibrium and design two different approaches to obtain a
Nash equilibrium for the two problems, respectively. Extensive experiments are also
conducted, which verify our analyses and show the efficiencies of our methods.

2 Related Works

In many scenarios, a service provider provides the architecture for users to make
reservations in advance [4–6] or bid for resource usage [8–10]. One of the most
important aspects that should be taken into account by the provider is its resource
allocation model referring users’ charging/bidding prices, which is closely related
to its profit and the appeals to market users.

Many works have been done on the pricing scheme in the literature [7, 11–
15]. In [7], Cao et al. proposed a time dependent pricing scheme, i.e., the charge
of a user is dependent on the service time of his/her requirement. However, we
may note that the service time is not only affected by the amount of his/her own
requirement, but also influenced by other factors such as the processing capacity
of servers and the requirements of others. Mohsenian-Rad et al. [11] proposed a
dynamic pricing scheme, in which the per price (the cost of one request or one
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unit of load) of a certain time slot is set as an increasing and smooth function
of the aggregated requests in that time slot. That is to say, when the aggregated
requests are quite much in a time slot, the users have to pay relatively high costs
to complete the same amount of requests, which is an effective way to convince
the users to shift their peak-time task requests. In [9], Samimi et al. focused on
resource allocation in cloud that considers the benefits for both the users and
providers. To address the problem, they proposed a new resource allocation model
called combinatorial double auction resource allocation (CDARA), which allocates
the resources according to bidding prices. In [8], Zaman and Grosu argued that
combinatorial auction-based resource allocation mechanisms are especially efficient
over the fixed-price mechanisms. They formulated resource allocation problem in
clouds as a combinatorial auction problem and proposed two solving mechanisms,
which are extensions of two existing combinatorial auction mechanisms. In [10],
the authors also presented a resource allocation model using combinatorial auction
mechanisms. Similar studies and models can be found in [16–19]. Similar studies
and models can be found in [12–19]. However, these models are only applied to
control energy consumption and different from applications in cloud services, since
there is no need to consider time efficiency in them. Furthermore, almost all of them
consider from the perspective of a cloud provider, which is significantly different
from our multiple users’ perspective.

Game theory is a field of applied mathematics that describes and analyzes
scenarios with interactive decisions [20–22]. It is a formal study of conflicts and
cooperation among multiple competitive users [23] and a powerful tool for the
design and control of multiagent systems [24]. There has been growing interest in
adopting cooperative and non-cooperative game theoretic approaches to modeling
many problems [11, 25–27]. In [11], Mohsenian-Rad et al. used game theory to solve
an energy consumption scheduling problem. In their work, they proved the existence
of the unique Nash equilibrium solution and then proposed an algorithm to obtain it.
They also analyzed the convergence of their proposed algorithm. Even though the
formats for using game theory in our work, i.e., proving Nash equilibrium solution
existence, proposing an algorithm, and analyzing the convergence of the proposed
algorithm, are similar to [11], the formulated problem and the analysis process
are entirely different. In [28], the authors used cooperative and non-cooperative
game theory to analyze load balancing for distributed systems. Different from their
proposed non-cooperative algorithm, we solve our problem in a distributed iterative
way. In our previous work [29], we used non-cooperative game theory to address
the scheduling for simple linear deteriorating jobs. For more works on game theory,
the reader is referred to [15, 28, 30–32].
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3 Strategy Configurations of Multiple Users Competition
for Cloud Service Reservation

3.1 Model Formulation and Analyses

To begin with, we present our system model in the context of a service cloud
provider, and establish some important results. In this paper, we are concerned with
a market with a service cloud provider and n cloud users, who are competing for the
cloud service reservation. We denote the set of users asN = {1, . . . , n}. The arrival
of requests from cloud user i (i ∈ N) is assumed to follow a Poisson process. The
cloud provider is modeled by an M/M/m queue, serving a common pool of cloud
users with m homogeneous servers. Similar to [33, 34], we assume that the request
profile of each user is determined in advance for H future time slots. Each time slot
can represent different timing horizons, e.g., one hour of a day.

3.1.1 Request Profile Model

We consider a user request model motivated by [12, 15], where the user i′s (i ∈ N)
request profile over the H future time slots is formulated as

λi =
(
λ1

i , . . . , λ
H
i

)T

, (1)

where λh
i (i ∈ N) is the arrival rate of requests from user i in the hth time slot and it

is subject to the constraint
∑H

h=1 λh
i = 	i , where 	i denotes user i’s total requests.

The arrivals in different time slots of the requests are assumed to follow a Poisson
process. The individual strategy set of user i can be expressed as

Qi =
{

λi

∣
∣
∣
∣

H∑

h=1

λh
i = 	i and λh

i ≥ 0,∀h ∈ H
}

, (2)

whereH = {1, . . . , H } is the set of all H future time slots.

3.1.2 Load Billing Model

To efficiently convince the users to shift their peak-time requests and fairly charge
the users for their cloud services, we adopt the instantaneous load billing scheme,
which is motivated by [12, 15], where the request price (the cost of one request) of
a certain time slot is set as an increasing and smooth function of the total requests
in that time slot, and the users are charged based on the instantaneous request price.
In this paper, we focus on a practical and specific polynomial request price model.
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Specifically, the service price for one unit of workload of the hth time slot is given
by

C
(
λh




)
= a

(
λh




)2 + b, (3)

where a and b are constants with a, b > 0, and λh

 is the aggregated requests from

all users in time slot h, i.e., λh

 =

n∑

i=1
λh

i .

3.1.3 Cloud Service Model

The cloud provider is modeled by an M/M/m queue, serving a common pool of
multiple cloud users with m homogeneous servers. The processing capacity of each
server is presented by its service rate μ0. We denote μ as the total processing
capacity of all m servers and 	 as the aggregated requests from all cloud users,

respectively. Then we have μ = mμ0, and 	 =
n∑

i=1
	i .

Let pi be the probability that there are i service requests (waiting or being
processed) and ρ = 	/μ be the service utilization in the M/M/m queuing system.
With reference to [7, 35], we obtain

pi =
{

1
i! (mρ)ip0, i < m;
mmρi

m! p0, i ≥ m; (4)

where

p0 =
{

m−1∑

k=0

1

k! (mρ)k + 1

m!
(mρ)m

1 − ρ

}−1

. (5)

The average number of service requests (in waiting or in execution) is

N̄ =
∞∑

i=0

kpi = pm

1 − ρ
= mρ + ρ

1 − ρ
Pq, (6)

where Pq represents the probability that the incoming requests need to wait in queue.
Applying Little’s result, we get the average response time as

T̄ = N̄

	
= 1

	

(

mρ + ρ

1 − ρ
Pq

)

. (7)
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In this paper, we assume that all the servers will likely keep busy, because if not
so, some servers could be shutdown to reduce mechanical wear and energy cost. For
analytical tractability, Pq is assumed to be 1. Therefore, we have

T̄ = N̄

	
= 1

	

(

mρ + ρ

1 − ρ

)

= m

μ
+ 1

μ − 	
. (8)

Now, we focus on time slot h (h ∈ H). We get that the average response time in
that time slot as

T̄ h = m

μ
+ 1

μ − λh



, (9)

where λh

 =

n∑

i=1
λh

i . In this paper, we assume that λh
i < μ (∀h ∈ H), i.e., the

aggregated requests in time slot h never exceeds the total capacity of all servers.

3.1.4 Architecture Model

In this subsection, we model the architecture of our proposed service mechanism,
in which the cloud provider can evaluate proper charge parameters according to
the aggregated requests and the cloud users can make proper decisions through
the information exchange module. As shown in Fig. 1, each user i (i ∈ N) is
equipped with a utility function (Ui) and the request configuration (λi), i.e., the
service reservation strategy over H future time slots. All requests enter a queue to
be processed by the cloud computing. Let λ
 be aggregated request vector, then we

Cloud User 1

Cloud Provider

Utility: U1

Cloud User 2

Utility: U2

Cloud User n

Utility: Un

Service Capacity:
m = mm0

Usage Cost: C

Information
Exchange

lΣ

l1

l2

ln

Fig. 1 Architecture overall view
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have λ
 =
n∑

i=1
λi . The cloud provider consists of m homogeneous servers with total

processing rate μ, i.e., μ = mμ0, where μ0 is the service rate of each server, and
puts some information (e.g., price parameters a and b, current aggregated request
vector λ
) into the information exchange module. When multiple users try to make
a cloud service reservation, they first get information from the exchange module,
then compute proper strategies such that their own utilities are maximized and send
the newly strategies to the cloud provider. The procedure is terminated until the
set of remaining users, who prefer to make cloud service reservation, and their
corresponding strategies are kept fixed.

3.1.5 Problem Formulation

Now, let us consider user i′s (i ∈ N) utility in time slot h. A rational cloud user
will seek a strategy to maximize its expected net reward by finishing the tasks, i.e.,
the benefit obtained by choosing the cloud service minus its total payment. Since
all cloud users are charged based on the instantaneous load billing and how much
tasks they submit, we denote the cloud user i′s payment in time slot h by P h

i , where
P h

i = C
(
λh




)
λh

i with C
(
λh




)
denoting the service price for one unit of workload in

time slot h. On the other hand, since a user will be more satisfied with much faster
service, we also take the average response time into account. Note that time utility
will be deteriorated with the delay of time slots. Hence, in this paper, we assume that
the deteriorating rate of time utility is δ (δ > 1). Denote T̄ h the average response
time and T h the time utility of user i in time slot h, respectively. Then we have
T h = δhT̄ h. More formally, the utility of user i (i ∈ N) in time slot h is defined as

Uh
i

(
λh

i ,λ
h
−i

)
= rλh

i − P h
i

(
λh

i ,λ
h
−i

)
− wiT

h
(
λh

i ,λ
h
−i

)

= rλh
i − P h

i

(
λh

i ,λ
h
−i

)
− wiδ

hT̄ h
(
λh

i ,λ
h
−i

)
, (10)

where λh
−i = (

λh
1, . . . , λh

i−1, λ
h
i+1, . . . , λ

h
n

)
denotes the vector of all users’ request

profile in time slot h except that of user i, r (r > 0) is the benefit factor (the
reward obtained by one task request), and wi (wi > 0) is the waiting cost factor,
which reflects its urgency. If a user is more concerned with task completion, then
the associated waiting factor wi might be larger.

For simplicity, we use P h
i and T̄ h to denote P h

i

(
λh

i ,λ
h
−i

)
and T̄ h

(
λh

i ,λ
h
−i

)
,

respectively. Following the adopted request price model, the total utility obtained
by user i (i ∈ N) over all H future time slots can thus be given by

Ui(λi ,λ−i ) =
H∑

h=1

Uh
i (λh

i ,λ
h
−i ) =

H∑

h=1

(
rλh

i − P h
i − wiδ

hT̄ h
)
, (11)
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where λ−i = (λ1, . . . ,λi−1,λi+1, . . . ,λn) denotes the (n − 1) H × 1 vector of all
users’ request profile except that of user i.

We consider the scenario where all users are selfish. Specifically, each user tries
to maximize his/her total utility over the H future time slots, i.e., each user i (i ∈ N)
tries to find a solution to the following optimization problem (OPTi):

maximize Ui(λi ,λ−i ), λi ∈ Qi. (12)

3.2 Game Formulation and Analyses

In this section, we formulate the considered scenario into a non-cooperative game
among the multiple cloud users. By employing variational inequality (VI) theory,
we analyze the existence of a Nash equilibrium solution set for the formulated
game. And then we propose an iterative proximal algorithm to compute a Nash
equilibrium. We also analyze the convergence of the proposed algorithm.

3.2.1 Game Formulation

Game theory studies the problems in which players try to maximize their utilities or
minimize their disutilities. As described in [28], a non-cooperative game consists of
a set of players, a set of strategies, and preferences over the set of strategies. In this
paper, each cloud user is regarded as a player, i.e., the set of players is the n cloud
users. The strategy set of player i (i ∈ N) is the request profile set of user i, i.e., Qi .
Then the joint strategy set of all players is given by Q = Q1 × · · · × Qn.

As mentioned before, all users are considered to be selfish and each user i (i ∈
N) tries to maximize his/her own utility or minimize his/her disutility while ignoring
the others. In view of (12), we can observe that user i′s optimization problem is
equivalent to

minimize fi(λi ,λ−i ) =
H∑

h=1

(
P h

i + wiδ
hT̄ h − rλh

i

)
,

s.t. (λi ,λ−i ) ∈ Q. (13)

The above formulated game can be formally defined by the tuple G = 〈Q,f 〉,
where f = (f1, . . . , fn). The aim of user i (i ∈ N), given the other players’
strategies λ−i , is to choose an λi ∈ Qi such that his/her disutility function
fi(λi ,λ−i ) is minimized. That is to say, for each user i (i ∈ N),

λ∗
i ∈ arg min

λi∈Qi

fi(λi ,λ
∗−i ), λ∗ ∈ Q. (14)
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At the Nash equilibrium, each player cannot further decrease its disutility by
choosing a different strategy while the strategies of other players are fixed. The
equilibrium strategy profile can be found when each player’s strategy is the best
response to the strategies of other players.

3.2.2 Billing Parameters Analysis

It is important to investigate the way the cloud provider decides load billing scheme.
In our proposed model, the request charge changes according to the total load
during different time slots. The cloud provider needs to decide the proper pricing
parameters a and b. The reason lies in that if the per request charge (the cost of
one task request) is too high, some users may refuse to use the cloud service, and
choose to finish his/her tasks locally. On the contrary, if the charge is low, the
aggregated requests may be more than enough, which could lead to low service
quality (long task response time). In this paper, we assume that each user i (i ∈ N)
has a reservation value vi . That is to say, cloud user i will prefer to use the cloud
service if Ui (λi ,λ−i ) ≥ vi and refuse to use the service otherwise. If the cloud
provider wants to appeal all n cloud users to use its service while charging relatively
high, then it must guarantee that the obtained utility of each user i (i ∈ N) is equal
to his/her reservation value vi , i.e., Ui (λi ,λ−i ) = vi (∀i ∈ N), which implies that

H∑

h=1

(
rλh

i − P h
i − wiδ

hT̄ h
)

= vi,∀i ∈ N . (15)

Considering all users together, (15) is equivalent to

r	 − PT − w


H∑

h=1

δhT̄ h =
n∑

i=1

vi, (16)

where 	 =
n∑

i=1
	i , w
 =

n∑

i=1
wi , and PT =

n∑

i=1

H∑

h=1
P h

i .

For the cloud provider, its objective is trying to decide proper pricing parameters
a and b such that its net reward, i.e., the charge to all cloud users (PT ) minus its cost
(e.g., energy cost and machine maintenance cost), is maximized. In this paper, we
denote π as the net profit and γh the cost in time slot h. When total capacity μ is
determined, γh is assumed to be constant. Then the cloud provider’s problem is to
try to maximize the value π . That is

maximize π = PT (λ) −
H∑

h=1

γh,
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s.t. r	 − PT (λ) − w


H∑

h=1

δhT̄ h =
n∑

i=1

vi, (17)

	 =
n∑

i=1

	i =
H∑

h=1

λh

, (18)

μ > λh

 ≥ 0,∀h ∈ H . (19)

The above optimization problem is equivalent to

maximize π = r	 − w


H∑

h=1

δhT̄ h −
n∑

i=1

vi −
H∑

h=1

γh,

s.t. 	 =
n∑

i=1

	i =
H∑

h=1

λh

,

μ > λh

 ≥ 0,∀h ∈ H . (20)

Theorem 3.1 For the cloud provider, the profit is maximized when the billing
parameters (a and b) satisfy the constraint (17) and

λh

 = μ − (Hμ − 	)

(
1 − δ1/2

)
δ(h−1)/2

(
1 − δH/2

) , (21)

where h ∈ H .

Proof We can maximize π in (20) by using the method of Lagrange multiplier,
namely,

∂π

∂λh



= −w
δh ∂T̄ h

∂λh



= −ϕ,

where ϕ is the Lagrange multiplier. That is,

w
δh

(
μ − λh




)2 = ϕ,

for all 1 ≤ h ≤ H , and
H∑

h=1
λh


 = 	. After some algebraic calculation, we have

ϕ = w
δ
(
1 − δH/2

)2

(Hμ − 	)2(1 − δ1/2
)2 .
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Then we can obtain

λh

 = μ − (Hμ − 	)

(
1 − δ1/2

)
δ(h−1)/2

(
1 − δH/2

) ,

and the result follows. ��
Note that the obtained result (21) must satisfy the constraint (19), that is to say,

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

μ − (Hμ−	)
(
1−δ1/2

)
δ(H−1)/2

(1−δH/2)
≥ 0, h = H ;

μ − (Hμ−	)
(
1−δ1/2

)

(1−δH/2)
< μ, h = 1;

Hμ − 	 > 0.

(22)

We obtain

{
μ ≤ c	

cH−1 ,

Hμ > 	,
(23)

where

c =
(
1 − δ1/2

)
δ(H−1)/2

1 − δH/2 .

Then we have

H

	
< μ ≤ 	

H − 1/c
, (24)

where

c =
(
1 − δ1/2

)
δ(H−1)/2

1 − δH/2 .

As mentioned before, we assume that the aggregated requests do not exceed the
capacity of all the servers, i.e., Hμ > 	. In addition, if μ > 	

H−1/c
, it is possible to

shutdown some servers such that μ satisfies the constraint (24), which can also save
energy cost. Therefore, in this paper, we assume that the total processing capacity μ

satisfies constraint (24).
From Theorem 3.1, we know that if the cloud provider wants to appeal all the n

cloud users to use its service, then proper pricing parameters a and b can be selected
to satisfy constraint (17). Specifically, if b (a) is given, and a (b) is higher than the
computed value from (17), then there exist some users who refuse to use the cloud
service, because their obtained utilities are less than their reservation values.
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3.2.3 Nash Equilibrium Analysis

In this subsection, we analyze the existence of Nash equilibrium for the formulated
game G = 〈Q,f 〉 and prove the existence problem by employing variational
inequality (VI) theory. Then we propose an iterative proximal algorithm (IPA). The
convergence of the proposed algorithm is also analyzed. Before address the problem,
we show three important properties presented in Theorems 3.2, 3.3, and 3.4, which
are helpful to prove the existence of Nash equilibrium for the formulated game.

Theorem 3.2 For each cloud user i (i ∈ N), the set Qi is convex and compact,
and each disutility function fi(λi ,λ−i ) is continuously differentiable in λi . For each
fixed tuple λ−i , the disutility function fi(λi ,λ−i ) is convex in λi over the set Qi .

Proof It is obvious that the statements in the first part of above theorem hold. We
only need to prove the convexity of fi(λi ,λ−i ) in λi for every fixed λ−i . This can be
achieved by proving that the Hessian matrix of fi(λi ,λ−i ) is positive semidefinite

[12, 36]. Since fi(λi ,λ−i ) =
H∑

h=1

(
P h

i + wiδ
hT̄ h − rλh

i

)
, we have

∇λi
fi(λi ,λ−i ) =

[
∂fi(λi ,λ−i )

∂λh
i

]H

h=1

=
(

∂fi(λi ,λ−i )

∂λ1
i

, . . . ,
∂fi(λi ,λ−i )

∂λH
i

)

.

and the Hessian matrix is expressed as

∇2
λi

fi(λi ,λ−i )

= diag

⎧
⎨

⎩

[
∂2fi(λi ,λ−i )

∂(λh
i )

2

]H

h=1

⎫
⎬

⎭

= diag

⎧
⎨

⎩

[

2a
(

2λh

 + λh

i

)
+ 2wiδ

h

(
μ − λh




)3

]H

h=1

⎫
⎬

⎭
. (25)

Obviously, the diagonal matrix in (25) has all diagonal elements being positive.
Thus, the Hessian matrix of fi(λi ,λ−i ) is positive semidefinite and the result
follows. The theorem is proven. ��
Theorem 3.3 The Nash equilibrium of the formulated game G is equivalent to the
solution of the variational inequality (VI) problem, denoted by VI(Q, F), where
Q = Q1 × · · · × Qn and

F(λ) = (Fi (λi ,λ−i ))
n
i=1 , (26)
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with

Fi (λi ,λ−i ) = ∇λi
fi(λi ,λ−i ). (27)

Proof According to Prop. 4.1 in [37], we know that the above claim follows if
two conditions are satisfied. First, for each user i (i ∈ N), the strategy set Qi is
closed and convex. Second, for every fixed λ−i , the disutility function fi(λi ,λ−i )

is continuously differentiable and convex in λi ∈ Qi . By Theorem 3.2, it is easy to
know that both the mentioned two conditions are satisfied in the formulated game
G. Thus, the result follows. ��
Theorem 3.4 If both matricesM1 andM2 are semidefinite, then the matrixM3 =
M1 +M2 is also semidefinite.

Proof As mentioned above, both matricesM1 andM2 are semidefinite. Then we
have ∀x

xTM1x ≥ 0 and xTM2x ≥ 0.

We obtain ∀x,

xTM3x = xTM1x + xTM2x ≥ 0.

Thus, we can conclude thatM3 is semidefinite and the result follows. ��
Recall that the objective of this subsection is to study the existence of Nash

equilibrium for the formulated game G = 〈Q,f 〉 in (54). In the next theorem, we
prove that if several conditions are satisfied, the existence of such Nash equilibrium
is guaranteed.

Theorem 3.5 If maxi=1,...,n(wi) ≤ 1/n, there exists a Nash equilibrium solution
set for the formulated game G = 〈Q,f 〉.
Proof Based on Theorem 3.3, the proof of this theorem follows if we can show that
the formulated variational inequality problem VI(Q, F) in Theorem 3.3 possesses a
solution set. According to Th. 4.1 in [37], the VI(Q, F) admits a solution set if the
mapping F (λ) is monotone over Q, since the feasible set Q is compact and convex.

To prove the monotonicity of F (λ), it suffices to show that for any λ and s in Q,

(λ − s)T (F (λ) − F (s)) ≥ 0,

namely,

H∑

h=1

n∑

i=1

(
λh

i − sh
i

) (
∇λh

i
fi (λ) − ∇sh

i
fi (s)

)
≥ 0. (28)
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Let λh = (
λh

1, . . . , λh
n

)T
and sh = (

sh
1 , . . . , sh

n

)T
, then we can write (28) as

H∑

h=1

(
λh − sh

) (
∇λhf

h
(
λh
)

− ∇shf
h
(
sh
))

≥ 0, (29)

where

f h
(
λh
)

=
n∑

i=1

(
P h

i + wiδ
hT̄ h − rλh

i

)
,

and

∇λhf
h
(
λh
)

=
(
∇λh

1
f h
(
λh
)

, . . . ,∇λh
n
f h
(
λh
))T

.

We can observe that if
(
λh − sh

) (
gh
(
λh
)

− gh
(
sh
))

≥ 0, ∀h ∈ H, (30)

where gh
(
λh
) = ∇λhf h(λh), then equation (29) holds.

Recall the definition of a monotone mapping, we can find that (30) holds if
the mapping gh

(
λh
)

is monotone. With reference to [37], the condition in (30) is
equivalent to proving the Jacobian matrix of gh

(
λh
)
, denoted by G

(
λh
)
, is positive

semidefinite.
After some algebraic manipulation, we can write the (i, j)th element of G

(
λh
)

as

[
G
(
λh
)]

i,j
=

⎧
⎪⎨

⎪⎩

2a
(
2λh


 + λh
i

)+ 2wiδ
h

(
μ−λh




)3 , if i = j ;
2a
(
λh


 + λh
i

)+ 2wiδ
h

(
μ−λh




)3 , if i �= j.

Since the matrix G
(
λh
)

may not be symmetric, we can prove its positive
semidefiniteness by showing that the symmetric matrix

G
(
λh
)

+ G
(
λh
)T =

2a

(

λh1T
n×1 + 1n×1

(
λh
)T + 2λh


1n×n + 2λh

En

)

︸ ︷︷ ︸
M1

+ 2aσ
(
w1T

n×1 + 1n×1w
T
)

︸ ︷︷ ︸
M2
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is positive semidefinite [38], where

σ = δh

a
(
μ − λh




)3 ,

w = (w1, . . . , wn)
T , 1r×s is a r × s matrix with every element of 1, and En is an

identity matrix. This is equivalent to showing that the smallest eigenvalue of this
matrix is non-negative.

With referring to [12, 38], we obtain the two non-zero eigenvalues of M1 as
follows:

η1
M1

= (n + 3)λh

 +

√
√
√
√n

n∑

i=1

(
λh

i + λh



)2
,

η2
M1

= (n + 3)λh

 −

√
√
√
√n

n∑

i=1

(
λh

i + λh



)2
.

Let

A
(
λh
)

= (n + 3)λh

,

and

B
(
λh
)

=
√
√
√
√n

n∑

i=1

(
λh

i + λh



)2
,

and ηmin be the minimal eigenvalue of matrix M1. Then, we have ηmin =
min

{
A
(
λh
)− B

(
λh
)
, 2λh




}
. Furthermore, we can derive that

(
A
(
λh
))2 −

(
B
(
λh
))2 = (4n + 9)

(
λh




)2 − n

n∑

i=1

(
λh

i

)2

≥ n

⎛

⎝

(
n∑

i=1

λh
i

)2

−
n∑

i=1

(
λh

i

)2

⎞

⎠ ≥ 0.

Hence, we can obtain ηmin ≥ 0 and conclude that M1 is semidefinite. Similar
to the semidefinite proof ofM1, we can also obtain that if maxi=1,...,n(wi) ≤ 1/n,
thenM2 is semidefinite. By Theorem 3.4, we can conclude that the matrix G

(
λh
)

is semidefinite, and the result follows. ��
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3.2.4 An Iterative Proximal Algorithm

Once we have established that the Nash equilibria of the formulated game G =
〈Q,f 〉 exists, we are interested in obtaining a suitable algorithm to compute one
of these equilibria with minimum information exchange between the multiple users
and the cloud provider.

Note that we can further rewrite the optimization problem (54) as follows:

minimize fi(λi ,λ
) =
H∑

h=1

(
P h

i + wiδ
hT̄ h − rλh

i

)
,

s.t. λi ∈ Qi, (31)

where λ
 denotes the aggregated request profile of all users over the H future time

slots, i.e., λ
 =
n∑

i=1
λi . From (31), we can see that the calculation of the disutility

function of each individual user only requires the knowledge of the aggregated
request profile of all users (λ
) rather than that the specific individual request profile
of all other users (λ−i), which can bring about two advantages. On the one hand,
it can reduce communication traffic between users and the cloud provider. On the
other hand, it can also keep privacy for each individual user to certain extent, which
is seriously considered by many cloud users.

Since all users are considered to be selfish and try to minimize their own
disutilities while ignoring the others. It is natural to consider an iterative algorithm
where, at every iteration k, each individual user i (∀i ∈ N) updates his/her strategy
to minimize his/her own disutility function fi(λi ,λ
). However, following Th. 4.2
in [37], it is not difficult to show that their convergence cannot be guaranteed in
our case if the users are allowed to simultaneously update their strategies according
to (31).

To overcome this issue, we consider an iterative proximal algorithm (IPA), which
is based on the proximal decomposition Alg. 4.2 [37]. The proposed algorithm is
guaranteed to converge to a Nash equilibrium under some additional constraints
on the parameters of the algorithm. With reference to [37], consider the regularized
game in which each user i (i ∈ N) tries to solve the following optimization problem:

minimize fi(λi ,λ
) + τ

2

∥
∥λi − λ̄i

∥
∥2

,

s.t. λi , λ̄i ∈ Qi. (32)

That is to say, when given the aggregated requests, we must find a strategy vector
λ∗

i for user i (i ∈ N) such that

λ∗
i ∈ arg min

λi∈Qi

{
fi(λi ,λ
) + τ

2

∥
∥λi − λ̄i

∥
∥2
}

, (33)
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Algorithm 1 Iterative Proximal Algorithm (IPA)
Input:

Strategy set of all users: Q, ε.
Output:

Request configuration: λ.
1: Initialization: Each cloud user i (i ∈ N) randomly choose a λ

(0)
i ∈ Qi and set λ̄i ← 0. Set

Sc ← N , Sl ← ∅, and k ← 0.
2: while (Sc �= Sl) do
3: Set Sl ← Sc.
4: while (

∥
∥λ(k) − λ(k−1)

∥
∥ > ε) do

5: for (each cloud user i ∈ Sc) do
6: Receive λ

(k)

 from the cloud provider and compute λ

(k)
i as follows (by Algorithm 2):

7:

λ
(k+1)
i ← arg min

λi∈Qi

{
fi(λi ,λ

(k)

 ) + τ

2

∥
∥λi − λ̄i

∥
∥2
}

.

8: Send the updated strategy to the cloud provider.
9: end for

10: if (Nash equilibrium is reached) then
11: Each user i (i ∈ Sc) updates his/her centroid λ̄i ← λ

(k)
i .

12: end if
13: Set k ← k + 1.
14: end while
15: for (each user i ∈ Sc) do

16: if Ui

(
λ

(k)
i ,λ

(k)



)
< vi then

17: Set λ
(k)
i ← 0, and Sc ← Sc − {i}.

18: end for
19: end while
20: return λ(k).

where τ(τ > 0) is a regularization parameter and may guarantee the convergence
of the best-response algorithm Cor. 4.1 in [37] if it is large enough. The idea is
formalized in Algorithm 1.

Theorem 3.6 There exists a constant τ0 such that if τ > τ0, then any sequence{
λ

(k)
i

}∞
k=1

(i ∈ Sc) generated by the IPA algorithm converges to a Nash equilibrium.

Proof We may note that Algorithm 1 converges if the inner while loop (Steps
4–14) can be terminated. Therefore, if we can prove that Steps 4–14 converges,
the result follows. In practice, Steps 4–14 in Algorithm 1 is a developed instance
of the proximal decomposition algorithm, which is presented in Alg. 4.2 [37] for
the variational inequality problem. Next, we rewrite the convergence conditions
exploiting the equivalence between game theory and variational inequality (Ch.
4.2 in [37]). Given fi(λi ,λ−i ) defined as in Eq. (54), Algorithm 1 convergences
if the following two conditions are satisfied. (1) The Jacobian matrix of F is positive
semidefinite (Th. 4.3 [37]). We denote the Jacobian by JF(λ) = (

Jλj
Fi (λ)

)n
i,j=1

,

where Jλj
Fi (λ) = (∇λj

fi(λ)
)n
j=1

, which is the partial Jacobian matrix of Fi with
respect to λj vector. (2) The n× n matrix ϒF,τ = ϒF + τEn is a P-matrix (Cor. 4.1
[37]), where



56 C. Liu et al.

[ϒF]ij =
{

αmin
i , if i = j ;

−βmax
ij , if i �= j ;

with

αmin
i = inf

λ∈Q
ηmin

(
Jλi

Fi (λ)
)
,

and

βmax
ij = sup

λ∈Q

ηmin
(
Jλj

Fi (λ)
)
,

and ηmin (A) denoting the smallest eigenvalue of A. After some algebraic manipu-
lation, we can write the block elements of JF(λ) as

Jλi
Fi (λ) = ∇2

λi
fi(λi ,λ
)

= diag

⎧
⎨

⎩

[

2a
(

2λh

 + λh

i

)
+ 2wiδ

h

(
μ − λh




)3

]H

h=1

⎫
⎬

⎭
,

and

Jλj
Fi (λ) = ∇2

λiλj
fi(λi ,λ
)

= diag

⎧
⎨

⎩

[

2a
(
λh


 + λh
i

)
+ 2wiδ

h

(
μ − λh




)3

]H

h=1

⎫
⎬

⎭
,

for i �= j (i, j ∈ N).
Next, we show that the above conditions (1) and (2) hold, respectively. By

Theorem 3.2, we know that the vector function F(λ) is monotone on Q, which
implies that JF(λ) is semidefinite. On the other hand, considering Jλi

Fi (λ), we have
αmin

i > 0.
Let

Lh(λh
i ,λ

h
−i ) = 2a

(
λh


 + λh
i

)
+ 2wiδ

h

(
μ − λh




)3 .

Then, we have ∂Lh

∂λh
i

> 0. As mentioned before, λh

 (∀h ∈ H) does not exceed the

total processing capacity of all servers μ. We assume that λh

 ≤ (1 − ε)μ, where ε

is a small positive constant. Then we can conclude that
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Lh(λh
i ,λ

h
−i ) ≤ 4a (1 − ε) μ + 2wmaxδ

h

(εμ)3 ,

where wmax = maxi=1,...,n{wi}.
Hence, if

τ0 ≥ (n − 1)

(

4a (1 − ε) μ + 2wmaxδ
H

(εμ)3

)

,

then

βmax
ij = sup

λ∈Q

∥
∥Jλj

Fi (λ)
∥
∥ ≤ τ0.

Then, it follows from Prop 4.3 in [37] that, if τ is chosen as in Theorem 3.6, the
matrix ϒF,τ is a P-matrix, and the result follows. ��

Next, we focus on the calculation for the optimization problem in (33). Let

Li(λi ,λ
) = fi(λi ,λ
) + τ

2

∥
∥λi − λ̄i

∥
∥2

. (34)

Then, we have to minimize Li(λi ,λ
). Note that the variable in (34) is only λi ,
therefore, we can rewrite (34) as

Li(λi , κ
) = fi(λi , κ
) + τ

2

∥
∥λi − λ̄i

∥
∥2

, (35)

where κ
 = λ
 − λi . We denote Ri the constraint of user i, i.e.,

Ri = λ1
i + λ2

i + . . . + λH
i = 	i,

and try to minimize Li(λi , κ
) by using the method of Lagrange multiplier, namely,

∂Li

∂λh
i

= φ
∂Ri

∂λh
i

= φ,

for all 1 ≤ h ≤ H , where φ is a Lagrange multiplier. Notice that

∂P h
i

∂λh
i

= a

(

2(λh
i + κh


)λh
i +

(
λh

i + κh



)2
)

+ b,

and

∂T̄ h

∂λh
i

= 1
(
μ − κh


 − λh
i

)2 .
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We obtain

∂Li

∂λh
i

= ∂P h
i

∂λh
i

+ wiδ
h ∂T̄ h

∂λh
i

− r + τ
(
λh

i − λ̄h
i

)

=a

(

2(λh
i +κh


)λh
i +
(
λh

i +κh



)2
)

+b+ wiδ
h

(
μ−κh


−λh
i

)2 −r+τ
(
λh

i −λ̄h
i

)
=φ.

(36)

Denote Yh
i (λh

i , κ
h

) as the first order of Li(λi , κ
) on λh

i . Then, we have

Yh
i (λh

i ,κ
h

) = a

(

2(λh
i + κh


)λh
i +

(
λh

i + κh



)2
)

+ b + wiδ
h

(
μ − κh


 − λh
i

)2 − r + τ
(
λh

i − λ̄h
i

)
. (37)

Since the first order of Yh
i (λh

i , κ
h

) is

∂Y h
i

∂λh
i

= ∂2Li

∂
(
λh

i

)2 =2a
(

3λh
i + 2κh




)
+ 2wiδ

h

(
μ − κh


 − λh
i

)3 + τ > 0, (38)

we can conclude that Yh
i (λh

i , κ
h

) is an increasing positive function on λh

i . Based
on above derivations, we propose an algorithm to calculate λi (i ∈ N), which is
motivated by [35].

Given ε, μ, a, b, r, τ,λi ,λ
 , and 	i , our optimal request configuration algo-
rithm to find λi is given in Algorithm 2. The algorithm uses another subalgorithm
Calculateλh

i described in Algorithm 3, which, given ε, μ, a, b, r, τ, κh

 , and φ, finds

λh
i satisfies (36).

The key observation is that the left-hand side of (36), i.e., (37), is an increasing
function of λh

i (see (38)). Therefore, given φ, we can find λh
i by using the binary

search method in certain interval [lb, ub] (Steps 2–9 in Algorithm 3). We set lb

simply as 0. For ub, as mentioned in Theorem 3.6,

λh
i ≤ (1 − ε)μ,

where ε is a relative small positive constant. Therefore, in this paper, ub is set in
Step 1 based on the above discussion. The value of φ can also be found by using
the binary search method (Steps 10–20 in Algorithm 2). The search interval [lb, ub]
for φ is determined as follows. We set lb simply as 0. As for ub, we notice that the
left-hand side of (36) is an increasing function of λh

i . Then, we set an increment
variable inc, which is initialized as a relative small positive constant and repeatedly
doubled (Step 7). The value of inc is added to φ to increase φ until the sum of λh

i
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Algorithm 2 Calculateλi(ε, μ, a, b, r, τ,λi ,λ
,	i)
Input: ε, μ, a, b, r, τ,λi ,λ
,	i
Output: λi .
1: Initialization: Let inc be a relative small positive constant. Set κ
 ← λ
 − λi , λi ← 0, and

φ ← 0.
2: while (λ1

i + λ2
i + . . . + λH

i < 	i ) do
3: Set mid ← φ + inc, and φ ← mid.
4: for (each time slot h ∈ H) do
5: λh

i ← Calculateλh
i (ε, μ, a, b, r, τ, κh


, φ).
6: end for
7: Set inc ← 2 × inc.
8: end while
9: Set lb ← 0 and ub ← φ.

10: while (ub − lb > ε) do
11: Set mid ← (ub + lb)/2, and φ ← mid.
12: for (each time slot h ∈ H) do
13: λh

i ← Calculateλh
i (ε, μ, a, b, r, τ, κh


, φ).
14: if (λ1

i + λ2
i + . . . + λH

i < 	i ) then
15: Set lb ← mid.
16: else
17: Set ub ← mid.
18: end if
19: end for
20: end while
21: Set φ ← (ub + lb)/2.
22: for (each time slot h ∈ H) do
23: λh

i ← Calculateλh
i (ε, μ, a, b, r, τ, κh


, φ).
24: end for
25: return λi .

Algorithm 3 Calculateλh
i (ε, μ, a, b, r, τ, κh


, φ)

Input: ε, μ, a, b, r, τ, κh

, φ.

Output: λh
i .

1: Initialization: Set ub ← (1 − ε)μ − κh

 , and lb ← 0.

2: while (ub − lb > ε) do
3: Set mid ← (ub + lb)/2, and λh

i ← mid.
4: if (Yh

i (λh
i , κh


) < φ) then
5: Set lb ← mid.
6: else
7: Set ub ← mid.
8: end if
9: end while

10: Set λh
i ← (ub + lb)/2.

11: return λh
i .

(h ∈ H) found by Calculateλh
i is at least 	i (Steps 2–8). Once [lb, ub] is decided,

φ can be searched based on the fact that Yh
i (λh

i ,λ
h−i ) is an increasing function of

λh
i . After φ is determined (Step 21), λi can be computed (Steps 22–24).

Finally, we can describe the proposed iterative proximal algorithm as follows. At
the beginning, each cloud user i (i ∈ N) sends his/her weight value (wi) and total
task request (	i) to the cloud provider. Then the cloud provider computes τ as in
Theorem 3.6 according to the aggregated information and chooses proper param-
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eters a and b such that constraint (17) is satisfied. After this, the cloud provider
puts the computed load billing parameters a and b into public information exchange
module. Then, at each iteration k, the cloud provider broadcasts a synchronization
signal and the current aggregated request profile λ

(k)

 . Within iteration k, each user

receives the aggregated profile λ
(k)

 and computes his/her strategy by solving its own

optimization problem in (32), and then sends the newly updated strategy to the cloud
provider. Lastly, as indicated in Steps 10–12 of Algorithm 1, the cloud provider
checks whether the Nash equilibrium has been achieved and if so, it broadcasts a
signal to inform all users to update their centroid λ̄i . It also checks whether all cloud
users’ strategies are unchanged and if so, it informs all users to choose whether they
still prefer to the cloud service due to their reserved values. This process continues
until the set of the remaining cloud users and their corresponding strategies are kept
fixed. In this paper, we assume that the strategies of all cloud users are unchanged

if
∥
∥λ(k) − λ(k−1)

∥
∥ ≤ ε, where λ(k) =

(
λ

(k)
i

)n

i=1
with λ

(k)
i =

((
λh

i

)(k)
)H

h=1
. The

parameter ε is a pre-determined relatively small constant. We also denote Sc as
the current set of remaining cloud users. Note that the individual strategies are not
revealed among the users in any case, and only the aggregated request profile λ(k),
which is determined at the cloud provider adding the individual H -time slots ahead
request profile, is communicated between the cloud provider and multiple cloud
users.

3.3 Performance Evaluation of IPA

In this section, we provide some numerical results to validate our theoretical
analyses and illustrate the performance of the IPA algorithm.

In the following simulation results, we consider the scenario consisting of
maximal 50 cloud users. Each time slot is set as one hour of a day and H is set as
24. As shown in Table 1, the aggregated request (	) is varied from 50 to 500 with
increment 50. The number of cloud users (n) is varied from 5 to 50 with increment 5.
Each cloud user i (i ∈ N) chooses a weight value from 0 to 1/n to balance his/her
time utility and net profit. For simplicity, the reservation value vi for each user i

(i ∈ N) and billing parameter b are set to zero. Market benefit factor r is set to
50, deteriorating rate on time utility δ is equal to 1.2, and ε is set as 0.01. The total
capacity of all servers μ is selected to satisfy constraint (24) and another billing
parameter a is computed according to (17). In our simulation, the initial strategy
configuration, i.e., before using IPA algorithm, is randomly generated from Q.

Figure 2 presents the utility results for five different cloud users versus the
number of iterations of the proposed IPA algorithm. Specifically, Fig. 2 presents the
utility results of 5 randomly selected cloud users (users 1, 9, 23, 38, and 46) with
a scenario consisting of 50 cloud users. We can observe that the utilities of all the
users seem to increase and finally reach a relative stable state with the increase of
iteration number. The reason behind lies in that the request strategies of all the users
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Table 1 System parameters

System parameters Value (Fixed)–[Varied range] (increment)

Aggregated task requests (	) (500)–[100, 500] (50)

Number of cloud users (n) (50)–[5, 50] (5)

Weight value (wi) [0, 1/n]

Reservation value (vi) 0

Other parameters (ε, b, r, δ) (0.01, 0, 50, 1.2)
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Fig. 2 Convergence process

keep unchanged, i.e., reach a Nash equilibrium solution after several iterations. This
trend also reflects the convergence process of our proposed IPA algorithm. It can
be seen that the developed algorithm converges to a Nash equilibrium very quickly.
Specifically, the utility of each user has already achieved a relatively stable state after
about 8 iterations, which verifies the validness of Theorem 3.6, as well as displays
the high efficiency of the developed algorithm.

In Fig. 3, we compare the aggregated request profile of all cloud users with the
situation before and after IPA algorithm. Specifically, Fig. 3 shows the aggregated
requests in different time slots. The situation before IPA algorithm corresponds
to a feasible strategy profile randomly generated in the initialization stage, while
the situation after IPA algorithm corresponds to the result obtained by using
our proposed IPA algorithm. Obviously, the proposed service reservation scheme
encourages the cloud users to shift their task requests in peak time slots to non-peak
time slots, resulting in a more balanced load shape and lower total load. We can also
observe that the aggregated requests in different time slots are almost the same. To
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Fig. 4 Specific slot utility

demonstrate this phenomenon, we further investigate the specific utilities of some
users and their corresponding strategies in different time slots, which are presented
in Figs. 4 and 5.
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Fig. 5 Specific slot shifting

In Figs. 4 and 5, we plot the utility shape and the request profile of some cloud
users for the developed IPA algorithm for a scenario of 10 users. Figure 4 presents
the utility shape under the developed algorithm over future 24 time slots. We
randomly select 6 users (users 2, 3, 4, 7, 9, and 10). It can be seen that the utilities
in different time slots of all users tend to decrease at different degrees. Specifically,
the slot utilities of the users with higher weights have a clearly downward trend and
tend to decrease sharply in later time slots (users 2, 3, 7, 9). On the other hand, the
slot utilities of the users with lower weights decline slightly (users 4, 10). Figure 5
exhibits the corresponding request strategies of the users shown in Fig. 4. We can
observe that the slot utilities of the users with higher weights tend to decrease (users
2, 3, 7, 9) while those of the users with lower weights tend to increase (users 4,
10). Furthermore, the aggregated requests increase or decrease sharply in later time
slots. The reason behind lies in the fact that in our proposed model, we take into the
average response time into account and the deteriorating factor of the value grows
exponentially, which also demonstrates the downward trends shown in Fig. 4. On
the other hand, the weights are chosen randomly, there could be a balance between
the increment and the decrement of the utilities. Hence, the aggregated requests in
different time slots make little differences (Fig. 3).
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Fig. 7 Average utility vs. number of users

Figures 6 and 7 present the average utility versus the increase of request
aggregation and the number of users, respectively. Figure 6 illustrates the average
utility results with the linear increment of request aggregation. We can observe that
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the average utility also linearly increases with the increase of request aggregation.
No matter what the request aggregation is, the average utility obtained after our
proposed IPA algorithm is better than that of the initial strategy profile. Moreover,
the differences between the results before IPA algorithm and those after the
algorithm are also increases. That is to say, our proposed IPA algorithm makes
significant sense when the aggregated requests are somewhat large. Figure 7 shows
the impacts of number of users. It can be seen that both of the results after IPA
algorithm and before algorithm are inversely proportional to the number of uses.
The reason behind lies in that the variation of number of users makes little impact
on the average utility value when the request aggregation is fixed. Moreover, similar
to the results presented in Fig. 6, the average utility obtained after IPA algorithm is
always better than that of the initial strategy profile.

4 A Framework of Price Bidding Configurations for
Resource Usage in Cloud Computing

4.1 System Model and Problem Formulation

To begin with, we present our system model in the context of a service cloud
provider with multiple cloud users, and establish some important results. In this
paper, we are concerned with a market with a service cloud provider and n cloud
users, who are competing for using the computing resources provided by the cloud
provider. We denote the set of users asN = {1, . . . , n}. Each cloud user wants to bid
for using some servers for several future time slots. The arrival requests from cloud
user i (i ∈ N) is assumed to follow a Poisson process. The cloud provider consists
of multiple zones. In each zone, there are many homogeneous servers. In this paper,
we focus on the price bidding for resource usage in a same zone and assume that the
number of homogeneous servers in the zone is m. The cloud provider tries to allocate
cloud user i (i ∈ N) with mi servers without violating the constraint

∑
i∈N mi ≤ m.

The allocated mi servers for cloud user i (i ∈ N) are modeled by an M/M/m queue,
only serving the requests from user i for ti future time slots. We summarize all the
notations used in this sub-section in the notation table.

4.1.1 Bidding Strategy Model

As mentioned above, the n cloud users compete for using the m servers by bidding
different strategies. Specifically, each cloud user responds by bidding with a per
server usage price pi (i.e., the payment to use one server in a time slot) and the
number of time slots ti to use cloud service. Hence, the bid of cloud user i (i ∈ N)
is an ordered pair bi = 〈pi, ti〉.
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Table 2 Notations

Notation Description

n Number of cloud users

m Number of servers in a zone in the cloud

N Set of the n cloud users

M Set of the m servers in the zone in the cloud

pi Bidding price of cloud user i

p Minimal bidding price for a server in one time slot

p̄i Maximal possible bidding price of cloud user i

Pi The set of price bidding strategies of cloud user i

ti Reserved time slots of cloud user i

bi Bidding strategy of cloud user i

b Bidding strategy of all cloud users

b−i Bidding strategy profile of all users except that of user i

λt
i Request arrival rate of cloud user i in t-th time slot

λ
ti
i User i′s request profile over the ti future time slots

mi Allocated number of servers for cloud user i

m Allocated server vector for all cloud users

μi Processing rate of a server for requests from user i

T̄ t
i Average response time of cloud user i in t-th time slot

�S Aggregated payment from users in S for using a server

P t
i Payment of cloud users i in t-th time slot

PT Total payment from all cloud users

ri Benefit obtained by user i by finishing one task request

ut
i Utility of cloud user i in t-th time slot

ui Total utility of cloud user i over ti future time slots

u Utility vector of all cloud users

We assume that cloud user i (i ∈ N) bids a price pi ∈ Pi , where Pi =
[
p, p̄i

]
,

with p̄i denoting user i′s maximal possible bidding price. p is a conservative bidding
price, which is determined by the cloud provider. If p is greater than p̄i , then Pi is
empty and the cloud user i (i ∈ N) refuses to use cloud service. As mentioned
above, each cloud user i (i ∈ N) bids for using some servers for ti future time slots.
In our work, we assume that the reserved time slots ti is a constant once determined
by the cloud user i. We define user i′s (i ∈ N) request profile over the ti future time
slots as follow:

λ
ti
i =

(
λ1

i , . . . , λ
ti
i

)T

, (39)

where λt
i (t ∈ Ti) with Ti = {1, . . . , ti}, is the arrival rate of requests from cloud

user i in the t-th time slot. The arrival of the requests in different time slots of are
assumed to follow a Poisson process.
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4.1.2 Server Allocation Model

We consider a server allocation model motivated by [39, 40], where the allocated
number of servers is proportional fairness. That is to say, the allocated share of
servers is the ratio between the cloud user’s product value of his/her bidding price
with reserved time slots and the summation of all product values from all cloud
users. Then, each cloud user i (i ∈ N) is allocated a portion of servers as

mi (bi, b−i ) =
⌊

piti
∑

j∈N pj tj
· m

⌋

, (40)

where b−i = (b1, . . . , bi−1, bi+1, . . . , bn) denotes the vector of all users’ bidding
profile except that of user i, and �x� denotes the greatest integer less than or equal
to x. We design a server allocation model as Eq. (40) for two considerations. On one
hand, if the reserved time slots to use cloud service ti is large, the cloud provider
can charge less for one server in a unit of time to appeal more cloud users, i.e., the
bidding price pi can be smaller. In addition, for the cloud user i (i ∈ N), he/she
may be allocated more servers, which can improve his/her service time utility. On
the other hand, if the bidding price pi is large, this means that the cloud user i

(i ∈ N) wants to pay more for per server usage in a unit of time to allocate more
servers, which can also improve his/her service time utility. This is also beneficial
to the cloud provider due to the higher charge for each server. Therefore, we design
a server allocation model as Eq. (40), which is proportional to the product of pi and
ti .

4.1.3 Cloud Service Model

As mentioned in the beginning, the allocated mi servers for cloud user i (i ∈ N)
are modeled as an M/M/m queue, only serving the requests from cloud user i for
ti future time slots. The processing capacity of each server for requests from cloud
user i (i ∈ N) is presented by its service rate μi . The requests from cloud user i

(i ∈ N) in t-th (t ∈ Ti) time slot are assumed to follow a Poisson process with
average arrival rate λt

i .
Let πt

ik be the probability that there are k service requests (waiting or being
processed) in the t-th time slot and ρt

i = λt
i

/
(miμi) be the corresponding service

utilization in the M/M/m queuing system. With reference to [7], we obtain

πt
ik =

⎧
⎨

⎩

1
k!
(
miρ

t
i

)k
πt

i0, k < mi;
m

mi
i (ρt

i )
k

mi ! πt
i0, k ≥ mi;

(41)

where
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πt
i0 =

⎧
⎨

⎩

mi−1∑

l=0

1

l!
(
miρ

t
i

)l + 1

mi ! ·
(
miρ

t
i

)mi

1 − ρt
i

⎫
⎬

⎭

−1

. (42)

The average number of service requests (in waiting or in execution) in t-th time
slot is

N̄ t
i =

∞∑

k=0

kπt
ik = πt

imi

1 − ρt
i

= miρ
t
i + ρt

i

1 − ρt
i

�t
i, (43)

where �t
i represents the probability that the incoming requests from cloud user i

(i ∈ N) need to wait in queue in the t-th time slot.
Applying Little’s result, we get the average response time in the t-th time slot as

T̄ t
i = N̄ t

i

λt
i

= 1

λt
i

(

miρ
t
i + ρt

i

1 − ρt
i

�t
i

)

. (44)

In this work, we assume that the allocated servers for each cloud user will likely
keep busy, because if no so, a user can bid lower price to obtain less servers such
that the computing resources can be fully utilized. For analytical tractability, �t

i is
assumed to be 1. Therefore, we have

T̄ t
i = N̄ t

i

λt
i

= 1

λt
i

(

miρ
t
i + ρt

i

1 − ρt
i

)

= 1

μi

+ 1

miμi − λt
i

. (45)

Note that the request arrival rate from a user should never exceed the total
processing capacity of the allocated servers. In our work, we assume that the
remaining processing capacity for serving user i (i ∈ N) is at least σμi , where
σ is a relative small positive constant. That is, if λt

i > (mi − σ)μi , cloud user i

(i ∈ N) should reduce his/her request arrival rate to (mi − σ)μi . Otherwise, server
crash would be occurred. Hence, we have

T̄ t
i = 1

μi

+ 1

miμi − χt
i

, (46)

where χt
i is the minimum value of λt

i and (mi−σ)μi , i.e., χt
i = min

{
λt

i, (mi−σ) μi

}
.

4.1.4 Architecture Model

In this subsection, we model the architecture of our proposed framework to
price bids for resource usage in cloud computing. The multiple users can make
appropriate bidding decisions through the information exchange module. As shown
in Fig. 8, each cloud user i (i ∈ N) is equipped with a utility function (ui), the
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Fig. 8 Architecture model

request arrival rate over reserved time slots (λti
i ), and the bidding configuration

(bi), i.e., the payment strategy for one server in a unit of time and the reserved
time slots. Let �N be the aggregated payment from all cloud users for using a

server, then we have �N =
n∑

i=1
piti . Denote m = (mi)i∈N as the server allocation

vector, b = (bi)i∈N as the corresponding bids, and u = (ui)i∈N as the utility
functions of all cloud users. The cloud provider consists of m homogeneous servers
and communicates some information (e.g., conservative bidding price p, current
aggregated payment from all cloud users for using a server �N ) with multiple
users through the information exchange module. When multiple users try to make
price bidding strategies for resource usage in the cloud provider, they first get
information from the information exchange module, then configure proper bidding
strategies (b) such that their own utilities (u) are maximized. After this, they send the
updated strategies to the cloud provider. The procedure is terminated when the set of
remaining cloud users, who prefer to use the cloud service, and their corresponding
bidding strategies are kept fixed.

4.1.5 Problem Formulation

Now, let us consider user i′s (i ∈ N) utility in time slot t (t ∈ Ti). A rational
cloud user will seek a bidding strategy to maximize his/her expected net reward
by finishing the requests, i.e., the benefit obtained by choosing the cloud service
minus his/her payment. Since all cloud users are charged based on their bidding
prices and allocated number of servers, we denote the cloud user i′s payment
in time slot t by P t

i (bi, b−i ), where P t
i (bi, b−i ) = pimi (bi, b−i ) with b−i =

(b1, . . . , bi−1, bi+1, . . . , bn) denoting the vector of all users’ bidding profile except
that of user i. Denote PT (bi, b−i ) as the aggregated payment from all cloud users,
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i.e., the revenue of the cloud provider. Then, we have

PT (bi, b−i ) =
n∑

i=1

ti∑

t=1

P t
i (bi, b−i ) =

n∑

i=1

(pimi (bi, b−i ) ti) . (47)

On the other hand, since a user will be more satisfied with much faster service,
we also take the average response time into account. From Eq. (46), we know that
the average response time of user i (i ∈ N) is impacted by mi and χt

i , where
χt

i = min
{
λt

i, (mi − σ)μi

}
. The former is varied by (bi, b−i), and the latter is

determined by λt
i and mi . Hence, we denote the average response time of user i as

T̄ t
i

(
bi, b−i , λ

t
i

)
. More formally, the utility of user i (i ∈ N) in time slot t is defined

as

ut
i

(
bi, b−i , λ

t
i

) = riχ
t
i − δiP

t
i (bi, b−i ) − wiT̄

t
i

(
bi, b−i , λ

t
i

)
, (48)

where χt
i is the minimum value of λt

i and (mi (bi, b−i ) − σ)μi , i.e., χt
i =

min
{
λt

i, (mi (bi, b−i ) − σ) μi

}
with σ denoting a relative small positive constant,

ri (ri > 0) is the benefit factor (the reward obtained by finishing one task request)
of user i, δi (δi > 0) is the payment cost factor, and wi (wi > 0) is the waiting cost
factor, which reflects its urgency. If a user i (i ∈ N) is more concerned with service
time utility, then the associated waiting factor wi might be larger. Otherwise, wi

might be smaller, which implies that the user i is more concerned with profit.
Since the reserved server usage time ti is a constant and known to cloud user i

(i ∈ N), we use ut
i

(
pi, b−i , λ

t
i

)
instead of ut

i

(
bi, b−i , λ

t
i

)
. For further simplicity, we

use P t
i and T̄ t

i to denote P t
i (bi, b−i ) and T t

i

(
bi, b−i , λ

t
i

)
, respectively. Following

the adopted bidding model, the total utility obtained by user i (i ∈ N) over all ti
time slots can thus be given by

ui

(
pi, b−i ,λ

ti
i

)
=

ti∑

t=1

ut
i

(
pi, b−i , λ

t
i

)

=
ti∑

t=1

(
riχ

t
i − P t

i − wiT̄
t
i

)
. (49)

In our work, we assume that each user i (i ∈ N) has a reservation value vi . That is

to say, cloud user i will prefer to use the cloud service if ui

(
pi, b−i ,λ

ti
i

)
≥ vi and

refuse to use the cloud service otherwise.
We consider the scenario where all users are selfish. Specifically, each cloud user

tries to maximize his/her total utility over the ti future time slots, i.e., each cloud
user i (i ∈ N) tries to find a solution to the following optimization problem (OPTi):

maximize ui

(
pi, b−i ,λ

ti
i

)
, pi ∈ Pi . (50)
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Remark 4.1 In finding the solution to (OPTi), the bidding strategies of all other
users are kept fixed. In addition, the number of reserved time slots once determined
by a user is constant. So the variable in (OPTi) is the bidding price of cloud user i,
i.e., pi .

4.2 Game Formulation and Analyses

In this section, we formulated the considered scenario into a non-cooperative game
among the multiple cloud users. By relaxing the condition that the allocated number
of servers for each user can be fractional, we analyze the existence of a Nash
equilibrium solution set for the formulated game. We also propose an iterative
algorithm to compute a Nash equilibrium and then analyze its convergence. Finally,
we revise the obtained Nash equilibrium solution and propose an algorithm to
characterize the whole process of the framework.

4.2.1 Game Formulation

Game theory studies the problems in which players try to maximize their utilities or
minimize their disutilities. As described in [5], a non-cooperative game consists of
a set of players, a set of strategies, and preferences over the set of strategies. In this
paper, each cloud user is regarded as a player, i.e., the set of players is the n cloud
users. The strategy set of player i (i ∈ N) is the price bidding set of user i, i.e., Pi .
Then the joint strategy set of all players is given by P = P1 × · · · × Pn.

As mentioned before, all users are considered to be selfish and each user i (i ∈
N) tries to maximize his/her own utility or minimize his/her disutility while ignoring
those of the others. Denote

ψt
i

(
pi, b−i , λ

t
i

) = δiP
t
i + wiT

t
i − riχit . (51)

In view of (49), we can observe that user i′s optimization problem (OPTi) is
equivalent to

minimize fi

(
pi, b−i ,λ

ti
i

)
=

ti∑

t=1

ψt
i

(
pi, b−i , λ

t
i

)
,

s.t.
(
pi,p−i

) ∈ P. (52)

The above formulated game can be formally defined by the tuple G = 〈P,f 〉, where
f = (f1, . . . , fn). The aim of cloud user i (i ∈ N), given the other players’ bidding
strategies b−i , is to choose a bidding price pi ∈ Pi such that his/her disutility

function fi

(
pi, b−i ,λ

ti
i

)
is minimized.
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Definition 4.1 (Nash equilibrium) A Nash equilibrium of the formulated game
G = 〈P,f 〉 defined above is a price bidding profile p∗ such that for every player i

(i ∈ N):

p∗
i ∈ arg min

pi∈Pi

fi

(
pi, b−i ,λ

ti
i

)
, p∗ ∈ P. (53)

At the Nash equilibrium, each player cannot further decrease its disutility by
choosing a different price bidding strategy while the strategies of other players are
fixed. The equilibrium strategy profile can be found when each player’s strategy is
the best response to the strategies of other players.

4.2.2 Nash Equilibrium Existence Analysis

In this subsection, we analyze the existence of Nash equilibrium for the formulated
game G = 〈P,f 〉 by relaxing one condition that the allocated number of servers for
each user can be fractional. Before addressing the equilibrium existence analysis, we
show two properties presented in Theorems 4.1 and 4.2, which are helpful to prove
the existence of Nash equilibrium for the formulated game.

Theorem 4.1 Given a fixed b−i and assuming that ri ≥ wi

/(
σ 2μ2

i

)
(i ∈ N), then

each of the functions ψt
i

(
pi, b−i , λ

t
i

)
(ti ∈ Ti) is convex in pi ∈ Pi .

Proof Obviously, ψt
i

(
pi, b−i , λ

t
i

)
(t ∈ Ti) is a real continuous function defined on

Pi . The proof of this theorem follows if we can show that ∀p(1), p(2) ∈ Pi ,

ψt
i

(
θp(1) + (1 − θ) p(2), b−i , λ

t
i

) ≤ θψt
i

(
p(1), b−i , λ

t
i

)+ (1 − θ)ψt
i

(
p(2), b−i , λ

t
i

)
,

where 0 < θ < 1.
Notice that, ψt

i

(
pi, b−i , λ

t
i

)
is a piecewise function and the breakpoint satisfies

(mi − σ)μi = λt
i . Then, we obtain the breakpoint as

pt
i = mi��N\{i}

(m − mi) ti
=

(
λt

i + σμi

)
�N\{i}

(
(m − σ) μi − λt

i

)
ti

,

where �N\{i} denotes the aggregated payment from all cloud users in N except of
user i, i.e., �N\{i} = ∑

j∈N,j �=i pi ti . Next, we discuss the convexity of the function
ψt

i

(
pi, b−i , λ

t
i

)
.

Since

ψt
i

(
pi, b−i , λ

t
i

) = δiP
t
i + wiT̄

t
i − riχ

t
i ,

where χt
i = min

{
(mi − σ)μi, λ

t
i

}
, we have
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∂ψt
i

∂pi

(
pi, b−i , λ

t
i

) = δi

∂P t
i

∂pi

+ wi

∂T̄ t
i

∂pi

− ri
∂χt

i

∂pi

.

On the other hand, since
∂T̄ t

i

∂pi
= 0 for pi ∈

[
p, pt

i

)
and

∂χt
i

∂pi
= 0 for pi ∈ (

pt
i , p̄i

]
,

we obtain

∂

∂pi

ϕt
i

(
pi, b−i , λ

t
i

) =
⎧
⎨

⎩

δi
∂P t

i

∂pi
− ri

∂χt
i

∂pi
, pi < pt

i ;
δi

∂P t
i

∂pi
+ wi

∂T̄ t
i

∂pi
, pi > pt

i .

Namely,

∂

∂pi

ϕt
i

(
pi, b−i , λ

t
i

) =

⎧
⎪⎪⎨

⎪⎪⎩

δi

(
mpi ti�N\{i}

�2
N

+ mi

)

− mriμi ti�N\{i}
�2
N

, pi < pt
i ;

δi

(
mpi ti�N\{i}

�2
N

+ mi

)

− mwiμi ti�N\{i}
(miμi−λt

i)
2
�2
N

, pi > pt
i ,

where

�N = �N\{i} + piti =
∑

j∈N pj tj .

We can further obtain

∂2

∂p2
i

ψt
i

(
pi, b−i , λ

t
i

) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

2mti�N\{i}
�2
N

(
(riμi−pi)ti

�N
+ 1

)
, pi < pt

i ;
2mti�N\{i}

�2
N

(
1 − pi ti

�N

)
+

2mwiμi t
2
i �N\{i}

(miμi−λt
i)

2
�3
N

(
μi�N\{i}

(miμi−λt
i)�N

+ 1
)
, pi > pt

i .

Obviously,

∂2

∂p2
i

ψt
i

(
pi, b−i , λ

t
i

)
> 0,

for all pi ∈
[
p, pt

i

)
and pi ∈ (

pt
i , p̄i

]
. Therefore, ∀p(1), p(2) ∈

[
p, pt

i

)
or

∀p(1), p(2) ∈ (pt
i , p̄i

]
,

ψt
i

(
θp(1) + (1 − θ) p(2), b−i , λ

t
i

)

≤ θψt
i

(
p(1), b−i , λ

t
i

)+ (1 − θ) ψt
i

(
p(2), b−i , λ

t
i

)
,

where 0 < θ < 1.
Next, we focus on the situation where p(1) ∈

[
p, pt

i

)
and p(2) ∈ (pt

i , p̄i

]
. Since

ψt
i

(
pi, bi , λ

t
i

)
is convex on

[
p, pt

i

)
and

(
pt

i , p̄i

]
, respectively. We only need to
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Fig. 9 An illustration

prove that the value of ψt
i

(
pt

i , bi , λ
t
i

)
is less than that of in the linear function value

connected by the point in p(1) and the point in p(2), i.e.,

ψt
i

(
pt

i , bi , λ
t
i

) ≤ θ t
i ψ

t
i

(
p(1), bi , λ

t
i

)+ (
1 − θ t

i

)
ψt

i

(
p(2), bi , λ

t
i

)
,

where θ t
i = p(2)−pt

i

p(2)−p(1)
. We proceed as follows (see Fig. 9).

Define a function gt
i

(
pi, bi , λ

t
i

)
on pi ∈ Pi , where

gt
i

(
pi, bi , λ

t
i

) = δipimi + wi (σ + 1)

σμi

− ri (mi − σ) μi.

We have

ψt
i

(
pi, bi , λ

t
i

) = gt
i

(
pi, bi , λ

t
i

)
,

for all p ≤ pi ≤ pt
i . If ri ≥ wi

/(
σ 2μ2

i

)
, then

∂

∂pi

gt
i

(
pi, bi , λ

t
i

)

= δi

(
mpiti�N\{i}

�2
N

+ mi

)

− mriμiti�N\{i}
�2
N
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≤ δi

(
mpiti�N\{i}

�2
N

+ mi

)

− mwiμiti�N\{i}
(
miμi − λt

i

)2
�2
N

= ∂

∂pi

ψt
i

(
pi, bi , λ

t
i

)
,

for all pt
i < pi ≤ p̄i . We have

ψt
i

(
pi, bi , λ

t
i

) ≥ gt
i

(
pi, bi , λ

t
i

)
,

for all pt
i < pi ≤ p̄i .

On the other hand, according to the earlier derivation, we know that

∂2

∂p2
i

gt
i

(
pi, bi , λ

t
i

)
> 0,

for all pi ∈ Pi . That is, gt
i

(
pi, bi , λ

t
i

)
is a convex function on Pi , and we obtain

ψt
i

(
pt

i , bi , λ
t
i

)

≤ θ t
i g

t
i

(
p(1), bi , λ

t
i

)+ (
1 − θ t

i

)
gt

i

(
p(2), bi , λ

t
i

)

= θ t
i ψ

t
i

(
p(1), bi , λ

t
i

)+ (
1 − θ t

i

)
gt

i

(
p(2), bi , λ

t
i

)

≤ θ t
i ψ

t
i

(
p(1), bi , λ

t
i

)+ (
1 − θ t

i

)
ψt

i

(
p(2), bi , λ

t
i

)
.

Thus, we have ψt
i

(
pi, b−i , λ

t
i

)
is convex on pi ∈ Pi . This completes the proof

and the result follows. ��
Theorem 4.2 If both functions K1 (x) and K2 (x) are convex in x ∈ X, then the
function K3 (x) = K1 (x) +K2 (x) is also convex in x ∈ X.

Proof As mentioned above, both of the functions K1 (x) and K2 (x) are convex in
x ∈ X. Then we have ∀x1, x2 ∈ X,

K1 (θx1 + (1 − θ) x2) ≤ θK1 (x1) + (1 − θ)K1 (x2) ,

and

K2 (θx1 + (1 − θ) x2) ≤ θK2 (x1) + (1 − θ)K2 (x2) ,

where 0 < θ < 1. We further obtain ∀x1, x2 ∈ X,

K3 (θx1 + (1 − θ) x2)

= K1 (θx1 + (1 − θ) x2) +K2 (θx1 + (1 − θ) x2)
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≤ θ (K1 (x1) +K2 (x1)) + (1 − θ) (K1 (x2) +K2 (x2))

= θK3 (x1) + (1 − θ)K3 (x2) .

Thus, we can conclude thatK3 (x) is also convex in x ∈ X and the result follows.
��

Theorem 4.3 There exists a Nash equilibrium solution set for the formulated game
G = 〈P,f 〉, given that the condition ri ≥ wi

/(
σ 2μ2

i

)
(i ∈ N) holds.

Proof According to [12, 20], the proof of this theorem follows if the following two
conditions are satisfied. (1) For each cloud user i (i ∈ N), the set Pi is convex and

compact, and each disutility function fi

(
pi, b−i ,λ

ti
i

)
is continuous in pi ∈ Pi . (2)

For each fixed tuple b−i , the function fi

(
pi, b−i ,λ

ti
i

)
is convex in pi over the set

Pi .
It is obvious that the statements in the first part hold. We only need to prove

the convexity of fi

(
pi, b−i ,λ

ti
i

)
in pi for every fixed b−i . By Theorem 4.1, we

know that if ri ≥ wi

/(
σ 2μ2

i

)
(i ∈ N), then each of the functions ψt

i

(
pi, b−i , λ

t
i

)

(t ∈ Ti) is convex in pi ∈ Pi . In addition, according to the property presented in
Theorem 4.2, it is easy to deduce that

fi

(
pi, b−i ,λ

ti
i

)
=

ti∑

t=1

ψt
i

(
pi, b−i , λ

t
i

)
,

is also convex in pi ∈ Pi . Thus, the result follows. ��

4.2.3 Nash Equilibrium Computation

Once we have established that the Nash equilibrium of the formulated game G =
〈P,f 〉 exists, we are interested in obtaining a suitable algorithm to compute one of
these equilibriums with minimum information exchange between the multiple users
and the cloud providers.

Note that we can further rewrite the optimization problem (52) as follows:

minimize fi

(
pi,�N ,λ

ti
i

)
=

ti∑

t=1

ψt
i

(
pi,�N , λt

i

)
,

s.t.
(
pi,p−i

) ∈ P, (54)

where �N denotes the aggregated payments for each server from all cloud users, i.e.,
�N = ∑

j∈N pj tj . From (54), we can observe that the calculation of the disutility
function of each individual user only requires the knowledge of the aggregated
payments for a server from all cloud users (�N ) rather than that the specific
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individual bidding strategy profile (b−i), which can bring about two advantages.
On the one hand, it can reduce communication traffic between users and the cloud
provider. On the other hand, it can also keep privacy for each individual user to
certain extent, which is seriously considered by many cloud users.

Since all users are considered to be selfish and try to minimize their own disutility
while ignoring those of the others. It is natural to consider an iterative algorithm
where, at every iteration k, each individual user i (i ∈ N) updates his/her price

bidding strategy to minimize his/her own disutility function fi

(
pi,�N ,λ

ti
i

)
. The

idea is formalized in Algorithm 1.

Algorithm 4 IterativeAlgorithm (IA)
Input: S, λS, ε.
Output: pS.
1: //Initialize pi for each user i ∈ S
2: for (each cloud user i ∈ S) do
3: set p

(0)
i ← b.

4: end for
5: Set k ← 0.
6: //Find equilibrium bidding prices

7: while (
∥
∥
∥p

(k)

S − p
(k−1)

S

∥
∥
∥ > ε) do

8: for (each cloud user i ∈ S) do
9: Receive �

(k)

S from the cloud provider and compute p
(k+1)
i as follows (By Algorithm 2):

10:

p
(k+1)
i ← arg min

pi∈Pi

fi

(
pi,�

(k)

S ,λ
ti
i

)
.

11: Send the updated price bidding strategy to the cloud provider.
12: end for
13: Set k ← k + 1.
14: end while
15: return p

(k)

S .

Given S, λS, and ε, where S is the set of cloud users who want to use the cloud

service, λS is the request vector of all cloud users in S, i.e., λS =
{
λ

ti
i

}

i∈S, and ε is

a relative small constant. The iterative algorithm (IA) finds optimal bidding prices
for all cloud users in S. At the beginning of the iterations, the bidding price of each
cloud user is set as the conservative bidding price (p). We use a variable k to index
each of the iterations, which is initialized as zero. At the beginning of the iteration
k, each of the cloud users i (i ∈ N) receives the value �

(k)

S from the cloud provider
and computes his/her optimal bidding price such that his/her own disutility function

fi

(
pi,�

(k)

S ,λ
ti
i

)
(i ∈ S) is minimized. Then, each of the cloud users in S updates

their price bidding strategy and sends the updated value to the cloud provider. The
algorithm terminates when the price bidding strategies of all cloud users in S are

kept unchanged, i.e.,
∥
∥
∥p

(k)

S − p
(k−1)

S

∥
∥
∥ ≤ ε.
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In subsequent analyses, we show that the above algorithm always converges to
a Nash equilibrium if one condition is satisfied for each cloud user. If so, we have
an algorithmic tool to compute a Nash equilibrium solution. Before addressing the
convergency problem, we first present a property presented in Theorem 4.4, which
is helpful to derive the convergence result.

Theorem 4.4 If ri > max

{
2δi p̄i

μi
,

wi

σ 2μ2
i

}

(i ∈ N), then the optimal bidding price

p∗
i (p∗

i ∈ Pi) of cloud user i (i ∈ N) is a non-decreasing function with respect to
�N\{i}, where �N\{i} = ∑

j∈N pj tj − piti .

Proof According to the results in Theorem 4.1 we know that for each cloud user i

(i ∈ N), given a fixed b−i , there are ti breakpoints for the function fi

(
pi, b−i ,λ

ti
i

)
.

We denote Bi as the set of the ti breakpoints, then we have Bi = {
pt

i

}

t∈Ti
, where

pt
i = mi�N\{i}

(m − mi) ti
=

(
λt

i + σμi

)
�N\{i}

(
(m − σ) μi − λt

i

)
ti

.

Combining the above ti breakpoints with two end points, i.e., p and p̄i , we obtain

a new set Bi ∪
{
p, p̄i

}
. Reorder the elements in Bi ∪

{
p, p̄i

}
such that p

(0)
i ≤

p
(1)
i ≤ · · · ≤ p

(ti )
i ≤ p

(ti+1)
i , where p

(0)
i = p and p

(ti+1)
i = p̄i . Then, we obtain a

new ordered set B′
i . We discuss the claimed theorem by distinguishing three cases

according to the first derivative results of the disutility function fi

(
pi, b−i ,λ

ti
i

)
on

pi ∈ Pi\Bi .

Case 1 ∂
∂p̄i

fi

(
pi, b−i ,λ

ti
i

)
< 0. According to the results in Theorem 4.2, we

know that the second derivative of fi

(
pi, b−i ,λ

ti
i

)
on pi ∈ Pi\Bi is positive, i.e.,

∂2

∂p2
i

fi

(
pi, b−i ,λ

ti
i

)
> 0 for all pi ∈ Pi\Bi . In addition, if ri ≥ wi

/(
σ 2μ2

i

)
, the left

partial derivative is less than that of the right partial derivative in each of the break-

points in Bi . Therefore, if ∂
∂p̄i

fi

(
pi, b−i ,λ

ti
i

)
< 0, then ∂

∂pi
fi

(
pi, b−i ,λ

ti
i

)
< 0

for all pi ∈ Pi\Bi . Namely, fi

(
pi, b−i ,λ

ti
i

)
is a decreasing function on pi ∈

Pi\Bi . Hence, the optimal bidding price of cloud user i is p∗
i = p̄i . That is to say,

the bidding price of cloud user i increases with respect to �−i .

Case 2 ∂
∂p

fi

(
pi, b−i ,λ

ti
i

)
> 0. Similar to Case 1, according to the results in

Theorem 4.2, we know that ∂2

∂p2
i

fi

(
pi, b−i ,λ

ti
i

)
> 0 for all pi ∈ Pi\Bi . Hence,

if ∂
∂p

fi

(
pi, b−i ,λ

ti
i

)
> 0, fi

(
pi, b−i ,λ

ti
i

)
is an increasing function for all pi ∈

Pi\Bi . Therefore, under this situation, the optimal bidding price of cloud user i is
p∗

i = p, i.e., the optimal bidding price is always the conservative bidding price,
which is the initialized value.
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Case 3 ∂
∂p

fi

(
pi, b−i ,λ

ti
i

)
< 0 and ∂

∂p̄i
fi

(
pi, b−i ,λ

ti
i

)
> 0. Under this situation,

it means that there exists an optimal bidding price p∗
i ∈ Pi\B′

i such that

∂

∂pi

fi

(
p∗

i , b−i ,λ
ti
i

)
=

ti∑

t=1

∂

∂pi

ψt
i

(
p∗

i , b−i , λ
ti
i

)

=
ti∑

t=1

(
∂P t

i

∂pi

+ wi

∂T̄ t
i

∂pi

− r
∂χt

i

∂pi

)

= 0. (55)

Otherwise, the optimal bidding price for cloud user i (i ∈ N) is in B′
i . If above

equation holds, then there exists an integer t
′

(0 ≤ t
′ ≤ ti), such that the optimal

bidding price p∗
i is in (p

(t
′
)

i , p
(t

′+1)
i ) ⊆ Pi\Bi

′
.

According to the derivations in Theorem 4.1, we know that the first derivative of
ψt

i

(
pi, b−i , λ

t
i

)
is

∂

∂pi

ψt
i

(
pi, b−i , λ

t
i

)

=

⎧
⎪⎪⎨

⎪⎪⎩

δi

(
mpi ti�N\{i}

�2
N

+ mi

)

− mriμi ti�N\{i}
�2
N

, pi < pt
i ;

δi

(
mpi ti�N\{i}

�2
N

+ mi

)

− mwiμi ti�N\{i}
(miμi−λt

i)
2
�2
N

, pi > pt
i ,

That is,

∂

∂pi

ψt
i

(
pi, b−i , λ

t
i

)

=

⎧
⎪⎨

⎪⎩

mti
�2
N

(
δipi

(
piti + 2�N\{i}

)− riui�N\{i}
)
, pi < pt

i ;
mti
�2
N

(

δipi

(
piti + 2�N\{i}

)− wiui�N\{i}
(miμi−λt

i)
2

)

, pi > pt
i .

Therefore, the Eq. (55) is equivalent to the following equation:

h
(
p∗

i

) =
ti∑

t=1

ϕt
i

(
p∗

i , b−i , λ
t
i

) = 0,

where

ϕt
i

(
p∗

i , b−i , λ
t
i

)
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=
⎧
⎨

⎩

δip
∗
i

(
p∗

i ti + 2�N\{i}
)− riui�N\{i}, p∗

i < pt
i ;

δip
∗
i

(
p∗

i ti + 2�N\{i}
)− wiui�N\{i}

(miμi−λt
i)

2 , p∗
i > pt

i .

After some algebraic manipulation, we can write the first derivative result of
ϕt

i

(
p∗

i , b−i , λ
t
i

)
on p∗

i as

∂

∂p∗
i

ϕt
i

(
p∗

i , b−i , λ
t
i

)

=
⎧
⎨

⎩

2δi

(
p∗

i ti + �N\{i}
)
, p∗

i < pt
i ;

2δi

(
p∗

i ti + �N\{i}
)+ 2witiμ

2
i �

2
N\{i}

(miμi−λt
i)

3
�2
N

, p∗
i > pt

i ,

and the first derivative result of the function ϕt
i

(
p∗

i , b−i , λ
t
i

)
on �N\{i} as

∂

∂�N\{i}
ϕt

i

(
p∗

i , b−i , λ
t
i

)

=

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

2δip
∗
i − riui, p∗

i < pt
i ;

2δip
∗
i − riui − wiμi

(miμi−λt
i)

2

− 2mwiμ
2
i p

∗
i ti�N\{i}

(miμi−λt
i)

3
�2
N

, p∗
i > pt

i .

Obviously, we have

∂

∂p∗
i

ϕt
i

(
p∗

i , b−i , λ
t
i

)
> 0,

for all p∗
i ∈ Pi\B′

i . If ri > 2δi p̄i

/
μi , then

∂

∂�N\{i}
ϕt

i

(
p∗

i , b−i , λ
t
i

)
< 0.

Therefore, if ri > max

{
2δi p̄i

μi
,

wi

σ 2μ2
i

}

, the function h
(
b∗
i

)
decreases with the

increase of �N\{i}. If �N\{i} increases, to maintain the equality h
(
b∗
i

) = 0, b∗
i must

increase. Hence, b∗
i increases with the increase of �N\{i}. This completes the proof

and the result follows. ��
Theorem 4.5 Algorithm IA converges to a Nash equilibrium, given that the

condition ri > max

{
2δi p̄i

μi
,

wi

σ 2μ2
i

}

(i ∈ N) holds.



Explorations of Game Theory Applied in Cloud Computing 81

Proof We are now ready to show that the proposed IA algorithm always converges

to a Nash equilibrium solution, given that ri >

{
2δi p̄i

μi
,

wi

σ 2μ2
i

}

(i ∈ N) holds. Let

p
(k)
i be the optimal bidding price of cloud user i (i ∈ N) at the k-th iteration. We

shall prove above claim by induction that p
(k)
i is non-decreasing in k. In addition,

since p∗
i is bounded by p̄i , this establishes the result that p

(k)
i always converges.

By Algorithm 1, we know that the bidding price of each cloud user is initialized
as the conservative bidding price, i.e., p

(0)
i is set as p for each of the cloud users i

(i ∈ N). Therefore, after the first iteration, we obtain the results p
(1)
i ≥ p

(0)
i for all

i ∈ N . This establishes our induction basis.
Assuming that the result is true in the k-th iteration, i.e., p

(k)
i ≥ p

(k−1)
i for all

i ∈ N . Then, we need to show that in the (k + 1)-th iteration, p
(k+1)
i ≥ p

(k)
i is

satisfied for all i ∈ N . We proceed as follows.
By Theorem 4.4, we know that if ri > 2δip̄i

/
μi , the optimal bidding price p∗

i

of cloud user i (i ∈ N) increases with the increase of �N\{i}, where �N\{i} =∑
j∈N,j �=i pj tj . In addition, we can deduce that

�
(k)
N\{i} =

∑

j∈N,j �=i

p
(k)
j tj ≥

∑

j∈N,j �=i

p
(k−1)
j tj = �

(k−1)
N\{i}.

Therefore, the optimal bidding price of cloud user i (i ∈ N) in the (k + 1)-th
iteration p

(k+1)
i , which is a function of �

(k)
N\{i}, satisfies p

(k+1)
i ≥ p

(k)
i for all i ∈ N .

Thus, the result follows. ��
Next, we focus on the calculation for the optimal bidding price p∗

i in prob-
lem (54), i.e., calculate

p∗
i ∈ arg min

pi∈Pi

fi

(
pi,�N ,λ

ti
i

)
. (56)

From Theorem 4.5, we know that the optimal bidding price p∗
i of cloud user i (i ∈

N) is either in B′
i or in Pi\B′

i such that

∂

∂pi

fi

(
p∗

i , �N ,λ
ti
i

)
=

ti∑

t=1

∂

∂pi

ψt
i

(
p∗

i , �N , λt
i

)

=
ti∑

t=1

(

δi

∂P t
i

∂pi

+ wi

∂T̄ t
i

∂pi

− ri
∂χt

i

∂pi

)

= 0, (57)

where B′
i is an ordered set for all elements in Bi ∪

{
p, p̄i

}
, and Bi is the set of ti

breakpoints of cloud user i (i ∈ N), i.e., Bi = {
pt

i

}

t∈Ti
with
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Algorithm 5 Calculatepi(�, λ
ti
i , ε)

Input: �, λ
ti
i , ε.

Output: p∗
i .

1: Set t
′ ← 0.

2: //Find p∗
i in Pi\B′

i

3: while (t
′ ≤ ti ) do

4: Set ub ← p
(t

′ +1)
i − ε, and lb ← p

(t
′
)

i + ε.

5: if ( ∂
∂pi

fi

(
lb,�,λ

ti
i

)
> 0 or ∂

∂pi
fi

(
ub,�,λ

ti
i

)
< 0) then

6: Set t
′ ← t

′ + 1; continue.
7: end if
8: while (ub − lb > ε) do
9: Set mid ← (ub + lb) /2, and pi ← mid.

10: if ( ∂
∂pi

fi

(
pi,�,λ

ti
i

)
< 0) then

11: Set lb ← mid.
12: else
13: Set ub ← mid.
14: end if
15: end while
16: Set pi ← (ub + lb) /2; break.
17: end while
18: //Otherwise, find p∗

i in B′
i

19: if (t
′ = ti + 1) then

20: Set min ← +∞.

21: for (each break point p
(t

′
)

i ∈ B′
i ) do

22: if (fi

(

p
(t

′
)

i , �,λ
ti
i

)

< min) then

23: Set min ← fi

(

p
(t

′
)

i , �,λ
ti
i

)

, and pi ← p
(t

′
)

i .

24: end if
25: end for
26: end if
27: return pi .

pt
i = mi�N\{i}

(m − mi) ti
=

(
λt

i + σμi

)
�N\{i}

(
(m − σ) μi − λt

i

)
ti

. (58)

Assuming that the elements in B′
i satisfy p

(0)
i ≤ p

(1)
i ≤ · · · ≤ p

(ti+1)
i , where

p
(0)
i = p and p

(ti+1)
i = p̄i . If equation (57) holds, then there exists an integer t

′

(0 ≤ t
′ ≤ ti) such that the optimal bidding price p∗

i ∈ (p
(t

′
)

i , p
(t

′+1)
i ) ⊆ Pi\B′

i . In
addition, from the derivations in Theorem 4.5, we know that

∂2

∂p2
i

fi

(
pi,�N ,λ

ti
i

)
> 0, (59)

for all pi ∈ Pi\B′
i . Therefore, we can use a binary search method to search the

optimal bidding price p∗
i in each of the sets (p

(t
′
)

i , p
(t

′+1)
i ) ⊆ Pi\B′

i (0 ≤ t
′
i ≤
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ti), which satisfies (57). If we cannot find such a bidding price in Pi\B′
i , then the

optimal bidding price p∗
i is in B′

i . The idea is formalized in Algorithm 2.
Given �, λ

ti
i , and ε, where � = ∑

j∈N pj tj , λ
ti
i = {

λt
i

}

t∈T〉 , and ε is a relatively

small constant. Our optimal price bidding configuration algorithm to find p∗
i is

given in Algorithm Calculatepi . The key observation is that the first derivative

of function fi

(
pi,�,λ

ti
i

)
, i.e., ∂

∂pi
fi

(
pi,�,λ

ti
i

)
, is an increasing function in

pi ∈ (p
(t

′
)

i , p
(t

′+1)
i ) ⊂ Pi\B′

i (see (59)), where 0 ≤ t
′ ≤ ti . Therefore, if the

optimal bidding price is in Pi\B′
i , then we can find p∗

i by using the binary search

method in one of the intervals (p(t
′
)

i , p
(t

′+1)
i ) (0 ≤ t

′ ≤ ti) (Steps 3–17). In each of

the search intervals (p
(t

′
)

i , p
(t

′+1)
i ), we set ub as (p

(t
′+1)

i − ε) and lb as (p
(t

′
)

i + ε)

(Step 4), where ε is relative small positive constant. If the first derivative of function

fi

(
pi,�,λ

ti
i

)
on lb is positive or the first derivative on ub is negative, then the

optimal bidding price is not in this interval (Step 5). Once the interval, which
contains the optimal bidding price is decided, we try to find the optimal bidding
price p∗

i (Steps 8–16). Notice that, the optimal bidding price may in B′
i rather than

in Pi\B′
i (Step 19). Under this situation, we check each of the breakpoints in B′

i and
find the optimal bidding price (Steps 21–25).

By Algorithm 2, we note that the inner while loop (Steps 8–15) is a binary search

process, which is very efficient and requires �
(

log
p̄max−p

ε

)
to complete, where

p̄max is the maximum upper bidding bound of all users, i.e., p̄max = maxi∈N (p̄i).
Let tmax = maxi∈N (ti), then the outer while loop (Steps 3–17) requires time

�
(
tmaxlog

p̄max−p

ε

)
. On the other hand, the for loop (Steps 21–25) requires �(tmax)

to find solution in set B′
i . Therefore, the time complexity of Algorithm 2 is

�
(
tmax

(
log

p̄max−p

ε
+ 1

))
.

4.2.4 A Near-Equilibrium Price Bidding Algorithm

Notice that, the equilibrium bidding prices obtained by IA algorithm are considered
under the condition that the allocated number servers can be fractional, i.e., in the
computation process, we use

mi = piti
∑

j∈N pj tj
· m, (60)

instead of

mi =
⌊

piti
∑

j∈N pj tj
· m

⌋

. (61)
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Therefore, we have to revise the solution and obtain a near-equilibrium price bidding
strategy. Note that, under Eq. (61), there may exist some remaining servers, which
is at most n. Considering for this, we reallocate the remaining servers according to
the bidding prices. The idea is formalized in our proposed near-equilibrium price
bidding algorithm (NPBA), which characterizes the whole process.

Algorithm 6 Near-equilibrium Price BiddingAlgorithm (NPBA)
Input: N , P, λN , ε.
Output: pN .
1: Set Sc ← N , Sl ← ∅, and k ← 0.
2: while (Sc �= Sl) do
3: Set pN ← 0, Sl ← Sc, pSc

← IA(Sc,λSc
, ε), and � ← ∑

j∈N pj tj .
4: for (each cloud user i ∈ Sc) do
5: Compute the allocated servers as (61), i.e., calculate: mi ← ⌊ pi ti

�
· m⌋.

6: end for
7: Set mR ← m −∑

i∈Sc
mi , and f lag ← true.

8: while (mR �= 0 and f lag = true) do
9: Set f lag ← false.

10: for (each cloud user i ∈ Sc) do
11: Compute the reallocated servers, i.e., calculate: mt

i ← ⌊ pi ti
�

· mR
⌋

.

12: if (ui

(
mi + mt

i , pi ,λ
ti
i

)
> ui

(
mi, pi,λ

ti
i

)
) then

13: Set mi ← mi + mt
i , mR ← mR − mt

i , and f lag ← false.
14: end if
15: end for
16: end while
17: for (each cloud user i ∈ Sc) do
18: if (ui(mi, pi,λ

ti
i ) < vi ) then

19: Set pi ← 0, and Sc ← Sc − {i}.
20: end if
21: end for
22: end while
23: return pN .

At the beginning, the cloud provider sets a proper conservative bidding price (p)
and puts its value to into public information exchange module. Each cloud user i (i ∈
N) sends his/her reserved time slots value (ti) to the cloud provider. We denote the
current set of cloud users who want to use cloud service as Sc and assume that in the
beginning, all cloud users inN want to use cloud service, i.e., set Sc asN (Step 1).
For each current user set Sc, we calculate the optimal bidding prices for all users in
Sc by IA algorithm, under the assumption that the allocated servers can fractional
(Step 3). And then, we calculate their corresponding allocated servers (Steps 4–
6). We calculate the remaining servers and introduce a f lag variable. The inner
while loop tries to allocate the remaining servers according to the calculated bidding
strategies of the current users in Sc (Steps 8–16). The variable f lag is used to flag
whether there is a user in Sc can improve his/her utility by the allocated number of
servers. The while loop terminates until the remaining servers is zero or there is no
one such user can improve his/her utility by reallocating the remaining servers. For
each user inSc, if his/her utility value is less than the reserved value, then we assume
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that he/she refuses to use cloud service (Steps 17–21). The algorithm terminates
when the users who want to use cloud service are kept unchanged (Steps 2–22).

4.3 Performance Evaluation

In this section, we provide some numerical results to validate our theoretical
analyses and illustrate the performance of the NPBA algorithm.

In the following simulation results, we consider the scenario consisting of
maximal 200 cloud users. Each time slot is set as one hour of a day and the maximal
time slots of a user can be 72. As shown in Table 2, the conservative bidding price
(p) is varied from 200 to 540 with increment 20. The number of cloud users (n)
is varied from 50 to 200 with increment 10. The maximal bidding price (p̄i) and
market benefit factor (ri) of each cloud user are randomly chosen from 500 to 800
and 30 to 120, respectively. Each cloud user i (i ∈ N) chooses a weight value from
0.1 to 2.5 to balance his/her time utility and profit. We assume that the request arrival
rate (λt

i) in each time slot of each cloud user is selected randomly and uniformly
between 20 and 480. The processing rate (μi) of a server to the requests from cloud
user i (i ∈ N) is randomly chosen from 60 to 120. For simplicity, the reservation
value (vi) and payment cost weight (δi) for each of the cloud users are set as zero
and one, respectively. The number of servers m in the cloud provider is set as a
constant 600, σ is set as 0.1, and ε is set as 0.01 (Table 3).

Figure 10 shows an instance for the bidding prices of six different cloud users
versus the number of iterations of the proposed IA algorithm. Specifically, Fig. 10
presents the bidding price results of 6 randomly selected cloud users (users 8, 18,
27, 41, 59, and 96) with a scenario consisting of 100 cloud users. We can observe
that the bidding prices of all users seem to be non-decreasing with the increase of
iteration number and finally reach a relative stable state, which verifies the validness

Table 3 System parameters

System parameters (Fixed)–[Varied range] (increment)

Conservative bidding price (p) (200)–[200, 540] (20)

Number of cloud users (n) (100)–[50, 200] (10)

Maximal bidding price (p̄i ) [500, 800]

Market profit factor (ri ) [30, 120]

Weight value (wi) [0.1, 2.5]

Request arrival rates (λt
i ) [20, 480]

Processing rate of a server (μi) [60, 120]

Reserving time slots (ti ) [1, 72]

Reservation value (vi) 0

Payment cost weight (δi ) 1

Other parameters (ε, σ,m) (0.01, 0.1, 600)
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Fig. 10 Convergence process of bidding price

of Theorem 3.4. That is, the bidding prices of all cloud users keep unchanged, i.e.,
reach a Nash equilibrium solution after several iterations. In addition, it can also
be seen that the developed algorithm converges to a Nash equilibrium very quickly.
Specifically, the bidding price of each user has already achieved a relatively stable
state after 5 iteration, which shows the high efficiency of our developed algorithm.

In Fig. 11, we show the trend of the aggregated payment from all cloud users
(PT ), i.e., the revenue of the cloud provider, versus the increment of the conservative
bidding price. We compare two kinds of results with the situations by computing
the allocated number of servers for each cloud user i (i ∈ N) as (60) and (61),
respectively. Specifically, we denote the obtained payment as VT when compute mi

as (60) and PT for (61). Obviously, the former is the optimal value computed from
the Nash equilibrium solution and bigger than that of the latter. However, it cannot
be applied in a real application, because the allocated number of servers cannot be
fractional. We just obtain a near-equilibrium solution by assuming that the allocated
number of servers can be fractional at first. Even though the obtained solution is
not optimal, we can compare these two kinds of results and show that how closer
our proposed algorithm can find a near-equilibrium solution to that of the computed
optimal one.

We can observe that the aggregated payment from all cloud users tends to
increase with the increase of conservative bidding price at first. However, it
decreases when conservative bidding price exceeds a certain value. The reason
behind lies in that when conservative bidding price increases, more and more cloud
users refuse to use the cloud service due to the conservative bidding price exceeds
their possible maximal price bidding values or their utilities are less than their
reservation values, i.e., the number of users who choose cloud service decreases (see
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Fig. 12). We can also observe that the differences between the values of PT and VT

are relatively small and make little differences with the increase of the conservative
bidding price. Specifically, the percent differences between the values of VT and
PT range from 3.99% to 8.41%, which reflects that our NPBA algorithm can
find a very well near-optimal solution while ignoring the increment of conservative
bidding price. To demonstrate this phenomenon, we further investigate the specific
utilities of some users and their corresponding bidding prices, which are presented
in Figs. 13 and 14.
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In Figs. 13 and 14, we plot the utility shape and the bidding prices of some
cloud users for the developed NPBA algorithm. Figure 13 presents the utility
shape under the developed algorithm versus the increment of conservative bidding
price. We randomly select 6 users (users 1, 19, 35, 58, 87, and 100). It can be
seen that the utility trends of all cloud users tend to decreases with the increase
of conservative bidding price. However, under every conservative bidding price,
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for each user, the differences between the utilities computed by using mi as (60)
(the larger one) and (61) (the smaller one) for each cloud user are relatively small.
Therefore, the differences between the aggregated payments of (PT ) and (VT ) are
small (see Fig. 11). Figure 14 exhibits the corresponding bidding prices of the users
shown in Fig. 13. We can observe that some users may refuse to use cloud service
when conservative bidding price exceeds a certain value (user 2). When users choose
to use cloud service, the treads of their bidding prices tend to be non-decreasing
with the increment of conservative bidding price (user 19, 34, 75, 87, and 100).
This phenomenon also verifies the aggregated payment trend shown in Fig. 11.
Specifically, due to the increases of users’ bidding prices, the aggregated payment
from all cloud users tend to increase at first. However, when conservative bidding
price exceeds a certain value, more and more cloud users refuse to use cloud service.
Therefore, the aggregated payment tends to decrease when conservative bidding
price is large enough.

In Fig. 15, we show the impact of number of cloud users on aggregated payment.
Similar to Fig. 11, the differences between the values of PT and VT are relatively
small. Specifically, the percent differences between the values of VT and PT range
from 3.14% to 12.37%. That is, the aggregated payment results for different number
of users are largely unchanged. In Fig. 16, we can observe that with the increase of
number of cloud users, the trend of the differences between the number of cloud
users and the actual number of cloud users who choose cloud service also increases.
The reason behind lies in that with the increase of number of cloud users, more
and more users refuse to use cloud service due to their utilities are less than their
conservative values. This also partly verifies the aggregated payment trend shown in
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Fig. 15, in which the aggregated payments are largely unchanged with the increase
of number cloud users.

5 Conclusions

With the popularization of cloud computing and its many advantages such as cost-
effectiveness, flexibility, and scalability, more and more applications are moved
from local to cloud. However, most cloud providers do not provide a mechanism
in which the users can configure optimizing strategies and decide whether to use the
cloud service. To remedy these deficiencies, we focus on proposing a framework to
obtain an appropriate strategy for each cloud user.

We try to enhance services in cloud computing by considering from multiple
users’ perspective. Specifically, we try to improve cloud services by simultaneously
optimizing multiple users’ utilities which involve both time and payment. We
use game theory to analyze the situation and try to obtain a Nash equilibrium to
simultaneously maximize multiple users’ utilities. We prove the existence of Nash
equilibrium and design two different approaches to obtain a Nash equilibrium for
the two problems, respectively. Extensive experiments are also conducted, which
verify our analyses and show the efficiencies of our methods.
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Approach to Assessing Cloud Computing
Sustainability

Valentina Timčenko, Nikola Zogović, Borislav Ðord̄ević, and Miloš Jevtić

1 Introduction

As an innovative computing paradigm and one of the most promising transformative
trends in business and society, Cloud Computing (CC) is delivering a spectrum
of computing services and various usage alternatives to the customers. As a fast
developing technology, it has recently raised an interest in proposing a sustainability
assessing model. Although, based on the available literature, there were some
attempts to proceed with this idea, there is still no integrated proposal.

The proposed CC Sustainability Assessment framework relies on four different
pillars that are strongly influenced by the actual tendencies in cloud computing tech-
nologies and development strategies, and present a comprehensive Multi-Objective
(MO) model for assessing sustainability. MO approach is designed with an idea to
estimate the effects of CC technologies in the perspective of economy, business,
ecology, and society levels. Contrary to the common sustainability approach, in MO
the higher level flexibility is obtained by permitting users to follow the objectives
that are relevant for their needs and there is no requirement to be in line with any of
the defined constraints.

We will point out the necessity of having available the Open Data sources
for successfully designed sustainability assessment frameworks, and explain the
correlations between the Big Data, Open Data and Smart Data concepts, as well
as its relationship to the CC solutions.
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CC has provided a number of ways for allowing the design and joint use of the
cyber applications and services in a form of the Cyber Physical CC (CPCC) and
Internet of Things (IoT) paradigms, taking a role of support platform for storage
and analysis of data collected from the IoT networked devices.

2 Sustainability

In its broadest sense, sustainability represents a concept that studies the ways that
system functions remain diverse and produce everything that is necessary for the
environment to remain in balance. The philosophy behind sustainability actually
targets all aspects of human life, as an ecosystem, a lifestyle, or a community, will
be sustainable only if it supports itself and its surroundings, and the three pillars
have to be equally well developed in order to sustain the system functioning.

Considering that we are living in a fast developing and highly consumerist
urban environment, the natural resources are with time increasingly consumed.
Additionally, the way of using the resources is rapidly changing, thus the issue
of ensuring the needed level of sustainability becomes one of the most important
questions.

As a popular version of presenting the necessity of three areas of consideration,
and their correlation and mutual impacts, some authors have used the graphical
representation such as in Fig. 1, which provides details considering this area
harmonization issue [1].

According to the mentioned approach, these areas are presented through three
intersecting circles, where the areas of intersection represent different combinations:
B for bearable, E for equitable, V for viable, and S for sustainable. Practically, when
further considering three areas of interest, the full sustainability can be reached only
if it is reached the balance of the sustainability for all mentioned social, economic,

Fig. 1 The former
sustainability pillars
harmonization [1] Social

area

Ecology
area

Economy
area

B E

V

S
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and ecology aspects. Otherwise, if the focus is only on two areas, we can actually
reach the necessary conditions for e.g. equitable area in the case of fulfilment of the
social and economy sustainability needs.

The term sustainability is closely related to the circular economy, which is based
on the reuse of things, energy, water, material, thus allowing a continuous benefit
to all the future generations. Such an economic system is appealing and feasible
substitute to the linear ‘take, make, dispose’ model, and is mostly shown as favorable
in businesses when they start the implementation of this circular principle into their
operations. The ultimate goal of the circular economy concept is to allow efficient
flows of energy, information, materials, and labor so that social, natural, business
and economy investments can be rebuilt [2].

Thus, conforming to [1], the true sustainability can become a truly circular
economy if there is balance and harmonization within the defined sustainability
areas. But, with the time and when considering a range of new tendencies, the
sustainable development has become a complex topic to pin down as it encompasses
a range of subjects. It focuses on balancing that fine line between concurrent goals –
the need to support the technological development, provide economic stability and
progress, keeping the environments clean and stable for living.

Sustainable development represents a multi-dimensional phenomenon, with the
extents and depths that cannot be entirely covered by the current portfolio of
available sustainability assessment approaches. Therefore, there is a need for a new
approach that is powerful enough to quantitatively assess the multiple dimensions of
sustainable development, taking into consideration various scales, areas and system
designs [3].

2.1 The Connection Between Sustainability and Cloud
Computing?

As the substantiation has emerged from the service economy (SE) concept [4], the
paradigm of the CC actually delivers a spectrum of computing services and various
usage alternatives.

The bond between the sustainability and one of the most important nowadays
technologies, the CC, relies on the need to provide all the benefits for the CC
services usage while enforcing the sustainability subsistence.

A number of challenges arise with the application of the SE in Information
and Communication Technologies (ICT). The focus is on the objectives of the
development needs of the global economy and constrains that emerge in the course
of leveraging the processing and communicating of huge amount of data in different
areas, such as economy, ecology, social and even more – in business domain. The
increase in data exchange volume and speed has given additional impact to speeding
up of the research and development in the area of data collection, processing and
storage efficiency use. Therefore, CC as a technology that relies on the virtually



96 V. Timčenko et al.

unlimited capabilities in terms of storage and processing power, represents a real
revelation of the information revolution, a promising technology to deal with most of
the newly arising problems that are targeting different technological and life fields.

2.2 Cloud Computing Sustainability Models – What the Others
Have Done in This Field?

Since CC is one of the most promising transformative society and business trends, it
has raised an unambiguous interest in proposing an adequate sustainability assessing
model. Although there were few attempts to proceed with this idea, the work related
to the sustainability in CC still lacks the integrated proposal. The basic classification
includes general and specific sustainability assessment models, while the models
can be also classified related to their geographical and territorial characteristics,
as global, regional, local and national. The existing models mostly direct the
attention to one specific sustainability pillar. For instance, the study presented in [5]
exclusively reviews the existing CC business models. The authors have addressed
the most prominent business models and provided the detailed classification of
the business strategies and models for long-term sustainability (e.g. Cloud Cube
Model (CCM) which is oriented towards the secure collaboration in business CC
systems [6, 7], Hexagon model which estimates the business sustainability through
six crucial elements [8], etc.). Other papers are more focused to the financial aspect
of the CC applications, where one of the most influential approaches corresponds to
the Capital Asset Pricing Model (CAPM). It calculates investment risks with a goal
to find out the values of the expected return on investments, and in the context to CC,
it is a quantitative model for sustainability [9]. In [10] the authors have put an effort
into providing methodology for modeling Life Cycle Sustainability Assessment.
The named framework points out to the considerable computational challenges
in the process of the development of the Integrated Sustainability Assessment
(ISA) for generation of the regulations, policies, and practices for fully sustainable
development [11, 12]. These challenges are mostly considered as computational
and quantitative sustainability issues, which are typically arising from and for
searching the solution in the area of computing and information sciences. In such
circumstances, the efforts for providing the sustainable development are dominantly
pushed through optimization methodologies, data mining techniques, data analysis
approaches, application of the artificial intelligence, design of specific dynamical
models, and machine learning methodology applications [13–15]. The computa-
tional sustainability mechanisms are important part in the process of development
and application of the sustainable development, as with the application of techniques
related to the CC, operations and management research, it is achievable to assure the
balance of the environmental, economic, and social needs [10].

All of the discussed models tend to provide recommendations on what are the
steps for the users to achieve sustainability by adopting each presented model for
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Fig. 2 Ten UN model principles for Global Monitoring Indicators [16]

one specific area of interest. The research for more comprehensive studies leads
to the United Nations (UN) general model [16]. Ten principles which form the
basis of the UN model generation are the cornerstone for the stable sustainability
development modeling (Fig. 2). In this document, the UN model will represent
the foundation for consideration and reference for comparison to the proposed MO
framework.

In the course of the years of studying the phenomenon of the sustainability con-
servation, some of the most prominent obstacles were the continuous technological
development and a range of ever-changing trends of consuming the technology. New
research shows that tackling climate change is critical for achieving Sustainable
Development Goals [17]. Hence, for sustainable development of nowadays systems
but also the human life in general, it is almost inevitable to pinpoint to the need
of serious consideration of the processes that are applied in different technologies
design and use. In dealing with this issue, the UN framework has found a fertile
ground in determining a wide set of 100 sustainable development indicators, which
were further defined in conjunction with 17 goals (Fig. 3) that were specified as
sustainability development goals, SDGs.

3 The Multi-objective Cloud Computing Sustainability
Assessment Framework

The proposed Cloud Computing Sustainability Assessment framework [18, 19]
covers much wider areas, as it relies on four distinguished sustainability pillars:
economy, ecology, social and business. These four different areas are seen as having
a strong influence by the actual tendencies in CC technologies and development
strategies. The MO framework presents a comprehensive Multi-Objective (MO)
model for assessing sustainability, where the multi-objective perspective comprises
all the effects of the CC technology from the four defined strategic perspectives, and
its mutual impact versus the sustainability needs in the named areas. Contrary to the
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Goal 1
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Goal 3

Goal 4

Goal 5

Goal 6

Goal 7

Goal 8

Goal 9

Goal 10

Goal 11

Goal 12

Goal 13

Goal 14

Goal 15

Goal 16

Goal 17

End poverty in all its forms everywhere

End hunger, achieve food security and improved nutri�on and promote
sustainable agriculture

Ensure healthy lives and promote well-being for all at all ages

Ensure inclusive and equitable quality educa�on and promote life long learning
opportuni�es for all

Achieve gender equality and empower all women and girls

Ensure availability and sustainable management of water and sanita�on for all

Ensure access to affordable, reliable, sustainable and modern energy for all

Promote sustained, inclusive and sustainable economic growth, full and
produc�ve employment and decent work for all

Build resilient infrastructure, promote inclusive and sustainable industrializa�on
and foster innova�on

Reduce inequality within and among countries

Make ci�es and human se�lements inclusive, safe, resilient and sustainable

Ensure sustainable consump�on and produc�on pa�erns

Take urgent ac�on to combat climate change and its impacts

Conserve and sustainably use the oceans, seas and marinere sources for
sustainable development

Protect, restore and promote sustainable use of terrestrial ecosystems,
sustainably manage forests, combat deser�fica�on, and halt and reverse land
degrada�on and halt biodiversity loss

Promote peaceful and inclusive socie�es for sustainable development, provide
access to jus�ce for all and build effec�ve, accountable and inclusive
ins�tu�ons at all levels

Strengthen the means of implementa�on and revitalize the global partnership
for sustainable development

Fig. 3 17 SDG goals [16]

common sustainability approach, in MO the higher level flexibility is obtained by
permitting users to, according to their possibilities, follow the objectives that are
specifically important to them, without the necessity to keep in line with any of the
defined constraints.

One might ask why these four pillars, but it becomes clear when considering that
the named areas are of the primary interest for users. By using CC services, the con-



Approach to Assessing Cloud Computing Sustainability 99

Economy

Ecology Business

Social

Primary

Secondary

Tertiary

Quaternary

Abiotic

Biotic

Providers

Users

E-Learning

E-Government

E-Health

E-Banking

Social
networking

Cloud Computing
Sustainability

Fig. 4 General overview of a proposed Multi-objective Assessment Framework for Cloud Com-
puting [18]

sumers can more efficiently fulfil the needs for comfortable social communication,
easier exchange of the sensitive data, and can afford fast and scalable networking,
while meeting the requirements and statements from the Universal Declaration of
Human Rights (UDHR) [20]. The benefits from the use of the CC technology for a
range of causes have an impact to the economic development, reinforce the company
business possibilities [21] and considerably inflate the environmental awareness of
the society [22].

As widely accepted, the UN model represents the strongest reference towards the
generation of further sustainability development frameworks, motivating us to grant
the possibility of mapping the UN sustainable development indicators and goals to
the areas defined by the MO framework.

In its general form, the proposed framework can be depicted through the first two
layers of the model (Fig. 4). The model is further layered in each of the presented
branches, following the individual area attributes and characteristics.

The MO framework is designed with the high respect to the provided definitions
of the indicators and without a particular rules and policy for mapping. For all four
areas that it covers, MO framework has made available the appropriate indicators
mapping (represented in form of the numbers, as they appear in [16]).

Figures 5, 6, 7 and 8 provide detailed information and visual presentation of the
indicators matching with the four MO framework areas and subareas.

The service sector is undoubtedly now one of the dominant components of the
world economy. Thus, the concept of the service economy (SE) [4] is intensively
argued and evaluated as the integral part of research and the development in the
ICT field. What is more worthy of pointing out, the innovation has become the
crucial wheel of correlation and diversity in mutual influences between the service
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Fig. 5 Economy aspects for MO CC sustainability assessment framework

economy sector and ICT, and the continuous development and progress in ICT is
recognised as a critical factor for the flourishing growth of the service economy
sector. Actually, back to the roots of its development, the economy sector is usually
treated based on the generally accepted “four economic sectors” concept – primary,
secondary, tertiary and quaternary [23]. The applied classification of the mayor
economic activities relies on the UN International Standard Industrial Classification
(ISIC) hierarchy. ISIC defines 21 categories of activities which are marked with
letters A to U and are described in details in [24].

The ecology pillar is highly ranked topic within the sustainability development
area. According to the set of the general ecology factors, the ecology objectives
related to the sustainability development can be categorized either as abiotic or
biotic [25]. The abiotic factors are related to consequences from the pollution
generated from the use of CC resources in different life-cycle phases. The gen-
erated carbon footprint is typical for each CC component, thus it is important to
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have into consideration all the particularities related to functioning of each used
component/device. At the other hand, the biotic branch of the objectives estimates
the influence of the cyber physical systems to the process of keeping the existing
homeostasis or the reestablishment of disrupted homeostasis. Figure 6 represents
the ecology objectives of the MO framework.

Figure 7 provides the overview of the mapping within the field of social
objectives. Social area is dedicated to the provisioning and dealing with the issues
that may arise from the use of the range of public services which are offered to
the users by government, private, and non-profit organizations. When designing,
generating, and offering the e-services, users should be treated according to the
rights which are guaranteed by the laws and legislation founded in the application
of the rights claimed in Universal Declaration of Human Rights (UDHR), and which
should be a part of the national legislation and policy [20].

The goal is to provide efficient and easy to use public services which would
enhance the organizations efficiency and enforce the communities, by promoting
the equal opportunities in society. In its most substantial form, social area should
cover the guaranteed provisioning of different levels of education, health care, food
and medicaments subventions, job seeking services, subsidized housing, community
management, adoption, and policy research with set of the services that are user
oriented. In general form, the e-services can be classified as: e-Government, e-
Learning/e-Education, e-Health, e-Banking, and social networking. The named
groups of services can be further estimated through common and individual
characteristics. The common characteristics target the fulfilment of different issue
categories, starting from the privacy and security of the data which is shared in the
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cloud; mobility of the users and network availability which is additionally correlated
to the diversity of the used devices and interfaces; but also highlighting the need for
raising the awareness of a need for developing services to help users with disabilities
to efficiently satisfy their special needs. All e-services sets should be thoroughly
evaluated for a list of benefits and possible risks and operational issues.

3.1 The Principles of the Modelling and Integration
of the Business Objectives

The MO model has that distinctiveness from UN model that, besides the social,
economy and ecology aspects, it puts the business area as a fourth pillar necessary
for comprehensive sustainability modelling of CC. The list and detailed explanation
of all the objectives of the MO model are provided in [18, 19], while in this chapter
the focus is put to details related to business area, its objectives, specificities and
position in the framework.

There were some efforts to provide the meaningful studies on the effects of
the social, economic, and ecological aspect to the development of the business
sector, but none has considered the business sector as one of the equally important
sustainability mainstays [12]. This subchapter provides a complete analysis of the
details related to the integration of the business part of the proposed MO framework.
Figure 8 gives an overview of the objectives related to the needs and concerns of CC
business users. The business area considers two different classes of the objectives,
the provider and user specific.

Business aspects are presented by two subdivisions: (1) Income analysis which
is further subdivided to the objectives related to the QoS and those related to the
income maximization; (2) Expenses analysis, which defines and estimates the
resources use and efficiency of resources utilization. The granulation within the
ramification is achievable to the point where quantification is possible, having into
consideration the appropriate decision variables.

Figure 9 presents an example that will be further examined and explained. If
we focus to the IaaS CC concept (analogously applicable to other CC concepts –
SaaS, NaaS, PaaS), the income domain of the model deeply estimates the business
practices of the particular infrastructure provider and possibilities of putting into the
use its CC infrastructure.

The further analysis is dedicated to the income objectives.
The quality of service (QoS) can be estimated providing that a set of design

variables and their values are available.
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3.1.1 QoS Maximization

The QoS objective most important variables are: performance, fault tolerance,
availability, load balancing, scalability, and their calculations often rely on the
complex algorithms. It is also important to consider their correlations. Table 1
summarizes the most important QoS design variables:

QoS is estimated by a set of relevant relations and defined goals to accomplish
when delivering the CC to the user:

QoS
(
Si, V Mj

) = f (QoSDesignV ariables) (1)

where QoS(Si, VMj) is a complex function and assumes evaluation of the: perfor-
mance, fault tolerance, available resources, load balancing, and scalability. The
named characteristics depend on a number of factors which can be grouped as:

I = Quantifiers related to the physical resources:

Iqf

= f
(
NS, Si, S

CPU
i SRAM

i , Sst
i , Sstr

i , Sbw
i , HDDparam, SDDparam, RAID

type
i , FS

type
i

)

(2)

where we can define the HDDparam and SDDparam as following:

HDDparam = f
(
HDDnum,HDDi−f eatures, HDDsize

)
(2a)

and

SDDparam = f
(
SDDnum, SDDi−f eatures, SDDsize

)
(2b)
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Table 1 The most important QoS design variables

Variable Identifier Range of values

No. of physical servers NS {0, .., 1000}
Physical serveri Si {0, .., N}
No. of VMs NVM {0, .., 1000}
Virtual machinej VMj {0, .., M}
No. of ph. CPUs on ph. server Si SCPU

i {0, .., 200}
No. of virtual CPU cores on VMj V MCPU

j {0, .., 10}
RAM size on ph. server Si [GB] SRAM

i {0, .., 128}
RAM size on VMj V MRAM

j {1, .., 64}
Ph. storage size on ph. server Si[TB] Sstr

i {1, .., 500}
VMj image size [TB] V Mim

j [0.02, 4]

Ph. server network traffic [GB/s] Sbw
i {0, .., 1000}

VMj network traffic bandwidth V Mbw
j {0, .., 1000}

Hypervisor type and parameters Hypervisor
type
i {Xen, KVM, ESXi, Hyper-V}

CPU scheduling type and parameters
related to hypervisor

CPUsch
i {bvt,fss}

No. and type of magnetic HDs HDDnum {0, .., 1000}
Hard diski HDDi

Hard diski size [TB] HDDsize
i [0.3, 10]

Type and no. of SSD HDs SDDnum {0, .., 1000}
SSD diski SDDi

SSD diski size [TB] SDDsize
i [0.128, 2]

RAID type and parameters RAID
type
i {0, .., 7}

Filesystem type and parameters FS
type
i {ext2–4,xfs, btrfs, ntfs, zfs}

VMs distribution Si ↔ VMj NS ∗ NVM

VMs migration VMj(Si→) NS ∗ NVM

VMs images migration V Mim
j (Si →) NS ∗ NVM

System of the VMs images replicas V M
imrep
j (Si →)

II = Quantifiers related to the virtual resources:

II qf = f
(
NV M, V Mj , V MCPU

j V MRAM
j , V Mim

j , V Mbw
j ,HP type, CPUsch

HP

)

(3)

III = Quantifiers related to the performed activities {migrations, distributions,
replications}

III qf = f
(
Si ↔ V Mj , V Mj (Si →) , V Mim

j (Si →) , V M
imrep
j (Si →)

)

(4)



106 V. Timčenko et al.

Taking into consideration relations (1)–(4) we define QoS maximization as Goal
O1:

O1 = max QoS
(
Si, V Mj

)
(5)

The strongest impact on QoS has the optimization of performances, as it is a
function of a large number of variables:

QoS(perf ormances) = f
(
Iqf , II qf,Si ↔ V Mj , V Mj (Si → Sk)

)
(6)

As for the reliability and high availability (HA), these factors are greatly affected
by virtual machine (VM) manipulation operations: VM migration, VM images
migration and system of image replicas:

QoS (reliability,HA) = f
(
RAID

type
i , V Mmanip

)
(7)

where

V Mmanip = f
(
V Mj (Si → Sk) , V Mim

j (Si → Sk) , V M
imrep
j (Si → Sk)

)

(7a)

3.1.2 Security Provisioning

The security concerns are evaluated at different levels, while the focus is directed
towards the provisioning of the sensitivity, specificity and accuracy of the security
systems.

The common problem is the direct clash with the performance and energy
efficiency objectives, as these are in the conflict with the security limitations. The
objective of provisioning secure CC services can be analyzed through a set of
variables listed in Table 2:

As cloud stands for inherently highly vulnerable environment, one of the major
concerns for CC designers and providers is to provide and further preserve the CC
security and privacy. For that purposes, they apply a range of different hardware
and software security systems, with implementation of various techniques and
methodologies for malicious traffic and attacks detection, prevention and reaction.
Providers commonly implement specialized security devices and components, such
as firewalls, and cryptographic techniques in the data exchange. The devices are
usually set up to a specific access control lists, but still, with the increase of
the number and types of the malware and sophisticated attacks routines, these
policies have failed when coming to the full cyber protection of the networks
and computer systems. The inevitable parts of any prominent operator system are
intrusion detection systems (IDS) and intrusion prevention systems (IPS) which are
commonly used to perceive the appearance of the malicious traffic, unusual and
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Table 2 The most important security related design variables

Variable Identifier Values range

No. of firewalls Nfw {0, .., 1000}
Firewall index FWi {0, .., Nfw − 1}
No. of IDSs NIDS {0, .., N}
IDS index IDSi {0, .., NIDS − 1}
No. of IPSs NIPS {0, .., 1000}
IPS index IPSi {0, .., NIPS − 1}
No. of anti-malware NAM {0, .., 1000}
Anti-malware index AMi {0, .., NAM − 1}
No. of attacks that are correctly detected TPi {0, .., Nevents}
No. of normal events that are wrongly detected as attacks FPi {0, .., Nevents}
No. of attacks that are not detected as attacks FNi {0, .., Nevents}
No. of normal events that are correctly detected TNi {0, .., Nevents}

potentially vicious network communications and their purpose is to preserve the
systems from widespread damage in the case of the detection of the improper usage
of the computer system.

An IDS/IPS system supervises the activities of a certain CC environment and
makes decision on the level of malice/normality of the logged activities. The
supreme goal is to conserve the system integrity, confidentiality and the availability
of exchanged data. The sophistication and complexity of the IPS/IDS allows the
performances with certain level of success, as there is no perfect and unmistakable
detection approach applicable to all the events that occur in the system/network.
The events are detected and classified as normal or malicious according to the
specific mechanisms related to applied IPS/IDS. Thus, there is a possibility of
making mistakes while classifying causing a false positive (FP) if a normal activity
is identified as malicious one, or false negative (FN) if malicious traffic is identified
as normal.

Based on the values of this metrics, a set of important variables is calculated,
such as sensitivity and specificity of IDS and IPS systems which are evaluated as
a part of the MO CC sustainability framework business area. The variable values
represent result from the evaluation of the data that are gathered in the form of the
confusion matrix, as shown in the Fig. 10.

Sensitivity and specificity of the IDS and IPS systems are defined as follows:

sensitivity = T P ratei
= T Pi

T Pi + FNi

(8)

specif icity = T Nratei
= T Ni

T Ni + FP i

(9)
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Fig. 10 Terminology and derivations from a confusion matrix

Thus, based on this definitions, it is possible to calculate the values of the variable
defined as Goal O2, the sensitivity maximization:

O2 = max T P rate

(
T P ratei

)
(10)

and Goal O3, which calculates the specificity maximization:

O3 = max T Nrate

(
T Nratei

)
(11)

The enhancement of the most of the security variables and functions has a
negative impact on QoS and energy efficiency variables.

The branch related to the expenses provides two groups of the objectives: the
resources usage and efficiency of resources utilization. The objectives and specific
goals are further discussed in joint analysis.

3.1.3 Resources Usage

The resources usage from the CC point of view can be estimated by measuring of
the energy use for the operations in the cloud, the necessary administrative time,
and the use of non-IT components and time. From the practice, the energy use is
the most important, as it depends on the CPU energy usage, energy used for storage
operations and energy spent on network components.



Approach to Assessing Cloud Computing Sustainability 109

3.1.4 Efficiency of the Resources Utilization

The goal of resource efficiency can be broken down to four objectives: CPU
efficiency, RAM memory use efficiency, storage space use efficiency, and network
traffic efficiency. Since the design variables that affect these targets significantly
overlap with the variables that affect QoS objectives, we will not repeat them. The
formula for resource use efficiency is:

φ1
(
Si, V Mj

) =

NV M∑

j=1
V MCPU

j

NS∑

i=1
SCPU

i

+
NV M∑

j=1
V MRAM

j

NS∑

i=1
SRAM

i

+
NV M∑

j=1
V Mim

j

NS∑

i=1
Sstr

i

+
NV M∑

j=1
V Mbw

j

NS∑

i=1
Sbw

i

4
(12)

where (just to recall) according to the Table 1 and relations 2 and 3, V Mbw
j , VMj

im,

VMj
RAM , VMj

CPUstands for VMjnetwork traffic bandwidth, image size, RAM size
and CPU capacity, respectively. Also, SCPU

i , SRAM
i , Sbw

i and Sstr
i stand for Si

available CPU capacity, RAM memory, network traffic bandwidth and available
storage, respectively.

We define Goal O4 as reaching the maximization of φ1 (relation 9).

O4 = max φ1
(
Si, V Mj

)
(13)

It depends on optimal deployment and migration of virtual machines (relation
10).

φ1
(
Si, V Mj

) = f
(
V Mdeployment , V Mmigration

)
(14)

The Goal O5 is defined as accessing the minimization of the number of VM
migrations (relation 11).

O5 = min φ2(V M) (15)

while the resource use efficiency is closely related to the VM migration. The number
of migrations of virtual machines is calculated according to (relation 12):

φ2(V M) =
NV M∑

j=1

V Mj (Si → Sk) (16)

The general target related to the use of the CC resources can be decomposed
into three objectives: energy use, the use of administrative time, and the non-IT
equipment use. We will concentrate on the objective of the energy use that can be
decomposed into: CPU energy use, storage energy use, and network components
energy use. The featured variables that target this goal are listed in Table 3.
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Table 3 The variables related to the resources usage design

Variable Identifier Values range

Number of different CPU power consumption states NCPU _ st {0, .., K − 1}
Power consumption for different CPU states P CPU

i

Probability of Pj state of the CPUi αCPU
i−j [0, 1]

Number of different magnetic HDD power consumption states NHDD _ st {0, .., K1 − 1}
Power consumption depending on the HDD state P HDD

i

Probability of Pj state for HDDi αHDD
i−j [0, 1]

Number of different magnetic SSD power consumption states NSSD _ st {0, .., K2 − 1}
Power consumption for different SSD states P SSD

i

Probability of Pj state for SSDi αSSD
i−j [0, 1]

The listed variables highly depend on the values obtained from calculating
statistical power consumption on each of the CPUs and on all the used CPUs. The
statistical power consumption depends on the probability of Pj state of the CPUi

according to the following relation:

PCPUi
=

NCPU_st−1∑

j=0

αCPU
i−j ∗ P CPU

j (17)

while the statistical power consumption of all CPUs can be calculated as:

PCPU =
NCPU−1∑

i=0

NCPU_st−1∑

j=0

αCPU
i−j ∗ P CPU

j (18)

Having all the previous relations used, the number of physical processors NCPU

is calculated according to the relation 19:

NCPU =
NS−1∑

i=0

SCPU
i (19)

and the probability of a specific state for CPU is:

αCPU
i−j = f

(
Hypervisorstype, CPUsch, Si ↔ V Mj

)
, V Mj (Si →)

)
(20)

Goal O6 (relation 21) focuses to the minimization of energy consumption taking
into account all physical processors. The fulfillment of this goal can be in contrast
to the needs for the fulfillment of the QoS performances.

O6 = min PCPU (21)
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The storage power consumption depends on the used disk technology, namely
Hard Disk Drive (HDD) and Solid State Drive (SDD). It is necessary to calculate
the statistical power consumption for individual PHDDi

(relation 22) and PSSDi

(relation 23), and statistical power consumption of all disks, PHDD (relation 24) and
PSSD (relation 25):

PHDDi
=

NHDD_st−1
∑

i=0

αHDD
i−j ∗ P HDD

j (22)

PSSDi
=

NSSD_st−1
∑

i=0

αSSD
i−j ∗ P SSD

j (23)

PHDD =
HDDnum−1∑

i

NHDD_st−1
∑

j=0

αHDD
i−j ∗ P HDD

j (24)

PSSD =
SSDnum−1∑

i

NSSD_st−1
∑

j=0

αSSD
i−j ∗ P SSD

j (25)

Probability of Pj state for HDDi and probability of Pj state for SSDi can be
calculated according to the relations 26 and 27, respectively:

αHDD
i−j = f

(
HDDparams,NV MS

, FS
type
i , RAID

type
i , I II qf

)
(26)

αSSD
i−j = f

(
SSDparams,NV MS

, FS
type
i , RAID

type
i , I II qf

)
(27)

According to the defined variables, we can set up the Goal O7 as the need to
provide Pstorage minimization (relation 28). The fulfillment of this goal can be in
contrast to the needs for the fulfillment of QoS performances:

O7 = min Pstr (28)

Total power consumption Pstr of all drives is calculated as the sum of the PHDD

and PSSD:

Pstr = PHDD + PSSD (29)
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Along with the objective of minimizing the power consumption, we can define
goal for energy efficiency maximization that is in conformance with power con-
sumption minimization and with QoS objectives. Thus, relation 30 defines the Goal
O8 task as the maximization of Energy Efficiency (EE):

O8 = max EE (30)

A precise definition of EE (relation 30), is the ratio between the generated QoS
and energy spent to achieve this QoS level.

EE = QoS

P
(31)

The variable EE can be decomposed to the corresponding subsystems. In this
context, we define Goal O8a, as the maximization of EE CPU performances:

O8a = max EE(CPU) (32)

It is acquired using the formula for EE performance related to the corresponding
CPU:

EE(CPU) = QoS(CPU)

PCPU

(33)

Additionally, we seek for the fulfillment of the Goal O8b which acquires the
maximization of EE storage (str) performances:

O8b = max EE(str) (34)

EE performance related to the corresponding storage is:

EE(str) = QoS(str)

Pstr

(35)

Having all previous O8x goals accomplished, for even better estimation of the
system performances from the storage point of view we define Goal O8c as the
maximization of EE networking performances:

O8c = max EE(networking) (36)

EE performance is related to the corresponding network bandwidth that is used
in the system, and calculated according to the following relation:

EE(networking) = QoS(networking)

Pnetworking

(37)
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The further steps toward the development of the energy efficient CC environment
encompass four challenges to deal with:

Challenge 1: Selection and optimization of energy-efficient hypervisor and CPU
scheduling in a private multiprocessor cloud environment.

Challenge 2: The minimization of storage system consumption.
Challenge 3: Minimization of consumption on the network level, taking into account

network devices, controllers and network protocols.
Challenge 4: Allocation schemes for VMs, improved load balancing, and virtual

machines migration with a goal to reduce energy consumption.

As it can be seen, the objective of promoting the new pillar to the sustainability
framework is complex and it can be extremely delicate, as many functionalities
depend on each other. Usually the lack of the fulfilment of some of them can bring
some major negative consequences. Next subchapter provides a detailed explanation
of our methodology when defining MO concept and implementing it to CC and
sustainability planes.

3.2 The MO Framework Methodology and Comparison
to the UN Model

For the needs of encompassing all the provided modelling procedures of the
integration of a new pillar to the CC sustainability modelling, we have allocated
all the UN indicators to the defined MO framework sectors (the numbers provided
in different objectives within the areas presented in Figs. 4, 5, 6, and 7). Still,
some sectors of the UN framework are not covered with any indicator, which
demonstrates that the UN framework for sustainability has not equally considered
all the activities as important from the sustainability point of view. Then again,
there was an issue with some indicators that were earlier recognized as belonging
to some e.g. economic section (Fig. 5), and afterwards could not be allocated to any
of the mentioned ISIC sections [24]. Nevertheless, the biggest problem was to find
a way to cover the newly integrated business area, and we could not find specified
indicators that can cover it successfully. Additionally, our motivation was to provide
some logical correlation with other areas. With that in mind, we have provided the
necessary steps for making the comparison of the MO and UN frameworks. The
frameworks are examined and compared taking into consideration the following
[19]:

1. Control cycles/phases.
2. Target user.
3. Principles for determining indicators and targets.
4. Number of indicators.
5. Framework readiness.
6. Areas covered by sustainability assessment models.
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The average CC user has a set of expectations when thinking about using the
CC services. These are mostly related to the possibility of allowing the monitoring
and self-healing, provisioning of the required service level agreement (SLA), pay-
per-used service, high automation possibilities, and some guaranteed level of the
availability and reliability [26]. In order to provide detailed and encompassing
comparison, we apply the approach founded on the well-known theory of control
systems, drawing particular attention to the important purposes which have initiated
the application of the sustainability assessment procedure. The basis of the control
systems theory are: particular control cycles, application of the multi-objective
optimization and use of the dynamic control.

Dynamic control theory sets the terms for controlling the transition from some
specific state to the desired state of the system. As in the practice, when applying
the approach relying on the single objective may not satisfactorily represent the
considered problem, it is recommendable to consider the Multi-Objective Optimiza-
tion (MOO) which provides the formulation of the issue by using the vector of
the objectives. When applied to the system, this way formulated dynamic control
provides the most efficient combination of the MOO and adaptive control, with
minor transitions from different states and keeping the system within the desirable
regions. Consequently, it is possible to fulfil the goal of: (1) allowing the transition
from the system state oriented assessment framework to the system control oriented
framework, (2) providing dynamic MO control of the system and (3) keeping the
homeostasis in desired state.

3.2.1 Comparison Details

Considering the aforementioned idea aspects we provide the explanation on com-
parison steps for MO and UN frameworks and give observations.

1. Control cycles phases defined for the chosen model

The main conceptual discrepancy between these two frameworks is that MO
framework is not just about evaluating but more about the control of the sus-
tainability, while the UN framework is mainly concerned with the sustainability
evaluation. Both models rely on group of phases, where some of them match. The
main difference is that the UN framework does not rely on the real control cycle
but on a set of linear phases: Monitoring, Data Processing, and Presentation. On
the other hand, MO framework follows the full control cycle: Data Collecting, Data
processing, Make Decision and Act cyclic phases. The overview of the comparison
on the UN phases versus the MO framework cycle is provided in Fig. 11.

Monitoring is the first step in the UN framework and it relies on the supervision
of the progress of the list of Global Monitoring Indicators (GMI) in the defined time
basis and considering local, national, regional, and global level of monitoring. The
first phase in the proposed MO framework is named as Data Collecting phase, as
it is based on the process of the data acquisition. The processes that are applied in
monitoring/data collection phases are covering different data types, and considering
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Control
Cycle

Presentation -
UN

Make decision - MO

Act - MO

Data Collection
- MO

Monitoring - UN

Process Data -
MO

Data processing
- UN

Fig. 11 MO versus UN SDG framework

that the UN framework relies on 100 indicators and a set of sub indicators targeting
diverse levels (global, regional, local and national), there is need for a complex
monitoring system that would process the large amount of gathered data. Design
of such a composite system would require large time and cost constraints, while
the monitoring/collection of data should rely on systems that are generally owned
by the State. Thus, the UN framework monitoring phase is mostly based on the
national level data monitoring, while the MO framework pushes to the air the idea
of collecting open data and private data.

The realization of the tasks defined by the Data processing phase is under
the supervision of the specialized UN agencies and a number of international
organizations that receive information and data from the national statistical offices
(NSO), companies, civil and business society organizations. There is still a lot of
work in the process of solving all the gaps and determining the standards and
policies for collecting and processing data.

Presentation and analysis is the final UN model phase. It is mainly achieved by
the generation of analysis reports, organization of conferences and provisioning of
the knowhow through different workshops. MO model assumes the Process Data
phase as the one that would provide data resources which will be input for the
Make Decision phase. The decision makers have great benefits from this phase
as it is based on the MO optimization which offers the possibility to use data and
further generated information in order to make more optimal and precise decision.
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When the decisions are taken, the next is the Act phase, which corresponds to the
operational part of the MO framework. It can have impact to the Data Collection
phase in next time interval of the cycle.

2. Choice of the target user

The choice of the target users/group of users as a comparison aspect makes an
respectable difference between the two frameworks. UN framework considers the
final user as a target, and all the data are accessible to the public. MO framework is
primarily intentioned for the users that are involved in managing the processes based
on the defined technology, and those are mostly corporate users. It is noticed that
the UN framework lacks the indicators/sub-indicators that would properly indicate
the level of the exploitation of the recent technology developments.

3. Principles for determining indicators and targets

The principles and accepted rules for determining indicators and targets require
a high level of consideration. In the case of the UN model, as it is shown in Fig. 2, it
is proposed through 10 principles defined for the needs of the integrated monitoring
and indicator framework. MO framework relies on the principle to provide to the
users a multi-objective dynamic control system. The indicators are assumed to
provide information in real time and before the defined time limit.

4. The number of the indicators

Considering the aspect of the defined numbers of the indicators for each of the
analysed frameworks, the UN framework is in advantage as it defines 100 indicators
and 17 groups of the goals (identified on global, regional, local and national levels).
At the other hand, we are still developing the MO framework, but the goal is to
cover companies grouped by size (global, regional, local) and ownership structure
(public, private, combined). Nevertheless, the most visible issue with UN framework
is a lack of appropriate indicators that would target the business sector, and areas of
the technological development, research and academia.

5. The readiness of the framework

Again, UN framework has some advantages, as it exists for a long-time and it
is documented by, so far, two editions. Conversely, the MO framework is still in
research and development phase.

6. Areas covered by sustainability assessment models

The last, but not least is the topic related to the areas covered by sustainability
assessment models. The MO framework has a huge advantage over the UN model,
as it includes areas of economy, business, society, ecology, unlike the UN framework
that neglects the business area and adequate sustainability indicators. The major
support to this initiative is on numerous organizations and stakeholders that are
holding up sustainability development, and the final goal is to align the business
metrics to SDG indicators. What is more, CC has practically emerged as a response
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to the business users needs, thus it is more than intuitively clear that business area
objectives need to be properly covered in sustainability modelling concepts.

3.2.2 Open Data, Big Data, and Smart Data in the Context of CC
Sustainability

According to the reports from the International Data Corporation, the digital
data amount is expected to raise forty to fifty-folds between 2010 and 2020, to
40 zettabytes [27]. Practically that means that for each of the world’s inhabitants
six terabytes of data will be stored by 2020.

The University of Oxford has carried out a global survey of people from different
sectors, and the results have shown that more than 60% of respondents have
confirmed that after starting to use data and analytical processes their companies
have enhanced their competitive edge [28]. The main challenge (or obstacle) is
to find really useful data in the mountains of available data around the world.
At that point, the Big Data concept comes to the stage, as this term refers to a
range of technologies and methodologies for processing large amounts of data,
encompassing the recording, storing, analysis and displaying of the results in a
correct and necessary form. The need of provisioning of the fast and focused search
for the needed information, the big data has evolved into Smart Data, the term that
indicates the necessity of introducing a certain level of intelligence for better and
more efficient understanding of the huge amounts of data in order to evaluate and
use it correctly. It is important to consider the functioning of different devices and
facilities, in order to obtain the really relevant data, where the focus is predominantly
on the valuable, so called “smart”, content, and less on the amount of data. Both
versions of data should be open accessible for different users, as when data is
inaccessible, information is concealed, and all the insights into data are disabled.
The data hold the keys to the change in almost every area of human life. The open
access data should be used to serve and achieve lasting social and economic change
in communities. E.g. the trust to the public safety can be additionally enhanced by
publishing the datasets associated to the geospatial data, financial data, and general
public safety data.

Cloud-based solutions allow government/corporate/legislation organizations to
share insights with the users, offer online accessibility to their data and proceed
with data-driven decisions making.

Additionally, the development of CC solutions that can help in the area of
strategic decision-making, combined with the openness and availability of the
governmental and police data, can provide to the users enhanced transparency, trust
and community-oriented policing.

When tackling the legislation area, the experience of the law enforcement
agencies shows that CC solutions permit to the users the access to the centrally
accessible data repository from multiple sources for the users in a way to view and
examine policing data.
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The business area relies significantly on the use of the Open Data economy and
the emerging initiative for its implementation [29]. The availability and permission
for the use of the Open Data can aid in achieving greater economic security with
the increase of the opportunities for better education and significant impacts to the
arise of the job possibilities. The term Open Data is very important phenomenon,
closely connected to the overall government information architecture which are
using this data and usually combine it with other data sources. The launched
initiative for the opening of the government data provides solutions on the issues
of providing transparency, participation of different interested sides, and stimulates
the development of the specific services related to the safe data usage.

For some needs the Open Data has to be available in a form of the Smart
Data, which is practically refined and structured Big Data. Open Data represents
accessible, comparable and timely data for all, and should be enabled to be meshed
up with data from multiple sources (external sources, data aggregators, government
and political data, weather data, social data, universities and research, operational
systems, etc.) in a way that is simple consumable by any private/corporate user and
any access device.

The key issue related to the generation of policies for CC sustainability frame-
work purposes is the requirement of proper decision making, involvement of the up
to date ideas and consideration of different methodologies for available resources
management. Such issues demand for solutions that involve the computational
challenges that belong to the realm of the computing and information science
such as: optimization, data analysis, machine learning, dynamical models, Big Data
analysis.

For now, one of the main differences is that the UN framework relies on the use
of open public data while MO framework considers use of both open public data and
private data (Fig. 12). For proper functioning and application of the MO framework,
there is a need for a huge amount of various data, and in most of the cases this data
refers to the Open Data which is held by the State. The accessibility to open data is
a subject to the existence of the legislation that would regulate the open data idea
[30].

UN

MO

Open Public Data

Private Data

Fig. 12 MO vs. UN SDG framework data sources
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When providing the Open Data in different formats and combining it with the
use of the CC concept, there is a wide open door for efficient development of the
innovative methodologies, in a way that the companies are using Open Data to
exploit the discovered market gaps and recognize prominent business opportunities,
design new products and services and develop more sophisticated business models.

The Open Data accessibility could potentially grow the data supply, involve
bigger number of industrial and private users and allow business awareness for
government employees.

The CC platforms are perfect environment for enabling and further encouraging
the business potential of Open Data. As a vital part of overall government
information architecture, the Open Data should be meshed up with data from
diverse resources (operational systems, external sources) in a way that is simple
to be used by the citizens/companies with different access devices. Cloud solutions
have high rate of provisioning new applications and services which are aimed to
be built on those datasets, enabling the processed data to be straightforwardly
published by governments in very open way and independent of the type of the
access device/software. Cloud allows high scalability for such use, as it can store
large quantities of data, process the billions of operations and serve huge number of
users. Different data formats are requisite “tool” for the researchers and developers
for provisioning additional efficiency for the generation of the new applications and
services. Additionally, CC infrastructure is driving down the cost of the development
of the new applications and services, and is driving ability of access by different
devices and software. Still, it is of great importance to consider the possibilities of
integrating higher security and privacy concerns when dealing with the use of open
data in CC [31]. To acquire higher security it is important to permit the use and
exchange of the encrypted data, as it travels through potentially vulnerable points.

3.3 Sustainable Cloud Computing in Modern Technologies

Cloud Computing platforms represent shared and configurable computing resources
that are provided to the user and released back with minimum efforts and costs. CC
as a service can be offered in a form of: Infrastructure as a Service (IaaS); Platform
as a Service (PaaS), Software as a Service (SaaS), and Data as a Service (DaaS)
which is shifted forward to conceptually more flexible variation – Network as a
Service (NaaS).

The technological improvement has yielded the extensive transition from the
traditional desktop computing realm to the all-embracing use of the CC architectural
and service provisioning pattern. It has further made basis for environment charac-
terized by favorable conditions for efficient movement of the services to the virtual
storage and processing platforms, mostly offered through different CC solutions.
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3.3.1 Towards the Integration of the Internet of Things and Sustainable
Cloud Computing

Internet of Things (IoT) environments are usually built from self configuring
intelligent network devices, mostly mobile devices, sensors, and actuators. As such,
this environment is highly vulnerable and deals with a range of security/privacy
concerns. It still lacks ideal energy efficiency solutions, and requires special
efforts for guaranteeing reliability, performance, storage management, processing
capacities. One of the most actual topics is reflected through demanding IoT
environment. It gives light to CC and IoT technologies, as IoT needs a strong support
of the CC platforms, that can bring flourishing performances for a potentially vast
number of interconnected heterogeneous devices [32–34].

CC is perfectly matched with IoT paradigm, taking a role of support platform for
storage and analysis of data collected from the IoT networked devices. Moreover, it
is perfect moment to discuss and include to the proposed sustainability framework
the arising interest in merging Cloud and IoT, in literature already named as
CloudIoT as their joint implementation and use has already become pervasive,
making them inevitable components of the Future Internet. Our idea is to provide
a wide sustainability assessment framework that will encompass all the diversity
of design and use variations as well as the integration of the CC technology as a
support platform for more specific environments and architectural designs.

The merging of CC and IoT has further provided the possibility of pervasive
ubiquitous distributed networking of a range of different devices, service isolation
and efficient storage and CPU use. IoT practically represents the interconnection
of the self configuring, smart nodes, so called “things”, and allows: fast and secure
exchange of different data formats; data processing and storage; building of the
perfect ambient for raising popularity of IoT alike environments.

IoT has gained significant effect in building intelligent work/home scenarios,
giving valuable assistance in living, smarter e-government, e-learning, e-health,
e-pay services and range of transportation, industrial automation, and logistics.
Figure 13 depicts the IoT and CC relationship.

For smoother explanation of this technological merging, the CC concept can be
described as a complex I/O architecture. The input interface gathers diverse sources
of Open and private data, which can be provided in a range of formats. At the other
side, the stored data is further processed, and in different forms (including the form
of semantic WEB) offered as an output data sources. Besides offering a range of
input and output interfaces, CC has to provide adequately designed middleware
layer. This layer is specific as it is a form of the abstraction of the functionalities and
communication features of the devices. It has to bring efficient control and provide
accurate addressing schemes. The services should follow these tendencies and allow
the omnipresent and efficient computing performances. The goal is to keep the
proper level of performances for IoT sensor/mobile/intelligent transport network
in the sense of the uniqueness, persistence, reliability, and scalability. The NaaS
CC concept, enforced with virtually unlimited memory and processing capabilities
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represents a basis to the IoT needs, strongly converging to the Things as a Service
(TaaS) concept.

The drivers for the integration of these two concept are producing valuable
impact to the development of different areas of research, industry and human life.
The progress is obvious in the areas of corporative activities, financial activities,
environmental care activities, health care activities, and in social networking, but
there is still room for improvement and further enhancement of human life. As a
consequence of the agreed directions for development in various industrial areas,
new CC branches have appeared, mostly related to the design of Cyber Physical CC
(CPCC), Mobile (personal or business) CC (MCC), Vehicular CC (VCC). Next, we
will discuss the CPCC concept in relation to the CC.

3.3.2 Cyber Physical in Sustainable Cloud Computing

The Cyber Physical CC concept relies on the need for provisioning of the physical
world connectivity to the cyber world through ubiquitous networking infrastructure.
Even more deeply considered, CC technology has provided a number of ways for



122 V. Timčenko et al.

empowering and strengthening the cyber physical systems, by allowing the design
and joint use of the cyber applications and services in a form of the Cyber Physical
CC (CPCC). A cyber-physical system is defined as transformative technologies
for managing interconnected systems between their computational capabilities and
physical assets [35]. It helps making true the fusion of the physical world and virtual
world; where is dominant the rule of the trends that imply faster growth of the
industry as a response to the demands of the Industry 4.0 (e.g. smart factories)
[36]. There is also a strong tendency to promote the Industry 4.0 as an inseparable
term related to the global change of the Internet, as it is a technological vision
developed directly from manufacturing sector and is now interchangeable with other
terms such as ‘The Industrial Internet’ [37]. This merging can be possible only
by a inter-supportive initiatives from the research and development teams from
different areas related to the CC. The simulation, autonomous robots, augmented
reality, cyber security, industrial IoT, system integration (horizontal and vertical),
additive manufacturing, and Big Data analytics, form the cornerstones and basis
for the further development [35, 38–44]. The physical systems needs have put
some constraints and goals to provide high level services in Cloud-assisted Smarter
physical systems.

4 Conclusion

In this chapter we have addressed in detail the sustainability assessment for
Cloud Computing technology. We have proposed the Multi-Objective framework
for assessing sustainability, explained the applied methodology and provided the
qualitative frameworks comparison to the United Nations Sustainable Development
Goals framework.

We have discussed the necessity of having available the Open Data for both
UN and MO frameworks, and the issues that Cloud Computing is facing when
merging with some actual technologies such as Cyber Physical Cloud Computing
and Internet of Things. Considering that the amount of data being transmitted, stored
and processed on the cloud platforms is in a rise, developers are now dealing with
the problems related to the involvement of the more complex and sophisticated
mechanisms and methodologies in a way to provide more intelligent, efficient and
user friendly solutions. This involves the need to face computational challenges in
computing and information science, where dominant methodologies belong to the
group of optimization, data analysis, machine learning, dynamical models, Big Data
analysis. The sustainability factor has yielded need for a broader consideration of
all the aspects of the use and development in the area of Cloud Computing. Further
work will address this issue in more details, taking into consideration the correlation
between the different sustainability pillars and its impact to the Cloud Computing.
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19. V. Timčenko, et al., Assessing Cloud Computing Sustainability, in Proceedings of the 6th
International Conference on Information Society and Technology, ICIST2016, (2016), pp. 40–
45

20. The United Nations, Universal Declaration of Human Rights (1948)

http://www2.nict.go.jp/univ-com/isp/doc/NIST.IR.7951.pdf
https://www.ellenmacarthurfoundation.org/publications/intelligent-assets
http://journals.sfu.ca/int_assess/index.php/iaj/article/view/250
http://dx.doi.org/10.1109/CLOUD.2010.69
http://www.opengroup.org/jericho/cloud_cube_model_v1.0.pdf
http://dx.doi.org/10.4018/IJOCI.2016070105
http://dx.doi.org/10.1504/IJETM.2007.015633
http://indicators.report/
https://southsouthnorth.org/wp-content/uploads/2018/06/Mainstreaming-climate-compatible-development-book.pdf


124 V. Timčenko et al.
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1 An Overview

The landscape of parallel and distributed computing has significantly evolved over
the last 60 years [4, 35, 36]. The 1950s saw the advent of mainframes, after which the
vector era dawned in the 1970s. The 1990s saw the rise of the distributed computing
or massively parallel processing era. More recently, the many-core era has come
to light. These have led to different computing paradigms, supporting full blown
supercomputers, grid computing, cluster computing, accelerator-based computing
and cloud computing. Despite this growth, there continues to be a significant need
for more computational capabilities to meet future challenges.
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Fig. 1 A global view of executing applications in the current cloud paradigm where user devices
are connected to the cloud. Blue dots show sample locations of cloud data centers and the yellow
dots show user devices that make use of the cloud as a centralised server

It is forecast that between 20 and 50 billion devices will be added to the
internet by 2020 creating an economy of over $3 trillion.1 Consequently, 43
trillion gigabytes of data will be generated and will need to be processed in cloud
data centers. Applications generating data on user devices, such as smartphones,
tablets and wearables currently use the cloud as a centralised server (as shown in
Fig. 1), but this will soon become an untenable computing model. This is simply
because the frequency and latency of communication between user devices and
geographically distant data centers will increase beyond that which can be handled
by existing communication and computing infrastructure [16]. This will adversely
affect Quality-of-Service (QoS) [31].

Applications will need to process data closer to its source to reduce network
traffic and efficiently deal with the data explosion. However, this may not be
possible on user devices, since they have relatively restricted hardware resources.
Hence, there is strong motivation to look beyond the cloud towards the edge of the
network to harness computational capabilities that are currently untapped [1, 24].
For example, consider routers, mobile base stations and switches that route network
traffic. The computational resources available on such nodes, referred to as ‘Edge
Nodes’ that are situated closer to the user device than the data center can be
employed.

We define the concept of distributed computing on the edge of the network
in conjunction with the cloud, referred to as ‘Fog Computing’ [8, 13, 23]. This

1http://www.gartner.com/newsroom/id/3165317

http://www.gartner.com/newsroom/id/3165317
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Fig. 2 A global view of executing applications at the edge of the network in the fog computing
model where user devices are connected to the cloud indirectly. The user devices are serviced by
the edge nodes. Blue dots show sample locations of cloud data centers and the yellow dots show
user devices that make use of the cloud through a variety of edge nodes indicated in purple

computing model is based on the premise that computational workloads can be
executed on edge nodes situated in between the cloud and a host of user devices
to reduce communication latencies and offer better QoS as shown in Fig. 2. In this
chapter, we refer to edge nodes as the nodes located at the edge of the network
whose computational capabilities are harnessed. This model co-exists with cloud
computing to complement the benefits offered by the cloud, but at the same time
makes computing more feasible as the number of devices increases.

We differentiate this from ‘edge computing’ [16, 30, 31] in which the edge of the
network, for example, nodes that are one hop away from a user device, is employed
only for complementing computing requirements of user devices. On the other hand,
in fog computing, computational capabilities across the entire path taken by data
may be harnessed, including the edge of the network. Both computing models use
the edge node; the former integrates it in the computing model both with the cloud
and user devices, where as the latter incorporates it only for user devices.

In this chapter, we provide a general definition of fog computing and articulate
its distinguishing characteristics. Further, we provide a view of the computing
ecosystem that takes the computing nodes, execution models, workload deployment
techniques and the marketplace into account. A location-aware online game use-
case is presented to highlight the feasibility of fog computing. The average response
time for a user is improved by 20% when compared to a cloud-only model. Further,
we observed a 90% reduction in data traffic between the edge of the network and
the cloud. The key result is that the fog computing model is validated.
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The remainder of this chapter is organised as follows. Section 2 define fog
computing and presents characteristics that are considered in the fog computing
model. Section 3 presents the computing ecosystem, including the nodes, workload
execution, workload deployment, the fog marketplace. Section 4 highlights exper-
imental results obtained from comparing the cloud computing and fog computing
models. Section 5 concludes this chapter.

2 Definition and Characteristics of Fog Computing

A commonly accepted definition for cloud computing was provided by the National
Institute for Standards and Technology (NIST) in 2011, which was “. . . a model
for enabling ubiquitous, convenient, on-demand network access to a shared pool
of configurable computing resources (e.g., networks, servers, storage, applications,
and services) that can be rapidly provisioned and released with minimal manage-
ment effort or service provider interaction.” This definition is complemented by
definitions provided by IBM2 and Gartner.3 The key concepts that are in view are
on-demand services for users, rapid elasticity of resources and measurable services
for transparency and billing [3, 5, 9].

2.1 Definition

We define fog computing as a model to complement the cloud for decentralising the
concentration of computing resources (for example, servers, storage, applications
and services) in data centers towards users for improving the quality of service and
their experience.

In the fog computing model, computing resources already available on weak
user devices or on nodes that are currently not used for general purpose computing
may be used. Alternatively, additional computational resources may be added onto
nodes one or a few hops away in the network to facilitate computing closer to
the user device. This impacts latency, performance and quality of the service
positively [19, 26, 40]. This model in no way can replace the benefits of using
the cloud, but optimises performance of applications that are user-driven and
communication intensive.

Consider for example, a location-aware online game use-case that will be
presented in Sect. 4. Typically, such a game would be hosted on a cloud server and
the players connect to the server through devices, such as smartphones and tablets.
Since the game is location-aware the GPS coordinates will need to be constantly

2https://www.ibm.com/cloud-computing/what-is-cloud-computing
3http://www.gartner.com/it-glossary/cloud-computing/

https://www.ibm.com/cloud-computing/what-is-cloud-computing
http://www.gartner.com/it-glossary/cloud-computing/
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updated based on the players movement. This is communication intensive. The QoS
may be affected given that the latency between a user device and a distant cloud
server will be high. However, if the game server can be brought closer to the user,
then latency and communication frequency can be reduced. This will improve the
QoS [40]. The fog computing model can also incorporate a wide variety of sensors
to the network without the requirement of communicating with distant resources,
thereby allowing low latency actuation efficiently [21, 28]. For example, sensor
networks in smart cities generating large volumes of data can be processed closer to
the source without transferring large amounts of data across the internet.

Another computing model that is sometimes synonymously used in literature is
edge computing [16, 30, 31]. We distinguish fog computing and edge computing in
this chapter. In edge computing, the edge of the network (for example, nodes that
are one hop away from a user device) is employed for only facilitating computing of
user devices. In contrast, the aim in fog computing is to harness computing across
the entire path taken by data, which may include the edge of the network closer to
a user. Computational needs of user devices and edge nodes can be complemented
by cloud-like resources that may be closer to the user or alternatively workloads can
be offloaded from cloud servers to the edge of the network. Both the edge and fog
computing models complement each other and given the infancy of both computing
models, the distinctions are not obvious in literature.

2.2 Characteristics

Cloud concepts, such as on-demand services for users, rapid elasticity of resources
and measurable services for transparency will need to be achieved in fog computing.
The following characteristics specific to fog computing will need to be considered
in addition:

2.2.1 Vertical Scaling

Cloud data centers enable on-demand resource scaling horizontally. Multiple Virtual
Machines (VMs), for example, could be employed to meet the increasing requests
made by user devices to a web server during peak hours (horizontal scaling is
facilitated by the cloud). However, the ecosystem of fog computing will offer
resource scaling vertically, whereby multiple hierarchical levels of computations
offered by different edge nodes could be introduced to not only reduce the amount
of traffic from user devices that reaches the cloud, but also reduce the latency of
communication. Vertical scaling is more challenging since resources may not be
tightly coupled as servers in a data center and may not necessarily be under the
same ownership.
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2.2.2 Heterogeneity

On the cloud, virtual resources are usually made available across homogeneous
physical machines. For example, a specific VM type provided by Amazon is
mapped on to the same physical server. On the other hand, the fog computing
ecosystem comprises heterogeneous nodes ranging from sensors to user devices to
routers, mobile base stations and switches to large machines situated in data centers.
These devices and nodes have CPUs with varying specifications and performance
capabilities, including Digital Signal Processors (DSPs) or other accelerators, such
as Graphics Processing Units (GPUs). Facilitating general purpose computing on
such a variety of resources both at the horizontal and vertical scale is the vision of
fog computing.

2.2.3 Visibility and Accessibility

Resources in the cloud are made publicly accessible and are hence visible to a
remote user through a marketplace. The cloud marketplace is competitive and makes
a wide range of offerings to users. In fog computing, a significantly larger number
of nodes in the network that would not be otherwise visible to a user will need to
become publicly accessible. Developing a marketplace given the heterogeneity of
resources and different ownership will be challenging. Moreover, building consumer
confidence in using fog enabled devices and nodes will require addressing a number
of challenges, such as security and privacy, developing standards and benchmarks
and articulating risks.

2.2.4 Volume

There is an increasing number of resources that are added to a cloud data center
to offer services. With vertical scaling and heterogeneity as in fog computing the
number of resources that will be added and that will become visible in the network
will be large. As previously indicated, billions of devices are expected to be included
in the network. In addition to a vertical scale out, a horizontal scale out is inevitable.

3 The Fog Computing Ecosystem

In the cloud-only computing model, the user devices at the edge of the network,
such as smartphones, tablets and wearables, communicate with cloud servers via
the internet as shown in Fig. 1. Data from the devices are stored in the cloud.
All communication is facilitated through the cloud, as if the devices were talking
to a centralised server. Computing and storage resources are concentrated in the
cloud data centers and user devices simply access these services. For example,
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Fig. 3 The fog computing ecosystem considered in Sect. 3 showing the user device layer, edge
node layer and cloud layer. The user device layer comprises user devices that would traditionally
communicate with the cloud. The edge node layer comprises multiple hierarchical levels of edge
nodes. However, in the fog computing model, nodes close to the user are of particular interest
since the aim is to bring computing near user devices where data is generated. The different nodes,
include traffic routing nodes (such as base stations, routers, switches and gateways), capability
added nodes (such as traffic routing nodes, with additional computational capabilities, or dedicated
computational resources) and peer nodes (such as a collection of volunteered user devices as a
dynamic cloud). Workloads are executed in an offloading (both from user device to the edge and
from the cloud to the edge), aggregating and sharing models (or a hybrid combining the above,
which is not shown) on edge nodes closer to the user

consider a web application that is hosted on a server in a data center or multiple data
centers. Users from around the world access the web application service using the
internet. The cloud resource usage costs are borne by the company offering the web
application and they are likely to generate revenue from users through subscription
fees or by advertising.

However in the fog computing model as shown in Fig. 3, computing is not only
concentrated in cloud data centers. Computation and even storage is brought closer
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to the user, thus reducing latencies due to communication overheads with remote
cloud servers [22, 29, 44]. This model aims to achieve geographically distributed
computing by integrating multiple heterogeneous nodes at the edge of the network
that would traditionally not be employed for computing.

3.1 Computing Nodes

Typically, CPU-based servers are integrated to host VMs in the cloud. Public clouds,
such as the Amazon Elastic Compute Cloud (EC2)4 or the Google Compute Engine5

offer VMs through dedicated servers that are located in data centers. Hence, multiple
users can share the same the physical machine. Private clouds, such as those owned
by individual organisations, offer similar infrastructure but are likely to only execute
workloads of users from within the organisation.

To deliver the fog computing vision, the following nodes will need to be
integrated in the computing ecosystem:

3.1.1 Traffic Routing Nodes

Through which the traffic of user devices is routed (those that would not have
been traditionally employed for general purpose computing), such as routers, base
stations and switches.

3.1.2 Capability Added Nodes

By extending the existing capabilities of traffic routing nodes with additional
computational and storage hardware or by using dedicated compute nodes.

3.1.3 Peer Nodes

Which may be user devices or nodes that have spare computational cycles and are
made available in the network as volunteers or in a marketplace on-demand.

Current research aims to deliver fog computing using private clouds. The obvious
advantage in limiting visibility of edge nodes and using proprietary architectures
is bypassing the development of a public marketplace and its consequences. Our
vision is that in the future, the fog computing ecosystem will incorporate both
public and private clouds. This requires significant research and development to

4https://aws.amazon.com/ec2/
5https://cloud.google.com/compute/

https://aws.amazon.com/ec2/
https://cloud.google.com/compute/
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deliver a marketplace that makes edge nodes publicly visible similar to public cloud
VMs. Additionally, technological challenges in managing resources and enhancing
security will need to be accounted for.

3.2 Workload Execution Models

Given a workload, the following execution models can be adopted on the fog
ecosystem for maximising performance.

3.2.1 Offloading Model

Workloads can be offloaded in the following two ways. Firstly, from user devices
onto edge nodes to complement the computing capabilities of the device. For
example, consider a face or object recognition application that may be running on
a user device. This application may execute a parallel algorithm and may require a
large number of computing cores to provide a quick response to the user. In such
cases, the application may offload the workload from the device onto an edge node,
for example a capability added node that comprises hardware accelerators or many
cores.

Secondly, from cloud servers onto edge nodes so that computations can be
performed closer to the users. Consider for example, a location aware online game to
which users are connected from different geographic locations. If the game server is
hosted in an Amazon data center, for example in N. Virginia, USA, then the response
time for European players may be poor. The component of the game server that
services players can be offloaded onto edge nodes located closer to the players to
improve QoS and QoE for European players.

3.2.2 Aggregating Model

Data streams from multiple devices in a given geographic area are routed through an
edge that performs computation, to either respond to the users or route the processed
data to the cloud server for further processing. For example, consider a large network
of sensors that track the level of air pollution in a smart city. The sensors may
generate large volumes of data that do not need to be shifted to the cloud. Instead,
edge nodes may aggregate the data from different sensors, either to filter or pre-
process data, and then forward them further on to a more distant server.
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3.2.3 Sharing Model

Workloads relevant to user devices or edge nodes are shared between peers in the
same or different hierarchical levels of the computing ecosystem. For example,
consider a patient tracking use-case in a hospital ward. The patients may be supplied
wearables or alternate trackers that communicate with a pilot device, such as a chief
nurse’s smartphone used at work. Alternatively, the data from the trackers could
be streamed in an aggregating model. Another example includes using compute
intensive applications in a bus or train. Devices that have volunteered to share their
resources could share the workload of a compute intensive application.

3.2.4 Hybrid Model

Different components of complex workloads may be executed using a combination
of the above strategies to optimise execution. Consider for example, air pollution
sensors in a city, which may have computing cores on them. When the level of
pollutants in a specific area of the city is rising, the monitoring frequency may
increase resulting in larger volumes of data. This data could be filtered or pre-
processed on peer nodes in the sharing model to keep up with the intensity at which
data is generated by sensors in the pollution high areas. However, the overall sensor
network may still follow the aggregating model considered above.

3.3 Workload Deployment Technologies

While conventional Operating Systems (OS) will work on large CPU nodes, micro
OS that are lightweight and portable may be suitable on edge nodes. Similar to
the cloud, abstraction is key to deployment of workloads on edge nodes [43].
Technologies that can provide abstraction are:

3.3.1 Containers

The need for lightweight abstraction that offers reduced boot up times and isolation
is offered by containers. Examples of containers include, Linux containers [14] at
the OS level and Docker [7] at the application level.

3.3.2 Virtual Machines (VMs)

On larger and dedicated edge nodes that may have substantial computational
resources, VMs provided in cloud data centers can be employed.
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These technologies have been employed on cloud platforms and work best with
homogeneous resources. The heterogeneity aspect of fog computing will need to be
considered to accommodate a wider range of edge nodes.

3.4 The Marketplace

The public cloud marketplace has become highly competitive and offers computing
as a utility by taking a variety of CPU, storage and communication metrics into
account [32, 42]. For example, Amazon’s pricing of a VM is based on the number
of virtual CPUs and memory allocated to the VM. To realise fog computing as a
utility, a similar yet a more complex marketplace will need to be developed. The
economics of this marketplace will be based on:

3.4.1 Ownership

Typically, public cloud data centers are owned by large businesses. If traffic
routing nodes were to be used as edge nodes, then their ownership is likely to be
telecommunication companies or governmental organisations that may have a global
reach or are regional players (specific to the geographic location. For example, a
local telecom operator). Distributed ownership will make it more challenging to
obtain a unified marketplace operating on the same standards.

3.4.2 Pricing Models

On the edge there are three possible levels of communication, which are between
the user devices and the edge node, one edge node and another edge node, and an
edge node and a cloud server, which will need to be considered in a pricing model.
In addition, ‘who pays what’ towards the bill has to be articulated and a sustainable
and transparent economic model will need to be derived. Moreover, the priority of
applications executing on these nodes will have to be accounted for.

3.4.3 Customers

Given that there are multiple levels of communication when using an edge node,
there are potentially two customers. The first is an application owner running the
service on the cloud who wants to improve the quality of service for the application
user. For example, in the online game use-case considered previously, the company
owning the game can improve the QoS for customers in specific locations (such as
Oxford Circus in London that and Times Square in New York that is often crowded)
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by hosting the game server on multiple edge node locations. This will significantly
reduce the application latency and may satisfy a large customer base.

The second is the application user who could make use of an edge node to
improve the QoE of a cloud service via fog computing. Consider for example, the
basic services of an application on the cloud that are currently offered for free. A
user may choose to access the fog computing based service of the application for a
subscription or on a pay-as-you-go basis to improve the user experience, which is
achieved by improving the application latency.

For both the above, in addition to existing service agreements, there will be
requirements to create agreements between the application owner, the edge node
and the user, which can be transparently monitored within the marketplace.

3.5 Other Concepts to Consider

While there are a number of similarities with the cloud, fog computing will open
a number of avenues that will make it different from the cloud. The following four
concepts at the heart of fog computing will need to be approached differently than
current implementations on the cloud:

3.5.1 Priority-Based Multi-tenancy

In the cloud, multiple VMs owned by different users are co-located on the same
physical server [2, 33]. These servers unlike many edge nodes are reserved for
general purpose computing. Edge nodes, such as a mobile base station, for example,
are used for receiving and transmitting mobile signals. The computing cores
available on such nodes are designed and developed for the primary task of routing
traffic. However, if these nodes are used in fog computing and if there is a risk of
compromising the QoS of the primary service, then a priority needs to be assigned
to the primary service when co-located with additional computational tasks. Such
priorities are usually not required on dedicated cloud servers.

3.5.2 Complex Management

Managing a cloud computing environment requires the fulfilment of agreements
between the provider and the user in the form of Service Level Agreements
(SLAs) [6, 10]. This becomes complex in a multi-cloud environment [15, 18].
However, management in fog computing will be more complex given that edge
nodes will need to be accessible through a marketplace. If a task were to be offloaded
from a cloud server onto an edge node, for example, a mobile base station owned by
a telecommunications company, then the cloud SLAs will need to take into account
agreements with a third-party. Moreover, the implications to the user will need to be
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articulated. The legalities of SLAs binding both the provider and the user in cloud
computing are continuing to be articulated. Nevertheless, the inclusion of a third
party offering services and the risk of computing on a third party node will need
to be articulated. Moreover, if computations span across multiple edge nodes, then
monitoring becomes a more challenging task.

3.5.3 Enhanced Security and Privacy

The key to computing remotely is security that needs to be guaranteed by a
provider [17, 20]. In the cloud context, there is significant security risk related to
data storage and hosting multiple users. Robust mechanisms are currently offered
on the cloud to guarantee user and user data isolation. This becomes more complex
in the fog computing ecosystem, given that not only are the above risks of concern,
but also the security concerns around the traffic routed through nodes, such as
routers [34, 41]. For example, a hacker could deploy malicious applications on an
edge node, which in turn may exploit a vulnerability that may degrade the QoS of
the router. Such threats may have a significant negative impact. Moreover, if user
specific data needs to be temporarily stored on multiple edge locations to facilitate
computing on the edge, then privacy issues along with security challenges will need
to be addressed. Vulnerability studies that can affect security and privacy of a user
on both the vertical and horizontal scale will need to be freshly considered in light
of facilitating computing on traffic routing nodes.

3.5.4 Lighter Benchmarking and Monitoring

Performance is measured on the cloud using a variety of techniques, such as
benchmarking to facilitate the selection of resources that maximise performance
of an application and periodic monitoring of the resources to ensure whether user-
defined service level objectives are achieved [12, 37, 38]. Existing techniques are
suitable in the cloud context since they monitor nodes that are solely used for
executing the workloads [11, 25, 27]. On edge nodes however, monitoring will be
more challenging, given the limited hardware availability. Secondly, benchmarking
and monitoring will need to take into account the primary service, such as routing
traffic, that cannot be compromised. Thirdly, communication between the edge node
and user devices and the edge node and the cloud and potential communication
between different edge nodes will need to be considered. Fourthly, vertical scaling
along multiple hierarchical levels and heterogeneous devices will need to be
considered. These are not important considerations on the cloud, but become
significant in the context of fog computing.
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4 Preliminary Results

In this section, we present preliminary results that indicate that fog comput-
ing is feasible and in using the edge of the network in conjunction with the
cloud has potential benefits that can improve QoS. The use-case employed is an
open-sourced version of a location-aware online game similar to PokéMon Go,
named iPokeMon.6 The game features a virtual reality environment that can be
played on a variety of devices, such as smartphones and tablets. The user locates,
captures, battles and trains virtual reality creatures, named Pokémons, through the
GPS capability of the device. The Pokémons are geographically distributed and a
user aims to build a high value profile among their peers. The users may choose to
walk or jog through a city to collect Pokémons.

The current execution model, which is a cloud-only model, is such that the game
server is hosted on the public cloud and the users connect to the server. The server
updates the user position and a global view of each user and the Pokémons is
maintained by the server. For example, if the Amazon EC2 servers are employed,
then the game may be hosted in the EC2 N. Virginia data center and a user in Belfast
(over 3,500 miles) communicates with the game server. This may be optimised by
the application owner in hosting the server closer to Belfast in the Dublin data center
(which is nearly a 100 miles away from the user). The original game server is known
to have crashed multiple times during its launch due to severe activities which were
not catered for.7

We implemented an fog computing model for executing the iPokeMon game
(Fig. 4). The data packets sent from a smartphone to the game server will pass
through a traffic routing node, such as a mobile base station. We assumed a mobile
base station (the edge node) was in proximity of less than a kilometre to a set
of iPokeMon users. Modern base stations have on-chip CPUs, for example the
Cavium Octeon Fusion processors.8 Such processors have between 2 and 6 CPU
cores with between 1 to 2 GB RAM memory to support between 200–300 users.
To represent such a base station we used an ODROID-XU+E board,9 which has
similar computing resources as a modern base station. The board has one ARM
Big.LITTLE architecture Exynos 5 Octa processor and 2 GB of DRAM memory.
The processor runs Ubuntu 14.04 LTS.

We partitioned the game server to be hosted on both the Amazon EC2 Dublin
data center10 in the Republic of Ireland and our edge node located in the Computer
Science Building of the Queen’s University Belfast in Northern Ireland, UK. The
cloud server was hosted on a t2.micro instance offered by Amazon and the server

6https://github.com/Kjuly/iPokeMon
7http://www.forbes.com/sites/davidthier/2016/07/07/pokemon-go-servers-seem-to-be-
struggling/#588a88b64958
8http://www.cavium.com/OCTEON-Fusion.html
9http://www.hardkernel.com/
10https://aws.amazon.com/about-aws/global-infrastructure/

https://github.com/Kjuly/iPokeMon
http://www.forbes.com/sites/davidthier/2016/07/07/pokemon-go-servers-seem-to-be-struggling/#588a88b64958
http://www.forbes.com/sites/davidthier/2016/07/07/pokemon-go-servers-seem-to-be-struggling/#588a88b64958
http://www.cavium.com/OCTEON-Fusion.html
http://www.hardkernel.com/
https://aws.amazon.com/about-aws/global-infrastructure/
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Fig. 4 The experimental testbed used for implementing the fog computing-based iPokeMon game.
The cloud server was hosted in the Amazon Dublin data center on a t2.micro virtual machine. The
server on the edge of the network was hosted on the Odroid board, which was located in Belfast.
Multiple game clients that were in close proximity to the edge node established connection with
the edge server to play the game

on the edge node was hosted using Linux containers. Partitioning was performed,
such that the cloud server maintained a global view of the Pokémons, where as the
edge node server had a local view of the users that were connected to the edge server.
The edge node periodically updated the global view of the cloud server. Resource
management tasks in fog computing involving provisioning of edge nodes and auto-
scaling of resources allocated to be taken into account [40]. The details of the fog
computing-based implementation are beyond the scope of this chapter that presents
high-level concepts of fog computing and will be reported elsewhere.

Figure 5 shows the average response time from the perspective of a user, which
is measured by round trip latency from when the user device generates a request
while playing the game that needs to be serviced by a cloud server (this includes the
computation time on the server). The response time is noted over a five minute time
period for varying number of users. In the fog computing model, it is noted that on
an average the response time can be reduced in the edge computing model for the
user playing the game by over 20%.
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Fig. 5 Comparing average response time of iPokeMon game users when using a server located on
the cloud and on an edge node. In the fog computing model, an improvement of over 20% is noted
when the server is located on the edge node

Figure 6 presents the amount of data that is transferred during the five minute
time period to measure the average response time. As expected with increasing
number of users the data transferred increases. However, we observe that in the
fog computing model the data transferred between the edge node and the cloud is
significantly reduced, yielding an average of over 90% reduction.

The preliminary results for the given online game use-case highlight the potential
of using fog computing in reducing the communication frequency between a user
device and a remote cloud server, thereby improving the QoS.

5 Conclusions

The fog computing model can reduce the latency and frequency of communication
between a user and an edge node. This model is possible when concentrated
computing resources located in the cloud are decentralised towards the edge of the
network to process workloads closer to user devices. In this chapter, we provided a
definition for fog computing based on literature and contrasted it with the cloud-only
model of computing. An online game use-case was employed to test the feasibility
of the fog computing model. The key result is that the latency of communication
decreases for a user thereby improving the QoS when compared to a cloud-only
model. Moreover, it is observed that the amount of data that is transferred towards
the cloud is reduced.

Fog computing can improve the overall efficiency and performance of applica-
tions. These benefits are currently demonstrated on research use-cases and there
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Fig. 6 Percentage reduction in the data traffic between edge nodes and the cloud to highlight the
benefit of using the fog computing model. The data transferred between the edge node and the
cloud is reduced by 90%

are no commercial fog computing services that integrate the edge and the cloud
models. There are a number of challenges that will need to be addressed before this
integration can be achieved and fog computing can be delivered as a utility [39].
First of all, a marketplace will need to be developed that makes edge nodes visible
and accessible in the fog computing model. This is not an easy task, given that
the security and privacy concerns in using edge nodes will need to be addressed.
Moreover, potential edge node owners and cloud service providers will need to
come to agreement on how edge nodes can be transparently monitored and billed
in the fog computing model. To this end, standards and benchmarks will need to be
developed, pricing models will need to take multiple party service level agreements
and objectives into account, and the risk for the user will need to be articulated.
Not only are these socio-economic factors going to play an important role in the
integration of the edge and the cloud in fog computing, but from the technology
perspective, workload deployment models and associated programming languages
and tool-kits will need to be developed.
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Internet of Things and Deep Learning

Mingxing Duan, Kenli Li, and Keqin Li

1 Introduction

1.1 The Era of Big Data

This is the era of big data. Big data are not only meaning large volume but also
including velocity, variety, veracity. With the rapid development of science and
technology, we are surrounded by the amount of structured and unstructured data.
Big data contains text, image, video, and other forms of data, which are collected
from multiple datasets, and are explosively increasing in size and getting more
complexity in context. It has aroused a large amount of researchers from different
area and it affects our lives. Specially, machine learning have developed into an
effective method to deal with big data for mining a valuable information. Deep
learning is a hot research area and has facilitated our lives.
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Fig. 1 The process of supervised learning algorithms

1.2 Supervised Learning Algorithms

Roughly speaking, supervised learning algorithms need training dataset which have
corresponding label. Through these dataset, we can train the model. For example,
given a training set x and corresponding y, training the model is through the loss that
summing the deviation of real output and ideal output. However, in real world, the
corresponding labels are difficult to collect and usually are provided by a human.
Figure 1 present the process of supervised learning algorithms.

A large amount of supervised learning algorithms have been widely used, such
as probabilistic supervised learning, support vector machine, k-nearest neighbors,
and so on. These methods should be trained using corresponding labels and the
well-tuned models used to predict the test tasks.

1.3 Unsupervised Learning Algorithms

Usually, an unsupervised learning algorithm is trained with the unlabel training
dataset and there are no distinction between supervised learning algorithms and
unsupervised learning algorithms by distinguishing whether the value is a feature or
a label. In general, an unsupervised learning algorithm tries to extract information
from a distribution without labels and these process includes density estimation,
learning to extract information from a distribution, and clustering the data into
groups of related examples. Figure 2 presents the process of supervised learning
algorithms.

Many supervised learning algorithms have been used successfully, such as,
Principal Components Analysis (PCA), k-means Clustering, Stochastic Gradient
Descent (SGD), and so on. We can build a machine learning algorithm to deal
with tasks with a training dataset, a cost function, and a optimization model. Deep
learning methods are similar to these process and using the well-tuned model, we
can test our testing dataset.
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Fig. 2 The process of unsupervised learning algorithms

1.4 Common Deep Learning Models

Recently, a large amount of deep learning models have been successfully used in
video surveillance, internet access control, security, and demography, such as CNN,
RNN, GAN, ELM, and so on. We will simple present the ELM and CNN.

1.4.1 Extreme Machine Learning Model

ELM was first proposed by Huang et al. [28], which was used to process regression,
and classification based on single-hidden layer feed forward neural networks
(SLFNs). Huang et al. [29] pointed out that the hidden layer of SLFNs, which
needed not be tuned is the essence of ELM. Liang et al. [40] proved that ELM
had good generalization performance, fast and efficient learning speed. Simple and
efficient learning steps with increased network architecture (I-ELM), and fixed-
network architecture (ELM) were put forward by Huang et al. [27, 28]. In the two
methods, the parameters of a hidden node were generated randomly, and training
was performed only at the output layer, which reduced the training time. Zhou et
al. [65] suggested that the testing accuracy increased with the increasing number of
hidden layer nodes.

In order to reduce the residual errors, Feng et al. [11] proposed a dynamic
adjustment ELM mechanism (DA-ELM), which could further tune the input
parameters of insignificant hidden nodes, and they proved that it was an efficient
method. Other improved methods based on ELM are proposed, such as enhanced
incremental ELM (EI-ELM) [26], optimally pruned ELM (OP-ELM) [45], error
minimized ELM (EM-ELM) [10], meta-cognitive ELM [52] and so on. Most of
the methods mentioned above improved the ELM performance by decreasing the
residual error of NN (Neural Network) to zero. When we use the above methods to
process relatively small big data classification, and regression problems, they show
good performance, fast and efficient learning speed. However, as the dataset getting
larger and larger, serial algorithms cannot learn such massive data efficiently.

He et al. [22] first proposed the parallel ELM for regression problems based
on MapReduce. The essential of the method was how to parallelly calculate
the generalized inverse matrix. In PELM method, two MapReduce stages were
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used to compute the final results. Therefore, there were lots of I/O spending and
communication costs during the two stages, which increased the runtime of ELM
based on MapReduce framework. Comparing with PELM, Xin et al. [58, 59]
proposed ELM* and ELM-Improved algorithms, which used one MapReduce stage
instead of two and reduced the transmitting cost, even enhanced the processing
efficiency. However, They needed several copies for each task when MapReduce
worked, and if one node could not work, the tasks in this node would be assigned
to other nodes, and re-processed again, leading to more costs during the process.
Even more, lots of I/O overhead and communication costs were spent in the map
and reduce stages, which reduced the learning speed and efficiency of the system.

1.4.2 Deep Neural Network System

CNN has been successfully applied to various fields, and specially, image recog-
nition is a hot research field. However, few researchers have paid attention on
hybrid neural network. Lawrence et al. [36] presented a hybrid neural-network
solution for face recognition which made full use of advantages of self-organizing
map (SOM) neural network and CNN. That approach showed a higher accuracy
compared with other methods using for face recognition at that time. In 2012, Niu
et al. [48] introduced a hybrid classification system for objection recognition by
integrating the synergy of CNN and SVM, and experimental results showed that the
method improved the classification accuracy. Liu et al. [41] used CNN to extract
features while Conditional Random Rield (CRF) was used to classify the deep
features. With extensive experiments on different datasets, such as Weizmann horse,
Graz-02, MSRC-21, Stanford Background, and PASCAL VOC 2011, the hybrid
structure got better segmentation performance compared with other methods on the
same datasets. In [57], Xie et al. used a hybrid representation method to process
scene recognition and domain adaption. In that method, CNN used to extract the
features meanwhile mid-level local representation (MLR) and convolutional Fisher
vector representation (CFV) made the most of local discriminative information
in the input images. After that, SVM classifier was used to classified the hybrid
representation and achieved better accuracy. Recently, Tang et al. [55] put forward
a hybrid structure including Deep Neural Network (DNN) and ELM to detect
ship on spaceborne images. In this time, DNN was used to process high-level
feature representation and classification while ELM was worked as effective feature
pooling and decision making. What’s more, extensive experiments were presented
to demonstrate that the hybrid structure required least detection time and achieved
highter detection accuracy compared with existing relevant methods. Based on
the analysis above, we can integrate CNN with other classifiers to improve the
classification accuracy.
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2 Extreme Machine Learning Model

ELM was first proposed by Huang et al. [18, 47] which was used for the single-
hidden-layer feedforward neural networks (SLFNs). The input weights and hidden
layer biases are randomly assigned at first, and then the training datasets to
determine the output weights of SLFNs are combined. Figure 3 is a basic structure
of ELM. For N arbitrary distinct samples (xi , ti), i = 1, 2, . . . , N , where xi =
[xi1, xi2, . . . , xin]T , ti = [ti1, ti2, . . . , tim]T . Therefore, the ELM model can be
written as:

L∑

j=1

βjgj (xi ) =
L∑

j=1

βjg(wj · xi + bj ) = oi (i = 1, 2, . . . , N), (1)

where βj = [βj1, βj2, . . . , βjm]T expresses the j th hidden node weight vector while
the weight vector between the j th hidden node and the output layer can be described
as wj = [w1j , w2j , . . . , wnj ]T . The threshold of the j th hidden node can be written
as bj and oi = [oi1, oi2, . . . , oim]T denotes the ith output vector of ELM.

We can approximate the output of ELM if activation function g(x) with zero
error which means as Equation (2):

N∑

i=1

||oi − ti || = 0. (2)

Therefore, Equation (1) can be described as Equation (3):

L∑

j=1

βjgj (xi ) =
L∑

j=1

βjg(wj · xi + bj ) = ti (i = 1, 2, . . . , N). (3)

Finally, Equation (3) can be simply expressed as Equation (4):

Hβ = T, (4)

Fig. 3 A basic structure of
ELM
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where H expresses the hidden layer output matrix, and H = H(w1, w2, . . . , wL, b1,

b2, . . . , bL, x1, x2, . . . , xN ). Therefore, H, β, and T can be written as follows:

[hij ] =
⎡

⎢
⎣

g(w1 · x1 + b1) . . . g(wL · x1 + bL)
...

. . .
...

g(w1 · xN + b1) . . . g(wL · xN + bL)

⎤

⎥
⎦ , (5)

β =
⎡

⎢
⎣

β11 β12 . . . β1m

...
...

. . .
...

βL1 βL2 . . . βLm

⎤

⎥
⎦ , (6)

and

T =
⎡

⎢
⎣

t11 t12 . . . t1m

...
...

. . .
...

tN1 tN2 . . . tNm

⎤

⎥
⎦ . (7)

After that, the smallest norm least-squares solution of Equation (4) is:

∧
β = H†T, (8)

where H† denotes the Moore-Penrose generalized the inverse of matrix H. The
output of ELM can be expressed as Equation (9):

f (x) = h(x)β = h(x)H†T. (9)

From the description above, the process of ELM can be described as follows.
At the beginning, ELM was randomly assigned the input weights and the hidden
layer biases (wi , bi). After that, we calculates the hidden layer output matrix H
according to Equation (5). Then, by using Equation (8), we can obtain the output
weight vector β. Finally, we can classify the new dataset according to the above
training process.

ELM is not only widely used to process binary classification [30, 42, 61, 66], but
also used for multi-classification due to its good properties. As we have mentioned
above, CNNs show excellent performance on extracting feature from the input
images, which can reflect the important character attributes of the input images.
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3 Convolutional Neural Network

Convolutional Neural Network [37], which usually includes input layer, multi-
hidden layers, and output layer, is a deep supervised learning architecture and often
made up of two parts: an automatic feature extractor and a trainable classifier.
CNN has shown remarkable performance on visual recognition [31]. When we
use CNNs to process visual tasks, they first extract local features from the input
images. In order to obtain higher order features, the subsequent layers of CNNs
will then combine these features. After that, these feature maps are finally encoded
into 1-D vectors and a trainable classifier will deal with these vectors. Because of
considering size, slant, and position variations for images, feature extraction is a key
step during classification of images. Therefore, with the purpose of ensuring some
degree of shift, scale, and distortion invariance, CNNs offer local receptive fields,
shared weights, and downsampling. Figure 4 is a basic architecture of CNNs.

It can be seen from Fig. 4 that CNNs mainly include three parts: convolution lay-
ers, subsampling layers and classification layer. The main purpose of convolutional
layers is to extract local patterns and the convolutional operations can enhance the
original signal and lower the noise. Moreover, the weights of each filtering kernels
in each feature maps are shared, which not only reduce the free parameters of
networks, but also lower the complication of relevant layers. The outputs of the
convolutional operations contain several feature maps and each neuron in entire
feature maps connects the local region of the front layers. Subsampling is similar
to a fuzzy filter which is primary to re-extract features from the convolutional
layers. With the local correlation principle, the operations of subsampling not only
eliminate non-maximal values and reduce computations for previous layer, but also
improve the ability of distortion tolerance of the networks and provide additional
robustness to position. These features will be encoded into a 1-D vectors in the
full connection layer. After that, these vectors will be categorized by a trainable
classifier. Finally, the whole neural network will be trained by a standard error back
propagation algorithm with stochastic gradient descent [3]. The purpose of training
CNNs is to adjust the entire parameters of the system, i.e., the weights and biases of
the convolution kernel, and we will use the well-tuned CNNs to predict the classes,
such as label, age, and so on, from an unknown input image datasets.

Input Image

Convloutions ConvloutionsSubsampling Subsampling Classifi-
cation

Full
Connection

Fig. 4 Structure of CNN for visual recognition



154 M. Duan et al.

3.1 Convolutional Layer

In the convolutional layer, convolutions which are performed between the previous
layer and a series of filters, extract features from the input feature maps [8, 54].
After that, the outputs of the convolutions will add an additive bias and an element-
wise nonlinear activation function is applied on the front results. Without loss
of generality, we have used the ReLU function as the nonlinear function in our
experiment. In general, ηmn

ij denotes the value of an unit at position (m, n) in the j th
feature map in the ith layer and it can be expressed as Equation (10):

ηmn
ij = σ

⎛

⎝bij +
∑

δ

Pi−1∑

p=0

Qi−1∑

q=0

w
pq
ij δη

(m+p)(n+q)

(i−1)δ

⎞

⎠ , (10)

where bij represents the bias of this feature map while δ indexes over the set of the
feature maps in the (i−1)th layer which are connected to this convolutional layer.
w

pq
ijδ denotes the value at the position (p, q) of the kernel which is connected to the

kth feature map and the height and width of the filter kernel are Pi and Qi .
The convolutional layer offers a nonlinear mapping from the low level repre-

sentation of the images to the high level semantic understanding. In order to be
convenient to later computations, Equation (10) can be simply denoted as follows:

ηj = σ
(∑

wij

⊗
η(i−1)

)
, (11)

where
⊗

expresses the convolutional operation while wij , which will be randomly
initialized at first and then trained with BP neural network [35, 53], denotes the
value of the ith layer in the j th feature map. η(i−1) is the outputs of the (i − 1)

layer and ηj is defined as the outputs of the j th feature map in the convolutional
layer. Different sizes of the input feature maps have various effects on the accuracy
of classification. Large size of a feature map means good features learned by the
convolutional operations with the high cost of the computations while small size
reduces the computation cost degrading the accuracy of the classification. Making
a comprehensive considerstion of the factors mentioned above and by lots of
experiments, we set the size of the input feature map as 227 × 227.

3.2 Contrast Normalization Layer

The goal of the local contrast normalization layer is not only to enhance the local
competitions between one neuron and its neighbors, but also to force features
of different feature maps in the same spatial location to be computed, which is
motivated by the computational neuroscience [49, 53]. In order to achieve the target,
two normalization operations, i.e., subtractive and divisive, are performed. In this
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time, ηmnk denotes the value of an unit at position (m, n) in the kth feature map. We
have

zmnk = ηmnk −
∑ Pi−1

2

p=− Pi−1
2

∑Qi−1
2

q=− Qi−1
2

Ji∑

j=1

εpqη(m+p)(n+q)j , (12)

where εpq is a normalized Gaussian filter with the size of 7 × 7 at the first
stage and 5 × 5 at the second stage. zmnk not only represents the input of the
divisive normalization operations, but also denotes the output of the subtractive
normalization operations. Equation (13) expresses the operator of the divisive
normalization:

ηmnk = zmnk

max (M,M(m, n))
, (13)

where

M(m, n) =

√
√
√
√
√
∑ Pi−1

2

p=− Pi−1
2

∑Qi−1
2

q=− Qi−1
2

Ji∑

j=1

εpqη2
(m+p)(n+q)j , (14)

and

M =
(∑s1

m=1

∑s2

n=1
M(m, n)

)

/(s1 × s2). (15)

During the whole contrast normalization operations above, the Gaussian filter
εpq is calculated with the zero-padded edges, which means that the size of the output
of the contrast normalization operations is as same as its input.

3.3 Maxing Pooling Layer

Generally speaking, the purpose of pooling strategy is to transform the joint feature
representation into a novel, more useful one which keeps crucial information while
discards irrelevant details. Each feature map in the subsampling layer is getting by
max pooling operations which are carried out on the corresponding feature map in
convolutional layers. Equation (16) is the value of a unit at position (m, n) in the
j th feature map in the ith layer or subsampling layer after max pooling operation:

ηmn
ij = max{ηmn

(i−1)j , η
(m+1)(n+1)
(i−1)j , . . . , η

(m+Pi)(n+Qi)
(i−1)j }. (16)

The max pooling operation generates position invariance over larger local regions
and downsamples the input feature maps. In this time, the numbers of feature maps
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in the subsampling layer are 96 while the size of the filter is 3 and the stride of
the sliding window is 2. The aim of max pooling action is to detect the maximum
response of the generated feature maps while reduces the resolution of the feature
map. Moreover, the pooling operation also offers built-in invariance to small shifts
and distortions. The procedures of other convolutional layers and subsampling
layers which we have not told are as same as the layers mentioned above, except
with a different kernel size or stride.

3.4 Softmax

Softmax function is widely used to present a probability distribution over a discrete
variable and sigmoid function is usually to denote a probability distribution over a
binary variable. In CNN model, softmax functions are often used as the classifiers
with representing the probability distribution. Moreover, we can use the softmax
functions inside the CNNs model, which we wish the model to select one of n

different options.
We wish to produce a single number when the outputs are binary variables as

follows:

y = P(y = 1|x). (17)

When there are a discrete variable with n value, a vector y is need to be produced.
In this time, each element of y should be between 0 and 1 and summing the whole
vectors should be 1 so that it can denote a valid probability distribution. We can
achieve a linear layer predicts unnormalized probabilities as follows:

z = wT h + b (18)

Therefore, we can obtain the softmax function as follows:

sof t max (z)i = exp(zi)
∑

j exp(zj )
(19)

4 Regularizations for Deep Learning

4.1 Dataset Augmentation

To train a best prediction model, it needs more training dataset while there are limit
dataset for training the model in real application. The effective way is to create a
fake data which has the same distribution. This method is easiest for classification.
A general classifier need a large, high dimensional input x with a single label y.
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That means a classifier is to be invariant to a wide variant to the wide variety of
transformations of training dataset. Therefore, we can create new (x, y) pairs for
enlarging the training dataset.

Dataset augmentation has been an effective approach for classification problem:
object recognition. Images are high dimensional dataset. Images are affected by
factors of variation and translating the limit training dataset in different direction can
create more generalization dataset. Other operations including scaling the images
and rotating the images have also proven an effective approach.

4.2 Noise Robustness

For some models, when we add some noise with infinitesimal variance in the
input model, this operation is equivalent to imposing a penalty on the norm of the
weights. Generally, injecting the noise may be more useful than simply shrinking
the parameters. What’s more, the noise added to the hidden units affects the whole
performance. Noise has become a hot topic due to its merit and the dropout method
is the development od the approach.

The other way to regularize the model by adding the noise to the weight and that
process can be as the a stochastic implementation of a Bayesian inference over the
weights. This method is usually used in RNN model.

4.3 Dropout

Dropout is a model with a computationally inexpensive but power method of
regularizing a broad. Dropout can be seen as a approach of making bagging practical
for ensembles of very many large neural networks. Bagging not only includes
training multiple models but also evaluates multiple models on each test example. It
seen impossible when the trained model is a large network, since dealing with this
neural network is costly. Dropout training is not the same as bagging training and it
trains all sub-networks that also includes removing non-output units.

4.4 Other Regularizations

There are many other regularization methods widely used in the CNN, such as semi-
supervised learning, multi-task learning, sparse representations, and so on. These
approaches have been proven to improve the performance of neural network and
they have been highlighted in machine learning and pattern recognition fields. They
achieved state-of-the-art performance in image recognition and can automatically
extract the information.
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5 Applications

5.1 Large Scale Deep Learning for Age Estimation

Recently, age and gender classification has received huge attention, which provides
direct and quickest way for obtaining implicit and critical social information [13].
Fu et al. [12] made a detailed investigation of age classification and we can learn
more information about recent situation from [38]. Classifying age from the human
facial images was first introduced by Kwon et al. [33] and it was presented that
calculating ratios and detecting the appearance of wrinkles could classify facial
features into different age categorization. After that, the same method was used
to model craniofacial growth with a view to both psychophysical evidences and
anthropometric evidences [50] while this approach demanded accurate localization
of facial features.

Geng et al. [15] proposed a subspace method called AGing pattErn Subspace
which was used to estimate age automatically while age manifold learning scheme
was presented in [19] to extract face aging features and a locally adjusted robust
regressor was designed to prediction human ages. Although these methods have
shown many advantages, the requirement that input images need to be near-frontal
and well-aligned is their weakness. It is not difficult to find that the datasets in
their experiments are constrained, so that these approaches are not suited for many
practical applications including unconstrained image tasks.

Last year, many methods have been proposed to classify age and gender. Chang
et al. [4] introduced a cost-sensitive ordinal hyperplanes ranking method to estimate
human age from facial images while a novel multistage learning system which is
called grouping estimation fusion (DEF) was proposed to classify human age. Li et
al. [39] estimated age using a novel feature selection method and shown advantage
of the proposed algorithm from the experiments. Although these method mentioned
above have shown lots of advantages, they are still relied on constrained images
datasets, such as FG-NET [34], MORPH [51], FACES [20].

All of these methods mentioned above have been verified effectively on con-
strained datasets for age classification which are not suitable for unconstrain images
in practical applications. Our proposed method not only automatically classifies age
and gender from face images, but also deals with the unconstrain face image tasks
effectively.

5.2 Large Scale Deep Learning for Gender Estimation

Although more and more researchers have found that gender classification has
played an important role in our daily life, few learning-based machine vision
approaches have been put forward. Makinen et al. [43] made a detailed investigation
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of gender classification while we can learn more about its recent trend from [38]. In
the following, we briefly review and summarize relevant methods.

Golomb et al. [16] were some of the early researchers who used a neural network
which was trained on a small set of near-frontal facial image dataset to classify
gender. Moghaddam et al. [46] used SVM to classify gender from facial images
while Baluja et al. [1] adopted AdaBoost to identify person’ sex from facial images.
After that, Toews et al. [56] presented a viewpoint-invariant appearance model of
local scale-invariant features to classify age and gender.

Recently, Yu et al. [63] put forward a study and analysis of gender classification
based on human gait while revisiting linear discriminant techniques was used to
classify gender [2]. In [9], Eidinger et al. not only presented new and extensive
dataset and benchmarks to study age and gender classification, but also designed a
classification pipeline to make full use of what little data was available. In [32], a
semantic pyramid for gender and action recognition was proposed by Khan et al.
and the method is fully automatic while it does not demand any annotations for a
person’ upper body and face. Chen et al. [5] used first names as facial attributes and
modeled the relationship between first names and faces. They used the relationship
to classify gender and got higher accuracy compared with other methods. Last year,
Han et al. [21] used a generic structure to estimate age, gender, and race. Although
most of the approaches mentioned above make lots of progress for age classification,
they are aimed at either constrain imaging condition or non-automated classification
methods.

5.3 Natural Language Processing

Natural language processing (NLP) denotes the use of human languages and by
computer reading and emitting, simple programs can parse language efficiently.
Machine translation is one of popular natural language processing that read a sen-
tence in one human language while emit equivalent sentence form other language.
Many NLP model need a probability distribution over sequences of works.

Although neural network methods have been successfully applied to NLP,
to obtain a excellent performance, some strategies are important. To build an
efficient model, we should design an novel model. Maldonado et al. [44] used
NLP to automatically detect self-admitted technical debt and achieved a good
performance. Groza et al. [17] used NLP and ontologies to mine arguments from
cancer documents. With NLP methods, Xing et al. [60] built a recommendation for
podcast audio-items. Other researches present the processing of NLP with neural
network such as [14, 62], and so on.
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5.4 Other Applications

Deep learning have been successfully used in object recognition, speech recognition
and natural language processing analyzed above. Many fields such as recommender
systems [6, 7, 64], knowledge representation [23–25] and so on. Deep learning has
been applied in many other fields and we believe that deep learning will bring more
convenience for our lives.
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Cloud, Context, and Cognition: Paving
the Way for Efficient and Secure IoT
Implementations

Joshua Siegel and Sumeet Kumar

1 Introduction and Contents

While point-to-point connected systems have existed for decades, the world’s
devices, services, and people recently started to become increasingly interconnected
with a growing number joining the “Internet of Things” (IoT) daily. Unlike existing
point-to-point networked devices, these new “Things” connect to one another and
support multiple applications and wide-area data sharing.

While there is tremendous benefit in being able to collect, share, and act upon
data at network scale, there are significant barriers to such connectivity. Chief among
these issues are resource constraints and concerns surrounding data privacy and
system security in the face of malicious actors. Limitations in bandwidth, energy,
computation and storage have precluded wide-area connectivity in constrained
devices, while the risk of data leakage and unintended or undesirable system
control have similarly hindered the deployment of transformative applications
[1, 2]. Only through dedicated efforts toward resource minimization and thoughtful
implementation of privacy- and security-related architecture can IoT’s connectivity
be implemented in a manner appropriate to handle sensitive data and to work on
constrained devices or networks.
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Researchers have demonstrated the potential to improve IoT system efficiency,
reducing network loading and bandwidth requirements between a device and
a server or minimizing power used in collecting and transmitting information.
Additional, unrelated efforts have focused on improving system security, through
the use of well-understood techniques such as certification, encryption, credential
validation, and command blacklists. Such techniques, along with their benefits and
shortcomings, are described in Sect. 2.

While these approaches individually solve many of the complexities of devel-
oping and deploying connected systems, these solutions often feature inherent
design compromises due to their single-purpose-built nature. While some efforts
may address these challenges optimally for a specific application, such solutions
commonly fail to offer improved efficiency for other applications – even those that
may be highly similar.

To avoid these compromises and think instead about how IoT could best be
implemented without the constraints applied by existing systems and preconceived
notions, we assert that a clean-sheet approach offers a higher likelihood of being
able to optimize entire connected systems in the context of efficiency and security.
Developing such an architecture from scratch is preferable to extending today’s
IoT infrastructure: systems’ current embodiments build upon conventional IP
technologies that were not designed with IoT’s current and future use cases in mind,
resulting in the need to build solution-specific software and glue layers that are
neither scalable nor extensible.

With this from-scratch design methodology, it becomes possible to take a
step back and focus on developing an entire end-to-end architecture capable of
supporting any application on any constituent technology. We propose to implement
this architecture not in the constrained end devices, but rather by making use of
resources within the Cloud, with its low-cost and scalable computation, storage,
and input power.

This chapter extends the author’s dissertation [3], demonstrating how Cloud
resources may support the secure and efficient future of the IoT.

In Sect. 2, we discuss contemporary research and identify the need for an
architecture improving system-wide efficiency and security. We then examine how
humans share, protect, and synthesize information in Sect. 3.

Section 4 explores a novel architecture emulating this human model. This
architecture uses “Data Proxies” to digitally duplicate physical objects and systems
while targeting certain data performance attributes, using contextual and cognitive
models to reduce the need for high-frequency, energy-intensive sensor inputs as
required by conventional mirroring approaches.

These mathematical abstractions of physical systems additionally improve secu-
rity by requiring applications to communicate with an approximated and model-
enriched protected duplicate rather than directly with a device. A “Cognitive Layer”
allows the model to supervise itself to identify abnormal state evolution, as well as to
validate the safety of incoming commands prior to execution through context-based
command simulation and limit checking.
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Finally, an “Application Agent” uses simulation to dynamically identify the
optimal sampling rate for meeting a prescribed “Quality of Data” requirement. We
explore how this architecture is designed and explore its performance for several
home-automation applications. Then, in Sect. 5, we discuss how proxy models
enabling these and other applications can be constructed using dynamical state
space techniques and their implication on modeling resource consumption. We
subsequently consider how machine learning may be applied to creating system
models in Sect. 6.

In Sect. 7, we demonstrate our architecture’s efficiency and security improve-
ments with an example vehicular application based on real-world connected service
needs. We apply the concept of Data Proxies toward the estimation of distance
traveled for usage-based insurance and taxation applications, which are infeasible
today due to energy and bandwidth requirements are too significant for typical
consumers’ mobile devices. We show a substantial reduction in resource use with
minimal increase in estimation error, illustrating this approach’s applicability to
constrained devices. Finally, we summarize our results in Sect. 8.

Ultimately, this context-aware, cognitive architecture will allow sensing and
actuation in scenarios that would be untenable today. The net result will be richer
data from more locations and devices, new actuation possibilities, and a fuller
realization of IoT’s world-changing potential.

2 Related Work

This section considers current research efforts to address several of the main techno-
logical challenges to deploying IoT systems: namely, battery (power consumption),
bandwidth (communication cost), bytes (data storage limitations), computation
(constrained processing), and security.

We begin by examining several common IoT connectivity architectures. The
Internet of Things often relies on one of the three canonical architectures which
possess different characteristics ameliorating or worsening IoT’s technical chal-
lenges. Here, we explore how each differed topological approach varies in resource
management, security, and scalability. We consider how each architecture scales
to handle increasing data uploads, requests, and commands from incoming device
and application connections, and how these same architectures fare under simple
attack scenarios. Additionally, we describe contemporary research for reducing
resource use and improving the security of connected systems, and show that these
approaches are necessary but not sufficient to handle the proliferation of connected
Things.
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Fig. 1 These three architectures are the backbone of many existing IoT systems

2.1 Existing Architectures

Connected systems may make use of a range of enabling architectures for connec-
tivity. These vary in complexity, scalability, data reusability, resilience to intrusion,
malicious commands and other attacks, and future-proofing.

To understand how best to intelligently extend existing connectivity modalities
to improve efficiency and security, one must understand these frequently-used
architectures. We choose to focus on the commonly-used classical, smart hub, and
Cloud mirror approaches to connectivity. These are shown in Fig. 1.

2.1.1 Classical Connectivity

In this approach, a client directly controls and queries a system’s sensors and
actuators, typically with one-to-one data flows. This method of connectivity may
therefore also be called “direct connectivity” as it allows an application or appli-
cations to engage with a device directly, and all data requests and commands are
intentional.

This topology is only efficient at small scale and for use with one or few
applications. Information is sent only when requested, and the devices directly
process all incoming commands or sample data from sensors specifically when
told to do so. This simplicity is also the architectures’ downfall – it scales poorly
from the perspective of efficiency and security. As additional applications join,
these add data queries or send new command requests. If an application samples
a device at n Hz and m copies of that application are running, the devices are
queried at m×n Hz, consuming unnecessary bandwidth and power while providing
redundant information. Ultimately, the network may become saturated and data may
be corrupted or lost.
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Further, this approach often suffers from compromised security due to the use of
low-cost, low-power end nodes. Limited authentication and encryption capabilities
exist due to computational constraints on the data generating devices. Therefore,
compromising a device or an application could have disastrous implications for
the remaining devices on the network as there is insufficient protection to block a
malicious agent from accessing data, denying service, controlling a sensitive sensor
or sending a damaging signal to a sensor/actuator.

Though quick to develop and test, this approach is unsuitable for scalable
deployment [4, 5] or use in safety-critical systems.

2.1.2 Smart Hub Connectivity

In this “gatewayed” approach, all requests for data or control pass through a master
device capable of moderating information flow. This architecture frequently bridges
two communication technologies, like a proprietary RF technology for control
“behind the gateway” and public Ethernet.

Gateway systems may simply redirect each message to the appropriate target or
can have built-in sampling intelligence [6] to minimize redundant data acquisition,
transmission, and actuation requests. In the former case, application data requests
scale as in the direct-to-device case. In the latter, the gateway pools requests
and selects the minimum meeting the applications’ requirements, e.g. from one
application requesting at n Hz and one requesting at m Hz, with the gateway
choosing to poll at the ceiling of these two rates. This is a simple many-to-many
network architecture.

With this architecture, the gateway node frequently offers additional computation
relative to the end devices. The availability of enhanced computation allows for
the use of firewalls, encrypted communication, and secure credential validation to
moderate information flow between applications and sensing or actuating devices.
Therefore, it is simpler than the direct case to detect and block malicious actors.
However, the hardware is installed once and then is not upgradable, so while the
software can be upgraded, it will eventually reach the limit of the hardware.

Though hub-based systems improve scalability and security versus direct-to-
device systems, these systems offer room for improvement. Because gateways
remain resource constrained, their best application is within networks of small to
medium scale, with semi-static sensing and actuation payloads used in conjunction
with pre-approved applications. Furthermore, hacking into the gateway can jeopar-
dize all the devices and the applications in the network [7]. These systems also have
limited long-term applicability as the gateway hardware ages.

2.1.3 Cloud Mirroring

Cloud mirroring is well-adopted for IoT platforms, and is the basis of popular
platforms such as PTC’s ThingWorx [8]. In a cloud mirroring approach, one or
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several devices or connected networks are digitally duplicated on a central server
based on rapidly sampled, streamed data. These mirrors often combine data sources
from different connected device platforms and apply additional processing to filter
data and aggregate results to provide enhanced accuracy and mirror richness [9].
As in the smart hub case, data and control requests are abstracted from the physical
device to allow the Cloud to moderate sampling rates based on application payloads.
However, in this case, computation and power at the Cloud (taking the role of the
gateway) are infinitely scalable.

In the case where bandwidth costs and latencies are small, this architecture offers
the best scalability [10] and future-proofing due to improved access to computation
and storage. For this reason, we select it as the basis for the “Data Proxy” architec-
ture. However, while Cloud Mirroring frequently maximizes data capture to improve
representational richness, the representational richness may in fact be overkill for
many applications. An overly-sampled mirror will consume significant sensing,
computation, and data transmission energy, require additional bandwidth to build a
mirror, and will consume significant storage. An optimally-sampled approach could
reduce resource consumption without impacting application performance.

2.2 Existing Approaches to Minimizing Resource Use
and Improving Security

Enhancing the efficiency and security of connected systems is not a new goal. Here,
we consider the “necessary but not sufficient” approaches that have been proposed
to date.

2.2.1 Resource Efficiency

Researchers have studied and optimized routing, power consumption, and compu-
tation for connected systems in piecemeal fashion.

Optimizing routing addresses bandwidth and storage needs; reducing bandwidth
lowers network congestion and reduces system operating costs, reducing storage
lowers costs and simplifies analysis and information sharing by avoiding the trap of
Big Data.

Self-organizing data dissemination algorithms apply data-centric storage to min-
imize routing energy and bandwidth use [11]. Other approaches instead minimize
sampling rate to conserve bandwidth. For example, Adlakha’s approach uses a
Kalman filter to account for sparse input data and identifies the optimal sampling
rate to maintain a target error bound [12]. Jain et al. applied a Kalman filter to meet
error targets. This minimizes bandwidth, but requires significant computation where
devices are frequently power and processing constrained [13].
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Compressed sensing trades computation for bandwidth, using a priori informa-
tion to reconstruct signals from sparse inputs. Devices compress data and transmit
them to a fusion center for unpacking [14].

Minimizing the number of sensors is another approach to conserving resources.
Hu et al. applied linear programming to estimate data between sensors, allowing
fewer devices to be used to instrument a system [15]. Das identified critical sensors
to minimize the worst case error, and deployed only these devices to conserve power
and bandwidth [16].

Each of these efficiency-improving or cost-reducing approaches optimizes a
single part of a larger system, frequently compromising one element for the sake
of another (bandwidth and power consumption for computation).

2.2.2 Privacy and Security

Security and privacy concerns challenge IoT’s deployment. IoT connects many
personal or high-value items, which brings great opportunity and significant risks
of malicious access to sensitive data. Moreover, IoT has led to the proliferation
of interconnected devices in sensitive locations with access to potentially harmful
actuation capabilities. There is a growing concern of cyber-attacks, unauthorized
access and hackers gaining uncontrolled access [17, 18].

While it is possible to draft privacy-considerate, opt-in data sharing approaches
[9] and visualization tools to moderate and stop the flow of information [19],
preventing leaks in the first place is a more pressing issue. IoT’s short development
cycles have led many systems to implement “security through obscurity” [20, 21],
leading to systems without authentication, encryption, or even checksum validation
[22]. The products on the market today were built to a cost target, and therefore lack
the computational overhead for cryptography [20].

Consider three household IoT devices highlighting IoT’s fragmented security: (a)
Philips Hue lightbulbs rely on a whitelist of approved controllers and transmit data
in plaintext, (b) Belkin WeMo outlets use plaintext SOAP communication without
authentication, (c) NEST smoke alarms use encrypted traffic to communicate with
a remote server, with changing OAuth2 tokens to ensure the integrity of the
connection [22].

Groups have recently come together to standardize protocols for communication
and data exchange [22] in an effort to facilitate system-wide security. Unfortunately,
this standardization only addresses future systems – while a solution compatible
with past and present devices is needed.

Emerging security research improves upon IoT’s typical models, but an approach
not relying on costly computation and jointly addressing security, efficiency,
and scalability is needed. Often, these security implementations may suffer from
computation constraints and require simplification to run on the embedded devices
typically used for IoT hardware. Migrating security from the device level into
the Cloud would allow for substantially improved security software to be run on
connected systems, improving IoT security over business as usual.
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An eventual shift from device-centric systems to a Cloud-centric architecture
will ultimately allow any device and service to work on any constituent technology,
with improved security and resource efficiency taking advantage of the Cloud’s
scalability, extensibility and speed.

3 Human-Inspired IoT

It is clear that resource use must be optimized at the most constrained nodes, while
security must be robust and implemented to ensure minimal interference with real-
time data access and control. While today’s solutions to resource management are
application specific, an architecture supporting scalable and extensible application
payloads is preferable to ensure IoT’s widest possible adoption.

We believe that human cognition embodies a secure and efficient connected
architecture. We see four defining characteristics to how people gather, share, and
act upon data:

1. People apply context to distributing information
2. People synthesize information from multiple sources
3. People minimize effort through estimation where appropriate
4. People protect themselves and their resources using abstraction and cognition

Context makes use of understood system dynamics and behaviors based on
physics, habits, or other observations, e.g. understanding what a minute passing
“feels like,” or that an applied force will result in a mass accelerating. Synthesis
takes information from various sources and uses known relationships and fusion
techniques to derive new and useful information. Estimation uses context-aware
models and historic data to allow the system to approximate the system’s state with-
out directly sampling data, while abstraction and cognition allow for the creation of
a buffer between data generators and users that may be moderated.

This approach to data and communication management is best illustrated by
example. Consider two people having a conversation at a train station. The person
making requests for information is the client “application,” while the individual
collecting, synthesizing, and moderating the flow of information is the “proxy.”
Here, the proxy has access to information from a wristwatch and a train schedule.

When an application asks the current time, the proxy considers the requestor,
their interaction history, and the application’s apparent need for timely and accurate
data. An average request “what time is it?” therefore receives a reply with average
timeliness and precision, “it’s about 10:30.”

In the following sections, we illustrate how the human model allows the proxy to
efficiently and securely formulate and share context-appropriate replies.
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3.1 Varied Request Priorities

Applications have varied request priorities. A child nagging a parent may not care
what time it is, while a train conductor has an urgent need for precise information.

Based on the applications’ needs, the proxy may exert an appropriate effort
to acquire the information requested – whether that means estimating the time
from their last reference to the watch, or checking directly. This approach to
resource conservation can reduce operational cost and increase system longevity.
For example, minimizing direct reading of a watch with a backlight conserves
battery (sensing energy) and might reduce eye strain (communication bandwidth).

3.2 Data Synthesis

Proxies are more than simple valves for information – they may synthesize data
from multiple sources based on cognition and system context.

An application may request processed information such as “how long until the
blue line arrives?” The proxy checks multiple sources to formulate the appropriate
response: “the blue line is scheduled to arrive every 15 min starting at 10:07 and it’s
now 10:35, so two minutes.” If the cost is too high – for example, the train schedule
is too far away, and the proxy does not want to walk over to get it – the proxy may
guess, or say “I don’t know.”

3.3 Multiple-Use of Replies

Replies are reused by multiple applications. A nearby passenger, for example, might
overhear the proxy’s reply to the application, thereby eliminating a request for data.
This allows low-priority applications to benefit from high-priority applications’
replies, reducing redundant communication.

3.4 Malicious Request Blocking

Proxies block annoying and malicious requests. If a child continues to ask the time,
the proxy will begin to estimate the time and eventually stop replying altogether.
This preserves resources for applications with more critical need.
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3.5 Resource Safeguarding

Proxies may have access to proprietary information. If a malicious application asks
to access the watch (a data source), the proxy may choose to limit their access to
time data or feign that the watch does not exist. The same can be done for malicious
agents attempting to control actuators.

3.6 Command Simulation

Proxies consider the future. Consider an application requesting that the proxy watch
a suitcase for the remainder of the day. The proxy considers the requestor, then
thinks about the result of executing the command. If the command seems strange
(a day is a long time to keep an eye on a suitcase), it may be validated. If the
command would conflict with a high-priority directive (like missing the train), the
request may be denied or an alternative actuation (watching for a half hour) might
be proposed.

3.7 System Supervision

The proxy may supervise its own data sources and contextual models. Consider
a proxy checking his watch when a train is scheduled to pass by, when no train
appears. It is possible that the watch is broken or that the train is not on schedule
– the measurement may be incorrect, or the environment is behaving unexpectedly.
Understanding these faults may allow the proxy to automatically detect and respond
to such failures in the future, perhaps by implementing a method of checking the
sensors (checking the time against another clock source) or updating the proxy’s
environmental model.

4 System Embodiment

Cloud infrastructure provides the ideal base architecture to emulate this secure and
efficient human model for data processing. With extensive flexibility and scalability,
the Cloud is capable of running complex models that can handle data similarly
to humans, reducing resource requirements in constrained edge devices (allowing
simplified, low-latency data processing in “reflex arcs”) while allowing much richer
computation at a centralized “brain.”

We propose the use of cognitive, model-based “Data Proxies” applying process
and measurement knowledge to allow connected systems to meet applications’
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prescribed “Quality of Data” requirements (QoDs). Data Proxies digitally duplicate
physical systems from sparse data inputs, and these same models may be used to
improve efficiency, enhance security, and supervise system behavior.

The Data Proxy model will extend the Cloud mirroring approach and focus
on targeting an ideal representational richness based on application requirements,
rather than maximizing representational richness without application-derived con-
straints. The Data Proxy will then seek to minimize the data inputs and related
energy, bandwidth and storage costs needed to achieve this richness through the
use of estimation, observation, and interpolation models, thereby saving system
resources. In effect, the Data Proxy takes sparse data inputs and uses context-aware
and cognitive models to reconstruct rich, digital duplicates. These same models
can adapt in realtime and be used to detect system or sensor anomalies, or even
to simulate a command’s intended behavior to ensure that it’s execution is benign.

The five elements of our Proxy-centric, Cloud architecture are shown in
Fig. 2 are:

• The Quality of Data (QoD), which accompanies requests for information and
specifies an application’s timeliness and accuracy targets

• The Security Layer, which validates credentials to moderate incoming requests
for information and actuation

Fig. 2 This architecture extends Cloud connectivity, incorporating efficiency and security
improvements
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• The Cognitive Layer, which applies the Proxy model to monitor system evolution
and to simulate commands prior to execution

• The Data Proxy, which uses process and measurement knowledge to create a rich
state estimate from limited inputs

• The Application Agent, which simulates downsampling schemes to identify the
minimum cost sampling approach meeting an aggregate QoD

With this architecture, security and efficiency are improved using inexpensive
and highly scalable Cloud resources. We focus the following sections of discussion
primarily on how such an architecture improves resource efficiency and therefore
scalability rather than emphasizing the particulars of improving system security.
Where possible, we bring in examples of how such an architecture could be applied
to improve a range of smart-home applications.

4.1 Quality of Data

The Quality of Data describes the context information the Application Agent needs
to schedule sampling. All connecting applications have an associated Quality of
Data requirement indicating the conditions that must be met for that application to
perform effectively. This may include parameters about a data set’s timeliness and
accuracy, e.g. how recent and/or error-free or substantially error free an application’s
input data set must be.

A Quality of Data (QoD) metric is included with every information request to
provide an objective for the Application Agent. The Agent optimizes sampling
schemes to identify the one best meeting the needs of all connected applications.

QoD may be defined differently based on an application’s needs. A simple
approach might consider timeliness (freshness) and accuracy. Based on the QoD
requested, the reply from the Proxy will contain information about the QoD
achieved, as well as confidence intervals.

QoD is closely coupled with the cost of acquiring data. More stringent targets
will typically require increased computation, battery, and bandwidth.

QoDs can be aggregated across multiple applications, to find the minimum
resource expenditure needed to meet a series of data and performance requirements.
Using the Application Agent to jointly optimize a number of sensors for a suite of
applications has the potential to significantly reduce resource requirements while
maintaining high quality state estimates for each connected service.

In a smart home, safety critical applications, such as internet-controlled stove-
tops, would require high accuracy and timeliness, whereas less-risky applications,
such as automated heater control to assure occupant comfort, can operate with
information of a lower accuracy and at reduced sampling frequency.
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4.2 Security Layer

The Security Layer validates credentials for incoming data and actuation requests,
protecting an encapsulated Private Cloud. The security layer acts as an access
control moderator for the Data Proxy and Cognitive Layer, preventing direct access
between incoming connections and physical objects.

This layer uses the Cloud to enable rule-based, machine learned, and human in
the loop credential validation. Unlike some IoT architectures, this approach supports
certificate checking, credential revocation, and even temporary permissions capable
of defending against data probing, malicious actors and Denial of Service (DoS)
attacks. It is infinitely scalable to support future technologies and rapid credential
validation, assuring user satisfaction.

This layer may go beyond verification of identification and credentials, and
additionally validate incoming messages to ensure these pass basic safety checks.

While we describe the Security Layer to define its location and importance within
our proposed architecture, we do not intent to describe any particular method(s) for
enforcing security. Rather, the rest of the architecture provides a means to allow
existing security methods to run where resources are more readily available and
scalable. This includes conventional approaches to security, such as encryption,
the use of pseudonyms, and more. However, this architectural implementation of
IoT does allow for unconventional approaches to command validation and system
supervision, which indirectly improve system-wide security by rejecting invalid or
malicious inputs and detecting system faults and failures in their earliest stages.

In a smart home, the security layer would be used to ensure that a user has
the appropriate credentials to control lighting or to examine occupancy data. For
example, the security layer could check credentials and optionally restrict an
employee’s access to the building’s occupancy sensors, checking with the facilities
manager upon each request, or could block an unaffiliated person’s attempt to
control the temperature within the building.

4.3 Cognitive Layer

A Cognitive Layer resides within the Private Cloud and applies the Proxy’s model to
evaluate process evolution and to validate incoming commands prior to execution.
The layer consists Firewall and Supervisor elements, with representative figures for
each appearing in Fig. 3.

The Firewall uses the Proxy model to simulate the impact of actuation requests,
ensuring that the end state is within acceptable boundaries. These boundaries are
rule-based, learned, or human in the loop and consider the context of an application
as well as the connected system when determining whether an output is feasible
and desirable. It then uses a system model to simulate the command forward in
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Fig. 3 The Cognitive Layer protects a system by identifying unexpected behavior and ensuring
that malignant commands are never executed

time prior to execution to understand the likely result prior to passing that command
onward to the Proxy for execution.

The context models used by the Cognitive Layer are typically the same models
used by the Data Proxy to facilitate rich state reconstruction from sparse data, using
historic data, trends, physical models, and correlation to determine how the system
is expected to evolve in the absence of inputs or in the presence of commands. If the
system behaves unexpectedly or abnormally, or if a command causes the system to
trend toward an undesirable state, the Cognitive Layer detects the (potential) fault
and takes appropriate corrective action – either by reporting the fault, correcting the
model, validating or rejecting the command, or some combination.

Command checking can prevent the execution of actuation that might have
negative consequences. For example, if an IoT controlled shower head were set
to 60 ◦C and a malicious actor requests an increase of 100 ◦C, the Firewall can
determine that the impact of increasing temperature is a final temperature of 160 ◦C.
This exceeds the Firewall’s “Human Safe Temperature” rule, and the command is
ignored. However, in the case of an oven, a 160 ◦C command may be fine – if not
too cold to avoid food-borne illness.

Developing models that scale across applications and object types is a challenge
we do not explore in depth in this chapter. We propose that as objects become
increasingly connected, a set of human-defined object definitions and machine-
learned limits allow a system’s safe limits to be updated and incorporated into Data
Proxy mirroring systems. Generally, we propose that a system’s strict limitations
and objectives will be created by the object’s and application’s manufacturers and
developers; softer limits (undesirable but typically benign outcomes) will be learned
through use. Ultimately, standardized rule definitions and a unified repository for
such rules could simplify development, allowing developers to incorporate system
models and build rules using Git-like commands to clone, fork, and commit.
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Whereas the Firewall evaluates and potentially blocks commands, the Supervisor
monitors the system to identify anomalous behavior. Exceeding set or learned
control limits, the Supervisor can detect when system models are failing, when
measurements are failing, or when the system itself is failing. This knowledge can
be used to improve the system or the system model in the future.

As an example in a smarthome, the Supervisor could monitor a Connected Home.
The Supervisor knows that at the current conditions of a room, increasing the power
to the heater by 100 W will typically increase the temperature sensor’s reading by
1 ◦C after an hour. If the IoT control system commands 100 W to the heater, but
the temperature has not changed after an hour, the Supervisor may determine that
the model has failed. This could mean that the outside temperature has fallen, the
heater broke, or maybe even that a window in the room is broken and letting outside
air in. If the Supervisor completes a test to determine the state of the window and
determines that it is broken, it may then alert a human to take corrective action. In
the interim, it may adjust its internal model to reflect the room’s current state so that
the model performs as best as possible given the circumstances.

4.4 Data Proxies

Data Proxies apply mathematical models to support our cognitive approach to IoT.
Proxies use sparse input data to digitally duplicate physical systems through the use
of estimators, observers, or other modeling tools, creating replicas that approximate
system states and their evolution based on intermittent measurements.

Applications gather information from a Data Proxy and its related elements rather
than from the device or system itself, allowing the separation and abstraction of
devices from requestors and improving security. The use of Cloud computation
allows Proxies to run complex models to maintain high data accuracy, while also
allowing Proxies to synthesize and aggregate information without requiring end
device resources.

Proxies rely on variably-available measurements for state, input, and output.
Availability is determined by the Application Agent, network outages or saturation,
or other limiting factors. The Application Agent considers these factors to determine
the lowest resource cost approach enabling a Proxy or Proxies to meet the target
QoD.

In a smart home, Proxy models can create a rich representation of a home in
the Cloud by using sparse input data from intermittently sampled temperature data,
lighting data, and so on. These models reconstruct the house nearly fully from
limited data by relying on historic data models and cognitive models that understand
how the home might respond to internal and external stimuli.
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4.5 Application Agent

The Application Agent is a query manager run in the system’s private Cloud,
responsible for aggregating QoD targets and selecting the optimal sampling rate
for Data Proxies. The Agent uses sample data and one or more Proxy models
to forward-simulate the impact of selecting a particular sampling rate on the sys-
tem’s representation richness. This simulation identifies a set of feasible sampling
schemes meeting the aggregate QoD demands from all connected applications. The
Agent then examines these sampling schemes’ relative costs and sets the sensors’
sampling rates to minimize resource expenditure. As applications join and leave
the system, the Application Agent dynamically recalculates rates or looks at the
results from previous calculations in order to select the optimal sampling approach
for the new payload, helping to minimize resource expenditure irrespective of the
connected application payload.

In a smart home, the application agent might for example consider that a heating
system application, lighting control application, and home media player application
all require data, and therefore optimize for a high sampling rate and accuracy. Each
application could then access the richest possible data from the home to facilitate
operational decisions.

5 Proxy Models

In this section, we envision the embodiment of a Proxy system and demonstrate its
efficacy in reducing power consumption. We borrow concepts from modern control
theory and utilize state space modeling to develop rich representation of the relevant
IoT system or object.

5.1 State Space Models

In many scenarios, systems can be modeled by a set of dynamical state space
equations that model the evolution of system states. The system states are a set
of variable that completely describes the system and its response to a set of
inputs [23]. Such modeling often requires good domain knowledge and can be
categorized as first principles modeling which employs laws of physics to guide
model development.

In the context of IoT, the state variables can serves as “Proxies” mirroring real
systems and their evolution over time. These replicas may be used to inquire as
to the state of a system without querying direct and costly measurement, and are
commonly applied to problems where the internal physical state of a system cannot
be or is not easily directly observed.
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One approach to system mirroring relies on an observer, which applies a physical
model to turn inputs and observations into state estimates under the assumption
of noiseless dynamics. Another approach applies an estimator to input data, using
a statistical model characterizing process and sensor noise to understanding the
system’s evolution.

While these mathematical tools are well understood, there is novelty in our appli-
cation of these models to reducing resource use and enhancing the deployability of
constrained, connected devices.

5.1.1 Discrete Time State Observer

An observer applies a system of equations to estimate the internal state of a real,
deterministic system based on input and output measurements. These equations are
based on a physical model, and apply feedback to increase robustness and minimize
estimation error.

As a demonstration, we consider the discrete time Luenbergerber observer [24],
which applies feedback based on the estimated and true states to limit error growth.
This is shown in Fig. 4.

Fig. 4 The Luenberger Observer uses duplicate system models fed by identical input data and
minimizes the error between the true and estimated systems by applying negative feedback
proportional to the error
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5.1.2 Discrete Time State Estimator

Unlike observers, estimators work well with noise and rely on stochastic models.
This makes their use attractive in cases where data already exists, and where the
exact system behavior is difficult to model physically and/or observations are noisy.

We consider the Kalman filter as an example [25]. This estimator relies on
knowledge of process and measurement error, combining means and variances to
gain improved insight into the process’s true evolution. This estimator’s function
and its recursive, iterative structure is shown in Fig. 5.

Fig. 5 These figures show the concept and implementation of a Kalman filter, an iterative
estimator combining multiple measurements with differing means and variances to provide
accurate state estimates. (a) An estimator combines multiple measurements with differing means
and variances to provide an improved measurement. (b) The Kalman filter is a recursive and
iterative, converging toward accurate state estimates
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5.2 Modeling Resource Consumption

An aim of the Proxy architecture is to improve system efficiency and reduce resource
consumption. Therefore, we must model the cost of resource consumption so that it
might be optimized.

Cost models can consist of fixed and variable costs, power costs, bandwidth costs,
network loading costs, and more. These may vary by time, date, location, or even
weather conditions.

In the basic case, we may assume that each sampling or transmission event has
a particular cost associated with it. For example, reading an accelerometer might
have one cost per sample, while GPS has another. Transmitting a packet may have
a per-byte cost, or pre-processing data may have computation costs.

6 Machine Learning Based Modeling

This architecture requires the use of “cognitive” and “context” models. These
models seek to duplicate how a system performs in the absence of stimuli, as well as
in response to input commands. In effect, such models emulate a human’s awareness
of how systems perform, with respect to inputs, outputs, and evolution over time.
A sample context model, for example, could relate a vehicle’s commanded throttle
input to its passenger loading in order to anticipate upcoming acceleration. Another
model could use context to estimate the amount of time passed between events
occurring, based on historic data. Each system model depends on the underlying
physics, historic data, and a set of known and learned assumptions about the system.

In real world systems, the ability to develop a comprehensive dynamic state space
model is limited by complexity. It is often hard to define a suitable set of states for
modeling, let alone to explicate the interaction among the states.

In these cases, machine learning becomes a useful tool for system modeling.
Machine learning employs pattern recognition and computational learning tech-
niques to develop predictive models based upon historical data [26].

Such methods aim to learn from historical data with respect to some class of
tasks and performance metrics, where their performance is expected to improve
with experience [27]. The rapid growth of machine-recorded data on the IoT has
made training machine learning models feasible and practical. Such techniques have
been met with success in varied application areas, from spam detection and search,
to recommendation systems and object recognition, to natural language processing
and bioinformatics [26–33]. It is reasonable to believe that these same tools may be
used to automate the process of model identification and selection, simplifying the
process of creating Data Proxy models for even the most complex systems.
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Machine learning has implications well beyond model selection. As we continue
to deploy IoT systems into increasingly complex environments, machine learning
tools will become critical in forming the foundational models used for decision
making.

For example, in a Smart Home, cameras and object recognition may be used to
monitor the state of a refrigerator and to automatically generate a weekly shopping
list based on consumption trends and user-defined thresholds. In Smart Factories,
airflow and temperature sensors may be used to monitor heating and cooling,
learning a robust spatiotemporal model for factory response. This may be integrated
with a control logic system and actuators to adjust temperature in an efficient and
comfortable manner.

Machine learning is especially useful in the Cognitive Layer of our model. It may
be applied to credentialing, fault detection, command testing, and even automated
model adjustment to allow for adaptive model learning. As the architecture becomes
more mature, this will be an area of focused development.

7 Real-World Data Proxy Examples

In this section, we seek to demonstrate the ability of a Data Proxy to minimize a
system’s resource requirements (sensor-related power consumption or bandwidth)
while meeting the QoD requirements for a real-world sample application. Here, we
consider how Proxies may be used to enable mobile phones to efficiently monitor
the distance traveled by a vehicle to support pay-as-you-drive insurance and taxation
models [34, 35]. This is an important problem to solve, as usage-based automobile
insurance is more equitable than conventional billing approaches. However, a
large number of vehicles are not yet Internet-connected. While most drivers carry
mobile devices, directly and continuously sampling and uploading positioning data
would result in significant power expenditure, bandwidth consumption, and network
loading at odds with wide consumer adoption. Therefore, we seek to apply the Data
Proxy architecture to minimize the acquisition (and indirectly transmission) cost for
such a system while retaining the data richness necessary to facilitate accurate and
defensible usage-based insurance fees.

To do this, we employ the concept of a Data Proxy to create a rich set of state
representations from sparse input, and apply Data Proxies from the perspective
of meeting a prescribed QoD target with minimal resource use. In principle, this
optimization could be reversed to maximize the QoD for a set power (or other
resource) constraint, thereby allowing for higher-quality data within a predefined
power budget.

These services use knowledge of the precise distance a vehicle travel to charge
users appropriately for their use of infrastructure and based on their risk profile.
While connected vehicles will simplify such distance monitoring, the in-situ vehicle
fleet lacks telemetry. However, alternative approaches to instrumentation are feasi-
ble: most drivers possess mobile phones with on-board sensing and always-available
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connectivity. Using these pervasive sensing devices to instrument vehicles makes
UBI monitoring tenable, but faces challenges to deployment – constant sensor
sampling consumes significant power and bandwidth on the mobile device, which
may not regularly be plugged in. Consumers would not accept such a monitoring
system as it significantly impacts their mobile phone use habits with constant
sensing draining already limited battery resources, and streaming raw location data
directly to a server consumes significant bandwidth and can pose a privacy concern.

Data Proxies can be applied to mobile-based UBI to facilitate its resource-
efficient, private and secure implementation by allowing for reduced sampling to
recreate a rich and accurate distance traveled metric. In this section, we consider
how to enable this insurance business model with a resource-aware application
of mobile phones’ GPS, acceleration, and vehicle diagnostic data for transmitting
distance traveled information to a remote server. In particular, we seek to optimize
a resource cost model based on minimizing the phone’s power consumption when
collecting information for distance traveled estimation.

We apply Data Proxies to this problem, using a model of vehicle dynamics to
estimate trajectory and distance traveled from sparse inputs. We use this Proxy
to minimize the mobile device’s power cost of acquiring the location, speed, and
acceleration data input while ensuring the data meets the targets for QoD. We ignore
the power cost of acquiring data and sampling in-vehicle sensors upon which OBD
relies, as such drains are small relative to the electronics base-load within in the
vehicle and these sensors are sampled regardless of their use in our application to
optimize local vehicle operation. However, we do include the cost of acquiring the
OBD sample from the phone-to-vehicle interface via Wi-Fi. We further assume that
power savings from reduced sampling correlates to a linear reduction in the system’s
bandwidth cost (as data that are not collected does not require transmission, and
collecting more data requires additional transmission).

7.1 Proxy Model

We first develop a model for the Proxy. In this case, we apply Kumar’s [34] slipless
unicycle vehicle model. This model estimates the distance traveled by the vehicle
at a baseline frequency, incorporating position and speed measurements from GPS
and On-Board Diagnostics (OBD) when available. Acceleration data is incorporated
into every sample.

As a reference set, we collected data at 10 ,Hz using from the phone’s internal
GPS and accelerometer as well as a WiFi OBD device. This fully-sampled set
was used to define the reference trajectory. We then tested various downsampling
approaches for GPS and OBD, simulating the cost and QoD for each. This is
described in the following sections.
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7.2 Costs

We choose to model the power cost of acquiring GPS and OBD data on a per-
sample basis. GPS samples are more costly than OBD, and accelerometer sampling
is considered to be a negligible cost.

The net cost therefore becomes:

ctotal = λGPS ∗ nGPS + λOBD ∗ nOBD, (1)

where nGPS and nOBD are the counts of GPS and OBD samples, while each λ is a
per-sample power cost. To start, we assume, λGPS = 20µW/sample and λOBD =
2µW/sample.

7.3 Objectives & Constraints

The goal of this Proxy is to minimize the power consumed while accurately
estimating the distance and trajectory a vehicle travels. Therefore, our QoD focuses
on measurement accuracy and timeliness.

Mathematically, we combine two common position error estimates with a
distance threshold crossing delay:

QoD = m1(100 − RMSEposition)+
m2(100 − MAEposition)+

m3(100 − tDelay). (2)

RMSEposition is the Root Mean Squared Error, while MAEposition is the
Mean Average Error of the trajectory estimates with respect to the 10 Hz reference
trajectory. We define tDelay as the average, absolute value of the time delay in
detecting a series of threshold crossing events (when the distance traveled state
crosses d = n ∗ 500m for n ∈ {1, 2, 3, 4, 5}).

We select m1, m2 and m3 as tuning parameters normalizing each error by its
maximum value from a sample set, ensuring equal weighting. By setting m1 +
m2 + m3 = 1, we make the errorless case result in QoD = 100 with lower values
reflecting lower data quality.

Constraining the sensor sampling rate, we set a minimum GPS sampling period
of 100 s, and 50 s for OBD. The maximum sampling rate is set by the reference set,
at 10 Hz.
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Fig. 6 Cost as a percentage of full sampling plotted against error and QoD for the UBI example
system. Lowest cost solution meeting error target QoD = 70 in green; minimum error for
target cost 1500 µW in red. (a) Cost versus QoD where λGPS = 20µW/sample and λOBD =
2µW/sample. (b) Cost versus aggregate QoD; λGPS = 2µW/sample and λOBD = 20µW/sample

7.4 Results

This application illustrates the Data Proxy’s value in reducing resource use and
maximizing data richness, and shows how changing costs or objectives varies the
optimal sampling arrangement.

We plot the base cost case in Fig. 6a. From this, we see that some sampling
schemes are infeasible due to poor QoD or high cost. Of note, the cost increases
rapidly above QoD >= 96, with this knee demonstrating that the reference
trajectory is significantly oversampled. From this, we see that sacrificing minimal
data quality can significantly reduce resource needs – accepting a QoD of 93.7
instead of 100 allows the resource expenditure to be reduced to 5.8% of full
sampling allowing battery to be greatly conserved. When examining the comparison
of the reference trajectory with the QoD = 93.7 trajectory in Fig. 7, we see close
agreement.

Demonstrating the impact of changing costs, we simulated the same model by
switching OBD and GPS costs. This is shown in Fig. 6b. Note that in this approach,
the shape of the cost/QoD curve is similar but the exact values change.

Demonstrating how changing measurement costs can vary the best attainable
QoD for a given cost, we show the 10 best QoDs meeting the constraint ctotal <=
1500 µW for each cost model in Fig. 8.

This plot shows that the best possible QoD depends heavily on the cost of each
sampling type, with low-cost GPS improving tracking substantially.

Beyond depending on the individual costs of sensors, QoDs depend on the ratio
of sample types used in the estimate. Demonstrating this, we show the contours
for varied λGPS and λOBD and how the ratio of these costs impacts maximum
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Fig. 7 The QoD = 93.7
downsampled estimated
trajectory (red) shows close
agreement with the
QoD = 100 reference
trajectory (black), despite
only using 5.8% of the
battery power
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Fig. 8 We demonstrate how the QoD distribution varies by showing the top 10 QoDs for ctotal <

1500 µW for the cases where GPS is high cost and OBD is low cost and vise-versa. As expected,
lower cost GPS results in improved trajectory estimation

QoD. In Fig. 9, one sees constant cost curves for OBD sampling plotted against
GPS sampling cost. for a constant cost target of ctotal = 1500 µW. When GPS
costs decrease, QoD increases due to the increased availability of these positioning
samples. As OBD costs decrease, the QoD similarly increases but not as rapidly.
Note the monotonic behavior of these QoD curves, suggesting that the optimization
works as expected.
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Fig. 9 Isocost OBD contours
plotted against GPS cost,
illustrating how the changing
cost of measurement
acquisition can impact the
QoD for a Proxy
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This application shows that our architecture successfully applies mathematical
models and forward simulation to minimize the cost of data acquisition to meet a
QoD target. These results indicate that Data Proxies may be used successfully to
reduce the resource requirements for a real-world, mobile-phone based insurance
application. We show that it is possible to meet a high quality of data (by our earlier
definition, QoD = 93.7) with a limited amount of input power (5.8% of the fully-
sampled approach). Such a power reduction also leads to a commensurate reduction
in bandwidth and network loading, reducing the marginal costs of this application
beyond only battery life. With reduced support requirements, this application will
gain adoption, and other devices and applications may take advantage of the saved
resources, facilitating the growth of connected systems.

For our example UBI application, we find that the application can utilize 17.4
times fewer energy than the naive, fully sampled approach while still meeting
performance targets. While different models would need to be constructed to serve
as Proxies for other system types, the architecture and optimization approach may
be generalized to other application areas with relative ease.

8 Conclusions

We proposed the creation of a new architecture with Quality of Data Targets, Secu-
rity and Cognitive Layers, measurement- and process-model based Data Proxies,
and an Application Agent to optimizing sampling schemes to reduce cost while
meeting error and data quality constraints. Testing this architecture, we have shown
that Data Proxies can reduce resource requirements for connected devices while
maintaining strict error bounds, simultaneously improving security of connected
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systems. This wider-reaching connectivity through reduced resource use facilitates
better data from more sources, with improved noise rejection, sensor life, and
resolution.

Our architecture builds upon the cognitive human model to apply context for
improving efficiency. It uses these models to monitor systems and processes and to
ensure malicious commands are blocked, fusing data and using estimation to reduce
the cost of sampling without compromising data quality. Abstraction separates
digital duplicates from physical systems, enhancing security by eliminating a point
of direct connectivity and working on conjunction with existing privacy tools to
improve user acceptance.

8.1 Future

Our low-cost architecture will allow the deployment of IoT devices in more
places, supporting richer data mirroring and enabling enhanced pervasively-sensed
prognostics [36–38] by allowing sparse data to more fully digitally duplicate
a system. This approach to Cloud mirroring ultimately reduces economic and
sentiment barriers to the deployment of connective technologies.

Some architectural challenges remain to be addressed. For example, data actu-
ation latency may suffer due to the use of a security layer or from the reduced
sampling rate afforded by the use of Proxies. Other issues relate to the use of
imprecise data, and how confidence intervals should be considered when building
applications acting on Proxy-provided data.

A significant area of work will be to implement model-backed firewalls to protect
Connected Cars and Smart Homes, while the Cognitive Supervisor will allow the
creation of “Cognitive Prognostics” for detecting and responding to system faults at
an early stage.

This work will allow more devices to join the Internet of Things, supporting new
products and services. Our architecture’s resource savings and security will allow
even inexpensive, constrained devices to generate massive amounts of data, helping
to collect rich information to improve product and service design, to maintain
existing devices, and to sense and control in new domains.
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A Multi-level Monitoring Framework for
Containerized Self-Adaptive Early
Warning Applications

Salman Taherizadeh and Vlado Stankovski

1 Introduction

Internet of Things (IoT) is a paradigm where things/objects/sensors have a pervasive
presence in the Internet. In recent years, IoT systems such as early warning systems
have emerged as cloud-based services which are increasingly widely used and
important, especially to organizations that want to look beyond the traditional
approach of safety applications. As IoT applications can be virtualized, replicated
and distributed in different cloud infrastructures, cloud computing has become a
preferable solution for providing such applications on the Internet. Because the
cloud computing model is a pay-per-use on-demand offer through which organi-
zations can exploit elastic cloud resources and a federated cloud environment to
support the Quality of Service (QoS) needed for running these types of applications
in order to enhance the Quality of Experience (QoE) requirements of their end-
users. Nowadays, a popular cloud technology for the delivery of these applications
is through the use of emerging container standards such as Docker. Because due
to the lightweight nature of containers and their fast boot time, it is possible to
deploy cloud-based IoT application instances in hosting environments faster and
more efficiently than using VMs [1].

Ensuring that these types of application are able to offer favorable application
performance as service quality has been a challenging issue due to runtime varia-
tions in execution environment. Accordingly, the next generation of IoT systems,
for example disaster early warning systems, would be self-adaptive which entails
the implementation of IoT applications with no human intervention during the
operation [2], so that they should be able to detect runtime environmental changes
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and determine their own way of reacting to such changes, mainly two challenges: (I)
increase or decrease in the number of connected sensors and (II) changing network
connection quality between different components of the system. Therefore, self-
adaptation of IoT applications deployed on the cloud is a challenging issue due
to runtime variations in the number of sensors and runtime variations in network
conditions intrinsic to connections between individual application components
replicated and distributed across different cloud infrastructures.

This research work presents a multi-level monitoring approach based upon a non-
intrusive design intended to enable early warning systems as IoT applications to
autonomously reconfigure and adapt to changing conditions at runtime. To adapt
these applications to the changing workload as the number of sensors, this work
presents a rule-based horizontal scaling method using our implemented multi-
level monitoring system to dynamically estimate the number of needed running
containers. This innovative horizontal scaling method adds more needed container
instances into the pool of resources in order to share the workload or removes some
of containers if possible. Besides, to adapt these applications to changing network
conditions at runtime, this research work provides a solution to replicate application
components in different cloud infrastructures to increase availability and reliability
under various network conditions and varied amounts of traffic, and dynamically
connect each component to the best possible component in each different tier,
together offering fully-qualified network performance.

The rest of the document is organized as follows. Section 2 presents the basic
framework of an early warning system. Section 3 describes monitoring require-
ments. Section 4 discusses the architecture and implementation of our proposed
multi-level monitoring framework, followed by the architecture of our adaptation
solution and finally conclusion respectively in Sects 5 and 6.

2 Basic Framework of an Early Warning System

A typical example for IoT services considers disaster early warning systems
developed for the purpose of providing proper alert before disaster occurs. Figure
1 depicts the basic architecture of an early warning system including different
application components as Call Operator (dedicated and ad-hoc agents), Contact
Centre Server (Apache Web server), Database Server (Apache Cassandra server), IP
Gateway (e.g. TA900e or Cisco-ASA), Remote Terminal Units (e.g. Modbus RTU)
and Sensors (e.g. DHT11).

The properties of all application components, identified in the basic architecture
of an early warning system, are explained in Table 1.

Sensors, RTU and IP Gateway cannot be virtualized as these components have
physical items like attached antennas. In this research work, since CC Server and
DB Server can be virtualized and distributed in a federated cloud environment, they
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Fig. 1 Basic framework of an early warning system

Table 1 Components of a disaster early warning system

Component Functionality Type Virtualized

Call operator The call operators decide whether or not to send
an alert to emergency systems or to the public
entities.

Dedicated or
ad-hoc agents

No

CC server
(contact centre
server)

The CC server checks sensed data stored in DB
server and statistics in real- time and sends
notifications (such as e- mail, SMS or voice call
via SIP based IP telephony or ordinary PSTN)
to call operators if values are outside
predetermined thresholds for sensors.

Apache web
server

Yes

DB server
(database server)

DB server is a time series database which is
used for storing and handling sensed values
indexed by time.

Apache
Cassandra
server

Yes

IP gateway The IP gateway is a node that allows
communication between networks. It receives
data over direct radio link or GSM/GPRS from
sensors, aggregates the data and sends the data
to the database.

E.g. TA900e
or Cisco-ASA

No

RTU Remote terminal units (RTUs) connect to
sensors in the process and convert sensor
signals to digital data.

E.g. Modbus-
RTU

No

Sensors Sensors can measure temperature, barometric
pressure, humidity and other environmental
variables.

E.g. DHT11 No

are the application components which have been containerized as highlighted in
Table 1. For disaster early warning systems, the overall application performance is
the system’s reaction time, which means the length of time taken from sensor data
acquisition to when a notification is sent to the Call Operator.
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3 Monitoring Requirements

One of the main requirements of containerized self-adaptive early warning applica-
tions is to implement a multi-level monitoring tool. This multi-level monitoring tool
should be able to monitor execution environment where containerized applications
are running on diverse infrastructures in different geographic locations. Table 2
shows which levels have been considered by our implemented monitoring tool.

3.1 VM-Level Monitoring

For early warning applications, workload intensity as the changing number of
connected sensors radically influences application performance perceived by end-
users. For example, a situation may happen that all replicated DB Servers or CC
Servers would be completely saturated when the workload rapidly increases, and
thus due to lack of resources (e.g. CPU or bandwidth capacity), it is not able to
process more incoming service tasks because the application response time quickly
starts growing. Based on the vision of IoT, it is necessary to have control over
a pool of configurable computing, memory, storage and network resources that
can be autonomously provisioned and de-provisioned without or with negligible
intervention of a service provider [3].

Performance optimization can be best achieved by efficiently monitoring the uti-
lization of these virtualized resources. In situations where the workload dynamically
changes during runtime, measuring capabilities for monitoring those QoS metrics
(usage of network, storage, CPU and memory), that have remarkable effects on the
application performance, are needed as shown in Table 3.

Relevant papers that have been published in this area are included in Table 4.
Al-Hazmi et al. [4] found out that CPU utilization within a physical machine is

almost similar to the average CPU usage within all VMs running on that physical
machine. Their presented monitoring solution is functioning across federated clouds
however it is restricted to datacenters’ monitoring tools. This approach needs all
infrastructures to apply the same monitoring system; whereas a monitoring solution
that is not cloud-specific is currently needed to work and operate across federated
testbeds.

Wood et al. [5] developed a mathematical model to estimate resource overhead
for a VM. The proposed model can be adopted for approximating virtualized

Table 2 Proposed multi-level monitoring approach

Multi-level monitoring Infrastructure-level VM-level monitoring
P2P link quality monitoring

Container-level monitoring
Application-level monitoring
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Table 3 VM-level metrics

Infrastructure-level metric Definition

Network usage The volume of traffic on a specific network interface of a VM can
be periodically determined, including external and internal data
traffic.

Storage usage Disk usage indicates the percentage of used drive space. Adding
additional storage to the VM and allocating it to the appropriate
partition can resolve high disk usage.

CPU usage This metric shows the amount of actively used CPU as a
percentage of total available CPU in a VM. If the processor
utilization is equal to or near 100%, the system has run out of
available processing capacity and action must be taken.

Memory usage This metric indicates the percentage of memory that is used on the
selected machine.

Table 4 Overview of research on different VM-level monitoring systems

Paper Field Measured metrics (VM-level)

[4] Monitoring federated clouds at different
levels

CPU, memory, storage, network traffic,
etc.

[5] Virtualized resource overheads CPU, network I/O, disk I/O
[6] Real-time monitoring for virtual servers VM and physical server’s information

such as CPU, memory and storage
[7] IaaS cloud monitoring (analyzing

performance of VMs)
CPU and memory

[8, 9] Monitoring federated service clouds CPU, memory and network usage of
VMs

[10] Intelligent resource overbooking CPU and memory

resource requirements (especially CPU) of any application on a determined plat-
form. Moreover, the model can be used to estimate the aggregated resource needs
for VMs co-located on one host. Their solution defines the minimum amount of
resources necessary for a VM to remarkably avoid performance reduction because
of resource starvation. However, their approach is not able to directly measure how
application performance (i.e. response time) will vary. Another remarkable point in
this work is that profiling resource usage of virtualized applications is offline and
occurs on monthly or seasonal timescales.

Kwon and Noh [6] demonstrated that the performance of VMs is affected by
the physical resource. In order to decrease the number of working physical hosts,
the monitoring system checks the physical resources in real-time and notifies the
status to administrator. If CPU, memory, and storage are overloaded, then the virtual
servers will not be able to perform their normal function. However, the article missed
explanations about how the experiment could be implemented in practice. There is
no proof that the proposed solution can be used to improve the performance of VMs
as the authors claim. Besides, the proposed monitoring architecture is usable only
for Xen hypervisors to show the real-time resource utilization for servers and VMs.
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Meera and Swamynathan [7] discovered that CPU utilization and memory usage
increases with the increase in the number of running VMs on one physical server.
Even though CPU is utilized less than 25%, because of limited memory capacity the
system is not able to create more VMs. Their agent-based monitoring algorithm has
some SLA issues; since the proposed architecture does not have any component
to alarm if any measured value drops below a certain threshold. Moreover, the
architecture does not include a knowledge base to enable the reasoning on cloud
resources that can be used to analyze QoS and evaluate relevant policies.

Clayman et al. [8, 9] described a monitoring framework called Lattice as a real-
time system for the management of a cloud-based service. Their proposed solution
does not have a control plane. Moreover, at run-time it is not able to dynamically
add new monitoring probes to a data source.

Caglar and Gokhale [10] presented an autonomous, intelligent resource manage-
ment tool called iOverbook usable in heterogeneous and virtualized environments.
This tool provides an online overbooking strategy based on a feed- forward neural
network model by carefully considering the historic resource usage to forecast the
mean hourly CPU and Memory usage one-step-ahead. However, their work could
be improved by effective filtering of potential outliers and also considering user-
specified intervals rather than just an hour.

3.2 P2P Link Quality Monitoring

Sensors are generating massive amounts of collected data to be aggregated,
processed and stored. Consequently, changing quality of network communication
between DB Server and CC Server replicated and distributed across different cloud
infrastructures poses other challenges. Because early warning applications have
specific network QoS requirements between their components, such as demanding
minimal delay, packet loss and throughput, and require suitable support to achieve
guaranteed application performance for their users.

To achieve the objective of providing high-quality services in such systems,
it is essential to implement trustworthy techniques that can be responsible for
maintaining QoS when considering the limitations imposed by the network. With
regard to network-level measurement, associated QoS attributes change constantly
and so network-layer parameters need to be closely monitored. Table 5 shows
important metrics to be monitored for cloud network measurement.

As can be seen in Table 6, some efforts have been made to research and
build monitoring systems that focus on P2P link quality measurement of cloud
environments.

Cervino et al. [11] performed experiments to evaluate the benefits of deploying
VMs in clouds to aid P2P streaming. Exploiting a cloud network infrastructure to
elapse continents has led to improvement relative to the majority of the QoS prob-
lems. This means that adopting network connections among cloud data centers away
from each other allows improving the QoS of live-streaming even in P2P video-
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Table 5 P2P link quality metrics

Metric Definition

Throughput This metric is the average rate of successful data transfer through a network
connection.

RTT This metric is the time elapsed from the propagation of a message to a remote
place to its arrival back at the source.

Packet loss This metric shows when one or more packets of data traveling across a network
fail to reach their destination.

Jitter This metric is the variation in the delay of successive packets.

Table 6 Overview of research on different P2P link quality monitoring systems

Paper Field Measured metrics (Network-level)

[11] Online real-time streaming Bandwidth, delay, jitter and packet loss
[12] Cloud audio/video streaming Network latencies
[13] Cloud gaming systems Delay, packet loss and bandwidth
[14] Adaptive communication services Packet delay, loss rate, jitter, etc.
[15] General systems Network throughput, RTT and data loss
[16] QoS/QoE mapping in multimedia services Delay, packet loss, jitter and throughput

conferencing services. The authors assess the network QoS of several Amazon data
centers around the world. Their implementation is dealing with trans- continental
communications and does not address traffic localization including data exchanges
between nearby peers just in one area.

Lampe et al. [12] explained that limitations of the network infrastructure, such as
high latency, potentially affect the QoS of cloud-based computer games for the user.
The authors conducted their research only on network latency measurement. Their
experiments should be extended through the consideration of additional metrics;
for example, the effects of network disturbances, such as increased packet loss or
fluctuating throughput.

Chen et al. [13] performed an extensive traffic analysis of two commercial
cloud gaming systems (StreamMyGame and OnLive). The results demonstrate that
limitations of bandwidth and packet loss cause a negative effect on the graphic
quality and the frame rates in the cloud gaming systems. Alternatively, the network
delay does not predominantly impact the graphic quality of the cloud gaming
services, due to buffering. The authors focused on the users’ perspective in cloud-
based gaming systems, and the performance of cloud gaming services was not
evaluated from service providers’ perspective.

Samimi et al. [14] introduced a model including a network-based monitoring sys-
tem and enabling dynamic instantiation, configuration and composition of services
on overlay networks. The results show that to simplify and fasten the deployment
and prototyping of communication services, distributed cloud infrastructures can
be designed and used to dynamically adapt the service quality to the workloads in
which the service provider needs a large number of resources. However, when it
comes to overlay networks, encapsulation techniques are not without drawbacks,
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including overhead, complications with load-balancing and interoperability issues
with devices like firewalls.

Mohit [15] mentioned that computation-based infrastructure measurement is not
adequate for the optimal implementation of running cloud services. Network-level
evaluation of the cloud service is also very important. The author suggests an
approach that includes use of different technologies without implementation and
detailed information. Moreover, their solution consists of high capacity edge routers
which are high in cost and consequently cannot be afforded in all use cases.

Hsu and Lo [16] presented a mapping from QoS to QoE and thereby an
adaptation model to translate network-based QoS metrics (including delay, packet
loss rate, jitter and throughput) into QoE of the end-user in multimedia services
running on the cloud. To this end, they proposed a function to evaluate the QoE score
after the user watches the streaming video. The results indicate that the network QoS
and users’ QoE are consistent and linked together. Therefore, service providers are
able to apply the proposed autonomous function to calculate users’ QoE impression
and to rapidly react to the QoE degradation. It should be noted, however, that this
approach does not consider cloud network cost optimization.

3.3 Container-Level Monitoring

Today, cloud computing is realized through the use of VMs or containers. VM-
based virtualization is achieved through the use of a hypervisor. The hypervisor
emulates machine hardware and then instantiates other VMs along with guest
Operating Systems (Guest OSs) on top of that hardware. Each VM instance has a
set of its own libraries and software components, and operates within the emulated
environment provided by the hypervisor.

Containers, on the other hand, offer a more modern lightweight approach than
VM- based virtualization. A container-based system provides a shared, virtualized
OS image consisting of a root file system and a safely shared set of system libraries
and executables. This eliminates the need to use a hypervisor. Compared to a VM-
based system, a VM in itself runs a complete instance of an OS, while a container
is built upon the standard host OS and uses its base, while it can still be treated as
a full OS in relation to the way it isolates memory, disk and CPU requirements and
it can be booted, rebooted or shut down. All containers running on a host can share
a single OS and, optionally, other binary and library resources. Table 7 provides a
comparison between container-based and VM-based virtualization.

As cloud-based execution environments are becoming more dynamic and vary
over time, using this lightweight cloud technology can help autonomously adapting
the entire system to address the needs of users and service providers.

Container-level monitoring is currently a hot research topic, as compared to
related areas, for example monitoring of cloud infrastructures itself. The common
set of metrics to be monitored and useful in the context of application adaptation is
shown in Table 8.
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Table 7 Container-based vs VM-based virtualization

Feature Containers VMs

Needs Container engine e.g. Dockera Hypervisor e.g. Xvisor
Weight Lightweight Heavyweight
Boot time Fast Slow
Footprint Smaller Bigger

aLinux containers with Docker, www.docker.com

Table 8 Common set of container-level metrics

Container-level metric Type Description

rx_bytes B/s Bytes received
rx_packets Pckt/s Incoming packets received
rx_dropped Pckt/s Incoming packets dropped
tx_bytes B/s Bytes sent
tx_packets Pckt/s Transmitted packets
tx_dropped Pckt/s Transmitted packets dropped
cpu_usage Float %CPU usage of container
cpu_usage_kernelmode Float CPU in kernelspace code
cpu_usage_usermode Float CPU usage in userspace code
memory_usage KB %memory usage of container
io_service_bytes_read MB Bytes read from hard disk
io_service_bytes_write MB Bytes written to hard disk

Table 9 Functional requirements for container monitoring tools

Tool License REST API Scalability Alerting TSDB GUI

Docker built-in tool Apache 2 Yes No No No No
cAdvisor Apache 2 Yes No No No Yes
cAdvisor +
InfluxDB +
Grafana

cAdvisor: Apache 2
InfluxDB: MIT
Grafana: Apache 2

Yes Yes No Yes Yes

Prometheus Apache 2 Yes No Yes Yes Yes
DUCP Commercial Yes Yes Yes No Yes
Scout Commercial Yes No Yes Yes Yes
Ours Apache 2 Yes Yes Yes Yes Yes

There exist different tools able to monitor containers and display runtime value
of key attributes for a given container, as listed in Table 9. Docker provides a built-
in command called docker stats which reports the run-time value of key metrics as
the resource usage for a given container. Retrieving a detailed set of metrics is also
possible by sending a GET request to the Docker Remote API.1

1Docker Remote API, https://docs.docker.com/engine/reference/api/docker_remote_api_v1.21/

http://www.docker.com/
https://docs.docker.com/engine/reference/api/docker_remote_api_v1.21/
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Container Advisor (cAdvisor)2 is an open-source system that measures, aggre-
gates, processes, and displays monitoring data about running containers. This
monitoring information can be used as an understanding of the run-time resource
usage and performance characteristics of running containers. cAdvisor shows data
for the last 60 s only. However, it supports the ability to easily store the monitoring
information in an external database such as InfluxDB3 that allows long-term storage,
retrieval and analysis. InfluxDB is an open-source Time Series Database (TSDB)
capable of real-time and historical analysis. Besides that, Grafana4 is an open-
source Web-based user interface to visualize large-scale monitoring information.
It is able to run queries against the database and show the results in an appropriate
scheme. On top of cAdvisor, using Grafana and InfluxDB could effectively improve
visualizing the monitored parameters collected by cAdvisor in concise charts for
any time period.

Prometheus5 is an open-source monitoring tool as well as a TSDB. It gathers
monitoring parameters from pre-defined resources at specified intervals, shows
the results, checks out rule expressions, and is capable of triggering alerts if the
system starts to experience abnormal behavior. Prometheus uses LevelDB6 as its
local storage implementation for indices and storing the actual sample values
and timestamps. Although cAdvisor, in comparison with Prometheus, has been
considered as the easier tool for use, it has limits with alerting. However, both may
not properly provide turnkey scalability themselves.

Docker Universal Control Plane7 (DUCP) is a tool to manage, deploy, configure
and monitor distributed applications built using Docker containers. This container
management solution supports all the Docker developer tools such as Docker
Compose to deploy multi-container applications across clusters. High scalability
and Web-based user interface are some of the key features of DUCP as a Docker
native commercial solution.

Scout8 is another container monitoring tool which has a Web-based graphical
management environment, and is able to store at most 30 days of measured metrics.
It consists of a logical reasoning engine capable of alerting based on metrics and
their associated predefined thresholds. Such as Scout, there are many commercial
solutions to monitor containers with the same characteristics.

In this work, our implemented monitoring system compared in the last row of
Table 9 is able to measure container-level metrics. It has a Web-based graphical
user interface (GUI), and it is able to store measured metrics in a time series
database (TSDB) such as the Apache Cassandra server. Our monitoring tool

2cAdvisor, https://github.com/google/cadvisor
3InfluxDB, https://influxdata.com/time-series-platform/influxdb/
4Grafana, http://grafana.org/
5Prometheues, https://prometheus.io/
6LevelDB, https://github.com/syndtr/goleveldb
7DUCP, https://www.docker.com/products/docker-universal-control-plane
8Scout, https://scoutapp.com/

https://github.com/google/cadvisor
https://influxdata.com/time-series-platform/influxdb/
http://grafana.org/
https://prometheus.io/
https://github.com/syndtr/goleveldb
https://www.docker.com/products/docker-universal-control-plane
https://scoutapp.com/
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appropriately provides turnkey scalability itself and is also capable of triggering
alerts if predefined events and conditions happen.

3.4 Application-Level Monitoring

Service or application-level monitoring systems measure metrics that present
information about the situation of the cloud-based service and its performance.
However, although a large number of research works consider the reliability of the
underlying cloud infrastructures, there still exists an absence of efficient application-
level monitoring techniques to be able to detect and monitor QoS degradation of
cloud-based applications. Monitoring of application-level metrics needs to be done
on the application layer. Application-level metrics can be monitored by application-
level probes. The probe could represent a standalone application that runs on the
application layer amongst other applications. On the other hand, the application-
level probe could be implemented by changing the source code of the application.
Also, there are specific service-level metrics which cannot be measured if an
application does not provide an interface such as an API for it. In Table 10, an
overview of different works to monitor application-level metrics is mentioned:

Mastelic et al. [17] introduced a general application-based monitoring system
for on-demand resource-shared environments in the cloud. In this work, the balance
between the accuracy of the information and the system load is presented. The
results show that CPU utilization influences the render time per frame by creating
high peeks where the CPU usage slightly drops down. It should be noted that the
study is limited to just two metrics which are CPU usage and response time, and did
not take into account other SLA parameters such as availability.

Leitner et al. [18] proposed the monitoring system called CloudScale which
measures the distributed application’s performance at runtime and also adopts user-
specified scaling policies for provisioning and de-provisioning of virtual resources,
and for migrating of current computations. Their proposed event-based approach
models the workload behavior, supports multi-dimensional analysis, and defines

Table 10 Overview of research on different application-level monitoring systems

Paper Field Measured metrics (Application-level)

[17] Recording, converting and streaming
audio and video

Render time per frame

[18] Twitter Data item-per-second, time-per-data item,
etc.

[19] Twitter – Sentinel Total incoming tweets per second, number of
channels running in the pipeline, etc.

[20] Cloud application SLA violation
detection

General metrics which depends on the
application type and performance

[21] Vertical scaling for both CPU and
memory

Response time of a server e.g. web server
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different adaptation actions. However, it takes an adaptation action only in terms
of elasticity which often could be to increase and decrease the total number of
computing nodes in the resource pool, regardless of application topology or re-
configuration.

Evans et al. [19] used container-based virtualization. The application consists
of different components containerized and distributed. In this way, the system can
provide Docker container reconfiguration on demand as well as monitoring the
cloud service in real-time and informing the reconfiguration module to restructure
application based on obtaining certain circumstances. The proposed system is
capable of being scalable for running components to be dynamically duplicated
in order to share the workload as the throughput of Twitter application called
Sentinel. Emeakaroha et al. [20] implemented the CASViD monitoring framework
which is general purpose and supports the measurement of low-level system metrics
for instance CPU percentage utilization and memory usage as well as high-level
application metrics which depend on the application type and performance. The
results imply that CASViD – which is based upon a non-intrusive design – can define
the effective measurement interval to monitor different metrics by each application.
It can offer effective intervals to measure different metrics for varied workloads.
However, this framework does not support multi-tier applications. Nowadays, due
to the distributed nature of cloud applications, each application has different types
of components with different application-level metrics.

Farokhi et al. [21] proposed a fuzzy autonomic resource controller to meet ser-
vice response time constraints by vertical scaling for both memory and CPU without
both resource over- and under-provisioning. The controller module autonomously
adjusts the optimal amount of memory and CPU needed to address the performance
objective of interactive services, such as a Web server. Since maximum memory or
CPU capacity is limited, the proposed system could be extended to consider both
vertical and horizontal scaling to be able to afford unlimited amount of workload.

4 Architecture of our Multi-Level Monitoring Framework

To develop a monitoring system to be used in this work, JCatascopia [22] has
been chosen as baseline technology which could be potentially extended to ful-
fil the requirements of self-adaptive cloud-based early warning applications. In
comparison with the JCatascopia Monitoring System, our implemented multi-level
monitoring system has the properties shown in Table 11.

Our proposed monitoring system uses an agent-based client-server approach
which is able to support a fully interoperable, highly scalable and light-weight
architecture. The distributed nature of this monitoring framework quenches the
runtime overhead of system to a number of Monitoring Agents running across
different cloud resources. This monitoring system offers a framework to measure,
store and report monitoring metrics from different layers of the underlying cloud
infrastructure, as well as possible performance metrics from deployed applications.
Figure 2 shows an overview for the architecture of our proposed monitoring
framework.
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Table 11 Comparison between JCatascopia and our developed monitoring system

Property
JCatascopia
Monitoring System

Our Monitoring
System

Language Java Java
License Apache 2 Apache 2
Data storage method Cassandra Cassandra
GUI � �
VM monitoring (all metrics) � �
Container-level monitoring (all metrics) ✗ �
Application-level monitoring (all metrics) � �
Network usage monitoring – netPacketsIn � �
Network usage monitoring – netPacketsOut � �
Network usage monitoring – netBytesIn � �
Network usage monitoring – netBytesOut � �
P2P network monitoring – Packet loss ✗ �
P2P network monitoring – Throughput ✗ �
P2P network monitoring – Average delay ✗ �
P2P network monitoring – Jitter ✗ �

GUI Web Server

Alarm Trigger

TSDB

Monitoring Server

Monitoring Agent Monitoring Agent

Probe A Probe X  Probe Y Probe ZProbe B Probe C

Fig. 2 Proposed monitoring framework’s architecture
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The architecture of our proposed monitoring framework includes different com-
ponents namely Monitoring Probe, Monitoring Agent, Monitoring Server, TSDB,
Alarm Trigger and GUI Web Server.

• Monitoring Probe: Monitoring Probes are the actual components that collect
individual metrics at different levels such as VM, container, network and
application. For example, one VM-level Monitoring Probe can be the component
to measure the percentage of total CPU utilization in a VM. Another one can be
able to measure the percentage of total memory utilization in a VM. In essence,
Monitoring Probes are in charge of gathering values of measured metrics, which
are then aggregated by an associated Monitoring Agent.

• Monitoring Agent: The Monitoring Agent is responsible for the management of
metrics collection on a particular element. It aggregates the values measured by
Monitoring Probes and then distributes them to the Monitoring Server.

• Monitoring Server: The Monitoring Server is a component that receives mea-
sured metrics from the Monitoring Agents. The collected metrics are then
processed and stored in the monitoring TSDB to manage huge amounts of
structured data.

• TSDB: The data streams coming from Monitoring Probes/Agents are stored in
the Time Series Database, which is a special database customized for storage of
series of data points. The reason to use Time Series Database is the capability
of storing huge volumes of time-ordered data more efficiently than it could be
stored in the Knowledge Base.

• Alarm Trigger: The Alarm-Trigger is a configurable surveillance component
which investigates the incoming measured values to initiate actions when
irregular incidents occur. This component comprises different thresholds for all
monitoring metric. It notifies the Self-Adapter when the monitoring data reach
or exceed a pre-determined critical threshold level. The Alarm-Trigger is using
rule-based mechanism to avoid the complexity of our proposed self-adaptation
approach and to prohibit human interventions.

• GUI Web Server: The GUI Web Server allows for all external entities to access
the monitoring information stored in the TSDB in a unified way, via pre- prepared
REST-based Web services and APIs.

The monitoring system will detect the key quality attributes such as potential
load on DB Server/CC Server, or communication quality between these two
components, and then the adaptation part dynamically tunes the execution of
the whole application to improve the possible performance drops. As the only
components able to be virtualized are CC Server and DB Server, in order to measure
the status of these components, the needed monitoring metrics could be divided in
three main categories including infrastructure-level metrics, container- level metrics
and application-level metrics shown in Table 12. For each category, a Monitoring
Probe has been developed. Therefore, the implemented Monitoring Agent includes
different Monitoring Probes and it is a process alongside other application running
inside the container as shown in Fig. 3.

The definitions of aforementioned metrics are explained in Table 13:
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Table 12 Monitored metrics in the early warning system

Component Infrastructure-level metrics Container-level
metrics

Application-level metrics

CC server
(Apache
Tomcat)

cpuUsedPercent, memUsed,
memUsedPercent,
netPacketsIn, netPacketsOut,
netBytesIn, netBytesOut,
diskFree, diskUsed

rx_bytes, tx_bytes,
total_cpu_usage,
total_memory_usage,
blkio_io_bytes_read,
blkio_io_bytes_write

bytesReceived, bytesSent
requestCount,
processingTime,
requestThroughput

DB server
(Cassandra)

cpuUsedPercent, memUsed,
memUsedPercent,
netPacketsIn,netPacketsOut,
netBytesIn, netBytesOut,
diskFree, diskUsed

rx_bytes, tx_bytes,
total_cpu_usage,
total_memory_usage,
blkio_io_bytes_read,
blkio_io_bytes_write

readLatency,
writeLatency

Fig. 3 The implemented multi-level Monitoring Agent

Moreover, network QoS between DB Server and CC Server strongly influences
the overall application performance. Accordingly, in addition to infrastructure-
level Monitoring Probe, container-level Monitoring Probe and application-level
Monitoring Probe, we developed another one called P2P network-level Monitoring
Probe to measure four network quality metrics namely RTT, packet loss, throughput
and/or jitter between DB Servers and CC Servers. This Monitoring Probe is aimed at
providing the ability to connect each CC Server to the best possible DB Server which
has the superior network quality in relation to the CC Server. The P2P network-level
Monitoring Probe is managed by the Monitoring Agent running alongside the CC
Server. For each CC Server, the network quality metrics for every connection with
potential DB Servers are simultaneously evaluated periodically at regular intervals
by the P2P network-level Monitoring Probe.
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Table 13 Definitions of monitored metrics in the early warning system

Monitoring probe Metric Type Unit Description

Application- level probe
for Cassandra database as
DB server

readLatency Double ms Keyspace read latency

writeLatency Double ms Keyspace write latency
Application- level probe
for Apache Tomcat as CC

bytesReceived Byte # Bytes received by each
request processor since last
collection

bytesSent Long # Bytes sent by each request
processor since last collection

Server requestCount Long # Number of requests served
since last collection

processingTime Long ms Request processing time
requestThroughput Double req/s Rate at which requests are

processed
Container-level probe rx_bytes B/s # Bytes received

tx_bytes B/s # Bytes sent
total_cpu_usage Float # %CPU usage of container
total_memory_usage KB # %memory usage of container
blkio_io_bytes_read MB # Bytes read from hard disk
blkio_io_bytes_write MB # Bytes written to hard disk

Infrastructure- level probe
for CPU usage

cpuUsedPercent % # Percentage of CPU utilization

Infrastructure- level probe
for memory usage

memUsed KB # Current memory usage of VM
memUsedPercent % # %memory usage of VM

Infrastructure- level probe
for disk usage

diskFree MB # Amount of available disk
capacity

diskUsed MB # Amount of used disk capacity
Infrastructure-level probe
for network traffic

netPacketsIn Pckt/s # Packets in per second
netPacketsOut Pckt/s # Packets out per second
netBytesIn B/s # Bytes in per second
netBytesOut B/s # Bytes out per second

5 Architecture of our Adaptation Solution

Figure 4 presents an overview of the proposed architecture to make an effective
improvement in the performance of a self-adaptive early warning application.

In Fig. 3, the architecture includes various entities when the application executes,
these entities will proceed as follows:

(I) The purpose of Monitoring Probes/Agents is to collect the data that represents
the current state of managed elements namely application, container and
infrastructure, and then aggregate and transfer the measured values to the
Monitoring Server and the Alarm Trigger. The monitored metrics depend on the
use case since the important parameters for each application are different. The
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I

Monitoring
Probes/Agents

V
TSDB

II
Monitoring Server
and Alarm-Trigger

Control Agent IV

Knowledge Base

Self-Adapter

III

…

Applica�on Profile

Applica�on

Container

Infrastructure

Infrastructure Profile
Performance Profile

Adapta�on strategies

Fig. 4 Fundamental components of a self-adaptive early warning application

Monitoring Probes/Agents should be non-intrusive [23], scalable and robust
[24], interoperable [25] and able to support live-migration [26] as the essential
non-functional monitoring requirements.

(II) The Monitoring Server receives the collected data and stores it in a TSDB
to build a focused and comprehensive representation of the system state.
The TSDB can be implemented by Apache Cassandra technology which is
a distributed storage system for managing very large amounts of time-ordered
data [27]. Concurrently, the Alarm Trigger investigates if the measured values
of monitored parameters exceed predefined limits. In other words, The Alarm
Trigger is a rule-based component which processes the incoming monitoring
data streams and notifies the Self-Adapter when predefined thresholds are
violated. The Monitoring Server and the Alarm Trigger should be tightly
coupled, i.e. running on the same machine in order to save network bandwidth
and computational resources needed for data distribution and processing.

(III) When problems are detected, the Self-Adapter is invoked to propose suitable
adaptation strategies. This component is able to automatically identify metrics
(e.g. CPU or memory utilization) that are the most predictive for the application
performance. The Self-Adapter specifies a set of adaptation actions for the
Control Agent allowing the passage of the whole system from a current state
to a desired state. It means that the Self-Adapter reasons which adaptation
changes should be done to adapt the system to the desired behavior. Adaptation
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possibilities can be horizontal scaling of DB Servers and CC server, or
dynamically changing paths between DB Server and CC Server.

(IV) The Control Agent, which has the full control of application configurations
and infrastructure resources, e.g. VMs/containers, CPU, disk and network
bandwidth, finally carries out the adaptation actions defined by the Self-
Adapter. This component is able to increase or decrease the required number of
containerized application components (DB Servers and CC servers) providing
the service on demand even in different cloud data centers. It is also able to
perform the optimal connections between running components, so improv-
ing application performance at runtime. In this way, replicating application
components even in different cloud infrastructures to increase availability and
reliability under various network conditions and varied amounts of traffic,
and dynamically connecting each CC Server to the best possible DB Server,
together offering fully-qualified network performance, is often an essential
requirement for providers of early warning applications running on the cloud.

(V) The Knowledge Base will be used to store all information about the current
system metadata, awareness and application configuration for analysis, reuse,
reasoning, optimization and refinement of design, topology and execution.
The knowledge stored in this component describes profiles of all entities
(e.g. application profile, infrastructure profile, performance profile, adaptation
strategies, etc.), and it is used to interpret monitoring data [28].

Cloud-based early warning application can be viewed from both design-time
and run-time perspectives. In the design-time view, the whole service, including
application topology and virtualized application components, is shown. In the run-
time view, replicated instances of application components are examined as they are
deployed and executed in containers. Considering these two views, Fig. 5 presents
an overview of the proposed architecture for our adaptation solution to make an
effective improvement in the performance of the disaster early warning system. In
this figure, at run-time, for example there are three running CC Servers and two
running DB Servers which are dynamically connected to each other in the best
possible way to maximize the overall application performance. In this situation,
at runtime, these replicated containers, which are horizontally scaled instances, are
running even on different data centers, and according to monitoring metrics, the
number of containers may dynamically grow or shrink to adapt the application
performance to the changing workload. Sometimes, the Self-Adapter, called by
the Alarm-Trigger, proposes an adaptation strategy which could be initiating new
container instance(s) or terminating currently running container instance(s).

Monitoring Agents which are running alongside the CC Servers on Containeri,
Containerj and Containerk includes the P2P network-level Monitoring Probe for
monitoring network QoS parameters of links between replicated instances of two
application components (the DB Server and the CC Server). For every CC Server,
network quality metrics (RTT, packet loss, throughput and jitter) for all possible
connection with alternative DB Servers is measured at the same time.
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Fig. 5 Proposed architecture to improve the performance of an early warning system

Network QoS data received from Monitoring Agents, incrementally stored in the
TSDB can be analyzed. Based on network-based analysis, the Self-Adapter will
return decisions such as which CC Server should be automatically and dynamically
connected to which DB Server when current conditions do not satisfy the expected
requirements. Each alternative possesses different network quality attributes which
can be compared and analyzed; the proposed framework via the Self-Adapter can
then choose the best one at real-time. This proposed adaptation system stores
information about the environment in a Knowledge Base that will be used for
interoperability, integration, analyzing and optimization purposes. Maintaining a
Knowledge Base enables analysis of long-term trends, supports capacity planning
and allows for a variety of strategic analysis like year-over-year comparisons and
usage trends.
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On the other hand, it is possible to define a threshold for every single monitoring
metric in different level. The Alarm-Trigger is a rule-based component which
processes the incoming monitoring data streams and notifies the Self-Adapter
when predefined thresholds for metrics are violated. For instance, the thresholds
for average CPU usage, average memory usage or average disk usage for each
application component in the infrastructure level can be considered 80%. It means
that if one of these measured values for a specific application component (CC Server
or DB Server) exceeds the threshold when the number of sensors is increasing, the
number of container instances together providing the service is needed to adapt on
demand. Because, if the number of sensors is increasing, it is required to share the
workload among more running application components. In this way, for resource
intensive applications such as CC Server or DB Server, the performance bottleneck
could be CPU power and/or memory and/or disk capacity. In this situation, for
example a possible adaptation mechanism could be horizontal scalability by adding
more running container instances into the pool of resources to handle more requests.

6 Conclusion

Our presented adaptation method uses a multi-level monitoring system as the
adaption of applications should be tuned and handled at various levels of cloud
environments—infrastructure, container and application. This work introduced
a rule-based adaptation method to automatically adapt the number of required
containers.

In distributed time-critical cloud applications, running conditions e.g. network-
level features such as throughput and latency of packets travelling between appli-
cation components directly affect user experience. Therefore, time-critical service
providers must constantly monitor the network performance between their current
servers running on different Cloud infrastructures, and other alternatives. In this
way, preventing and predicting potential network performance drops related to the
connections between the servers or possible overloads in the system will give more
time to take action like dynamically changing connectivity topology among running
components and switching from one server to another server to adjust the system in
an anticipatory manner.
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Challenges in Deployment
and Configuration Management in Cyber
Physical System

Devki Nandan Jha, Yinhao Li, Prem Prakash Jayaraman, Saurabh Garg,
Gary Ushaw, Graham Morgan, and Rajiv Ranjan

1 Introduction

With the diverse availability of computation and communication provided by cloud
and edge systems, Cyber Physical System (CPS) generate a new way to visualize the
interaction between physical and computation systems. In addition to computation
and communication technology, CPS also depends on control systems, electronics
and electrical engineering, chemical and biological advancements and other new
design technologies to give a better interaction among these technologies. The
rise of CPS technology revolutionizes our way of living by influencing society in
numerous ways e.g. smart home, smart traffic, smart city, smart shopping, smart
healthcare, smart agriculture, etc.

CPS is defined as an interdisciplinary approach that combines computation,
communication, sensing and actuation of cyber systems with physical systems to
perform time-constraint operations in an adaptive and predictive manner [1–3].
Here, feedback loops are associated with the physical system that helps embedded
computers and networks to control and monitor physical processes. This helps in
evolving the design technique based on the previous design model and feedback
from the physical system, which results in the system being more reliable, robust
and free from any previous error condition. CPS is an overarching concept having a
number of branches that describe similar or related concepts. These includeInternet
of Things (IoT) [4], Industry 4.0 [5], Machine-to-Machine [6], Smart City (Smart
Anything) [7], etc. IoT is considered to be similar to CPS due to sharing similar
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architecture but the main focus of IoT is at the smart device level whereas CPS
emphasizes the physical system.

There are three main components of CPS: cyber component, physical component
and network component. The cyber component consists of cloud, edge and IoT
devices. IoT devices act as a bridge between the physical and cyber components. For
implementing the desired solutions, data is collected from diverse physical sources
(e.g. environment, transport, communication, business transactions, healthcare sys-
tem, education system, social media, etc.) by using smart IoT devices (e.g. sensors,
cameras, log files, etc.). Increasing numbers of devices are continuously connecting
to CPS/IoT systems for providing a broader coverage of physical conditions. Gartner
predicts that up to 100 billion devices will be connected to the IoT/CPS system by
2025 [8]. This data can be extracted, filtered and processed in a number of ways by
IoT devices, edge and cloud datacenter.

CPS solutions are typically application specific and are deployed and config-
ured on the basis of hardware heterogeneity (sensors actuators, gateways, SDN
controllers, datacenters, etc.), communication protocols (standard or specific, con-
nectionless or connection oriented, etc.), data processing models (batch processing,
stream processing, etc.) and data storage models (SQL, NoSQL, etc.). The appli-
cation environment differs from application to application, and there is no standard
service management procedure available for all applications. Managing and han-
dling such systems requires extensive knowledge of all the integrant technology,
which is not possible for a user as they are considered to be either non-technical or
with little technical knowledge. There is therefore a requirement for an autonomic
system that performs all the deployment and configuration management procedures
for a user. A user only needs to provide the requirement specification and necessary
constraints using the interface (e.g. command line interface (CMI) or application
program interface (API) or software defined kit (SDK), etc.) and the remaining
processes are carried out automatically by the system.

Currently, numerous frameworks are available that can automate the deployment
and configuration functionality of cloud or edge devices; however, these tools are not
able to satisfy the complex dependency requirements of CPS. Due to the underlying
heterogeneity of CPS infrastructure [2], these tools can only be used for automation
of an individual layer of CPS application. The remaining service management tasks
such as sensor and gateway configuration, different drivers and package installation,
various decision-makings, etc. are handled manually in each particular case.

This motivation for this chapter comes from the challenges we have experienced
while deploying smart solutions in different application domains. In this chapter, we
discuss the problem of deployment and configuration management of CPS systems.
The challenges of deployment and configuration management in CPS are discussed
in terms of dimensions. We provide a brief overview of some existing commercial
and open-sourced tools for deployment and configuration management and show
that these tools are not completely suitable for CPS applications.

The rest of this chapter is organized as follows. Section 2 discusses the
architecture of CPS systems, which is necessary for understanding deployment
and configuration management. In Sect. 3, we present the problems realted to the
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specification of deployment and configuration management in CPS systems. We
also discuss the dimensions of deployment and configuration management that
affect this management process. In Sect. 4, we review some popular deployment
and configuration frameworks used for cloud and edge environments. Section 5
evaluates the presented tools in terms of the dimensions identified in Sect. 3.
Section 6 concludes the chapter by stating the problems in the existing tools and
defining the requirements of a new tool.

2 CPS Architecture

CPS system is mainly composed of three components, namely Cyber component,
Physical component and Network component. Network components interlink the
cyber and physical components for transfer of data and control. The interaction
between all the components is shown in Fig. 1.

A. Physical Component: This component of CPS does not have any computa-
tion or communication capability. It includes chemical processes, mechanical
machineries, biological processes and/or human aspects. Physical components
create the data that must be processed in real time to operate and control various
activities. These components generate data, which is highly concurrent and
dynamic in nature.

B. Cyber Component: This component of CPS is responsible for collection,
processing, reporting and controlling the physical components of CPS. It is
very challenging to manage the dynamic and concurrent data produced by

Fig. 1 Components of CPS System
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physical components. The cyber component consists of three sub-components
IoT devices, edge datacentre components and cloud datacentre components.

(i) IoT devices: These devices that are highly integrated with the physical
components to capture their activity. There are potentially millions of dis-
tributed IoT devices capturing raw physical data. Sensors (e.g. Temperature
sensor, Humidity sensor, etc.), actuators (e.g. Zigbee, etc.), mobile phones,
cameras, etc. are the most common examples of IoT devices. Social media
(e.g. Facebook, Twitter, Instagram, etc.) and clickstream are other streams
to capture humans’ physical activity. A variety of devices can capture raw
data in their native format. After capturing the data, IoT devices send it
to the edge or cloud datacentre for further processing and storage. Some
new IoT devices can also be enabled with processing and storage power.
However, most of the IoT devices are battery driven and can have limited
capability.

(ii) Edge Datacentre (EDC): The EDC is the collection of smart devices
capable of performing functions like storage or computation of diverse
data at a smaller level. Smart gateways (e.g. Raspberry Pi, esp8266, etc.),
Network Function Virtualization Devices (e.g. OpenFlow, Middlebox,
etc.), Software Defined Networking, mobile phones, etc. are some common
examples of EDC [9]. Each EDC device is able to perform specific
functions e.g. collecting data from various sensors, some pre-processing,
short-term data storage and processing and finally routing the data to the
cloud datacentre. The EDC also receives commands from the backend and
routes it to the specific device. The EDC is also involved in ensuring
secure communication by providing authentication and authorization of
IoT devices.

(iii) Cloud Datacentre (CDC): The CDC consists of all the private, commercial
and public cloud providers providing software, platform, storage, etc. in
the form of services. These cloud providers are distributed in different
geographical regions and can be accessed ubiquitously on demand. The
CDC is considered to have unlimited storage and processing power. The
physical datacentre resources are virtualized and provided to the user in
a pay-per-use manner. Hypervisors (e.g. Xen, KVM, Virtual Box, etc.)
and Containers (e.g. Docker, LXC, etc.) are two of the most common
methods of virtualization used in cloud datacentres. The CDC creates
multiple virtual machines (VMs or containers) over the physical machine
that are isolated from each other and are allocated to different jobs [10–11].
Many cloud service providers have a variety of virtual machines available
with different configurations and costs. These machines can be used for
massive data storage and processing activities. The virtual environment is
selected on the basis of various QoS parameters e.g. completion time, cost,
availability, security, etc. [12].

C. Network Component: This component of CPS is involved in all communication
either between physical components and cyber components or among the
cyber components. The raw data is captured from physical components by
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using IoT devices. The IoT devices then send the data to either the edge or
the cloud or both. Information is transferred between the edge and cloud as
required. Finally, cloud and edge devices send the control and feedback to the
physical devices. The factors affecting the network communication are network
bandwidth, topology, contention, etc.

2.1 Data Analytics in CPS

The raw data captured from different physical devices is stored, analyzed and
processed in different ways to achieve the desired result. Data analytics refers to
all the activities happening with the data after entering the CPS including storage,
processing, transfer, etc. [13]. These data analytic activities are performed at differ-
ent layers (IoT devices or edge or cloud datacentres) depending on the requirements
of the application (e.g. access methods, infrastructure support, hardware or software
requirements, etc.). IoT devices are programmed to perform only specific functions,
whereas edge and cloud datacenter can be configured according to the application
requirement [14]. The edge devices have small processing and storage capacity and
normally use containers for creating virtual machines, whereas a cloud datacenter
has enormous capacity and use both VMs and containers for deployment.

The data captured from different sources is of large size, divergent type (e.g.
text, image, audio, video, etc.) and is captured at variable speed. This data is either
structured or unstructured. The complexity of the data makes it challenging to
store and process it. Various existing programming models like batch processing,
stream processing, SQL, NoSQL are involved in the storage and processing task
for this data. Figure 2 shows a schematic diagram of data analytics where the raw
data is converted to the workflow (representing the data and control dependency),
which is then deployed on different data processing platforms including Hadoop,
Hive, Storm, Kafka, Cassandra, etc. These data processing platforms are running on
virtual machines/containers inside either edge or cloud datacenter.

3 Deployment and Configuration Management

A configuration management is a method that performs various system operations
for a user, handling the entire system configuration and keeping track of files and
packages [15]. However, the question is why should we need configuration manage-
ment? The answer is simple as the configuration management technique provides a
simpler and faster application deployment with higher accuracy, flexibility and fault
tolerance than manual methods. Configuring thousands of applications manually is
very time consuming, with increased chance of errors. If there is a software update,
it is very tedious to update all the systems manually. There is a high chance of
inconsistency if any system is not updated properly. If there is some problem in
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Fig. 2 Data analytic operation

the current version, rolling back to the previous version is more troublesome as no
previous state information is stored.

All these problems can be overcome by using a configuration management
system. By writing only one command, the application can be deployed or updated
in as many systems as required, which makes deployment very simple, fast and
flexible. As the configuration is performed automatically, there is significantly
reduced chance of error or inconsistency. The previous state information is stored by
the configuration management system, which makes rolling back very easy in the
case of some problem arising. Any default or error condition can be easily rolled
back, making the system more fault tolerant.

3.1 Deployment and Configuration Management in CPS

Consider an example of a smart home in a CPS system. My phone can tell the heater
or air conditioner to turn on and make the house warm/cool before I reach home, the
virtual assistant (e.g. Gatebox, Amazon Alexa, etc.) advise me to take an umbrella
before I leave for the office and many other things. It looks very simple but the
processing and control of these operations are very complex. Sensors and actuators
are embedded in the physical devices such as refrigerators, air conditioner, heating
and lighting devices so that they can communicate with a central controller entity.
The embedded sensors are continuously capturing the raw data e.g. temperature
of the room for the air conditioner or heater, weather information for updating
about rain, etc. The decision about switching the heater or air-conditioner on is
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done by analysing the GPS data from the phone and the temperature sensor data
from the house along with the stored data about the time taken to make the house
warm/cool. The decision process is performed in either the edge or cloud datacentre
as the IoT devices do not have that much capacity to store and process diverse data.
Different IoT devices have different communication standards, which complicates
communication with each other. Edge devices (e.g. Gateway, etc.) can eliminate this
problem as they can easily be installed to communicate with different devices. These
edge devices receive the data from different IoT devices and operate according to
the demand of the application. For real time constraint applications, the edge device
performs some data analytic operations and notifies the IoT devices to perform
accordingly while, for other applications, it extracts the data and sends it to the
cloud for further storage and processing. The heavy data storage and processing is
performed in cloud and the result is sent back to the IoT devices via edge devices.
There may be intermediate information exchange between cloud and edge devices
depending upon some factors like resource availability, time constraints, etc. The
actuators embedded in the physical devices can react and respond according to the
output of the edge or cloud. Feedback is also sent from the cloud or edge device that
supervises the physical devices for self-configuration and self-adaptation.

To perform all these operations, a user would need to be expert in all the involved
technology so that he/she can deploy and manage the complex requirements of CPS
applications. As the CPS application uses IoT devices, edge and cloud, a user must
know how to configure and manage data in all these environments. To provide the
best service, it is not enough to select an optimal cloud resource or edge resource.
It is important that the cloud, edge and IoT devices are synchronized together to
provide better service with maximum resource utilization. Given the variety of
devices at each level, as shown in Fig. 1, it is not possible to manually configure
the whole system by writing one script that manages everything. In addition to
this, the continuous update and upgrade of the execution environment makes the
management process more complex. A solution is required that performs all these
operations automatically. In an automated environment, the user only needs to
state the requirements and constraints, and the remaining processes are performed
automatically.

3.2 Dimensions of Deployment and Configuration
Management

The complexity of data analytic activities in the cloud, edge and IoT environment
makes the deployment and configuration management process very challenging. To
facilitate this process, we present the technical dimensions that provide an intuitive
view of the factors affecting the deployment and configuration management in CPS
system. The dimensions are depicted in Fig. 3 and are explained in this section.

1. Dependency Graph:
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Fig. 3 Dimensions of deployment and configuration management

A dependency graph is a directed acyclic graph that represents the dependencies
of several nodes (objects/resources) towards each other. The ordering relation of
each node can easily be extracted from the dependency graph. One can easily and
explicitly represent the data and control flow among the nodes by using a program
dependency graph (PDG). The dependency between constituent entities/nodes
can be easily analysed by using a PDG, which can be used to support user
interaction, parameterization of models, optimization decisions, consistency checks,
easy debugging and other operations. Dependencies are broadly classified into two
categories: data dependency and control dependency. Data dependency shows the
flow of data being computed by one node that is used by other nodes, whereas
control dependency represents the ordered flow of control in the program. Any
change in the dependency can easily be represented by adding, removing or
reconfiguring them on the PDG.

It is straightforward to represent the complex dependency and requirement
specification of CPS by using the dependency graph. Here, the node represents an
application/service whereas the edges represents the dependency i.e. how the nodes
are dependent on each other. This is also helpful for creating a similar application
as we can reuse the same dependency graph with some modification.
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2. Access Mechanism:

Access mechanism signifies the methods of interaction with the services pro-
vided by the CPS system. This is very important as it provides an abstraction for
different types of users e.g. application developers, technical experts or DevOps
managers accessing from different types of device e.g. personal computers, mobile
phones, tablets, etc. and facilitates easy interaction with the CPS. There are numer-
ous access mechanisms available e.g. command line interface (CLI), application
program interface (API), software development kit (SDK), graphical user interface
(GUI), etc. These mechanisms have different properties, for example GUI is easier
to use but has significant delay as compared to command line interface. The choice
of access mechanism depends on various factors such as application support, device
support, user technical knowledge, etc.

3. Access Control:

In information technology, access control is a process by which users are granted
access and certain privileges to systems, resources or information in a computing
environment. However, application in cyber-physical systems, unlike traditional
applications, usually do not have well-defined security perimeters and are dynamic
in nature. Therefore, traditional access control policies and mechanisms rarely
address these issues and are thus inadequate for CPS. Access control for CPS
depends on the following factors: trustworthiness of entities; environmental context
and application context. In terms of trustworthiness of entities, this is important
in CPS because CPS has no well-defined security perimeters (interactions between
entities may be unknown in advance). The overarching theme between two types
of access control (physical and cyber) is a notion of trust. Environmental context,
such as location and time, is also a crucial consideration in access decisions of
CPS. Access control models must take into account environmental factors before
making access decisions. For application context, it depends on the data obtained
from sensors and other devices.

Access control systems perform authorization identification, authentication,
access approval, and accountability of entities through login credentials including
passwords, personal identification numbers (PINs), biometric scans, and physical or
electronic keys.

4. Extensibility:

Extensibility is the ability of a system to be easily extended or expanded from
its initial state. It is an important characteristic of any software, application or
programming language, which makes it adaptable for execution in a frequently
changing environment. Extensibility can be supported either by add-ons, plug-ins,
packages or hooks that add some additional functionality, or by explicitly adding
macros or functionality directly to the applications. Ruby, Lua, etc. are common
examples for extensible programming language while Eclipse is a common example
of an extensible application which provides a variety of add-ons (available offline or
through a market place) that can easily be integrated with the existing application.
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The technology is changing at a fast rate so it is necessary for an application to be
extensible so it can be adapted for any new environment.

5. Customization:

Customization or personalization is the characteristic that allows a user to
customize an application based on their specific requirements. The requirements of
each user is unique, and so does not necessarily fit with the other user applications or
a default application. If the system allows a user to customize their own application
then it is better from both user and system perspective as all the requirements
of users are satisfied and targeted systems resources are used reducing resource
wastage.

6. Reusability

Reusability refers to the reuse of existing software artefacts. There are some
modules which are common in multiple applications. One way to achieve this is
to define the same modules separately for each application, while the alternative is
to define the module only once and reuse the same module multiple times. There
are a number of existing modules that can either be used directly or be used after
little modification. There are some essential requirements for software/products to
be reused, including consistency, adaptability, stability, flexibility and complexity.

Tools like Docker have a storage repository (Docker Hub) that stores numerous
existing containers. A user can easily pull the image from this repository. These
images can either be used directly or easily updated to satisfy some specific
requirements.

7. Deployment Environment

The deployment environment is the system(s) responsible for proper execution
of an application. The environment provides all the necessary resources to start,
execute and stop the application. Based on the resource type and configuration, the
deployment environment can be categorized as on-premise system, edge datacentre
or cloud datacentre. Cloud datacentre is again divided into public, private or hybrid
cloud. The application can be deployed on the basis of different qualitative and
quantitative QoS parameters e.g. resource requirements, cost, deadline, security,
etc.

8. Virtualization Technique

Virtualization is the key concept of cloud computing that partitions the physical
resources (e.g. compute, storage, network, etc.) into multiple virtual resources
[10]. It allows multiple users to access the services provided by the cloud in an
isolated manner. Two types of virtualization are common in a cloud perspective:
hypervisor-based virtualization (e.g. Xen, KVM, VMware, etc.) and container-
based virtualization (e.g. Docker, LXC, etc.). In hypervisor-based virtualization, a
hypervisor layer is either added directly on top of the hardware (Type 1 hypervisor)
or on top of the host operating system (Type 2 hypervisor), but each virtual machine
must have its own separate operating system. In container-based virtualization, a
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container engine is added on top of the host operating system that is shared by
all the containers using linux features namespace and c-groups. Container based
virtualization is considered to be lightweight due to the lack of a separate operating
system for each container.

9. Scalability:

Scalability is the ability to accommodate an increasing workload by increasing
the capacity of the system. It is an important characteristic of an application,
which determines whether the application can perform well with higher workloads.
Scalability can be performed either vertically (scale up) or horizontally (scale
out). The difference between these two approaches is the way they add additional
resources with increasing workload. In vertical scalability, the capacity of the node
is increased by adding more resources (e.g. CPU, memory, disk, etc.), whereas
in horizontal scalability, we can add many independent systems (equivalent to the
existing system) parallel to the existing systems to satisfy the increased workload.

Scalability can be achieved through a software framework such as dynamically
loaded plug-ins, top-of-the-line design interfaces with abstract interfaces, useful
call-back function constructs, a very logical and plausible code structure, etc.

10. Portability

Portability is the characteristic of an application that allows it to execute
successfully in a variety of environments. Portability is a capability attribute of a
software product, and its behaviour is manifested to a degree, and the degree of
performance is closely related to the environment The basic idea of portability is to
provide an abstraction between system and the application, which is possible only
if the application is loosely coupled with the system architecture.

Portability is very important as it can improve the software life cycle by
allowing it to run on different domains. It also reduces the burden of redefining
the same application for different environments, which increases the reusability of
the application.

4 Configuration Management Tools: State of the Art

Several frameworks have been developed by the research community to automate
the deployment and configuration management in cloud and edge environments.
Some of the frameworks can also have support for IoT applications. Users only need
to specify the requirements and these frameworks perform the remaining operations
automatically. Some popular frameworks and their functionalities are presented
below.
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1. Chef:

Chef [16] is a powerful tool for automating the infrastructure. It converts
the infrastructure in the form of code called Recipe for automating the setup,
configuration, deployment and management. It can be used for different type of
application varying from web application to batch and stream processing.

There are three main elements of Chef: a server, a few workstations and a
number of nodes. Any machine (physical or cloud) managed by Chef is called a
node. Each node is installed with a Chef client that automates all the management
operations on that node. Each client is registered with the Chef node prior to the
configuration management. Chef uses a client server architecture where each node
runs a Chef client while the server is available to all the clients. The Chef server is
a centralized entity that contains all the Cookbooks (a Cookbook is a basic unit
of configuration management that defines a scenario with everything necessary
to handle that scenario.), policies and other management information. The client
retrieves all the stored information on the server and pulls the relevant configuration
data to automate the management of the node. The client uploads the run-time
data with the respective scenario to the server so that some other node can use the
information in the future. The workstation acts as a communication bridge between
a client installed on a node and the Chef server. It runs a Chef development kit
(ChefDK) that facilitates client and server interaction and also helps users to author,
test and maintain Cookbooks on the workstation, which are then uploaded to the
server. The programming language Ruby is used to author the Cookbooks.

2. Puppet:

Puppet [17] is open-source configuration management tool that allows users to
define the system resources and the state of a system (i.e. desired state) and performs
all the operations to achieve that state from the current state. The system resources
are described by the user using an easy-to-read declarative language or Ruby domain
specific language. Puppet works either by using a client-server architecture or as a
stand-alone application.

In a client-server architecture, a server (also known as the master) is installed
on one or more systems and a client (also known as an agent) is installed on all
the nodes to be configured. The agent running on a node communicates with the
server and conveys all the desired information from the server. The agent first sends
the node information to the server, the server uses that information to decide what
configuration should be applied to that node. The master then sends the desired
information to the agent and the agent implements all the changes accordingly
to reach the desired state. The Puppet agent can run either periodically to check
the configuration of the node or can be configured manually to set the specific
configuration.

The declarative nature of Puppet permits use of the same resource declarations
multiple times without any alteration to the result.Maintaining centralized code base
is more manageable than distributed code, while also increasing productivity.
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3. Ansible:

Ansible [18] is a radically simple IT automation engine that automates cloud pro-
visioning, configuration management, application deployment, intra-service orches-
tration and many other IT needs. It uses no agents and no additional custom security
infrastructure, so it is easy to deploy – and most importantly, it uses a very simple
language (YAML, in the form of Ansible Playbooks) that allows the user to describe
automation jobs in a way that approaches plain English.

Ansible works by connecting to nodes and pushing out small programs, called
“Ansible modules” to them. These programs are written to be resource models of
the desired state of the system. Ansible then executes these modules (over SSH by
default), and removes them when finished.

4. Docker

Docker [19] is an open source platform that automates the deployment and
management of applications in containers. It is the most popular Linux container
management tool that allows multiple applications to run independently on a single
machine (physical or virtual). It abstracts and automates the operating system level
virtualization on any machine.

Docker wraps the application with all its dependencies into a container so that
it can easily be executed on any system (on premise, bare metal, public or private
cloud). Docker uses layered file system images along with the other Linux kernel
features like namespace and cgroups for management of the containers. Other
container management tools do not support the layered file system feature. This
feature is handled by an advanced multi-layered unification file system (aufs) which
provides a union mount for the layered file system. This feature allows Docker
to create any number of containers from a base image, which are simply copies
of the base image. Docker can easily be integrated with different infrastructure
management tools such as Chef, Puppet, Kubernetes, etc.

Multiple Docker nodes can easily be scheduled and managed by Docker swarm,
which manages the whole cluster as a single virtual system. Docker swarm uses the
standard Docker API to interact with the management tool (e.g. Docker machine,
etc.) to assign containers to the physical nodes in an optimized way.

5. Kubernetes (K8)

Kubernetes [20] is an open source platform used to automate the operations
(e.g. deployment, scaling, management, etc.) of containerized applications across
a group of hosts. Kubernetes API objects are used to describe the desired state
of the cluster (i.e. information about the application, type of workloads, container
images, network and disk resource requirements, etc). The desired state information
is set either by using Kubernetes CMI kubectl or by accessing the API directly.
Kubernetes control plane checks the current state and automatically performs a
series of tasks to match it with the desired state. Kubernetes control plane splits
the cluster into two types of nodes, namely master node and non-master node. The
master node is installed on one node and it controls the whole system by running
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three processes kube-apiserver, kube-controller-manager and kube-scheduler, while
non-master nodes or Minions are installed on the other nodes, running two processes
kubelet (communicates with the master node) and kube-proxy (network proxy
reflecting network services on each node). For the sake of high availability and fault
tolerance, the number of master nodes is more than one i.e. one is the main master
node and the others are supporting master nodes (copies of the main master node).

The Kubernetes object represents the abstract view of the state of the cluster.
The basic objects of Kubernetes are Pod, Service, Volume and Namespace. The
configuration of an object’s state is governed by two fields: the object spec and the
status, which describes the desired state and actual state respectively. Pod is the
smallest and simplest unit of the Kubernetes object model that represents a running
process. It contains one or more co-located containers that share common resources
(storage, memory and network). Based on the requirement specification of the user,
Kubernetes creates and controls multiple pods.

6. Juju

Juju [21] is an open-source universal modelling tool for deployment, configu-
ration, management, scaling and maintenance of applications on physical servers
and cloud environments. Juju provides a framework that allow users to define their
requirements in an abstract manner. Juju works a layer above the usual configuration
management tools like Puppet, Chef, etc. and uses the services provided by these
tools. It mainly focuses on the service delivered by the application rather than on
the environment or platform on which it is running.

The whole mechanism of Juju is based on “charms”. Charms contain all the
information regarding deployment of an application. Charms can be written in any
programming language or scripting system. You can either create your own charms,
use any existing charms or update existing charms simply by adding some features
according to your requirements. All the charms and their relationships are contained
in a bundle that provides the whole working deployment in one collection. A bundle
file is easy to share among different users working in different environments.

7. Amazon Cloud Formation

Amazon Web Services Cloud Formation [22] is a free service that provides
Amazon Web Service (AWS) customers with the tools they need to create and
manage the infrastructure requires to run on AWS. CloudFormation has two parts:
templates and stacks. A template is a JavaScript Object Notation (JSON) text file.
The file, which is declarative and not scripted, defines what AWS resources or
non-AWS resources are required to run the application. For example, the template
may declare that the application requires an Amazon Elastic Compute Cloud (EC2)
instance and an Identity and Access Management (IAM) policy. When the template
is submitted to the service, CloudFormation creates the necessary resources in
the customer’s account and builds a running instance of the template, putting
dependencies and data flows in the correct order automatically. The running instance
is called a stack. Customers can make changes to the stack after it has been deployed
by using CloudFormation tools and an editing process that is similar to version
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control. When a stack is deleted, all related resources are deleted automatically as
well.

8. Terraform

Terraform [23] is a tool for building, changing and versioning infrastructure
safely and efficiently. Terraform can manage existing and popular service providers
as well as custom in-house solutions. Configuration files describe the components
needed to run a single application or an entire datacentre. Terraform generates an
execution plan describing what it will do to reach the desired state, and then executes
it to build the described infrastructure. As the configuration changes, Terraform
is able to determine what changed and create incremental execution plans. The
infrastructures that Terraform can manage include low-level components such as
compute instances, storage, and networking, as well as high-level components such
as DNS entries, SaaS features, etc.

Some of the key features of Terraform are:

• Infrastructure is described using a high-level configuration syntax. Additionally,
infrastructure can be shared and re-used.

• Terraform has a planning step where it generates an execution plan. The
execution plan shows what terraform will do when it is applied. This avoids any
surprises when Terraform manipulates infrastructure.

• Terraform builds a graph of all resources, and parallelizes the creation and
modification of any non-dependent resources. Because of this, Terraform builds
infrastructure as efficiently as possible, and operators get insight into dependen-
cies in their infrastructure.

• Complex change sets can be applied to infrastructure with minimal human
interaction. With the previously mentioned execution plan and resource graph,
you know exactly what Terraform will change and in what order, avoiding many
possible human errors.

9. Cloudify

Cloudify [24] is an open source framework that allows you to deploy, manage and
scale your applications on the cloud, and the aim of Cloudify is to make this as easy
as possible. The idea is simple: you model your application using a blueprint, which
describes the tiers that make up your application, along with how to install, start
and monitor each of these tiers. The blueprint is a collection of text configuration
files that contain all of the above. Each Cloudify deployment has one or more
managers, which are used to deploy new applications (using the above blueprints),
and continuously monitor, scale and heal existing applications.

Cloudify looks at configuration from an application perspective – i.e. given a
description of an application stack with all its tiers, their dependencies, and the
details for each tier, it will take all the steps required to realize that application stack.
This includes provisioning infrastructure resources on the cloud (compute, storage
and network), assigning the right roles to each provisioned VM, configuring this
CM (which is typically done by CM tools), injecting the right pieces of information
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to each tier, starting them up in the right order, and then continuously monitoring
the instances of each tier, healing it on failure and scaling that tier when needed.
Cloudify can integrate with these CM tools as needed for configuring individual
VMs, and in fact this is recommended as best practice.

10. TOSCA

TOSCA [25, 26] is a new OASIS standard that specifies the meta-model
for explaining the topology structure and management of cloud application. The
structure is defined by a topology template (consisting of a node template and
a relationship template) represented as a directed graph. Node type is defined
separately to support reusability and is referenced by the node template whenever
required. There are two methods for implementing TOSCA: declarative method and
imperative method. In the declarative method, the user declares the requirements
and the framework automatically does everything, while in the imperative method
the management process is specified explicitly using Plans. Plans are the process
models that define the deployment and management process and is represented
using complex workflows. Open TOSCA is the run time instantiation of TOSCA.
TOSCA also provides a limited run time ecosystem for an IoT environment.

11. Calvin

Calvin is an application environment that lets things talk to things [27]. It
includes both a development framework for application developers, and a runtime
environment for handling the running application. The Calvin Platform is an
attempt at a solution allowing developers to develop applications using clearly
separated, well-defined functional units (actors) and per-deployment requirements.
The platform then autonomously manages the application by placing the actors
on different nodes (devices, network nodes, cloud, etc.) in order to meet the
requirements, and later migrates them if changes in circumstances should so
require. The platform enables decoupling application development and deployment
from hardware investments by providing an abstraction layer for applications and
establishing a common interface to similar functionality, built up in an agile manner.
In [28], they divided an application’s life cycle into four separate, well-defined
phases: Describe, Connect, Deploy and Manage. Then Calvin uses the actor model
to provide abstractions of device and service functionality. With actors describing
the processing blocks, they express the data flow graph in a concise manner using
CalvinScript. A Calvin runtime presents an abstraction of the platform it runs on
as a collection of the capabilities this platform offers. One of the nice properties of
automated deployment based on capabilities and requirements is that many aspects
of managing running applications are already in place and active.
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5 Evaluation of Deployment and Configuration Management
Tools

This section evaluates the different tools discussed in Sect. 4 in terms of deployment
and configuration management dimensions. The summary of evaluation is presented
in Tables 1 and 2 and is described below.

– Most of the tools have a dependency graph that helps to represent the resource
definition and relationship except Ansible that does not have dependency graph
support. Some of the tools (e.g. Puppet) use the dependency graph only for
internal resource management. The dependency graph in Cloudify is represented
using a blueprint that describes the logical representation of the application.
TOSCA is the only tool that represents the topology specification along with
the resource representation.

– In terms of extensibility, most of the tools are extensible but the way in which
this is achieved is different. Some of the tools can be extended by addition of
plugins (e.g. Juju, Cloudify) while some use an extensible library (e.g. Ansible).

– Most of the tools support user customization but the way they allow customiza-
tion is very different from tool to tool.

– Except TOSCA that does not have any a specific access control mechanism, all
other tools have their own specific mechanism. Some tools (e.g. Chef, Juju,
Puppet) use mutual authentication while others (e.g. Cloud Formation) use a
cloud specific identity access mechanism (IAM).

– Due to the fact that most of the DevOps systems are based on UNIX or Linux
system, most of the tools support command line interface (CMI). Some of the
tools (e.g. Puppet, Docker, Calvin) also support an application program interface
(API) to manage application across cloud, edge and IoT. A few of the tools
(e.g. Chef, Juju, TOSCA) also support a graphical user interface (GUI) for easy
accessibility.

– Most of the available tools (e.g. Ansible, Cloud Formation) are used for on
premise or cloud datacentre but only a few of them can be used for edge devices
(e.g. chef, puppet, Docker). Among these tools, only a few of them (e.g. Juju) are
used for infrastructure deployment. Calvin is the tool specially designed for IoT
application deployment while recent advancements in TOSCA also support IoT.
The remaining tools do not contain support for CPS applications.

– Docker and Kubernetes are the tools that support only container based virtual-
ization, the remaining tools support either hypervisor only or both hypervisor
and container. The virtualization technique is not relevant for tools like Chef,
Puppet, Ansible, etc. as they are only responsible for configuration management
of resources rather than virtualizing them. Docker and Kubernetes have recently
started to focus on infrastructure management.

– Reusability is an important concept, which is provided by almost all tools,
using different methods. Chef uses Cookbook while Docker uses Docker Hub,
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Table 1 Evaluation of Configuration management tool (Part I)

Tools
Dependency
graph

Access
mechanism

Access
control Extensibility Customization

Chef Yes CDK (chef
development
kit), GUI
(graphical user
interface)

Mutual
authentication,
SSL

Yes Yes

Puppet Yes RPC (remote
procedure
call), API, GUI

Mutual
authentication,
digital
signature, SSL

Yes (using
faces API)

Yes

Ansible No CLI, web user
interface

SSH Yes
(extensive
library)

Yes

Docker Yes CLI. Docker
engine API

Linux
namespace and
cgroups, TLS
(transport layer
security) using
plugins

Yes (via
plugins)

Yes

Kubernetes Yes CLI (command
line interface),
API
(application
program
interface),
REST based
request

Client
certificate,
password,
plain/bootstrap
tokens,

Yes
(modular,
pluggable,
hookable,
compos-
able)

Yes

Juju Yes CLI, GUI Mutual
authentication,
SSH

Yes (using
plugins)

Yes

Cloud
formation

Yes CLI,
management
console, API

AWS IAM
(identity access
management)

Yes Yes

Terraform Yes CLI, API End to end
authorization

Yes Yes (via plugins)

Cloudify Yes CLI, web user
interface

Mutual
authentication,
SSL

Yes (via
diamond
plugins)

Yes

TOSCA Yes (with
topology
informa-
tion)

GUI No specific
client
authentication
method

Yes Yes

Calvin – CLI, API Mutual
authentication

Yes Yes
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Table 2 Evaluation of Configuration Management tool (Part II)

Tools Reusability
Deployment
environment

Virtualization
technique Scalability Portability

Chef Yes (using
cookbooks)

On-premise,
cloud, edge

Hypervisor,
container

Yes Yes

Puppet Yes On-premise,
cloud, edge

Hypervisor,
container

Yes Yes

Ansible Yes On-premise,
cloud

Hypervisor,
container

Yes Yes

Docker Yes (using
Docker hub)

On-premise,
cloud, edge

Container Yes (hori-
zontally
scalable
using
parallel
and
sequential
mode), no
auto-
scaling

Yes

Kubernetes Yes On-premise,
cloud, edge

Container Auto
scaling

Yes

Juju Yes (using
charms or
bundles)
(puppet, chef,
Docker, etc.
codes can also
be included in
the charms)

On-premise,
cloud, edge

Hypervisor,
container

Yes Yes

Cloud
formation

Yes Public cloud
(AWS)

Hypervisor,
container

Auto
scaling

Compatible
with all the
services
provided
by AWS

Terraform Yes On-premise,
cloud, edge

Hypervisor,
container

Yes Yes

Cloudify Yes On-premise,
cloud, edge
(with vCloud
plugin)

Hypervisor,
container

Yes Yes (using
TOSCA-
based
DSL)

TOSCA Yes On-premise,
cloud

Hypervisor,
container

Yes Yes

Calvin Yes (using
Calvin actors)

Cloud, edge,
IoT devices
(mainly for IoT
application)

Hypervisor,
container

Yes Yes
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similarly other tools use some centralized or distributed storage to reuse the
artefacts.

– Most of the tools provide scalability but only some of them (e.g. Kubernetes,
Cloud Formation, etc.) provide automatic scaling. Similarly, portability is an
essential requirement for configuration that is provided by almost all the tools.

From the evaluation, it is clear that the presented tools automate the deployment
and configuration management task in their own specific ways. Frameworks such
as Chef, Puppet, Ansible, etc. configure and deploy the infrastructure but do not
virtualizes the infrastructure. Tools like Docker and Kubernetes virtualize only in the
form of containers whereas Juju and Cloud Formation support both container and
hypervisor-based virtualization. Tools like TOSCA and Calvin have support for IoT
devices along with cloud and edge environment but they need more development.
To provide a sophisticated solution for deployment and configuration management,
we need a new tool that can satisfy all the dimensions in a holistic way.

6 Conclusion

Configuration management and deployment techniques are crucial in cyber physical
systems. In this chapter, we discussed the complexity of configuration management
and deployment in a cyber physical system context. We discussed a range of relevant
challenges of configuration management activities in terms of dimensions. We
presented 11 of the most popular configuration management tools in cloud, edge and
IoT environments. Finally, we contributed an analysis of these tools by evaluating
and classifying them against the defined dimensions. As shown in the results, current
tools can not satisfy all the dimensions of CPS configuration management and
deployment in a comprehensive manner. In future, we need a new deployment and
configuration framework that can satisfy all the dimensions and easily handle all the
complicated activities of a CPS system.
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The Integration of Scheduling,
Monitoring, and SLA in Cyber Physical
Systems

Awatif Alqahtani, Khaled Alwasel, Ayman Noor, Karan Mitra,
Ellis Solaiman, and Rajiv Ranjan

1 Introduction

Cyber-physical systems (CPS) are new engineering structures that involve interdis-
ciplinary system components and a human interaction in order to link platforms
to the physical world for higher productivity, optimal decision-making, lesser
operational costs, controllable environment, etc. [1]. CPS integrates platforms,
applications, computation systems, communication systems, devices, and sen-
sors/actuators to build a new generation of smart environments, such as smart city,
smart grid, and smart industry. In a general sense, CPS harnesses the power of
Internet of Things, computing paradigms (public datacenters, private datacenters,
and/or edge datacenters), and the Internet to represent and control the actual physical
environments (Fig. 1). For example, a smart city can embed thousands of sensors
and IoT devices such as the Spanish smart city of Santander, which has deployed
more than 20,000 sensors, to measure everything ranging from trash containers, to
parking spaces, to air pollution, to smart traffic management [2].
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Fig. 1 Cyber-physical systems (CPS) architecture

Internet of Things (IoT) is an integral part of CPS providing the ability to capture
and improve real world environments by using certain objects to sense, process, and
communicate based on particular conditions and configurations [3]. Smart homes,
smart transportation, and smart industry are a few examples of IoT environments,
which consist of different types of things such as sensors, actuators, smartphones,
etc. Each IoT environment produces a large amount of real-time data that needs to
be analyzed, stored, and delivered to intended receivers [4, 5]. However, performing
intensive computation and communication operations on IoT devices/environments
is not easy, if not impossible, due to the limited capabilities of hardware and
software [3]. To overcome such limitation, IoT devices traditionally delegate most
of their computing and storing operations to Cloud datacenters [1, 3].

The advances in both IoT and Cloud technologies have led to a Big Data
paradigm in order to handle the large amount of data generated from various
resources (social networking, IoT devices, etc.) with diverse speed, volume, and
type [6]. Big Data is derived due to the needs of discovering and finding specific
information of a massive amount of data that would be so valuable for individuals,
organizations, and governments. Prior Big data, traditional processing frameworks
(e.g., MySQL and Oracle) had been used where they failed to handle a large amount
of IoT data [6]. Therefore, big data programming frameworks and models (e.g.,
Hadoop, Storm, MapReduce, etc.) have been introduced to deal with IoT data
integration and batch/stream big data analytics.

Traditionally, IoT has utilized Cloud computing as the main infrastructure for its
data operations, such as computation, filtering, and storing [1, 3]. However, many
papers [4, 5, 7] had argued that the exhaustive migration of IoT data operations to
the Cloud alone is not sufficient due to many reasons. First, IoT delay-sensitive
applications (e.g., natural disaster monitors) cannot only depend on the Cloud
because of the unpredicted data transfer time of the Internet, known as best-
effort data delivery. Second, cloud datacenters operate on geo-distributed manners,
resulting in unstable and unpredictable decision-making time. Third, IoT data might
be useless and such data would result in the waste of resources. Therefore, Edge
computing has emerged to allow distinct computing operations to be executed at or
closer to data sources, resulting in optimal decision-making and saving of resources.
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Figure 1 represents the architecture of CPS. In IoT environments, devices (e.g.,
sensors, actuators, cameras, cars, etc.) sense, capture, and send the behaviors of
the physical world as raw data to Edge Data Centers (EDCs) and/or Cloud Data
Centers (CDCs) for further processing. EDCs and CDCs perform computational
and analytical operations (e.g., filtering, analyzing, detecting, etc.) on the received
data in order to make automatable actions on physical environments and ultimately
forward visualized results to end-users. EDC contains a small-scale datacenter to
perform lightweight tasks, often on IoT streaming data in order to foster decision-
making. In contrast, CDC consists of large-scale distributed datacenters to perform
intensive tasks on historical and real-time data, if needed.

Despite the great achievements of CPS’ individual components, integrating
distinct technologies and platforms in CPS remains challenging; Scheduling, Mon-
itoring, and End-to-End SLA (SMeSLA) in CPS are still open issues, which need
to be investigated to cope CPS performance deficiencies. Thus, the objective of this
chapter is to identify major challenges and issues CPS should address especially
towards (1) developing a dynamic multi-level CPS scheduler, (2) deploying an
accurate and fine-grained monitoring system, (3) implementing end-to-end Service
Level Agreement (SLA) mechanisms.

1.1 Motivation Example

Consider a city has deployed hundreds of sensors and cameras for early flood
detection/predication by analyzing sensed data and images as well as comparing
current water level with the historical water level (Fig. 2). The city council
subscribed to different cloud service providers to detect potential flood within an
optimal time, which consequently minimizes damages such as an early evacuation
of citizens to safer zones. To perform flood monitoring, compute- and data-intensive
operations must be executed by leveraging the power of CPS according to the
following steps:

1. Smart gateways should forward sensed data generated from different types of
sensors (e.g., water level and gauge sensors) to available EDCs while forwarding
images to available CDCs for further processing due to the need of massive
computation resources;

2. EDCs run computational frameworks (e.g., Strom and/or Hadoop) in a dis-
tributed fashion to filter sensed data based on given threshold values and then
forward filtered data to CDCs for further processing;

3. CDCs then start analyzing received data from EDCs to detect rain and flood
levels by comparing the pattern of data with the pattern of historical data. CDCs
then combine the analyzed results to make an appropriate action, such as:

(a) If the analysis shows a low possibility of a flood, then one of possible action
is to change sending data interval time from a pre-defined time (e.g., every
60 s) to real-time and notify interested parties.
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Fig. 2 Data flow in flood monitoring (Use Case)

(b) If the analysis shows a medium/high possibility of a flood, then one of
possible action is to notify interested parties, such as city council, as well
as send commands to smart gateways to change data sampling rate, sending
data interval time, and update actuators to turn on siren alarms so people
start evacuation.

From the above-mentioned scenario, having a cooperation among scheduling,
monitoring, and SLA-management components on end-to-end basis (cross and
within CPS components) is essential. SLA specifies when, where, and what to
consider, scheduler translates SLA constraints at run time for provisioning purposes
while monitoring keeps track of resources states and notify scheduler and SLA
whenever there is a violation (Fig. 2).

2 Cyber-Physical Systems (CPS) Architecture

IoT revolution has been utilized in many fields, such as industries, government, and
health-care, which has led to the needs of leveraging Cloud computing resources due
Cloud’s unbounded capabilities. The centralized architecture of Cloud computing
plays an important role in its success in terms of economic perspectives; yet,
considering a logical extreme scenario of a full centralisation approach could result
in unexpected drawbacks. In [8], authors mentioned four fundamental issues of
centralized approaches. First, there is a need to make a trade-off between releasing
personal and sensitive data to centralized services (e.g., social networks, location
services, etc.) and privacy. Second, utilizing cloud services allows only a one-
sided trust from clients to the Clouds, while there is no trust from one client
to another. Third, Cloud providers neglect the fact that new generations of Edge
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devices are embedded with high computational capacity and sufficient storage
space. Last, Cloud-based centralisation hinders human-centered designs, which
limits the interactions between humans and machines. Thus, moving computations
to the Edge under certain conditions will minimize the Cloud-based centralisation
issues as well as take the advantages of Edge devices’ capabilities. Figure 1
illustrates the data flow in CPS, which, generally, consists of the following layers:

A. Sensing/actuating layer

Represents devices (e.g., sensors, actuators, cameras, smart mobiles, etc.) that
are used to sense, capture, and send the behaviors of the physical world as raw data
to EDCs and/or CDCs for further processing.

B. Edge computing layer

EDCs are small-scale datacenters used to perform lightweight-computational and
-analytical operations (e.g., filtering, analyzing, detecting, etc.) on the received-
IoT data to improve the performance, save unnecessary data transfers, accelerate
decision-making, and make automatable actions on physical environments. EDCs
are more secured and private compared with CDCs, in which sensitive data can be
processed ad stored more properly [8].

C. Cloud computing layer

CDCs consists of large-scale distributed datacenters to perform intensive tasks
on historical and real-time data, if needed. CDCs mainly consists of infrastructure
hardware and Big Data frameworks:

• Big Data layer: this layer deals with a massive volume of data generated from
various resources at different rates. It consists of the following components [6]:

– Data ingestion: accepts data from multiple sources, such as online services
and back-end system logs.

– Data analytics: consists of many platforms (e.g., stream/batch processing
frameworks, machine learning frameworks, etc.) to ease the implementation
of data analytics operations.

– Data storage: to store intermediate and final datasets. The ingestion and
analytics layers make use of different databases during execution.

• Cloud Infrastructure layer: provides consumers with different capabilities,
such as processing of data, access to networks, and store of data. It also enables
end-users to run arbitrary software, such as applications and operating systems
[8].

D. CPS Management layer

CPS consists of multi-layers, multi-environments, and multi-users where a new
management layer must be integrated into its overall architecture (Fig. 3). CPS
components and layers depend on each other (an output from one layer might
become an input to another layer), which makes CPS management a daunting task.
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Fig. 3 Conceptual interaction between scheduling, and monitoring, and SLA managers/agents
(SMeSLA) in CPS

For example, real-time data can be forwarded to the ingestion layer using Kafka
framework. Data can be then sent to the stream processing layer to be analyzed and
stored on the fly. Further, the batch processing layer can execute Hadoop framework
to process data received from the stream processing layer. Last, machine-learning
frameworks can be executed to identify similarities between Hadoop’s generated
data and historical data in order to detect/predict interesting events.

Moreover, the management layer empowers CPS system to meet consumers’
satisfaction and achieve optimal performance (e.g., saving energy, cost reduction,
etc.). The management layer can also ensure the correctness of SMeSLA, including
system components, algorithms, layers, Quality of Services (QoSs), etc. The
interaction among SLA, scheduling, and monitoring managers leads to an effective
management mechanism (Fig. 3). For instance, end-users can specify their QoS
preferences (e.g., sensor data rate, processing latency of gateways, etc.) and submit
them to the SLA manager. As a result, the SLA manager will translate and submit
the preferences to the scheduling and monitoring managers to be deployed and
reported, respectively. Last, by deploying an agent within each layer, layer status and
commands can be reported and executed on behave of its respective manager. Figure
3 reflects the conceptual interaction between SLA, scheduling and monitoring
managers.

3 Studies Related to Scheduling, Monitoring,
and End-to-End SLA (SMeSLA) in CPS

This section represents related-work that had been conducted toward Scheduling,
Monitoring, and SLA in CPS.
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3.1 Scheduling in CPS

According to the a forementioned motivation section, CPS scheduling becomes a
substantial factor, in which the real-time adaptation can be achieved/deployed. CPS
scheduling can also handle issues including, but not limited to, resource contention,
performance enhancement, optimal resource utilization, and cost reduction. As
CPS consists of IoT, CDC, EDC, environments, developing a multi-objective smart
scheduler is essential, which allows the deployment of real-time scheduling policies
and algorithms according to users’ and administrators’ QoS objectives within (intra)
and across (inter) environments. However, building a CPS scheduler is so complex
due to (1) the complex interlinked among cyberspace components (e.g., IoT
devices, gateways, network and computational devices, frameworks/applications,
EDC, CDC, etc.); (2) cyber-physical space (e.g., movement, sensor random deploy-
ment, etc.); and (3) different CPS environments (flood monitoring systems, traffic
management systems, etc.).

On the topic of CPS scheduling, most of the existing works mainly focus on
specific layers/applications in an individual datacenter. For example, authors in [9–
11] have contributed and proposed many CDC scheduling algorithms (e.g., dynamic
priority, deadline, and delay-sensitive) to enhance the performance of big data
applications/frameworks, such as Hadoop. However, they only consider server-level
utilization and discard network-level utilization, which leads to issues such as flow
congestion, network overload, packet loss, etc. By leveraging Software-Defined
Networking technology (SDN), authors in [12–15] developed scheduling algorithms
in accordance with server and network levels, resulting in optimal job completion
time in terms of computation-intensive and/or bandwidth-intensive jobs. Moreover,
authors in [16–18] proposed SDN-IoT architectures where sensing intelligence
are decoupled from sensor’s physical hardware and placed on SDN controller(s),
providing application-customizable, a flexibility of policy changes, and ease of
management.

There are also recent studies that have explored and tried to make scheduling
decisions in a global fashion. For instance, authors in [7] practically extended a
Storm framework to operate in a geographically spread out environment (Cloud
and Edge), outperforming the Storm centralized-default scheduler. Moreover, many
gateway types, schemes, and designs have been proposed in many papers. For
example, authors in [19] proposed a smart gateway container-based virtualization
(e.g., Docker) that integrates networking, computation, and database functions to
allow users to configure IoT computation modes and schedule data analytical
tasks. Authors in [20] proposed a scheme where SDN controllers act as smart
gateways, yet providing full control of IoT network infrastructure. However, all the
a forementioned scheduling contributions do not target a CPS infrastructure, but
rather toward one or two layers/environments.
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3.2 Monitoring in CPS

Monitoring is an essential element to consider in the CPS architecture to detect
improper behaviors of one or more CPS components, layers, and environments
as well as respond to such behaviors accordingly [21, 38]. There are numerous
commercial and open source monitoring tools/frameworks (e.g., Monitis, Nimsoft,
LogicMonitor, CloudWatch, etc.), which are used for different purposes, such as
tracking the utilization of virtual machines’ CPU and memory. However, those tools
cannot be deployed in CPS because of the diverse components, layers, and environ-
ments CPS spans. For instance, Amazon CloudWatch is a cloud monitoring tool
used only in Amazon datacenters to monitor hardware-level whereas LogicMonitor
is a commercial tool used to perform monitoring in application-level.

3.3 SLA in CPS

As scheduling and monitoring are important aspects for CPS to operate efficiently,
a service-level agreement (SLA) is an important element to consider in CPS in
order to assure that consumers’ quality of service (QoS) requirements are observed.
SLA plays a significant role in specifying the required level of quality at which
a service should be delivered [22, 39]. SLA has been used in many IT-related
fields and platforms over many years [23]. For example, Web Service Level
Agreement (WSLA) was introduced in 2003, which is a framework composed of
SLA specifications and a number of SLA monitoring tools for web services [24]. In
[25], authors proposed web service agreement (WS-Agreement), which defines the
specification of web service agreement as a domain-specific language. However,
WSLA and WS-Agreement are specific for web services, and cannot be directly
applied to CPS systems.

There are a number of works related to SLA in Cloud computing. For example,
the European and National projects [26] developed a Blueprint concept where
SLA specification is presented as a descriptive document to express the service
dependencies across Cloud layers as well as within each layer. As well, Blueprint
can also define provisioning and management rules related to elasticity and multi-
tenancy. In [27], another SLA specification project so-called SLA@SOI was
developed to address multi-level multi-provider SLA lifecycle management within
service-oriented architecture and Cloud computing. It provides an abstract syntax
for describing functional and non-functional characteristics of a service. However,
the available SLA frameworks are either being too specific or too generic, while in
CPS systems there is a need to aggregate QoS requirements from the perspectives
of IoT, EDCs, CDCs environments.

Traditional SLAs that focus on availability and reliability are not enough for
CPS applications due to the requirement of strict SLA guarantees [28]. Therefore,
specifying contractual terms of SLA on an end-to-end basis is important, not only
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to specify end-to-end QoS requirements but to develop end-to-end SLA-aware
scheduling and monitoring algorithms to assure consumers that their quality of
service (QoS) requirements will be observed across computing environments in
order to deliver services that match consumer expectations, such as to complete
a required job with maximum latency equal to x time units. Delivering applications
which rely on SLA-aware services, such as SLA-aware resource allocation and
SLA-aware monitoring, will minimise the risk of violating the terms of the service
agreement, especially for real-time applications which require stable factors in order
to operate properly. For example, Flood Monitoring System applications (FMS)
must respond immediately and correctly to suspicious events in order to prevent
serious damage. FMS requires collecting real-time data from different types of
information, such as from sensors and gauges that measure rainfall-levels and water
level of rivers, respectively. FMS would then analyse collected data and indicate any
abnormal data patterns (e.g. flood possibility) by comparing new collected data with
historical/stored data. However, this type of IoT application is time-sensitive, which
means any unpredicted delay in one or more of the data flow stages (e.g. collecting,
transferring, ingesting, analysing, etc.) will affect the accuracy and suitability of the
actions taken. This example shows how the performance of FMS applications relies
not only on the functionality but also on the quality of offered services across Edge
or/and Cloud computing environments. Undoubtedly, SLAs need to be observed
across all layers of Cloud and Edge, for example: at which rate data should be
collected, transferred and ingested, how fast and accurate the analysis should be,
etc.

Having an individual SLA management mechanism for each layer of CPS is
inadequate because of the huge dependency across layers [29]. Within the SLA,
there is a need to express such constraints/policies which determine when and
which data can be processed within the Edge data centers as well as when and
which data need to be exported to be processed/analysed in Cloud data centers
under certain time limitations. Back to flood monitoring scenario to explain the
dependency among its required services across computation layers: Data from rain
gauges and water level sensors can be analysed within edge layer. If one or both
of the readings exceed the threshold value, then edge layer can make a decision,
such as to increase the sampling rate for rain gauges, river level sensors and bridge
cameras. This will increase the incoming data from edge devices. Therefore, based
on the computation capabilities of edge layer, some data can be analysed within
Edge, such as if water level measurement exceeds the threaten threshold, which
has been pre-calculated and specified based on previous experiences reflecting high
possibility of flooding, and then edge layer can send immediate notification and alert
interested parties/destinations. On the other hand, if measured data has not exceeded
the threaten threshold but it exceeds a specific threshold, then a combination of
water level, rain level as well as captured images need to be exported to Cloud for
two reasons, but not limited to these reasons. Firstly, to be analysed and compared
with historical data for early flood prediction purposes and then send an appropriate
command back to the edge layer such as change sample rate. For example, change
sample rate from a periodical sensing to instant one, i.e. rain fall and water level
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sensing and bridge picturing are performed instantly. Secondly, to be saved as
historical data if a flood has occurred to be used as data training to develop/enhance
a predictive model of flood prediction application for future usage.

From this scenario, there is a need to specify when data need to flow within and
across layers and under which speed using an end-to-end SLA. Furthermore, there
is a need to build a cross-layer multi-provider SLA-based monitoring system for the
CPS to enhance SLA compliance. This will aid service providers to operate their
services at an adequate level, which then will increase consumers’ trust, and also
help to avoid SLA violations.

4 SMeSLA Technical-Research Challenges in CPS

The following subsections represent research challenges and facts SMeSLA
encounter in CPS. In order to successfully deploy SMeSLA, end-users should
be able to specify QoS preferences by means of SLA terms in every point of the
following subsection. The SLA manager should then submit those preferences to
the scheduling and monitoring managers to operate upon (Fig. 3):

4.1 Sensing Devices

IoT devices (e.g., sensors) must communicate with one another and with gateways in
order to send their sensing data to end-receivers. However, the diverse characteristics
of wireless and wired gateways’ interfaces, the movement of IoT devices (fixed
or mobile), and properties of IoT devices (e.g., lifetime, coverage, etc.) impact on
latency, bandwidth, and speed of data. For example, sensors often come with low-
level electronic interfaces (e.g., I2C, SPI, 6LowPAN, ZigBee, etc.) to communicate
with one another and with gateways. Selecting the appropriate interface is an
essential factor that determines the efficiency of IoT environment. For instance,
Inter-Integrated Circuit (I2C) is a wired gateway interface allowing sensors to send
data up to 3.4 Mbit/s in its fastest mode whereas in a typical mode it is limited to
400 kbit/s for most cases [30]. In contrast, Serial Peripheral Interface (SPI) is more
efficient in terms of power consumption and full-duplex communication, leading to
energy saving and a higher throughput.

Nevertheless, wired communications are inefficient due to their difficulty of
deployments, regular maintenance, higher costs, etc. Therefore, wireless gateway
interfaces are more practical in IoT environments, such as 6LowPAN and ZigBee.
Ipv6 over Low-Power Wireless Personal Area Networks (6LowPAN) enables IPv6
packets to be transferred within a small link-layer frame, has a transfer rate of up to
250 kbit/s for a distance of 200 m, and supports up to 100 nodes for every network.
On the other hand, ZigBee is a preferable wireless standard because of its low-cost
and low-power consumption. It has a transfer rate of up 250 kbit/s for a distance of
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100 m and it supports a network of 100 nodes [30]. However, since wireless allows
the mobility of devices, it might affect data link availability and reliability such as
message loss, data inaccuracy, and higher latency.

4.2 Gateways

Typically, gateways link IoT devices to their intended EDC and/or CDC environ-
ments where data can be further processed, stored and analyzed. IoT devices can
operate without gateways if they have the ability to communicate directly to the
Internet. However, many IoT devices (e.g., sensors) have minimal functionalities;
therefore, they outsource the missing functionalities to gateways. Gateways, the
new generation of routers, are integrated with rich functionalities such as traffic
management, local database storage, data aggregation, and data analyzing [30, 31].
When specifying QoS for any IoT application, consumers must indicate the types
of IoT environments in their SLAs in terms of with or without gateways. There is
trade-off between with and without gateway deployments, which can influence on
overall delays.

4.3 Big Data Analytics Tools

Since IoT environments often generate extremely large raw data, they often rely on
big data frameworks and computational models to accelerate decision-making and
lesser response time. Every IoT application requires different big data analytical
ecosystems (e.g., Kafka, Hadoop, Storm, etc.), heterogeneous big data workflows
(static, streaming, etc.), and different QoS objectives (low cost, certain latency,
etc.). The following are some challenges that should be considered in the overall
development of SMeSLA:

Batch Processing: Apache Hadoop1 and Apache Spark2 are a few big data batch-
processing tools, which deploy a MapReduce programming model and are used
to process, analyze, and visualize data. End-users should be able to select the
preferred batch processing frameworks based on their needs and objectives. For
example, some users might prefer Hadoop due to its low cost (less use of memory
and network) while they are time-tolerant in terms of processing finishing time
(up to minutes, hours, or days) [32]. In contrast, other users might prioritize Spark
to perform their data analyses for machine learning due to its fast processing
mechanism, which is up to 100 time faster than Hadoop [3]. In addition, there

1http://hadoop.apache.org/
2http://spark.apache.org/

http://hadoop.apache.org/
http://spark.apache.org/
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are other factors that need to be considered, including data size, number of map
tasks and reducing tasks, the diverse architecture of HDFS (e.g., the number of
data nodes, the number of resources assigned to each node, and the replication
number), and the type of machine learning algorithms (e.g., Mahout) [33].

Distributed databases: Storing and handling a massive amount of data (real-time
or archived) requires powerful storage platforms. They are different types of
storage platforms with distinct capabilities. For example, Hadoop Distributed
File System (HDFS) can be used to store data in a distributed manner, but
it does not ensure a high level of data management (e.g., storing, accessing,
querying, etc.) [3]. On the other hand, Druid,3 open-source distributed databases,
can support real-time data ingestion and query with low latency.

Stream processing: Real-time stream applications perform operations on stream
data generated from different sources where the time of results should be in
a fraction of a second. Stream processing is crucial for real-time applications
and critical systems (e.g., disaster management) that require real-time decision-
making. Spark Streaming4 is a stream and batch analytics tool, which provides
low-cost but it might produce some delay. Apache Storm5 is another stream
processing tool outperforming Spark, only in terms of delay [3].

Distributed queues: It is used to ingest data from different sources and distribute
the data to interested parties/components. Some of available open source mes-
saging queues are Apache Kafka6 and RabbitMQ.7 Kafka, which is based on a
publish/subscribe model, provides high throughput and low latency. In contrast,
RabbitMQ is more flexible and provides packet-loss guarantees by means of
message acknowledgment mechanisms, but it has less throughput and higher
latency [3].

Considering the a forementioned subsections in the overall SMeSLA-CPS
development process is important to meet consumers’ satisfaction (e.g., big data
framework types, latency in each layer, etc.). It can also provide CPS optimal
performance (e.g., saving energy, increasing profits, etc.). In fact, every subsection
has some effects on SLA terms (e.g., query response time), which in return will
affect CPS scheduling and monitoring.

3http://druid.io/
4https://spark.apache.org/streaming/
5https://storm.apache.org/
6http://kafka.apache.org/
7https://www.rabbitmq.com/

http://druid.io/
https://spark.apache.org/streaming/
https://storm.apache.org/
http://kafka.apache.org/
https://www.rabbitmq.com/
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5 SMeSLA General-Research Challenges in CPS

Besides technical challenges, there are general challenges that need to be considered
in the development of SMeSLA.

5.1 The Heterogeneity and Random Distribution of IoT
Devices

Various sectors deploy IoT technologies for delivering smart services by spreading
sensors everywhere within their target environments. The heterogeneity of IoT
devices and sensors in terms of capabilities, network protocols, applications,
and vendors along with the distinct nature of every IoT environment makes the
deployment of SMeSLA a challenging task. For example, administrators should be
able to dynamically configure sensing modes (e.g., transmission time and data rate)
and change activity mode (on/off) as an individual or group to save energy, reduce
costs, etc. Moreover, in the motivation example, administrators should be able to
control cameras that are in zones where a flood might occur should send full HD
videos while cameras in unexpected zones should send non-HD videos to avoid
network congestions, save power, etc.

There are also other factors that make the deployment of SMeSLA very
challenging. First, every cluster of sensors has different manufacturing features,
such as lightweight functionalities in temperature sensors compared with human
body detection sensors that require persisting data along with sophisticated security
mechanisms [30]. Second, the physical distance between IoT sensors and where
data are analyzed, processed, and stored, vary from one case to another. Third, since
IoT devices are often equipped with low capabilities, querying such devices/sensors
for monitoring purposes cannot be easily achieved because they do not provide
querying functionalities, such as querying memory utilization of sensors.

5.2 Lack of Standardization

As the architectures of CPS consists of different EDC and CDC providers, it
raises a serious standardization problem. There is a need for standardizing the
terminologies of service level objectives (SLOs) as well as QoS functions, which
specify how QoS metrics are being measured. In CDCs, for example, there are no
standard vocabularies to express SLAs – take availability as an example and how it
is expressed differently among well-known Cloud providers: Amazon EC2 offers
availability as a monthly uptime percentage of 99.95%, Azure offers a monthly
connectivity uptime service level of 99.95%, and GoGrid offers a 100% server
uptime and a 100% uptime of the internal network [34]. In contrast, EDCs describe
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the rate at which sensors send data in many terms, such as sampling rate [35] or
sampling frequency [36]. Indeed, unifying terminologies and metrics as well as
proposing a taxonomy will lead to a well-designed SMeSLA; which in turn would
provide a successful interaction between consumers and providers and minimize the
amount of time required to write and negotiate SLAs.

5.3 Heterogeneity of Key QoS Metrics Across CPS
Environments

Understanding key performance metrics and their variation in CPS environments
and within their layers is crucial. In other words, there is a need for building a
coherent taxonomy that considers various QoS metrics among CPS’s layers while
data is flowing. There are different QoS metrics for each layer [35, 40]:

• Cloud environment:

(a) SaaS: contains event detection and decision-making delays.
(b) PaaS: includes QoS of big data frameworks (e.g. throughput and response

time).
(c) IaaS: includes QoS of infrastructure layer (CPU utilization, memory utilisa-

tion, network latency, network bandwidth, etc.).

• Edge environment:

(a) It has similar layers and QoS metrics as Cloud environments.

• IoT environment:

(a) Perception layer: includes data quality, precession, and freshness.
(b) Network layer: includes latency, throughput, and availability.

5.4 Heterogeneity of Application Requirements

Every IoT application has specific requirements according to its predefined purpose
and domain-specific application. For instance, traffic applications have a high-
priority for data accuracy while environmental prediction applications have a
high-priority for data accuracy and action response time. The heterogeneity of high-
level application requirements certainly hinders the development process of IoT
applications-SMeSLA-aware.
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5.5 Lack of Methods for Collecting QoS Metrics

The nature of CPS technology requires the interaction of cross-computing and
cross-layers delivered by different providers. Each component should have its
own SLA to clearly specify QoS capabilities, which monitoring and scheduling
should operate upon. One of the main challenges is how to collect and integrate
metrics from those different providers in order to monitor end-to-end SLAs at an
application level, without the necessity for understanding the complex format of
components/platforms [37].

5.6 Selection of Datacentres

IoT computation tasks (e.g., filtration, aggregation, analyzing, etc.) can be per-
formed in EDCs or/and CDCs. Determining the computation environment of IoT
raw data is not easy due to many factors. First, users’ QoS properties (e.g., higher
security, priorities, completion time, etc.) play important roles in determining the
preferable computation environments. Second, IoT devices might generate useless
data where the importance of data should be indicated in early stages; therefore,
the selected type of datacenters could have high impacts on computational and
network costs. Third, smart gateways might face traffic bursting (e.g., all sensors
continuously send data), which makes gateways a single point of failure.

6 Design Goals of SMeSLA in CPS

Developing a CPS software platform that provides SMeSLA is essential to enable
performance optimization and prediction, prevent failures, and meet QoS expecta-
tions. The platform should provide the following attributes:

(a) Connectivity & Interoperability: every device in CPS (e.g., sensors, gateways,
SDN controllers, etc.) should be connected and accessed using remote inter-
faces/middleware where CPS platform can dynamically adapt algorithms and
policies as well track behaviors and SLA in a local and global manner. By
deploying the notion of virtualization (e.g., application, data, server, network,
etc.), CPS-SMeSLA infrastructure can be easily developed, managed, and
instrumented while real-time responsiveness in terms of dynamic adaptation
and reconfiguration can be achieved.

(b) Availability: every EDC and CDC should advertise its available resources (e.g.,
applications, VMs, networks, etc.) along with the actual utilization in real-time.
This feature allows scheduling decisions to be made in a global fashion while
achieving optimal performance in accordance with different QoS needs (e.g.,
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network priority of video applications compared with computation-priority of
machine learning applications).

(c) Scalability: as the number of IoT, EDC, and CDC devices are increasing
to accommodate new configuration and deployment requirements, having a
scalable CPS-SMeSLA infrastructure is required to handle the growing number
of devices, data, and requests without losing its overall performance. Moreover,
CPS-SMeSLA infrastructure should be able to address varying loads that might
occur in IoT, EDC, and CDC environments.

7 Conclusion

In this chapter, we discussed the benefits and challenges of deploying real-
time Scheduling, Monitoring, and End-to-End SLA (SMeSLA) in Cyber-Physical
Systems (CPS). CPS is a very complex system where a new management layer based
on SMeSLA must be developed. We proposed an SMeSLA conceptual architecture
where end-users submit their QoSs to an SLA manager; as a result, scheduling and
monitoring managers would operate accordingly. Every layer of CPS must deploy
scheduling and monitoring agents in order to enforce policies/changes and keep
track of CPS in a global manner. In order to successfully deploy SMeSLA in CPS,
many technical and general challenges must be addressed such as the heterogeneity
of IoT devices, gateways, and big data, lack of standardization, etc.
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Experiences and Challenges of Providing
IoT-Based Care for Elderly in Real-Life
Smart Home Environments

Saguna Saguna, Christer Åhlund, and Agneta Larsson

1 Introduction

Elderly population across the world is on the rise and municipalities along with
caregivers are struggling to provide care due to limited resources. Sweden’s elderly
population is set to grow significantly by 2050 where the number of people
between 65–79 years and 80 years and over is expected to increase by 45% and
87% respectively [1]. The same trend continues within Europe where 25% of the
population will be over 65 years of age by the year 2020, and the age group of
65–80 years is predicted to rise by 40% from the year 2010 to 2030 [2]. The rise
in elderly population has increased the stress on municipalities and caregivers; and
has created the need for new healthcare solutions that are feasible, affordable and
easily accessible to all. Smart homes equipped with sensors have already made
life easier for those living in them for many decades now by providing home
automation solutions. We are also witnessing an increase in the use of Information
Communication Technologies (ICT) to assist elderly population and decrease in
operational costs. ICT systems in assisting elderly population have an immense
potential for providing in-home care to the elderly [3]. The advent of the Internet
of Things (IoT) with low-cost and prolific sensors has furthered this trend of
home automation and monitoring solutions being used for elderly healthcare [4,
5]. Alongside, the field of ambient assisted homes has continuously paved the way
for providing an improved quality of life for those in need such as patients with
dementia or chronic conditions as well as elderly living alone at home [5–7].
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Fig. 1 Three key participants within in-home elderly care

We believe in the future, the advancements in healthcare will further enable
the elderly to live longer and independently in their homes and sensors allow
for the “elderly to age in place for twice as long” [8] as shown in the specially
equipped senior housing facility where sensors monitor walking for risk of falling
and respiration rate, pulse, etc. Research within the area of providing ‘in-home
elderly care’ points towards the important role played by the elderly person’s family
[9]. Thus, based on existing research [9, 10] we highlight that ‘in-home elderly care’
have three key participants: the elderly, their relatives and caregivers as shown in
Fig. 1.

Research in ambient assisted living has now existed for a few decades where
technology is envisioned to help people live their everyday lives within their homes
by adapting to their behaviors [6]. Further, the use of smart home technology for
healthcare has witnessed an increased interest from the research community where
data is collected within living labs to understand and analyze human behavior or pri-
marily activities of daily living (ADL). There is extensive research in the last decade
on using artificial intelligence (AI), machine learning and other techniques to learn,
analyze and understand human behaviour within these lab environments [10]. A
large pool of publically available datasets exists from different research groups and
universities1; researchers have applied different techniques on these datasets to
learn, infer and predict different types of human behaviors or complex activities
[10]. The understanding and inference of complex activities using knowledge and
machine learning based methods can be essential for supporting the elderly and
assessing long-term behavioral changes [11–13]. Such technology is envisioned
to enable the elderly to live longer in their homes by providing timely support
and assistance [10]. However, there still remain many challenges that need to be

1Datasets for Activity Recognition, https://sites.google.com/site/tim0306/datasets [Online] Access
Date: 20 February 2018

https://sites.google.com/site/tim0306/datasets
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addressed before such solutions are deployed in real-life and are commercially
available for all to use [13–16]. Therefore, the real challenge is to take these smart
home technologies from the lab environments to real-life homes and apartments
with real users or inhabitants and then develop novel systems, which can provide
timely assistance and support. Thus, making it important to understand the needs of
each of the three key participants within in-home elderly care depicted in Fig. 1, and
aim to facilitate them while developing healthcare solutions of the future.

In this chapter, we present our experiences and challenges faced with using off-
the-shelf IoT-based smart home sensors [17] used primarily for home automation
to improve the quality of life and provide support for the elderly living alone in
their homes, their relatives and caregivers. The focus of our study is to deploy smart
home sensors in real-homes, outside of the lab environment, gauge the interest of
the elderly and their relatives, and understand how the relatives and caregivers can
be supported. A rule-based notification system is used as an initial step to send
notifications to the relatives based on the elderly’s daily activities; this enables
the relatives to participate more closely and assist the elderly who prefer to live
independently. Thus, leading to the overall long-term goal of enabling the elderly
to live longer in their homes with independence and dignity. This research is part
of a pilot study, which is a first phase of a larger project aimed to provide elderly
care in Sweden. The trial installations and the experiences will be used towards the
next phase of the project. Our project aims to include a large number of elderly
participants living alone in their homes in Sweden and leading to the next step
of applying machine learning and artificial intelligence (AI) to detect abnormal
behaviors which can enable caregivers to provide timely care and support to the
elderly.

This chapter is organized as follows: Sect. 2 motivates the need for using smart
home sensors for elderly healthcare. Section 3 describes the current scenario in
northern Sweden along with project goals and aims. Section 4 presents the system
design and implementation as well as the deployment challenges faced and lessons
learned. Sections 5 and 6 describe the interviews performed to learn about the
participant’s daily routines from such a system and discusses the feedback from
using the system respectively. Finally, Sect. 7 presents discussion and conclusion.

2 Motivation

The increased longevity of human life has led to an increase in elderly populations
across the world, which in turn will place a tremendous burden on healthcare costs
in the years to come. The increase in elderly population in comparison to younger
people implies that the ratio of working people to the remaining population is
expected to become 2:1 from the current 4:1 [2]; this places an immense stress
on caregivers in elderly homes and in-home healthcare services provided by the
municipality who are already short on staff due to budget reasons. Further, there is
an increased cost associated with these services on governments, municipalities and
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Fig. 2 The share of population for three different age groups in Sweden (Sourced from Statistics
Sweden)

care providers. Therefore, there is a need for low cost, easy to deploy, adaptable
and wide-scale solutions that can provide timely care to the elderly and assist
the caregivers in meeting their needs. Figure 2 from Statistics Sweden2 shows the
increase in population for 65+ years group and is projected to increase more than
20% of the entire population.

In the city of Skellefteå in northern Sweden and neighboring regional areas,
the trend is the same with a growing elderly population. Elderly people living
alone either in their own homes or in nursing homes are provided care services
by the municipality. The caregiving staff travels vast distances each day many times
ranging from 1 to 5 depending on an individual’s needs to help and assist them with
different kinds of activities. There are mainly two categories of elderly people. One
that are independent and perform all their daily activities on their own while the
other group of elderly persons living alone may need support for activities such as
cooking, eating food, cleaning, and washing; they may also sometime require just a
regular checkup to know if they are healthy and are following their daily routine. In
both cases, relatives often provide support to elderly people.

For the relatives, it is mainly about peace of mind to know that the elderly are
doing well every day. At the same time, the elderly persons wish to feel secure
and safe in the confines of their homes/apartments regarding any emergencies. It is
essential for them that they receive timely support and emergency care for example,
in the case of fall-related accidents or have a health-related incidence or when a
person with mild dementia leaves the apartment at night. It is important however to

2https://www.scb.se/en/

https://www.scb.se/en/
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note that while the relatives wish to know about the elderly person’s wellbeing at
the same time, the elderly should be comfortable in sharing this information. For the
caregivers, it is essential to know details about activities and emergencies for which
they provide day-to-day support. Therefore, these three essential participants within
in-home elderly care can benefit from an IoT based technological solution to reduce
their workload and mental stress, support their daily activity needs more efficiently
and assist in providing timely care.

3 Scenario and Aims

In the first phase of the project, the aim is to explore the use of smart home sensors
within the homes of the elderly and also, to build a ICT system that assists in
providing care for them. The system aims to support the elderly as well as their
caregivers and relatives. Further, this is conducted to facilitate the process of sending
notifications to the relatives and caregivers for different types of activities and
situations regarding everyday life of an elderly person. Thus, the overall goal of
the project is to help the elderly live longer in their homes with independence
and dignity. At the same time reducing the stress on the healthcare services and
to provide timely information to relatives about the wellbeing of their elderly
relative(s). To achieve the goals of the project, there arises a need for a system
to be built that can handle heterogeneous sensors from smart home and healthcare
domains such as, door/window sensors, light sensors, heart rate monitoring sensors,
water and power meters. Further, it is important to understand how the previously
mentioned sensors can be used to detect different kinds of activities, and build
mechanisms within the system to generate the correct alerts and messages for the
relatives and caregivers. The project also aims to understand the differences and
similarities in the needs between elderly persons by using our system. To achieve
these aims, there is a requirement to gain better understanding of the needs of each
of the participants involved. This is achieved by interviewing the participants and in
the first phase of the project, the elderly and their relatives were interviewed together
to gain insight of living conditions and daily routines.

4 iVOS System Design and Implementation

In the iVOS3 project, a number of off-the-shelf IoT devices such as smart pillbox,
door and motion sensors, smart plugs, smart meters, etc. are used where different
groups of IoT devices may belong to different service providers. Figure 3 shows the

3Stands for “IoT inom vård och omsorg i Skellefteå kommun” translated to English as “IoT in
medical care and social service” in Skellefteå municipality
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Fig. 3 iVOS system architecture and rule-based notifications

iVOS architecture. The many different IoT devices are installed in the apartments of
the elderly. Here, we present the first phase of the project where we considered the
deployment in Skellefteå municipality. In this phase, the different service providers
and IoT devices were explored and integrated alongside performing interviews with
the first elderly users who volunteered to participate in the project. In Fig. 3, the
bottom two layers show the different possible installations such as smart home
sensors from Fibaro, smart energy meter and smart pillbox. The next layer above
depicts the different service providers that can be part of the iVOS infrastructure
and functions individually or be part of the larger Sense Smart Region (SSR)
platform described in Sect. 4.2. These are services that are provided by different
service providers as of today. However, we envision that in the future these service
providers will come together in a smart city platform to provision enhanced services
by sharing/providing data and using big data analytics by applying AI/machine
learning. These new services are foreseen to be provisioned by another set of service
providers based on the intelligence component underneath. The SSR platform is
used as an infrastructure which brings together different service providers with
infrastructures (such as sensors and smart meters) or individual services, enable
access of data from these different service providers, perform advanced data
analytics using AI/machine learning and then offer new intelligent services within
the top layer. One key aspect is to be able to personalize sensing in homes so
that requirements from households with varying needs can be considered. This
is crucial for applications, which will use AI/machine learning techniques for
example to detect anomalies in an elderly person’s daily behaviour inferred from
a variety of different types of sensors. Thus it is required for us to be able to
combine arbitrary system installations for sensing in homes by avoiding being
locked into verticals provided by different proprietary service providers. The system
architecture depicted in Fig. 3 aims at providing this ability.
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4.1 System Description and Deployment

The apartments/homes are fitted with IoT devices/sensors from different service
providers participating in the project. Fibaro sensors for home automation are used
in the apartment/homes. The sensors collect different types of information regarding
the elderly persons such as movement, light and temperature levels in the room,
opening and closing of doors, smart plugs that record information about appliance
use or if a lamp is switched on or off. The sensors are connected via gateways to
their respective service providers which further push the data to the Sense Smart
Region (SSR) platform4 or in some cases the gateways can also directly push the
data to the SSR platform. The information sent is secured via encryption/HTTPS at
the gateways located in the apartment/home. Thus, each home/apartment can have
one or more gateways, which connect the sensors to the SSR platform.

4.2 Integration with SSR Platform

The SSR platform enables the creation of smart products and services for both urban
and rural areas. The overall aim is to combine different types of data from real and
virtual sensors along with open data to create valuable and interactive experiences
for the smart products and services. Figure 4 below shows the architecture of the
SSR platform. In the iVOS project the data from IoT devices installed in apartments
is communicated to enterprises back-end systems, and then forwarded to the SSR
platform to be combined and for classification by machine learning classifiers.
The communication between enterprises and the SSR platform is done via the
standardized NGSI 9/10 data model. This collected data can further be processed
to send alerts to relatives and caregivers regarding the activities of the elderly. The
SSR platform is an enabler for different and wide variety of application providers
who like to use data originating from the IoT devices within the smart region. The
SSR platform utilizes different components from the FIWARE5 IoT middleware to
enable the different processes of data handling, processing and storage. It is also
possible to use different types of communication technologies.

4.3 Participants and Sensor Installation

In the city of Skellefteå, four persons participated in the project, three females,
Carin (90 years old), Elise (82 years old), Ingrid (80 years old) and one male,

4https://sensesmartregion.se/
5https://www.fiware.org

https://sensesmartregion.se/
https://www.fiware.org
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Fig. 4 Architecture of Sense Smart Region (SSR) platform

Roger (90 years old) (Ficticious names used). All four live alone in apartments,
which are part of elderly homes provided by the municipality. Carin and Elise live
independently and use no support from caregiving home services currently while
Ingrid and Roger have caregivers visiting them four times a day since they have
Alzheimer. Roger has early stage Alzheimer but Ingrid’s condition is advanced. All
four apartments they live in are similar in layout though not exactly the same in
terms of how the furniture and living space is organized. At the start of the project,
sensors were installed in all four apartments. The generic plan of the elderly home
with the sensors installations is shown in Fig. 5.

However the two participants with Alzheimer, Ingrid and Roger could not
continue due to their condition till the end of first phase of the project. Ingrid had to
leave due to her deteriorating condition at an early stage while the remaining three
participants continued till the end. Roger had to leave a little before the end of phase
one. Carin and Elise who are healthy and independent without any caregiver support
gave consent to continue their participation for the next phase of the project as well.
This further confirms that healthy and active elderly individuals are more accepting
and open towards new technologies as compared to those who have ailments like
dementia as also suggested in [6].
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Fig. 5 Generic layout of an elderly person’s apartment with sensor placements

4.4 Deployment Challenges: Installation Experience,
Challenges Faced and Lessons Learnt

The installation of smart-home sensors is kept simple in view of the number of
homes this could be installed in the long run. In the case where smart home sensors
are merely used for home automation this process is linked to the direct need of the
kind of automation required by the inhabitants. However, when the same sensors
are used for providing healthcare support to the elderly in their homes as well
as their relatives and caregivers, there are a number of issues that are important
during installation. In this section, we present our experience with the deployment
process and some of the challenges faced as well as the lessons learnt for future
deployments.

4.4.1 Layout of the Apartment and Placement of Sensors

The layout of the apartment and the living conditions determines the placement of
all smart home sensors such as motion sensors, door/window sensors and smart
wall plugs. In addition, the organization of the living space in terms of furniture
and furnishings also affects the placements. Lastly, the use of different spaces and
door/windows can also have an impact.
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4.4.2 Motion Sensors

The number of motion sensors installed depends on the different kinds of activity
that the elderly perform and which of these activities is of interest. It is also
important to know which locations are these activities performed in. In terms of
technical aspects it is important for the case of Fibaro motion sensor to consider its
orientation and the area it covers. It is important to note if there are any overlapping
locations/areas where more than one motion sensor will be triggered or none of the
installed sensors will be able to cover it. There is a need to find ways to eliminate this
overlap or minimize it and maximize the locations covered by the motion sensors.
This is important especially in the data analysis phase where such locations can be
misread as a person being in two locations at the same time. Further, it is important
to understand for each location where this sensor should be placed, for example
which wall and direction of sensor as well as how is the furniture positioned to
minimize obstructions.

4.4.3 Door/Window Sensors

For door sensors, it is important to place them so as to minimize false readings when
the door opens or closes. The door sensors should be placed at a location where there
is minimum possibility for the inhabitants to be able to touch or knockout the sensor
inadvertently while going in and out of the door. Other issues that can arise are if
the door does not close properly or the latch is loosened as this may cause the door
to move when there are windy conditions that can cause false readings.

4.4.4 Wall-Plugs

During the placement of wall plugs to monitor the appliances and lamps there is
a need to know which of these objects are most important in the daily lives of the
inhabitants. It is required to see if all electric appliances or objects are used or the
use of a few most important ones are sufficient as this affects the overall cost of
sensor procurement.

4.4.5 Other Sensors

The other sensors that were considered for deployment in phase 1 were water
meters for bathroom and kitchen activities as well as wearable wristband for
body movement activities such sitting, standing and walking. However, this was
discontinued after initial use due to issues with the particular wristband used in
terms of its data. In future other wristbands may be considered. Another reason for
not using wearables at this phase was that the elderly already had an emergency
wristband where the municipality provides support when the elderly pressed the
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emergency button. The wearing of two wristbands often led to confusion in
distinguishing between the two bands for some elderly participants. To avoid this
risk it was decided not to use the wristbands.

4.4.6 Fixed Installations and Limiting Accessibility of Elderly to Sensors

During installation the sensors need to be fixed on the walls and doors in a way
so they do not fall off. The sensors if not installed properly can fall or come off
from where they were placed. Once fallen, the inhabitants may move them around
or they may lie on the floor for example under a chair or table and the data accuracy
will be compromised. Similarly, with the wall plugs, they are placed outside the wall
sockets and can be taken out by the participants or moved around. This may lead to a
situation where the wall plugs are not being used or used for a different appliance or
lamp then initially planned. In the latter case, the wall plugs will generate false data
for example; the bedside lamp wall plug may be moved to the lamp in the lounge
or the radio at the bedside. It is however possible to use the new Fibaro wall plug
sensors, which are embedded behind the sockets in the wall. This will add additional
installation cost due to the need for an electrician to install these wall plugs but will
improve data accuracy. Accessibility of sensors to the elderly participants must be
limited since they are interested to explore the devices due to interest in how they
function.

4.4.7 Concerns of Privacy

There are also issues about privacy. For example, at a workshop in beginning of
the project and during installation the elderly were given details of the sensors and
how they function. However, Ingrid and Roger misunderstood the motion sensor to
be a camera after installation due to the light it emits when motion is detected. It
is important to understand that some of the elderly belong to a generation which
may have little to no understanding of such new sensor technology and they are at
a stage of their lives being 80 and 90 years old as well as coping with Alzheimer.
This makes it difficult to explain the functioning of the sensors to them. Thus, it
is required to place the sensors in a non-intrusive and inaccessible way. However,
on the other hand Carin and Elise who are 90 and 82 years of age are very open
and accepting of new technologies since they are active and keen on learning about
new technologies. At the same time, Carin and Elise being open to new technology
are cautious about their privacy since they are not willing to have a camera-based
system in their apartments.
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4.4.8 Elderly Comfort with Sensor Installations

Both the motion sensor and wall plugs emit some form of light while functioning.
The elderly participants would like if this light were not present during night times
as it can be distracting and interfere with their normal living. Thus, the use of smart
home sensors for healthcare requires that the sensors are adapted accordingly and
thought of in new ways to accommodate such requests. The installation of such
systems should not make the elderly uncomfortable in their own apartment/home.
This was taken into consideration and noted for phase 2 of the project to disable the
light emitting from the sensors. The manufacturers of the sensors can consider such
aspects and develop newer forms of sensors with minor adjustments that can allow
for more comfort while deploying them for elderly care.

4.4.9 Continuous Checks and Monitoring

After the sensors are installed, there is a continuous need to make sure that these
sensors are always working and always connected to the gateway and the SSR
platform. A number of issues arise here which need to be addressed post installation.
For example, checking for battery consumption, making sure that there are no
changes in the positioning of the furniture of the homes/apartments, the door sensors
are not generating false readings due to a door moving due to wind at night when it
was left open for fresh air, to check if the wall plug sensor is not sending any data
because the appliance is not used or if it is removed from the socket completely, the
motion sensor in the bathroom has fallen and placed on the wash basin and this may
affect its functioning and detection of motion. Thus, fixing such issues may involve
occasional visits to the apartment/home to check on the sensor installations.

5 Understanding Elderly Participant’s Daily Routines Via
Interviews

In order to better understand the elderly participants daily routines and needs from
such a system, interviews were conducted with the elderly and their relatives.
Each elderly is a different person even though they may have similarities in
their behaviour. To detect their activities using smart home sensors each elderly
is interviewed to establish the ground truth for the activities that are detected
by the rule-based model to send notifications to their relatives. The interview
questions focused on some of the common things of interest from such a system
for all participants such as daily routines which involved wake up/sleep times,
breakfast/lunch/dinner timings, if they went out of the home/apartment regularly
at particular times of the day or night, other activities that they performed during
the day, the appliances they used most in a day, week or month, etc. Participants
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were asked about the activities they performed immediately before sleeping and
immediately after waking up. These questions were formulated to gain a deeper
understanding into the daily behavioral patterns of the elderly.

After the installation of sensors, it was discovered that Ingrid due to suffering
from Alzheimer could not take part any longer since she constantly tampered with
the sensors and it was impossible to keep them out of her reach in this trial phase.
Thus, the interviews were conducted with the remaining three elderly participants
and their relatives. It was discovered from the interviews that the three different
individuals have different patterns although there were some common baselines.
For example, Carin and Elise had differences in sleeping patterns while Carin slept
for 7 h without waking up even once at night Elise woke up twice every night to go
to the toilet. Carin ate meals at precise times of the day while Elise had a range of
time between which she ate her meals. Roger who has Alzheimer had visits from
‘hemtjänst’ or home services to support him four times in a day. One of these visits
is during the night to check on him while he is sleeping. These visits have to be
accounted for by knowing at what times of the day the caregiver visits so that the
sensors were used only for the elderly participant’s activity and not of the home
care giver. It was observed from the interviews and from the relative’s feedback that
his behavior can vary due to episodes of memory loss. The relative was able to give
insight into the behaviour that can be considered as normal when there is no memory
loss for example, accessing the fridge to drink milk or a particular juice on their own
without help of the caregivers, switching on the TV by themselves when alone in the
apartment. The times of the day when he did not feel well he may end up sleeping
or sitting on the sofa for long periods of times or on some days may not feel like
getting out of bed. The common baselines between participants are that all routine
activities are performed except the timings are different for different participants.

Other questions in the interview attempted to understand the expectations of the
participants and their relatives from such a system. The participants were also asked
if they would like to keep a diary to record their activities. However, this is perceived
as an additional workload for them and they were reluctant to make such notes in
a diary. This is understandable given there ages of 91 and 82 years for Carin and
Elise and Ingrid and Roger who alongside being 80 and 90 years old respectively
also have memory problems due to their condition with Alzheimer.

Further, it was gauged if the participants were willing to try and explore more
sensors from the current installations to recognize specific behaviour that may not
be possible to infer from the current deployment. The elderly were open to more
forms of sensors as long as they were not intrusive and did not affect their current
living conditions. The two female participants are interested to know more about
their long-term behavior and to see how we can provide more advanced insight into
their daily behavior. One additional safety measure that was asked for was to be
monitored outdoors with positioning in case of falling.
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5.1 Notifications

Different kinds of notifications can be generated regarding the elderly’ daily lives
and behavior. For the trials we developed on the different kinds of notifications to be
received on a test phone for all participants. We set-up and received approximately
5–8 different types of notifications for 5 months to test out and observe the
elderly’s daily movement or object based activities. This was followed by sending
notifications to the relatives phones for 6 months. However, the number of different
types of notifications was reduced from the initial 5–8 notifications. This was done
to reduce the load on the relatives and send notifications for what they considered as
most important. Notifications linked to emergency situations, which need immediate
and urgent attention, can be classified as alarms. However, notifications regarding
their daily routines can be either classified as positive or happy notifications and on
the other hand these can also be just alerts regarding activities which need attention
or support from the relatives and/or caregivers.

5.2 Positive Notifications

The need to send notifications to the relatives and alerts about the various activities
of the elderly was the primary focus here. Rule based activity notifications were
generated and sent to the relatives in this phase via SMS service. The focus is not
about merely generating an alarm or alert about an emergency situation but also
about enabling the relatives to be better in touch with the elderly participants in
relation to their daily well being and behaviour.

It was discovered during and after the interviews with the elderly participants
and their relatives that the relatives were interested in finding out if the elderly were
doing well during the day. Merely knowing about activities like waking up in the
morning was of immense interest. In the case of Carin who is 90 years old, her
daughter is also 70 years old. The daughter lived further outside of the town and she
is happy to receive a notification every morning about when her mother wakes up.
This is a non-intrusive way of knowing about a loved one without having to ring
her. Ofcourse, they can talk over the phone later in the day but receiving an SMS
notification about her mother waking up in the morning made her feel better.

5.3 Alerts

Other examples of such notifications that the relatives are interested in are,
notification about the elderly going out of the apartment for an activity and returning
back; a notification about the elderly in the bathroom for too long then normal. In
case of Roger who has Alzheimer, the relative is interested in a notification if he
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leaves the apartment at night between his usual sleep times. Such notification or
alert can help make sure that they do not get lost at night.

It is necessary to send notifications about important activities and activities of
interest but at the same time it is also important not to overload the relatives with
large number of notifications regarding the elderly’s activities. This can become
over bearing for the relative and lead them to losing interest or become hard to
manage. It can interfere with their daily lives as well. For the elderly this can be
overly intrusive and they may not be comfortable with large amount of information
to be shared with their relatives. Thus, in the trial we limited the notifications to
what is considered most important by the elderly and their relatives as described
previously regarding waking up notifications and leaving the apartment/home.

6 Feedback from Elderly and Relatives

After running the trial for 6 months and sending of preliminary rule-based noti-
fications, feedback was collected with a second set of interviews. It is important
to note that this is the first time that the elderly and their relatives were involved
in such a trial. The overall response to the trials was positive. The two females,
Carin and Elise that were able to participate in the complete trial agreed to continue
participation into the next phase of the project due to their very positive experience
and were supportive of the trial. The relatives found the notifications very useful and
reassuring. They were happy to receive them everyday and mentioned to continue
receiving such notifications in the future. During the trial there were interruptions
due to certain technical issues and the relatives expressed that they missed the
notifications and were eager for them to resume at the earliest. For example, one
of the son’s had become used to checking every morning on the ‘Waking Up’
notification for his mother. However, they were also excited to know more about
the second phase of the project where they would like to receive notifications about
other kinds of activities, these could be long-term observations about elderly’s
behavior or anomalies in behavior, emergency health situations such as falling down.
In the first phase, the notifications were sent only to the relatives and in the next
phase caregivers will also be included. These emergency notifications can enable
the caregivers to provide timely emergency care and support.

7 Discussion and Conclusion

There were a number of deployment issues when installing and maintaining smart
home sensors for provisioning healthcare to the elderly in their apartment/home.
These involved placement of sensors based on layout plan of the apartment and the
organization of living space, location of different activities and prioritizing the most
important ones for notifications. Some issues that need to be considered arise from
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privacy and ethical aspects. For example, the access of such data and notifications
should be limited to only those responsible for care and the family members that
the elderly gives responsibility regarding their wellbeing. It is important to have
a hierarchy of persons who receive notifications in case a family member is on
vacation. Further, it is also important to have a mechanism to notify the system
when the elderly are on vacation so that the system does not generate an alert about
them not returning to their home in a stipulated time frame. In relation to sensor
installations, it is important that their furniture or home is not damaged or affected.
The number of positive notifications linked to different activities of the elderly can
lead to a large number of SMSes being received by the relatives, this can lead to
a cognitive overload for the relatives and may cause inconvenience even though
they would like to know about the wellbeing of the elderly person. In such cases
there is a need to have bulk notifications combined into a single SMS which is
sent to the relative once in a day. Thus, there has to be a balance in terms of the
number of notifications generated for the elderly’s activities. A number of issues
associated with doors sensors and wall plugs need to be considered and mechanisms
created to deal with these, for example how to determine when the door is left
open deliberately or inadvertently and when the wall plug is moved from bed-
side lamp to sofa-side lamp. Sensor tampering or mobility within the apartment
can cause false readings. To check on all these issues needs constant checks and
visits to the apartment homes. This brings to light that there is a need for a new
form of employment/services such as an IoT janitor or IoT service for maintenance.
Lastly, such systems need to be scalable, reliable and cost-effective for widespread
adoption.

In conclusion, the provisioning of healthcare for the elderly in their
homes/apartments is increasingly essential with the growing elderly population
due to the growing stress on the current healthcare resources. In this chapter, we
presented the experiences and challenges faced in the deployment and execution of
smart-home sensors for healthcare in real apartments where the elderly live alone.
The overall feedback received from the elderly and their relatives was positive and
they showed interest in continuing with such a system.

In future, in the next phase of the project, we are installing smart home sensors
in a larger number of apartments and homes where the elderly live alone within
different municipalities across Sweden. Alongside rule-based notifications we will
work towards developing and deploying machine learning/AI based techniques to
detect abnormal behaviour and generate more types of notifications for all the three
key participants in the elderly healthcare domain.

Further, to be able to personalize sensing in homes so that requirements from
households with varying needs can be considered, e.g. anomaly detection using arti-
ficial intelligence, there is a need to be able to combine arbitrary system installation
for sensing in homes while avoiding being locked into verticals of different service
providers. This aspect is also considered within our system architecture depicted in
Fig. 3, which aims at providing this ability.
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Internet of Things (IoT) and Cloud
Computing Enabled Disaster
Management
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Jongkil Kim, Prateeksha Keshari, Rajiv Ranjan, Rajkumar Buyya,
Ratan K. Ghosh, R. K. Shyamasundar, and Surya Nepal

1 Introduction

A disaster can come in many forms including but not limited to earthquakes,
hurricanes, foods, fire and outbreak of diseases. It causes loss of lives and severely
affects the economy [1]. In the 2009, Victorian bushfires in Australia costed $4.3
billion and caused 173 human fatalities with over 1800 homes destroyed. The
Hazelwood coalmine fire in 2014 [2], which costed over $100 million, had severe
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impact on the long term health of the affected people. The Emergency Events
Database (EM-DAT) figures [3]. indicate that there were 346 natural disaster events
occurred globally in 2015 alone. Due to these events, a total of 98.6 million people
were affected and 22,773 people died. The earthquake in Nepal caused 8831 deaths,
the most death from a single event in that year. The economic cost of these events
was a massive US$66.5 billion.

According to United Nations International Strategy for Disaster Reduction
(UN/ISDR) [4], a disaster is a serious disruption of the functioning of a community
or a society, at any scale, frequency or onset, due to hazardous events leading
to impacting human, material, economic and environmental losses. The source of
disaster can be natural, anthropogenic or both. Natural disasters are associated with
natural processes and phenomena such as hurricane, tsunami and earthquake, while
anthropogenic disasters are predominantly induced by human activities, e.g. civil
war. Since the occurrences of disasters cannot be completely eliminated, the effort
is focused on the better management of disasters across different phases of disaster
management life cycle [1], i.e. mitigation, preparedness, response and recovery.
The main goal of a disaster risk management (DRM) strategy is to reduce the
impact of disaster on human lives and economy. Information and communication
technologies (ICTs) have already been used to support the DRM activities [5]. For
example, computer modelling are used to forecast natural disaster warning such
as the probability of flood and fire, and the path of a hurricane. Similarly, various
communication technologies are used to disseminate information before, during and
after the occurrence of a disaster event.

Inadequate situation awareness in disasters has been identified as one of the
primary factors in human errors, with grave consequences such as deaths and
loss of critical infrastructure. Timely acquisition and processing of data from
different sources and extraction of accurate information plays an important role in
coordinating disaster prevention and management. For instance, during the 2010
Queensland flooding in Australia, Queensland Police (QP) [6] analysed messages
posted on social media by people in the affected regions to understand the situation
on the ground and appropriately coordinate search and rescue operations. However,
there is a pitfall. The growing ubiquity of social media and mobile devices, and
pervasive nature of the Internet-of-Things means that there are more sources of
data generation. Shortly after the onset of a disaster event, the volume of data
dramatically increases which ultimately results in the creation of a tsunami of
data. For example, during the 2010 Haiti earthquake [7], text messaging via mobile
phones and Twitter made headlines as being crucial for disaster response, but only
some 100,000 messages were actually processed by government agencies due to
lack of automated and scalable ICT infrastructure. The number of messages has
been continuously growing with over 20 million tweets posted during the Hurricane
Sandy in 2012. This data tsunami phenomenon, also known as the BigData problem,
is a new grand challenge in computing [8, 9].

Internet of things (IoT), cloud computing and big data are three disruptive
technologies which have potential to make significant impact towards addressing
the above problem. These technologies are already creating impact in our everyday
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lives. The IoT systems including sensors, sensor networks and mobile phones have
been used to monitor local environmental conditions. Today, farmers can afford to
install their own weather stations and use the localised data to precisely predict
the conditions of their farms rather than relying on the weather information of
their region. Businesses have already started to exploit the value within the large
volume of data [10]. For example, a supermarket knows what a consumer is going
to purchase in his/her next shopping even before the consumer makes the decision.
Similar impacts have been delivered by cloud computing. Organisations are already
outsourcing their IT infrastructures to cloud vendors because of not only cost saving
but also its offering of high scalability and availability. Big data analytics requires a
large computing IT infrastructure. Building such a large computing infrastructure
is impossible for some businesses while it can be very costly for others. Cloud
computing helps to lift this burden by offering a highly available and pay-as-you-
use IT infrastructure that can meet the demands in a foreseeable future. Cloud
computing has also become a natural choice of computing infrastructure for big
data analytics. As these technologies progress, IoT and cloud computing enabled big
data analytics will become inevitable in development of novel disaster management
applications [11, 12].

In this section, we first conceptualise a scenario where IoT, cloud computing
and big data technologies work together to mitigate a flood disaster event. We
then analyse the gaps among these technologies to develop our situation-awareness
application framework in the following sections.

1.1 Motivating Scenario: Mitigating Flood Disaster

In Australia, the Crisis Coordination Centre (CCC) is responsible for large-scale
disaster management. The CCC is a round-the-clock all-hazards management
facility that provides security, counter terrorism, and the monitoring and reporting
of natural disasters and other emergencies. The CCC has policies and procedures
for the tasks to be undertaken during disaster events. Part of its remit is the analysis
of data from multiple sources to understand the scope and the impact of a disaster
event. Figure 1 illustrates a flood disaster management scenario where CCC needs
to manage the people living in the disaster area and reduce the impact on health and
wellbeing of the individuals. Here we present an imaginary flood disaster scenario
to illustrate how IoT and Cloud Computing enabled BigData technologies can help
to mitigate the disaster event.

Imagine that a weather forecast in a certain area indicates a heavy rainfall which
can possibly cause flooding in the area. After receiving information from Bureau
of Meteorology, the CCC creates a transient social network to provide targeted
information to the people in the area. The telecommunication providers provide
a list of landline phone numbers installed in the area, as well as a list of mobile
phones that are roaming around in the area. This information is used to contact
and encourage people in the area to use mobile app, register their apps to receive
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Fig. 1 A flood disaster management scenario

emergency situation information and enable ad-hoc networking when necessary.
Besides the mobile app, hotlines and SMS services are provided for people to
contact. Similarly the radio and television communication channels are used for
mass dissemination of alerts. As expected, severe flooding has caused electricity
outage in some areas. People in those areas are still able to collect information
through their mobile devices. People are in touch with their families and friends
using the transient network and social media such as Twitter and Facebook. Finally,
sensors monitoring weather, water quality, air quality etc. are providing crucial
information that can affect the health and wellbeing of people living in the area.

From the technical perspective, collection and integration of large volume and
variety of information had been daunting and time consuming in the past. Such
complex and time-consuming operations of real-time analysis of streaming data
from multiple digital channels such as social media, mobile devices and SMS
gateways have been offloaded to a software service provider. As illustrated in the
figure, the SaaS platform has implemented the analysis algorithm and provision
tools for calculating awareness of the situation on the ground. CCC coordinators are
receiving this information on their computer screens. The information helps to make
decisions based on the information at the instance.
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1.2 The Problem

In order to achieve the above scenario in reality, Cloud4BigData needs to function as
a reliable repository and aggregator of data from various channels including sensors,
social media and mobile applications at a higher level of granularity. It is also clear
that there is an immediate need to leverage efficient and dynamically scalable ICT
infrastructure to analyse BigData streams from various digital channels in a timely
and scalable manner to establish accurate situation awareness [13] during disaster
events. We need a complete ICT paradigm shift in order to support the development
and delivery of big data applications. On one hand, we need to make use of IoT
devices, delay tolerant networks (DTNs) [14] and transient social networks (TSNs)
[15] to gather more data during a disaster. On the other hand, we need to deploy ICT
infrastructure especially for disaster management, in a way that the downstream
applications do not get overwhelmed by incoming data volume, data rate, data
sources, and data types. In addition, such system should not compromise the security
and privacy of the users. We propose to achieve this by, firstly, extending DTNs and
TSNs for disaster management applications, secondly, leveraging cloud computing
systems to engineer and host next-generation big data applications, and finally,
deploying various security mechanisms.

2 Background

This section will provide a brief introduction to the relevant technologies and their
limitations in the context of a disaster management application.

2.1 Internet of Things (IoT)

As defined by Minerva, Biru [16], an Internet of Things (IoT) is a network that con-
nects uniquely identifiable Things to the Internet. The Things have sensing/actuation
and potential programmability capabilities. Through the exploitation of unique
identification and sensing, information about the Things can be collected and the
state of the Things can be changed from anywhere and anytime. Here, we emphasis
sensors, mobile phones and their networks as the key components of an IoT.

2.1.1 Sensors and Mobile Phones

Different terminologies have been used to describe sensors and sensor networks.
The W3C semantic sensor network working group analysed these terminologies to
develop SSN ontology [17] which states:
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Sensors are physical objects that perform observations, i.e., they transform an incoming
stimulus into another, often digital, representation. Sensors are not restricted to technical
devices but also include humans as observers

The low cost of electronic sensors has made them the technology of choice for
collecting observation data. For example, in the context of disaster management,
sensors have been used to measure weather conditions such as temperature, relative
humidity and wind direction/velocity. Among various usages, these measurements
have been used to forecast the fire danger ratings of bushfires in Australia [18], as
well as, to assess and plan for the fire-fighting activities during bushfires. Similarly,
with the ubiquity of smartphones, people are now at the forefront of generating
observation data. Again in the context of the disaster management, people have been
using social media to publish disaster related observations. These observations can
be used for early detection of a disaster [19], as well as, for the situation awareness
during the disaster event [20].

Traditional IoT and smartphone based applications often assume that a communi-
cation network exists between an IoT device and the internet. This assumption does
not always hold, particularly in the following three situations. First, the cellular
network often does not exist in unpopulated remote areas. Moreover in some
developing countries, the cellular network may not exist at all even in well populated
areas. Second, physical infrastructures including the telecommunication infrastruc-
tures can be partially or severely damaged during catastrophic disasters. Moreover,
the electricity outage making the telecommunication network inaccessible can also
be widespread [21]. Third, the communication system can be severely disrupted due
to dramatic increase in the demand of services during a disaster situation making the
system temporarily unavailable. In order to prepare for these situations, alternative
approaches need to be developed.

2.1.2 Delay Tolerant Networks

Delay Tolerant Networks (DTNs) provide alternatives to traditional networks. A
DTN addresses three distinct problems related to communication in challenged
networks, namely, delay, disruption and disconnection. The class of networks
that belong to DTN are: inter planetary networks (IPN), mobile ad hoc networks
(MANET), vehicular ad hoc networks (VANET), mule networks and wireless sensor
networks (WSN). A DTN facilitates connectivity of systems and network regions
with sporadic or unstable communication links. The connections among DTN based
systems exist between two extremities, from strong intermittent connections to full
disconnection. From a user’s perspective, a DTN is an opportunistic network which
provides a possibility of reliable communication in situations when the networks are
severely disrupted and characteristically unreliable. In a severe disaster situation,
the communication may be challenged and should be channelized opportunistically
over these networks.
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When creating this type of opportunistic network, the three dimensions, namely,
technology, protocol and mobility need to be considered:

Technological dimension: An opportunistic network is primarily based on wireless
links. The characteristics of these links may vary significantly from one device
to another. For example, some links could be established using Wi-Fi technology
while others may use Bluetooth or even proprietary technologies. The differences
in technologies influence encoding, modulation, error correction code and
latency among other physical features related to communication.

Protocol dimension: Similar to technology, protocols also vary significantly with
variations in communication technologies. MAC protocols, network protocols,
and transport protocols are dependent on the network standards followed by
physical links. For example, the format of MAC frames for Bluetooth based on
IEEE 802.16 is very different from that of Wi-Fi which is based on IEEE 802.11.
Due to self-organising nature of a DTN, the routing protocols are required to be
self-adaptable.

Mobility dimension: Considering most of the end devices during severe disasters are
portable and mobile devices, the mobility dimension is critical to connectivity,
routing and coverage. Since the devices are carried by people, data can be carried
forward physically, albeit slowly, closer to the destination. Furthermore, the
connection may be intermittent due to the coverage problem. The user of the
device may also opt for a voluntary disconnection to save battery power.

Some of the challenges in dealing with DTNs are [14]:

Intermittent connectivity: The end-to-end connection between communicating sys-
tems may not exist.

Low data rate and long latency: In DTNs, transmission rates are comparatively low
and latency may be large.

Long queuing delay: The queuing delay is the time taken to flush the earlier
messages out of the queue. This could be long in DTNs.

Resource scarcity: The energy resources of nodes in DTNs are often limited. This
could be because of their mobility or destruction of infrastructure in that area.

Limited longevity: The links could be intermittent and may be available for short
durations.

Security: Because intermediate nodes can be used to relay messages, there are
possibilities of security attacks that can compromise information integrity,
authenticity, user privacy and system performance.

The fundamental problem in DTN is routing of messages when the receiver and
the sender are not connected by a network at the time of dispatch. Storing and
forwarding transmission is the only way of communication in a challenged network
which must also be able to sustain delays, disruption and disconnection.
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Fig. 2 Creating and joining a centre of activity with a defined radius of activity in TSN

2.1.3 Transient Social Network

Transient social network (TSN) has been evolved as a mobile, peer-to-peer on-
demand community inspired network. For example, a TSN can be created by
using applications through which a person in distress can send messages to others
who have also deployed the TSN application in order to seek support [15]. More
formally, a TSN is a spatio-temporal network of people having common interests. A
TSN application can be developed over the existing social networks such as Face-
book and Twitter, as well as by creating new dedicated applications for smartphones.
In case of an emergency situation, a TSN can be created over DTN using mobile
phones to communicate between the nodes when the telecommunication network is
unavailable [15]. The use case scenario of a TSN most closely resembles the type of
publish-subscribe system proposed called Kyra [22]. The Kyra approach combines
both filter-based and event-based routings to create a brokered network architecture
that captures spatio-temporal importance in publishing information. However, Kyra
has three important limitations: (I) the spatial locality is based only on network
proximity, (ii) the participating nodes are static and homogeneous, and (iii) it does
not admit priority on message dissemination. A TSN not only provides flexibilities
in all the three limitations of Kyra but also exists opportunistically for fulfilment of
certain community centred activities including disaster management as illustrated
in Fig. 2.
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2.1.4 TSN over DTN

In disaster situations where the network infrastructure is destroyed either partially
or extensively by calamities such as flood or earthquake, the active communication
network can be viewed as a collection of disconnected islands of network partitions.
As a part of the framework, we conceptualise TSN over DTNs through a mule trans-
port layer which provides a workable and practical solution for communication over
challenged networks. Specifically, a TSN application needs to be established along
with DTN using a single-hop communications in an immediate neighbourhood that
is devoid of any network infrastructure. The messages created at source devices are
transported to other network partitions through the mobile mules which use DTN
features like packet bundling. As such, our TSN network contains nodes which act
as message generators, message collector, message distributor and mule. These roles
are described as below.

Message Generator: These are nodes which want to send messages across. The
message destination could be inside the same island or in another disconnected
island. A distress node can be termed as a message generator.

Message Collector: Since the Internet or cellular network is unavailable, we need
a node that can collect the messages until the messages can get delivered to the
other islands. It is done by a local mule node which bundles the messages sent
by the generators. The collector also receives messages from the distributor and
then disseminates the message to their respective recipients. In case the cellular
network or DTN is working, the collector will also send the message using that
network. There can be an auxiliary collector which will be functional as message
collector when an existing message collector goes offline.

Message Distributor: This role is performed by the super mules which move
between the disconnected islands. A collector will transfer the message bundle
to a distributor whenever a distributor comes in range of communication (wi-
fi range). The distributor then receives all the messages of an island from the
collector and then moves into the range of another collector of another island.
This second collector will receive the messages from the distributor, unbundle
the messages since it has received messages as a bundle. After unbundling, the
collector disseminates the message to the respective targets.

Mules: They collect messages from across the island and dump them to the message
collector.

In a geographically connected island, TSNs can be viewed as micro-islands
and connect the network partitions of the island through local mule service. In
such islands, smartphone based nodes establish DTN by enabling mobile app
based Wi-Fi hotspot. The node acting as a hotspot also provides the services of a
Message Collector handling the bundling functions for TSN. In addition, dedicated
message collectors in an area may also be introduced as a part of the disaster risk
management action. Thus, the nodes running TSN application may additionally
provide local mule service as indicated in Fig. 3. All the distress nodes can connect
and transfer the messages to the mule. Some nodes can be mounted on drones or
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Fig. 3 A framework of Delay Tolerant Network in disaster management
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other autonomous agents travelling between the islands. Whenever these nodes,
referred to as super mules, come into contact with a Message Collector, an exchange
of message bundles takes place. The local mule can also receive the message
bundled from the super mule, then spread the message to the recipients.

In general, the TSN is not bound by the range of the Wi-Fi. In fact, the TSN is
defined by loosely connected nodes that can interact with each other using Wi-Fi or
other communication protocols. Since the nodes can move around, the geographical
range of TSN is not limited by the range of Wi-Fi hotspot of the central node.
Moreover, the same node can also carry on different roles of a TSN. Instead of a
mobile super mule, it is possible to establish a server application which may leverage
Internet facilities provisioned through High Altitude Aeronautical Platform Stations
(HAAPS) for radio relay capabilities [23, 24]. Google’s net-beaming Balloon or
Facebook’s laser Drones based on the HAAPS are still being implemented. The
proposed opportunistic network architecture can easily be adapted to HAAPS radio
relay capabilities as and when they become a reality. When a Message Collector
(may be on move) comes into range of internet, it uploads the bundles to the server
application. The bundles then can be distributed to respective destination island’s
Message Collectors for final distribution to end hosts again by running TSN cloud
application.

2.2 Cloud Computing

Cloud computing is the fulfilment of the vision of Internet pioneer Leonard
Kleinrock [25] who said in 1969:

Computer networks are still in their infancy, but as they grow up and become sophisticated,
we will probably see the spread of ‘computer utilities’ which, like present electric and
telephone utilities, will service individual homes and offices across the country.

Today, cloud computing [26, 27] assembles large networks of virtualised ICT
services such as hardware resources (e.g. CPU, storage, and network), software
resources (e.g. databases, application servers, and web servers) and applications.
Cloud computing services are hosted in large data centres, often referred to as data
farms, operated by companies such as Amazon, Apple, Google, and Microsoft. The
term cloud computing has been used mainly as a marketing term in a variety of
contexts to represent many different ideas [28]. It has resulted in a fair amount of
scepticism and confusion. In this chapter, we use the definition of cloud computing
provided by the National Institute of Standards and Technology (NIST) [29] as:

Cloud computing is a model for enabling convenient, on-demand network access to a shared
pool of configurable computing resources (e.g., networks, servers, storage, applications, and
services) that can be rapidly provisioned and released with minimal management effort or
service provider interaction.
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2.2.1 Essential Characteristics

Cloud computing provides unique characteristics that are different from traditional
approaches. These characteristics arise from the objectives of using clouds seam-
lessly and transparently. The five key characteristics of cloud computing defined by
NIST [29] include:

On-demand self-service: users can request and manage resources such as storage or
processing power automatically without human intervention.

Ubiquitous network access: computing resources can be delivered over the Internet
and used by a variety of applications.

Resource pooling: users can draw computing resources from a resource pool. As a
result, the physical resources become ‘invisible’ to consumers.

Rapid elasticity: consumers can scale up and down the resources based on their
needs.

Measured Service: often called as Pay As You Go (PAYG), offers computing
resources as a utility which users pay for on a consumption basis.

2.2.2 Service Models

In addition to the above five essential characteristics, the cloud community has
extensively used the following three service models to categorise the cloud services:

Software as a Service (SaaS). Cloud providers deliver applications hosted on
the cloud infrastructure as internet-based on-demand services for end users,
without requiring them to install these applications Examples of SaaS include
SalesForce.com and Google Apps such as Google Mail and Google Docs.

Platform as a Service (PaaS). PaaS provides a programming environment such as
OS, hardware and network so that users can install software or develop their own
applications. Examples of PaaS include Google AppEngine, Microsoft Azure,
and Manjrasoft Aneka.

Infrastructure as a Service (IaaS). IaaS provides a set of virtualised infrastructural
components such as processing units, networks and storage. Users can build and
run their own OS, software and applications. Examples of IaaS include Amazon
EC2, Azure IaaS, and Google Compute Engine (GCE).

These three services sit on top of one another, IaaS at the bottom and SaaS at the
top, and form the layers of cloud computing.

2.2.3 Deployment Models

More recently, four cloud deployment models have been defined to deliver cloud
services to users:

http://salesforce.com
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Private cloud. In this model, computing resources are used and controlled by a
private enterprise. The access to resources is limited to the users that belong to
the enterprise.

Public cloud. In this model, computing resources are dynamically provisioned over
the Internet via web applications/web services.

Community cloud. In this model, a number of organizations with similar interests
and requirements share the cloud infrastructure. The cloud infrastructure could
be hosted by a third-party vendor or within one of the organizations in the
community.

Hybrid cloud. In this model, the cloud infrastructure is a combination of two or more
clouds (private, community or public) described above. This model is becoming
popular as it enables organisations to increase their core competencies by
outsourcing peripheral business functions onto the public cloud while controlling
core activities on-premises through a private cloud.

While cloud computing optimises the use of resources, it does not (yet) provide
an effective solution for hosting disaster management related big data applications
to analyse tsunami of data in real time [30] due to multiple reasons. First, most
of the researches in the cloud computing space have been devoted to managing
generic web-based applications, which are fundamentally different from big data
applications. Second, current cloud resource programming abstractions are not at
the level required to facilitate big data application development and cloud resource
provisioning, defined as the process of selection, deployment, monitoring, and run-
time management of hardware and software resources to ensure QoS targets of
big data applications. Finally, the system should be secure, i.e., the privacy of the
citizens is maintained, the integrity of the data exchanged is guaranteed and the
service is always available.

2.3 Big Data

Big data computing is an emerging data science paradigm of multidimensional
information mining for scientific discovery and business analytics over large-
scale infrastructure [10]. There is not a single standard definition of big data.
Industry, academic and standard communities are defining big data from their
own perspective. The following definitions from Gartner and National Institute of
Standards and Technology (NIST) reflect the concept of big data from different
angles.

Gartner first defined big data as the three Vs: Volume, Velocity, and Veracity
[31]. This is the most well-known and widely-accepted definition of big data in
scientific and business communities. Gartner now formally defines big data as “Big
data is high-volume, high-velocity and high-variety information assets that demand
cost-effective, innovative forms of information processing for enhanced insight and
decision making” [32].
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Fig. 4 Big Data Life Cycle

NIST offers the following definition [33]:

Big Data refers to the inability of traditional data architectures to efficiently handle the new
datasets. Characteristics of Big Data that force new architectures are volume (i.e., the size
of the dataset) and variety (i.e., data from multiple repositories, domains, or types), and the
data in motion characteristics of velocity (i.e., rate of flow) and variability (i.e., the change
in other characteristics).

2.3.1 Big Data Lifecycle

NIST defined [33] four stages for big data lifecycle are shown in Fig. 4.

Collection: At this stage, the data is collected from a variety of sources where
the data is generated. The outcome of this process is a collection of raw data.
There are a number of significant challenges in this phase such as data ingestion,
transportation, and storing.

Preparation: This stage processes the collected raw data to remove corrupt and
inaccurate data and produce the quality data. The significant challenges at this
stage are to check the veracity, integrity and authenticity of the data.

Analysis: The analysis phase takes the cleansed information and generates knowl-
edge that can be used to take actions. The challenges at this stage are to develop
efficient and effective algorithms to process large volume of data including
resource allocation and provisioning.

Action: The last phase of the big data life cycle is to take necessary action or make
decisions based on the knowledge extracted from the analysis phase [34]. The
actions depend on the application, for example dispatching paramedic services
to an identified location in case of an identified medical emergency.

Over the years big data technologies have been evolved from providing basic
infrastructure for data processing and storage to data management, data warehous-
ing, and data analytics. Recently, big data application platforms such as Cask Data
Application Platform (CDAP)1 are widely available for developers to more easily
design, build, develop, deploy and manage big data applications on top of the
existing Hadoop ecosystems. Such platforms significantly reduce the learning time
of the developers. However, provided the complex nature of data sources that need

1http://cask.co/

http://cask.co/
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to be processed during a disaster situation, a thorough analysis is required to develop
a framework for effective use of such platforms.

3 Integrated Framework for Disaster Management

A convergence of communication channels, including sensors, mobile apps, social
media and telecommunication is important in disaster management applications.
As introduced earlier, a big data analytics based application consists of four
major processes: collection, preparation, analysis and actions. Here, we analyse the
components to develop a framework for our disaster management application and
present an architecture of our application based on this framework. This framework
assumes that a cloud infrastructure service with big data tools is available where the
application can be developed transparently.

3.1 Application Components

An overview of the components required for an integrated disaster application is
shown in Fig. 5. In this diagram, the Data Sources component highlights a list of
data sources such as weather forecast, social media, sensors, mobile apps, SMS and
specialists. They provide information from different channels that are relevant to
disaster management. The development of this component needs to consider the
complexity presented due to gathering of data from heterogeneous sources with
different volume, velocity and variety. It needs to make the data homogeneous for
the downstream analytics. The analytics task is carried out by big data Tools. Event
ontology plays a vital role of defining uniform nomenclature of disaster related
events that are used for identification of events and generating notifications. During
a disaster situation, transient networks such as social and ad-hoc mobile networks
enable interactions among people and with the application system which can be used
as a platform for taking relevant actions. Finally, the action tasks are carried out by
data and alert services. The presentation of the results is performed by application
components using web portals and mobile applications.

3.2 System Architecture

Figure 6 shows our illustrative architecture of the disaster management application
using the framework described earlier. In this example, we use the Bureau of
Meteorology’s (BOM) weather forecast data as weather data source. BOM provides
data through their ftp server and updates once twice a day. The data collector
communicates with the ftp server to collect the data. The updated forecast data is



288 R. Gaire et al.

Fig. 5 Components of an Integrated Disaster Application Framework

Fig. 6 A system architecture of our disaster management application

formatted and sent to the Apache Kafka server. Kafka is a distributed, reliable, and
available service that can collect, aggregate, and move large amount of streaming
data. Similar to the weather data, data collectors for other data sources such as
CSIRO Emergency Situation Awareness (ESA), sensors, mobile apps, SMS gateway
and web portal also gather event data and submit the data to Kafka. In addition,
event ontology defines disaster conditions which are evaluated by Apache Spark on
the event data.

When a disaster event is identified, the event is pushed to event data server. The
data from this server is used by the alert server and web portal. The alert server
works in an active mode. Based on the subscription for alerts, it sends alerts via the
Google Cloud Messaging to android apps, and via SMS to the relevant subscribers.
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The web portal works in the passive mode. It publishes alerts on a web portal which
can be viewed later by the uses. Note that the mobile app, SMS and the web portal
can also work as input sources and hence can be designed to both send and receive
event messages.

Transient network, especially transient social network in Android apps uses
Google Cloud Messaging service to search and join transient networks, and interact
with users in the network.

4 The Application

In order to demonstrate the application of our proposed application framework for
disaster management, we developed a demonstrator as described below showcasing
the key components of the architecture.

4.1 Data Sources and their Integration

Effective response to crises and disaster events depends not only on the historical
data, but also real-time data from multiple digital channels including social media
feeds, text messages from mobile devices and sensor networks. The role of social
media (e.g., Twitter, Facebook, etc.) and mobile devices for disaster management
has been well studied and documented [20, 35]. Timely analysis of data from these
sources can help rescue teams, medics, and relief workers in sending early warning
to people, coordinating rescue and medical operations, and reducing the harm to
critical national infrastructure.

As outlined in the framework and the architecture, we used data from different
sources. From our application’s perspective, the data is virtually useless outside the
context of disaster. Therefore, we developed mechanisms to initiate data collection
and analysis system based on triggers generated by some data sources. Firstly,
the weather forecast data is obtained from the Bureau of Meteorology, Australian
Government2 website. This data is used as the first triggers to start data collection
system. Secondly, we established sensor data thresholds to as the second trigger.
For this, sensor networks with two nodes, one in Marsfield, NSW and another in
Crace, ACT have been deployed. The networks are built using Libelium Waspmote
technology, as shown in Fig. 7. Besides the internal board temperature and battery
status, each node measures temperature, humidity and noise levels. These sensor
nodes transmit the measurement data via WiFi and ZigBee network, as well as
through the USB ports. Finally, we used CSIRO Emergency Situation Awareness

2http://www.bom.gov.au/

http://www.bom.gov.au/
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Fig. 7 A sensor node

Fig. 8 A snapshot of ESA portal

(ESA)3 as the third trigger to start the data collection system. ESA collects
twitter feeds associated with various geographical areas and identifies statistically
significant topics related to emergency situations. After authentication, these alerts
are accessible through their RESTFul API. A snapshot of the ESA portal is shown
in Fig. 8.

4.2 Event Ontologies and Event Detection

Since big data consist of structured, unstructured, and image data, we needed to
develop novel techniques for detecting events. For this, firstly the scenarios of
interest were identified to define the entities (i.e., the actors in the scenarios) to
develop event ontology. This ontology is able to describe events such as disasters
and distress situations and to describe resources and knowledge that are relevant
to them. Secondly, for new event detection system, we surveyed several Machine
Learning (ML) and Natural Language Processing (NLP) techniques including Naive

3https://esa.csiro.au/

https://esa.csiro.au/
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Fig. 9 Android app for alert subscription

Bayes, SVM, Random Forest, Logistic Regression or Hidden Markov Models to
understand their suitability for detecting events from online streams of data from
social media and other sensors [36, 37]. We then developed a novel approach, as
described in [38], to detect events in real-time via implementation of clustering and
state vector machine learning technique over MapReduce programming framework.
The designed event detection model has been implemented as a service in the
current prototype system. Furthermore, we created a fully functional system for
high performance event detection that includes ready to use virtual machines pre-
configured with NoSQL database (for big data indexing), MapReduce (distributed
processing), and Apache Mahout (for event extraction and analytics). Finally, to
improve the data organization capacity of HDFS and MapReduce frameworks,
we investigated and developed new plugin API that takes into account adjacent
data dependency in the data workflow structure. This new modification helps us
immensely in improving the performance of MapReduce enabled classifier for event
detection from social media, mobile phone, and sensor data including images [39].

4.3 Mobile App for TSN over DTN

We developed an Android based mobile app for TSN over DTN allowing users to
register, subscribe and send messages as shown in Fig. 9.

Firstly, we developed a framework for distributed dissemination of messages over
the GSM network by leveraging the capabilities of smartphones in an emergency
situation. The fundamental challenge lies in adapting community inspired publish
subscribe model in privacy preserving and scalable manner. We developed and
implemented a broker-based peer to peer protocol for prioritized delivery of
messages in order to support a fast emergency alert and response mechanisms.
The proposed framework disseminates messages through streaming channels such
as Twitter, Whatsapp, Telegram for social network based interaction. We also
implemented a distributed phone book for controlled dissemination of messages
along with a framework for handling responses appropriate to alert messages.
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Secondly, in an emergency scenario, the communication goes beyond GSM
network. The amount of data generated in emergency situation can overwhelm
computer infrastructures not prepared for such data deluge and consequent need for
more CPU power. We developed a data-centric application and executed in clouds.
The framework handles connections to data sources, data filtering, and utilization
of cloud resources including provisioning, load balancing, and scheduling, enabling
developers to focus on the application logic and therefore facilitating the develop-
ment of data-centric emergency applications.

Thirdly, the communication is vital to effective coordination in a disaster
response and recovery system. In case of severe disaster, we envisioned a situation
where the communication infrastructure is severely damaged and therefore wired
communication is not possible. Furthermore, wireless communication depending
on infrastructures like GSM communication system may only be inaccessible
in patches. Under such situation, establishing a graded response and recovery
mechanism appears almost impossible. To solve this problem, we developed a
Transient Social Networking (TSN) for disaster situations using opportunistic mesh
network of mobile phones. The TSN creation is driven by implementation of a
distributed phone book for controlled dissemination of alert messages along with a
response mechanism. The proposed system is built by taking into consideration the
usual limitations of a smartphone like battery power, processing power, and storage
capacity.

Finally, adapting community inspired publish and subscribe model in a privacy
preserving and scalable manner is a challenge. We explored some obvious security
and privacy issues encountered in a community inspired framework of information
dissemination system. An android app has been developed for entire system. The
privacy aspects of the message dissemination is handled through message flow
labelling techniques.

4.4 Scalable Cloud Computing

Emergency management application deployed in the cloud co-exist and share
the same infrastructure with other critical applications. Therefore it is important
to develop robust resource share estimation for such data-intensive applications.
However, developing a reliable resource estimator is quite challenging due to
various reasons. We proposed an inclusive framework and related techniques for
workload profiling, resource performance profiling, similar job identification, and
resource distribution prediction. We developed a Linear Programming model that
captures the attributes of virtual machines in cloud environments. The model
considers cost, CPU resources, and memory resources of VMs. The virtual machine
model was initially designed for multi-objective optimization and was later extended
to support multi-criteria optimization in the context of cloud resource selection. The
model will be applied in the context of autonomic management of cloud resources to
adapt to variations in the application workload [40]. In addition, we have developed
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a number of algorithms to select, optimise, provision/schedule and monitor cloud
resources for different scenarios and resources (refer to [41–55]).

We also developed an evolutionary migration process for application clusters
distributed over multiple cloud locations. It clearly identifies the most important
criteria relevant to the cloud resource selection problem. Moreover, we developed a
multi criteria-based selection algorithm based on Analytic Hierarchy Process (AHP)
[56]. Because the solution space grows exponentially, we developed a Genetic
Algorithm (GA)-based approach to cope with computational complexities in a cloud
market [57].

Hosting of next generation big data applications in domain of disaster manage-
ment on cloud resources necessitates optimization of such real-time network QoS
(Quality of Service) constraints for meeting Service Level Agreements (SLAs).
To this end, we developed a real-time QoS aware multi-criteria decision making
technique that builds over well-known Analytics Hierarchy Process (AHP) method.
The proposed technique is applicable to selecting Infrastructure as a Service (IaaS)
cloud offers, and it allows users to define multiple design-time and real-time
QoS constraints or requirements. We considered end-to-end QoS optimisation of
a typical Streaming Data Analytics Flow (SDAF) that adequately models the data
and control flow of an emergency management workflow application. An SDAF
consists of three layers: data ingestion, analytics, and storage, each of which is
provided by a data processing platform. Despite numerous related studies, we
still lack effective resource management techniques across an SDAF. To solve
this challenge, we invented a method for designing adaptive controllers tailored
to the data ingestion, analytics, and storage layers that continuously detect and
self-adapt to workload changes for meeting users’ service level objectives. Our
experiments, based on a real-world SDAF, show that the proposed control scheme is
able to reduce the deviation from desired utilization by up to 48% while improving
throughput by up to 55% compared to fixed-gain and quasi-adaptive controllers.
Furthermore, we developed a new resource provisioning algorithms for deploying
data-intensive applications on hybrid Cloud Computing environments [58]. Here,
we have demonstrated its usefulness beyond the disaster situation by deploying
Smart-Cities application on Clouds. We also developed secure Virtual Networking
with Azure for hybrid Cloud Computing.

4.5 Security and Privacy

We considered security and privacy in both mobile phone apps and sensors based
IoT systems. In an Android operating system based mobile phone application, Sinai
et al. [59] gives a detailed account of possible attacks on a social navigation. One
of the attacks applicable to our TSN over DTN application in a disaster scenario
is the Sybil attack. The Sybil attack is an attack wherein a reputation system is
subverted by forging identities in peer-to-peer networks. The lack of identity in
such networks enables the bots and malicious entities to simulate fake GPS report
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to influence social navigation systems. The Sybil attack is more critical in a disaster
situation where people are willing to help the distressed person. The vulnerability
could be misused to compromise people’s safety. For example, the malicious user
can simulate a fake disaster alarm to motivate a good samaritan to come for help in
a lonely place and get harmed. The attacker can also divert the attention of rescue
team from the real disaster. Unique Identifier can be used to prevent the Sybil Attack.
Hardware identifier such as International Mobile Equipment Identity (IMEI) is more
suitable than software identifier which can be easily modified.

Moreover, there is a risk of the privacy breach in case of disclosure of user
information. Particularly, users are tried to do their best to communicate with others
when they are in distressed situation, e.g. by creating their own TSN. This requires
proper information flow models such as Bell-LaPadula model [60, 61], Lattice
model [62] and Readers-Writers Flow Model (RWFM) [63] to protect the user’s
information on the TSN. Combined with proper access control mechanisms, those
information flow model can be used to guarantee that the information flow follows
the required privacy rules in the TSN and does not leak any critical information
to the adversary. For example, in RWFM, the sender can control the readers of a
message by specifying their names in the readers list.

Another hard challenge was how to enable end-to-end security and privacy in
processing big data streams emitted by geographically distributed mobile phones
and sensors. We have investigated a number of techniques for Cloud4BigData
application (refer to [64–70] for details). Applications in risk-critical domains such
as disaster management need near-real-time stream data processing in large-scale
sensor networks. We introduced a new module named as Data Stream Manager
(DSM) to perform security verification just before stream processing engine (SPE).
DSM works by removing the modified data packets and supplying only original
data back to SPE for evaluation. Furthermore, we proposed a Dynamic Key-
Length-Based Security Framework (DLSeF) based on a shared key derived from
synchronized prime numbers; the key is dynamically updated at short intervals to
thwart potential attacks to ensure end-to-end security [64, 71]. DLSeF has been
designed based on symmetric key cryptography and dynamic key length to provide
more efficient security verification of big sensing data streams. This model is
designed by two-dimensional security, that is, not only the dynamic key but also the
dynamic length of the key. This model decreases communication and computation
overheads because a dynamic key is initialized along with a dynamically allocated
key size at both sensors and the DSM without rekeying.

Furthermore, to secure big sensing data streams we have also proposed Selective
Encryption (SEEN) method that satisfies the desired multiple levels of confiden-
tiality and data integrity [71]. As the smart sensing devices are always deployed
in disaster monitoring area with different sensitive levels, we need to protect data
streams based on the level of sensitivity for the efficiency because building a strong
encryption channel requires a large computations that consume a lot of battery
power. This higher consumption is not acceptable in resource constrained sensing
devices. Here, to avoid unnecessary waste of resources, we divided the data streams
into three levels i.e. high sensitive, low sensitive and open access and secured them
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based on their sensitive levels. SEEN can significantly improve the life-time of
sensing devices and buffer usage at DSM without compromising the confidentiality
and integrity of the data streams.

5 Conclusions and Future Work

IoT and cloud enabled BigData applications have potentials to create significant
impact in the management of disasters. In this chapter, we firstly introduced
the concepts related disaster as well as IoT, cloud and BigData technologies.
Specifically, we introduced the concept of using DTNs and TSNs during disaster
situations. Secondly, we discussed about a potential disaster situation and how
these technologies would work in such a situation. This situation was then used
to understand the gaps that required further research and development. Thirdly,
we introduced a framework and developed an overall system architecture for
disaster management. Finally, we described the details of our prototype system.
This prototype system can help understand the components and complexities for
development of innovative disaster management applications.

We also identified additional avenues of research in this area. Firstly, our selective
encryption method needs to be extended to incorporate information flow model.
However, implementation of such system can be challenging. In disaster situation,
any security overhead created in mobile phones needs to be minimal in order to
preserve the power and elongate the battery life. Our proposed light-weight shared
key based encryption method for such applications will be developed in future.

Secondly, we identified the need of developing TSN over an opportunistic
mobile mesh network in order to relay data during disaster situation. We have
tested preliminary implementation to augment opportunistic network stack for
communication over mobile mesh network which consists of nodes with multiple
radio interfaces. We will continue to work on an overlay layer as an application to
interconnect the islands of disaster hit networks of mobile phones. This application
will provide the capabilities of end to end connectivity for TSNs and DTNs. Further
research is needed, particularly in the area of developing scheduling plans for
enabling hot-spot creation while preserving the battery power of the smartphones.
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EVOX-CPS: Turning Buildings into
Green Cyber-Physical Systems
Contributing to Sustainable Development

Mischa Schmidt

1 Introduction

In 2010, the building sector accounted for 19% of all global greenhouse gas (GHG)
emissions and 32% of global final energy use. Of that final energy consumption,
space heating was the most significant end-use responsible for one-third [36]. In the
same year, residential, commercial, and industrial buildings jointly accounted for
41% of the primary energy use of the US with close to 75% of this consumption
being served by fossil fuels [16]. According to [27] buildings increased emissions
by 1% each year since 2010. While coal and oil use has remained approximately
constant, natural gas consumption grew by 1% annually. In addition, electricity
demand in buildings outpaced the annual improvements in the electricity generation
CO2 intensity per kilowatt hour during the same period. Thus, buildings’ GHG
emissions balance increased. Various building life-cycle analysis case studies reveal
that for typical buildings, the building operational phase “dominates the life cycle
energy use, life cycle CO2 emissions” [9]. For conventional buildings, it accounts
for up to 90%, for low energy buildings for up to 50%.

Solutions to improve the operational efficiency of buildings could lower building
energy cost, fossil fuel consumption, and the associated emissions. Buildings’
local environments differ due to climatic differences, economic aspects, differences
in available technology and know-how, and differences in national regulation.
Additionally, buildings’ characteristics vary regarding usage patterns, age, materials
used, and system installations. Hence, buildings vary exceedingly concerning the
characteristics determining their energy demand. That presents a challenge to for-
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mulating generally applicable solution concepts as these must address that variety.
To maximize their impact, they must apply to existing as well as new buildings,
ideally with low barriers to adoption. Current practice shows that most measures to
increase buildings’ energy efficiency rely on equipment modernization and building
refurbishment [11]. That concept is labor-intensive, costly, time-consuming, and
may impact the building occupants. This chapter follows a different approach: to
improve operation efficiency by applying Artificial Intelligence (AI) methods to data
from buildings. Ideally, solutions leverage existing building automation information
and communication technology (ICT) infrastructure as suggested in [23] and
improve building operation efficiency by applying AI to building data – a concept
embedded in the broader field of sustainable computing (SC) [20, 21, 23, 34].

This chapter presents in Sect. 2 EVOX-CPS [55], a methodology to develop
data-driven predictive control for existing buildings leveraging their pre-existing
automation infrastructure as much as possible. Section 3 reasons about the method-
ology’s suitability for real-world application and presents the results collected in
extensive experiments in two different public buildings. Also, the section reasons
about the impacts of large-scale adoption of data-driven predictive control for
sustainable development. Section 4 concludes the chapter.

2 Optimizing Building Operations with Data

2.1 Buildings as Cyber-Physical Systems

Newly constructed as well as already pre-existing buildings are often already
equipped – to a varying degree – with building automation infrastructure to assist
building operational staff. The automation and control strategies of existing build-
ings typically are somewhat simplistic, e.g., heating system supply temperatures
are chosen based on the outside air temperature or systems operate based on fixed
schedules. Studies show that it is possible to improve building system operation
by predictive control concepts. This chapter considers buildings with at least
rudimentary smartness – sensing and automation capabilities – as Cyber-Physical
Systems (CPS).1

Traditional building automation systems are reactive Cyber-Physical Systems.
In contrast to that, this chapter’s focus lies on predictive supervisory actions, e.g.,
by appropriate set-point manipulation to address anticipated situations based on
captured data. For data acquisition and for sending control commands, we advocate
integrating pre-existing building automation infrastructure (often designed in three-
layered architecture [38]) as illustrated in Fig. 1. That has multiple advantages:

1“Cyber-Physical Systems (CPS) are integrations of computation and physical processes. Embed-
ded computers and networks monitor and control the physical processes, usually with feedback
loops where physical processes affect computations and vice versa.” [35]
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• The BMS acts as a single gateway to the building instrumentation. That alleviates
the need to support a variety of different automation protocols.2

• Potential conflicts with pre-programmed BMS decision logic routines become
visible. Also, already proven and trusted safety checks (e.g., set-point limits) and
routine automation tasks (e.g., pump cycles for frost protection) are reused.

• The existing infrastructure is integrated. Hence, the approach leverages earlier
investments in building instrumentation infrastructure, reducing the economic
barriers to roll-out.

• By deploying the predictive control logic as an entity on top of the BMS (which
may or may not be co-located in the physical BMS entity), all communication
is screened by the BMS. That allows filtering sensitive data sent upstream to the
predictive control as well as to reject or alter inappropriate control commands.
Besides, the concept allows operational staff to deactivate predictive control
in case of problems and revert to the status-quo BMS-based control. That

Fig. 1 Integration of a predictive CPS layer (shaded) with the standard three-layer BMS architec-
ture

2Typically encountered medium to large-scale buildings run a mixture of different standardized
and proprietary communication protocols.
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increases the chances of acceptance and support by the operational staff when
first introducing this concept.

However, the approach also has potential drawbacks:

• The BMS needs to offer an interface to the predictive control logic. Often, that
requires unlocking or implementing additional functionality in the BMS and is
associated with costs.

• The predictive control logic depends on the BMS capabilities as boundary
conditions. For example, if the BMS implementation updates readings and values
every 5 min, the predictive control must not be designed to rely on higher time
resolution BMS data.

2.2 EVOX-CPS

This section leverages our work [59] to improve existing buildings’ operations
without requiring extensive modernization measures by using building data and
contextually relevant information. The methodology intends to EVOlve an eXisting
building into a closed-loop Cyber-Physical System with predictive control (EVOX-
CPS). It is holistic and comprehensive as it promotes accounting for involved
stakeholders’ perspectives, e.g., the needs in daily operation. EVOX-CPS is flexible,
because it adapts to existing buildings due to its data-driven nature, while it
also supports BIM and building energy simulations, if available. As EVOX-CPS
advocates supervisory control concepts leveraging on existing building automation
infrastructure, it has a low barrier to adoption due to reusing earlier investments
and by being a support to human building operators. Despite the benefits of
supporting supervisory control, EVOX-CPS is also flexible to accommodate lower
level control, e.g., if Reinforcement Learning targets actuating field level devices.
Figure 2 illustrates the methodology.

1. Offline phase:

(a) Business target, data, and system understanding
Before any in-depth analytical work, it is necessary to investigate the avail-
able data sources and to understand the business target. Also, the possible
ways of interacting with the building infrastructure need to be understood.
That reveals if additional installations are necessary, or which additional
data sources need to be taken into account. The assessment also defines
the space of possible solutions and methods to apply. Possibly, formalizing
the interactions among stakeholders may help, similarly the form of design
contracts between control and software engineers [15]. In the worst case, the
building’s situation is such that the goal of energy efficiency with the help of
a predictive CPS control is technically or economically infeasible.

(b) Establishment of communication, possibly with additional installations as
needed
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Fig. 2 EVOX-CPS, high-level. The offline phase consists of a preparatory phase and a phase of
data-driven modeling, control, and validation. The online phase controls the building operation.
The dashed arrow indicates that the two phases may not always be clearly delineated as validation
may be performed in the real building, and as the model updating may make use of steps of the
offline phase

If Step 1b concludes that the overall goal may be reached, establishing bi-
directional communication with the building infrastructure, e.g., with the
BMS by relying on communication platforms [22, 61], allows extraction of
relevant operational data and instruction with actuation commands.

(c) Definition of a reference baseline for performance assessment
Defining a performance baseline enables quantifying the effectiveness of
the predictive control. Both historical information or data collected by the
communication platform during a monitoring phase can serve to set the
baseline.

(d) Data-driven model identification including diagnosing
Relevant control variables are identified from system specifications and
in discussions with operational experts. In light of these variables, based
on a suitable amount of data, predictive models of the building’s thermal
and energetic behavior are derived. This Model Identification step [63]
may benefit from commonly used data preparation techniques such as data
standardization. Sensitivity analysis techniques can assess the identified
models’ robustness to changing input data.
The information from building experts gives valuable insights for developing
the models. The selection of an appropriate modeling technique depends on
the individual building, its systems, and the intended use case. Further, it also
depends on the information sources’ characteristics and the technical skills
available to the project. The building’s system configuration may also require
a combination of multiple models: for example, large Heating Ventilation
and Air-Conditioning (HVAC) system installations may require a hierarchy
of models (possibly of different types) to reflect their various components
accurately. If available, digital information on the building and its facilities
stored in a Building Information Model (BIM), can be incorporated in the
model identification. For example, [3] suggests two alternative approaches
to deriving thermal building simulation models from BIM data as received
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from architectural CAD tools – which then allows pursuing the approach of
[79]. Another possible use is the Building Energy Model Recommendation
System proposed in [10] to guide the model type selection.
If a BIM is available, it is also possible to avoid purely data-driven
approaches and use building energy simulations to predict the building’s
reactions to control decisions – and many publications apply that concept.
Often, however, even calibrated building simulations fail to capture the
building dynamics correctly as mentioned in [5]. Due to that, purely data-
driven approaches can outperform simulation-based predictive control in the
real deployments. Due to that insight, and since for many existing buildings
BIM is not readily available and costly to create [74], EVOX-CPS focuses
on purely data-driven approaches but leverages BIM data, if available.

(e) Derivation of control algorithm subject to targets and specified constraints
In this step, it is necessary to form an understanding of the different
systems under study with their individual operation needs and constraints.
Typically, meetings with technical staff and the study of corresponding
documentation provide the required information. Further, an analysis of
the baseline data used in Step 1c may also provide deep insights into the
status-quo operation as shown in [57]. Besides, the project goals influence
the choice of constraints, e.g., concerning thermal comfort. The modeling
language proposed in [31] could be one way to express application-specific
as well as system-specific constraints. Depending on the building and the
system to be optimized, the required complexity of the control may vary.
For example, large HVAC system installations may require a hierarchy of
decisions to reflect different distribution elements and branches accurately.

(f) Simulation/validation
Using building simulation tools, such as Modelica [39] or EnergyPlus [41]
for validating the predictive models’ accuracies and the control algorithm’s
performance allows gaining confidence in the approach before deploying it
in the real building. That requires access to simulation models (e.g., derived
from a BIM as in [29], if available) to check the developed model against.
Alternatively, it is also possible to use experimental validation with close
supervision by staff as in our publications. In the latter case, this step blurs
the demarcation line to the subsequent online phase.

2. Online (productive) phase – loop over:

(a) Predict & Optimize
The model(s) developed in Steps 1d and 1e enable anticipating different
control decisions’ effects within a problem-specific prediction horizon.
These predictions are key to identifying the optimal decisions.

(b) Actuate
The predictive CPS control decisions are then communicated in the form of
adjusted set-points to the BMS at appropriate times. The BMS enforces these
via lower level control loops in the building’s automation infrastructure.
This approach of reusing the BMS as building actuation gateway prevents
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situations where predictive control commands conflict with the lower layer
automation infrastructure. Special attention is necessary in cases where the
BMS has its own pre-programmed logic of set-point manipulation, or when a
human operator can modify set-points manually. In these cases, appropriate
measures need to be taken to avoid confusion or conflict. Possible means are
communication with staff about the presence of predictive CPS control, as
well as the possibility to switch the BMS between enacting (i) its internal
logic and (ii) supervisory control commands received from the CPS.

(c) Optional: continuous adaptation of the predictive models based on prediction
errors
As the predictive CPS controls the building systems and collects more data,
it is sensible to continue fine-tuning the predictive models to increase their
predictive accuracies and also account, e.g., for any systemic changes such
as deteriorating equipment.

3 Discussion, Results, Impact

3.1 EVOX-CPS as a Building-Specific CPS Methodology

Considering the number of studies in the field of sustainable computing for buildings
that document vast improvements in a variety of different KPIs, the absence of
a prominent, validated, and commonly agreed methodology surprised us. There
are CPS methodologies that guide, e.g., the deployment of sensor and actuator
networks in smart buildings [12, 46], but these ignore the installation base of
building automation systems in existing buildings. To the best of our knowledge,
EVOX-CPS is the first methodology to guide researchers and practitioners to
develop and deploy data-driven predictive control in existing buildings and leverage
their already installed instrumentation. Considering the number of studies in the
field of sustainable computing for buildings that document vast improvements in
a variety of different KPIs, the absence of a prominent, validated, and commonly
agreed methodology surprised us. There are CPS methodologies that guide, e.g., the
deployment of sensor and actuator networks in smart buildings [12, 46], but these
ignore the installation base of building automation systems in existing buildings. To
the best of our knowledge, EVOX-CPS is the first methodology to guide researchers
and practitioners to develop and deploy data-driven predictive control in existing
buildings and leverage their already installed instrumentation.

EVOX-CPS has several favorable characteristics which may help to overcome
the building automation industry’s skepticism towards methods of computational
intelligence identified in [52].

• It integrates stakeholders’ views. That helps to get early stakeholder buy-in. It
also helps to identify operational problems and needs.
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• An early check about the feasibility of project targets ensures that stakeholders’
expectations are realistic.

• EVOX-CPS is designed with existing buildings in mind, can leverage pre-
existing instrumentation, and can integrate additional data sources, such as
internet services. Also, EVOX-CPS can integrate additional sensor network
installations. Thus, if wireless sensor networks are the technology of choice,
EVOX-CPS benefits from methodologies such as [12].

• It can target individual building systems or the entire facility and can be rolled
out incrementally on a system-by-system or zone-by-zone basis.

• EVOX-CPS focuses on data-driven AI techniques, but it can accommodate
control heuristics, as well as simulation-based approaches. According to the
literature survey [56], data-driven predictive control studies are on par with
approaches relying on building energy simulations.

• The model identification step serves the adaptation to different buildings, usage
patterns, and climate zones. The optional model updating allows catering to
changes in usage patterns, refurbishments, modernizations, or system degrada-
tion over time.

• The advocated approach of supervisory control ensures that

– already implemented protection mechanisms and safeguards are reused,
– existing building automation systems do not conflict with EVOX-CPS control

commands, and
– staff perceives the predictive control’s interactions with the BMS as familiar

because it mimics the way humans interact with the building.

EVOX-CPS takes inspiration from best practices in project management, e.g.,
the early checking of requirements and discussions with stakeholders, as well as the
general CPS design methodology MBD-CPS and the general data mining process
CRISP-DM. Because both MBD-CPS and CRISP-DM are of a very general nature,
most of their steps cover the more building-specific aspects of EVOX-CPS by
inclusion. The following discussion reasons about why EVOX-CPS is a valuable
contribution to the field.

• Considering the number of existing buildings with some level of automation
but lacking predictive control, a methodology referring to the sector-specific
technologies, architectures, and concepts facilitates real-world deployments by
helping experts from the building sector. For example, EVOX-CPS Step 1b
provides more guidance in that respect than the general MBD-CPS and CRISP-
DM. It recommends the architecture introduced in Sect. 2.1 to enable supervisory
predictive control and also indicates candidate solutions for establishing the
communication with the BMS as used in the validation experiments. Providing
guidance to practitioners increases the chances of adoption in real deployments.
Since the buildings’ global energy consumption is significant, the potential
impact of increasing the number of deployments is tremendous – in particular
in light of the validation experiments’ effect sizes summarized in Sect. 3.2.
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• MBD-CPS requires modeling off the physical process to be controlled, which
then informs the subsequent steps. For existing buildings, that approach is
problematic, as accurate simulation models are often not available and cannot
be created due to not existing BIM data. EVOX-CPS avoids these complications
by relying on black-box (or gray-box) models to develop the predictive control.

• The establishment of a reference baseline (EVOX-CPS Step 1c) is paramount for
assessing the impacts of predictive control. Neither MBD-CPS nor CRISP-DM
address that key aspect.

• Buildings change over time. Neither MBD-CPS nor CRISP-DM explicitly
address that, whereas EVOX-CPS Step 2c introduces the aspect of updating
models during its online phase.

3.2 Results from Experiments

To validate EVOX-CPS, we experimented in two buildings with different levels
of instrumentation, different usage patterns, and different operational purposes
within their normal operation setup. The experiments documented in [58–60]
validate that EVOX-CPS succeeded in developing data-driven predictive control
for these buildings by relying on the architecture suggested by Fig. 1. In the
experiments, we successfully integrated the buildings’ instrumentation as well as
additional data sources. The early stakeholder involvement allowed to identify
operational issues in the routine operation and savings potentials. The prolonged
experimentation periods demonstrate the feasibility to integrate predictive control in
the day-tos-day operation. The experiments could address the identified operational
issues successfully as confirmed by the stakeholders. The cited works show that
quantitatively, the efficiency improvements are profound, statistically significant,
and of practical importance.

• The experiments of controlling the grass heating system of the football sta-
dium Commerzbank Arena, Frankfurt, Germany, saved in two winters 66%
(2014/2015) to 85% (2015/2016) of energy. Extrapolation to an average heating
season leads to expected savings of 775 MWh (148 t of CO2 emissions)
and 1 GWh (197 t CO2), respectively. The experiments also alleviated the
known operational limitation of heating supply shortages which required nightly
preheating in the stadium’s standard operating procedures. Feedback from the
operational staff was positive.

• Furthermore, we validated the methodology by controlling the heating system of
the Sierra Elvira School in Granada, Spain. The experimentation occurred during
the regular class hours on 43 school days in winter 2015/2016. We demonstrated
the possibility to lower consumption by one-third while maintaining indoor
comfort. Another experiment raised average indoor temperatures by 2 K with
only 5% additional energy consumption. Again, that illustrates the possibility to
address a building’s known operational issues (e.g., low thermal comfort) in an
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energy efficient way. All stakeholders’ feedback was positive – after an initial
phase of lower-than-anticipated indoor comfort.

3.3 Impact: Sustainability

This section follows [55] in reasoning about the impact of data-driven predictive
building control as, e.g., developed by EVOX-CPS, under the assumption of
widespread adoption in the existing building stock.

3.3.1 General Sustainability Effects

Existing buildings’ combined energy consumption reaches an enormous scale,
of which fossil fuels serve a sizable fraction. A significant body of research
demonstrates the feasibility of applying data-driven methods to increase buildings’
energy efficiency levels. Hence, there is an opportunity for lowering energy con-
sumption significantly. EVOX-CPS fills a gap identified in the research literature:
a comprehensive methodology to develop predictive control for existing buildings
and deploy it in routine operation. So far [58–60] focus on that gap by discussing
technical, experimental, and methodological aspects. However, the publications
focus on building efficiency from an operational perspective and do not reflect
on aspects of sustainability. Therefore, this section complements our studies with
reflections on sustainability.

Sustainable development is to “meet the needs of the present without compro-
mising the ability of future generations to meet their own needs” [7]. That entails
economic, environmental, and social dimensions, as shown in [26]. While our exper-
iments provide robust results of achievable efficiency increases in representative
public buildings, the contribution to sustainable development must be debated with
a broader perspective and a wider context in mind. Assuming a widespread adoption
of data-driven predictive control in existing, newly built, and future buildings,
we assess sustainability by focusing on qualitative indicators (one option in the
sustainability assessment framework in [53]) and applying deductive reasoning to
identify qualitative effects.

After identifying the direct and indirect sustainability effects, this section reasons
about the effects’ contributions to three prominent sustainability concepts. First, we
show how the effects map to the United Nations’ (UN) 17 Sustainable Development
Goals (SDG) [72] that intend to guide humanity’s global development until 2030.
Second, we discuss the identified effects in the context of the planetary boundaries
(PB) concept [51]. That concept provides an analysis of the risk that human activities
will destabilize the Earth’s ecosystem services [8]. Each PB’s definition bases on
the current scientific understanding of biophysical processes. Third, we discuss in
relation to four general system conditions required for any project to be sustainable
[50]. In addition to relating EVOX-CPS to these three concepts of reflecting on
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Fig. 3 Qualitative sustainability effects of EVOX-CPS. Numbers relate to the textual description
of each effect

sustainability, this chapter also touches on the ethical aspects of climate change
mitigation as agreed in international cooperation agreements.

Assuming a widespread adoption of data-driven control of buildings as enabled
by EVOX-CPS, this section derives a variety of direct and indirect qualitative effects
addressing sustainability aspects by applying deductive reasoning. Figure 3 illus-
trates these effects and their interrelations. In a specific project, the local policies and
regulations, the individual building, the obtainable increase in operational efficiency,
and the energy mix affect the effects’ strengths.

1. Implementing the methodology requires a diverse set of skills – knowledge in
building automation, software development, data analysis, technical installation
– to deliver and run products and services to buildings. That supports local value
creation because of the building stock’s geographic dispersion.

2. Various studies demonstrate significant increases in efficiency of operation in
a wide range of buildings and setups supporting a diverse set of operation
targets. Similarly, our experiments demonstrate significant increases in oper-
ational efficiencies in representative public buildings. Under the assumption of
constant operation targets, that means that operation targets are achieved more
efficiently. This efficiency increase typically offsets the additional overhead
(such as energy consumption) of the required ICT equipment.
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3. Currently, fossil fuels serve a major proportion of buildings’ energy con-
sumption [16]. Thus, operational efficiency increases (Effect 2) translate to a
significant reduction of fossil fuel combustion. Furthermore, predictive control
has the potential of matching building energy demand over time to renewable
generation patterns and thereby reduce emissions. At present, the International
Energy Agency studies how much energy demand flexibility different buildings
can offer and how to control the flexibility without compromising occupant
comfort [28].

4. Reducing fuel combustion reduces emissions of pollutants (ultrafine particles
[43], polycyclic aromatic hydrocarbons (PAHs) [33], toxic metals [37] and
GHG) to the air. Lammel et al. [33] states that the data “suggests that elevated
levels of PAH are ubiquitous in the populated areas and not necessarily lower
in the rural than in the urban environment. This is supported by other recent
studies in Europe. High levels of PAH in air in central Europe have been
related to advection of air from and across Ukraine, Romania, Poland, and
Belarus.” Note that even for locally grown biomass – sometimes advocated
for climate change mitigation reasons – the associated emissions are still
harmful, e.g., due to small particle emissions [76]. Air pollution impacts
Urban Social Sustainability as it, e.g., pollutes facades. If a neighborhood’s
appearance degrades, the citizens’ sense of attachment erodes, leading to less
social interactions and lower levels of community participation [13].

5. As airborne pollutants also enter the water cycle by precipitation [54, 75], a
reduction in emissions (Effect 4) leads to less water pollution. “[. . . ]Metal
pollutants have also been documented to be concentrated by water runoff,
accumulating in depositional environments such as lakes and estuaries (e.g.
[44, 44]). From these environments deposited metals may be taken up by
biological organisms, such as fish and filter feeders [25, 30, 40] from where they
are known to bioaccumulate through the ecosystem [37, 78].” Furthermore, the
reduction of CO2 emissions lessens the ocean acidification effect [47].

6. As higher CO2 concentration stimulates many plants’ growth rates [67], it
establishes a stabilizing feedback loop [8]. Unfortunately, the long-term upward
trend of the atmospheric CO2 concentration as expressed in the Keeling curve
[62] implies that the plant growth effect does not suffice to stop the increase.
As a consequence, the greenhouse effect becomes stronger and globally, tem-
perature levels increase – which the international climate framework agreement
attempts to contain [73]. An example of the effects of rising temperatures is the
rise of sea levels due to melting glaciers and polar ice. The rising sea levels,
which [42] recently found to accelerate, impact climate profoundly.
For these reasons, the reduction of buildings’ GHG emissions (such as CO2) to
the atmosphere (Effect 4) addresses climate change.

7. Positively affecting air pollution (Effect 4), water pollution (Effect 5) and
climate change (Effect 6) has positive effects on air-, land-, and water-borne
wildlife. More specifically, animal- and plant-health, as well as the biodiversity
benefit.
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8. Effect 7 improves human nutrition. Besides, extreme weather events, which are
predicted to happen more often due to climate change, can severely impact food
security. For example, floods reduced food supply by 5% in Bangladesh in 2007
and by 8% in Pakistan in 2010 [45]. “Undernutrition has been identified as the
largest health impact of climate change in the twenty-first century” [76] (and
references therein).

9. Effects 4–8 impact public health positively [77]. Air pollution – which is
usually worst in urban centers (i.e., places with many buildings and many
people living their lives) – particularly harms children [37, 43]. Apart from
other measures, it calls a reduction in fossil fuel combustion to reduce ultrafine
pollution particles. When compared to the 1986–2008 average, the number
of people older than 65 years exposed to heatwaves between 2000 and 2016
increased by about 125 million, with a peak increase of 175 million additional
people exposed to heatwaves in 2015. Notably, heatwave events appeared in
densely populated areas. In addition, [76] indicates how climate change endan-
gers millions of humans through increased risks of diseases, under-nutrition,
and social factors (e.g., poverty, mass migration, violent conflicts). Aside from
these large-scale effects, improved building operation may also improve indoor
air quality which also positively impacts health, e.g., by preventing mold. Also,
the higher energy efficiency of building system operation lowers the operating
costs (Effect 10) which helps to tackle the energy poverty phenomenon and
prevents its adverse impacts on physical and mental health [69].

10. Climate change implies societal costs for damages due to extreme weather and
costs for protective measures such as flood warning systems [2, 70, 71]. Also,
cleaner water (Effect 5) requires less costly purification, and a higher supply of
clean water lowers prices. Further, Effects 2 and 8 suggests savings:

(i) Lower fuel costs in the individual building,
(ii) lower aggregate demand for fossil fuels leading to lowered prices accord-

ing to macroeconomics,
(iii) lower maintenance cost, e.g., due to fewer residues in burners, and
(iv) increased food security leads to stable (and possibly lowered) prices,

according to macroeconomics.

Policy measures such as subsidies have a particularly strong influence on (i),
(ii), and (iv).

11. Supporting local value creation for a diverse set of skills (Effect 1), reducing the
building operation costs (Effect 10), and better public health positively impact
economies. A healthy, diverse wildlife is also an economic resource. Addi-
tionally, mitigating climate change’s adverse effects on human labor capacity
[76, 77] benefits economies. Further, improved building system operation can
improve human comfort – studies indicate that discomfort can have profound
economic impacts by adversely affecting the productivity of office workers [32]
or the learning progress of students [6].
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Aside from these positive effects, lower fuel costs negatively impact energy
utilities’ profits that might react with layoffs or pay-cuts. However, we argue
that the local value and job creation by SMEs or energy service companies
enabled by business models around data-driven methods for energy efficiency
can mitigate or even exceed these negative consequences.

Figure 3 implies that the different effects create synergies, which confirms the
reasoning of [17]. In particular, reducing fossil fuel emissions contributes to climate
change mitigation, reduces air pollution, and has positive impacts on public health.
Thus, the policies to achieve all three objectives can be less stringent and have lower
associated cost than isolated cost-benefit analysis would predict. “An integrated
policy design will thus be necessary in order to identify cost-effective “win-win”
solutions that can deliver on multiple objectives simultaneously” [49]. Also [76]
points to the benefits of climate change mitigation actions for global public health.

The indirect effects following from efficiency increases are of course not exclu-
sive to EVOX-CPS as also measures such as building insulation and refurbishment
increase efficiency. However, EVOX-CPS can complement these measures and
strengthen the effects.

3.3.2 Relation to the Sustainable Development Goals

This section outlines how the identified effects relate to many of the United Nations’
17 Sustainable Development Goals (SDG) [72] defined in 2015.

Goal 1: No poverty. Effect 11 indicates positive impacts on the economy, from
which the entire society should benefit. Also, when applied to medium and large-
scale buildings such as social housing apartment buildings, Effect 10 helps to
combat the energy poverty phenomenon [68], as “energy efficiency is embedded
in almost all the listed [energy poverty] indicators” [69]. These effects may not
help to address extreme poverty directly, which requires political and social action.
However, the food cost related aspect of Effect 10 may help the poor as well as the
extremely poor.

Goal 2: Zero Hunger. Effect 8 increases food security. However, atmospheric
CO2 complicates the discussion. On the one hand, rising CO2 levels (see Effect 6)
increase the yield of harvestable crops. Hence, higher efficiency may reduce
a potential positive effect for human nutrition. On the other hand, rising CO2
changes the composition of crops’ tissues, increasing carbohydrates, reducing
nitrogen and protein concentrations [67] (and references therein). That may have
negative consequences for human nutrition, and therefore higher building efficiency
(Effect 2) may positively impact nutrition. “Under elevated CO2 most plant species
show higher rates of photosynthesis, increased growth, decreased water use and
lowered tissue concentrations of nitrogen and protein. Rising CO2 over the next
century is likely to affect both agricultural production and food quality.” [67]
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Goal 3: Good health and wellbeing. Effect 9 captures several positive impacts
to human health, such as lower air and water pollution, better nutrition, and the
mitigation of energy poverty.

Goal 6: Clean water and sanitation. Effect 5 positively impacts water-
related ecosystems due to a reduction of pollutants as well as ocean acidification.
Furthermore, mitigating climate change (Effect 6) reduces the stress on ecosystems
in general, which benefits their restoration.

Goal 7: Affordable and clean energy. Effect 2 includes improved building
energy service operation. Effect 10 indicates reduced costs of building energy
services. Figure 3 illustrates that Effect 3 causes most of the indirect effects. In
light of the high number of buildings globally and with their significant proportion
in global energy consumption, the effect sizes reported in the related work indicate
an immense potential to increase the global rate of energy efficiency improvements.
In particular, the possibility to shape building energy demand to match renewable
energy production (Effect 3) will help to reduce the impact the indirect emissions
from buildings’ electricity use. For example, pre-heating water with solar energy
in a building with a nighttime-only usage pattern during the day may increase the
overall energy demand (as heat is lost over time), but reduces the overall emissions.

Goal 8: Decent work and economic growth. Effects 1 and 11 address this
goal. Further, buildings’ higher operating efficiency levels free economic resources
for productive use (Effect 10). Increasing building operation efficiency levels
(Effect 2) helps to decouple economic growth from environmental degradation.
Also, developing data-driven predictive control for buildings requires a diverse set
of skills, some of which are unaffected by certain types of physical disabilities. That
helps equality and inclusion.

Goal 10: Reduce inequality. Among others, economic aspects play an important
role to promote equality, inclusion, and participation. Effect 10 reduces operational
costs. Due to diminishing returns of higher incomes on life quality and happiness
[48], the relative impact of reduced cost on low-income households is stronger than
on higher income households, which reduces inequality. Additionally, Effect 11
leads to economic growth by which all should benefit, e.g., due to local value
creation. Moreover, the positive effect on health (9) benefits the poor unable to
afford medical services. On top of that, as extreme weather events “disproportionally
affect poor people and communities, causing an increase in poverty incidence and
inequalities” [14], Effect 6 reduces inequalities as also argued for SDG 8.

Goal 11: Sustainable cities and communities. Reducing buildings’ environ-
mental impacts (Effect 4 and its consequences) reduces cities’ environmental
impacts. Leveraging existing buildings’ ICT [23] and applying data-driven methods
allows a wide range of different service implementations, building ages, climatic
regions, and usage patterns which lowers the barriers to widespread adoption.
Furthermore, Effect 4 positively impacts Urban Social Sustainability. By mitigating
climate change and its related extreme weather events, Effect 6 contributes to this
SDG [14].

Goal 12: Responsible consumption and production. Effect 3 reduces building
fuel consumption. However, concerning the necessary ICT components to apply
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EVOX-CPS in buildings, we note that the recycling of electrical and electronic
equipment is a global challenge – in 2016, only 20% of e-waste was recycled
[4]. While that recycling rate is meager, for predictive control in buildings e-waste
recycling rates may be higher than the global aggregate rate. First, global waste
statics still have many flaws [4], and second, it appears feasible to mandate recycling
of buildings’ ICT components. We argue that if recycling levels of (building)
ICT components comparable to those of refurbishment materials are reachable,
the advocated methodology requires less, but different (e.g., rare earth elements),
raw materials input than building refurbishments. Once the predictive models have
been developed, the computational requirements are relatively low. For example, [1]
combines video-based occupancy detection with a building energy simulation on a
low cost embedded PC platform to predictively control a mosque’s HVAC. Tests on
several days indicate energy savings of one-third.

Goal 13: Climate action. Effect 6 captures the positive impacts of increasing the
energy efficiency of buildings by computational methods on climate change. Cur-
rently, regulations do not prescribe that particular kind of building energy efficiency
approaches (although the presence of automation systems is seen positively in [36]).
We advocate EVOX-CPS as an additional efficiency measure.

Goal 14: Life below water. Effect 7 captures that mitigating water pollution,
ocean acidification, and climate change helps marine and coastal ecosystems.

Goal 15: Life on land. Effect 7 helps all land-based ecosystems. Mitigating
climate change (Effect 6) reduces land-system changes due to desertification or
extreme weather events (droughts, floods) and protects natural habitats.

Goal 16: Peace and justice. Strong institutions. At present, building stock
predominantly relies on fossil fuel consumption. Effect 10 reduces the aggre-
gate demand. That leads to an increase in national fuel security, which reduces
international tensions due to fossil fuel scarcity. Further, by reducing freshwater
pollution (Effect 5), also national clean water security increases and tensions
associated to clean water supply reduce [54]. Effect 11 stimulates local economic
development which reduces tensions relating to poverty and inequality. Besides,
mitigating climate change (Effect 6) and its consequences (extreme weather events,
desertification) reduces migratory movements and their implications – the current
predictions of people displaced by 2050 due to climate change range from 25 million
to 1 billion [76].

3.3.3 Relation to the Ecosystem Services and Planetary Boundaries

The concept of sustainability encompasses economies, human societies and Earth’s
life support system as a whole [8, 19]. The identified effects contribute to different
aspects simultaneously, see Fig. 3. Adopting a systems perspective to describe
the interplay of different systems (ecosystems and social systems), [8] argues
that negative feedback loops among interconnected systems tend to stabilize
these towards equilibrium and provide resilience to disturbances, whereas positive
feedback loops are detrimental to stability and resilience. Resilient systems can
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absorb disturbances and tend to return to that stable state unless thresholds are
crossed. However, if threshold violations occur, these may cause the systems to
settle on a new, different equilibrium. In the context of ecosystem services, a
different stable state may or may not be detrimental to the quality of human life
[8]. Steffen et al. [65] analyzes recent literature to assess thresholds based on
the PB concept [51]. That allows associating a risk level with each threshold,
quantifying the risk that human activity will trigger Earth’s life support systems
to shift to new equilibria – with unforeseeable impacts. There are nine boundaries
that also interact with each other: Climate change, Biosphere integrity, Stratospheric
ozone depletion, Ocean acidification, Biogeochemical flows, Land-system change,
Freshwater use, Atmospheric aerosol loading, Novel entities. For the PBs Novel
entities and Atmospheric aerosol loading, it is not yet possible to define threshold
values based on the current scientific knowledge. Alarmingly, Climate change,
Biogeochemical flows, Land-system change, and Biosphere integrity show already
medium to high risks of triggering systemic changes in future. Ocean acidification
is close to entering the medium risk zone. EVOX-CPS addresses six PBs.

• Effect 4 contributes positively to Atmospheric aerosol loading.
• Effect 5 reduces Ocean acidification.
• Effect 5 increases the quality of available freshwater. Mitigating climate change

prevents droughts (SDG 15). We argue that both aspects benefit the Freshwater
use boundary as more clean freshwater is available.

• Effect 6 addresses Climate change, see also SDG 13.
• As argued for SDG 15, mitigating climate change reduces Land-system change

(e.g., desertification).
• Effect 7 captures positive effects on biodiversity (see also SDGs 14 and 15) – one

aspect of Biosphere integrity.

There are different opinions on how ecosystems behave concerning threshold
violations, depending on the perception of environmental risks [17, 66]. Irrespective
of the risk perception, the identified qualitative effects provide the means to help to
avoid unintentionally triggering ecosystem state shifts by lowering buildings’ effects
on the PBs.

3.3.4 The System Conditions Sustainable Development

To provide more concrete guidance to decision makers concerning sustainability
questions of their projects, [50] defines four system conditions required for sustain-
ability. EVOX-CPS addresses these as follows:

• “System condition #1: Substances from the lithosphere must not systematically
increase in the ecosphere. [. . . ] [F]ossil fuels, metals and other minerals must
not be extracted and dispersed at a faster pace than their slow redeposit and
reintegration into the Earth’s crust.”
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EVOX-CPS meets this condition by improving the operational efficiency of
existing buildings, especially for thermal processes that usually are served by
fossil fuels. Additionally, assuming equivalent recycling levels of ICT compo-
nents and refurbishment materials, the advocated methodology requires less raw
materials input than building refurbishments. However, we note that the recycling
of electrical and electronic equipment is a global challenge: “By 2016, the world
generated 44.7 million metric tonnes (Mt) of e-waste and only 20% was recycled
through appropriate channels.” [4]

• “System condition #2: Substances produced by society must not systematically
increase in the ecosphere. [. . . ] [S]ubstances must not be produced and dispersed
at a faster pace than they can be broken down and integrated into the cycles of
nature or be deposited into the Earth’s crust.”
EVOX-CPS does not explicitly address this. However, we argue that by applying
the data-driven methodology, extensive efficiency gains are achievable without
requiring, e.g., additional insulation. That avoids the associated substances.
However, the methodology is complementary to refurbishment measures, and
it is left to decision makers to judge if predictive control is to be deployed in
addition to or instead of refurbishments.

• “System condition #3: The physical basis for the productivity and diversity of
Nature must not be systematically deteriorated. [. . . ] [W]e cannot harvest or
manipulate the ecosystem in such a way that productive capacity and diversity
systematically deteriorate.”
By reducing emissions associated with building operations served by fossil fuels,
the methodology contributes to mitigating climate change, oceanic acidification,
and air pollution – each of which is an aspect that may deteriorate Nature’s
productivity and diversity.

• “System condition #4: Fair and efficient use of resources with respect to meeting
human needs. [. . . ] [B]asic human needs must be met with the most resource-
efficient methods possible, and their satisfaction must take precedence over
luxury consumption.”
By increasing the efficiency of building operations, EVOX-CPS helps meeting
human needs such as appropriate indoor temperature levels in a more resource
efficient way. Thus, it addresses an aspect of system condition 4.

3.3.5 Ethics, International Co-management, and the Tragedy of the
Commons

In the international effort to mitigate climate change negotiated in [73], many
developed and developing countries subscribed to implement GHG reduction mea-
sures. Developed countries contribute more GHG emissions than most developing
countries, but climate change’s adverse effects have a stronger impact on the
developing countries than on the developed countries [14]. Taking responsibility
for sustainable development and helping to protect the environment, the developed
countries should take the lead in implementing GHG reduction measures and
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disseminate the required know-how for increasing energy efficiency to assist
developing countries – as captured in [73].3 EVOX-CPS tackles this aspect by
addressing a prominent contributor to global fossil fuel consumption – the building
sector. We argue that the deployment of data-driven predictive building control is a
cost-efficient measure that addresses existing as well as newly built buildings. The
work is compatible with other means of building modernization. Furthermore, the
methodology inherently supports incremental roll-out, can adjust to future building
refurbishments, and leverages existing building instrumentation investments. On top
of that, the methodology’s prerequisite of access to ICT is being met increasingly –
and on a global scale.4 Hence, the barriers to adoption are relatively low. On top of
that, the identified effects in Fig. 3 lead in various ways to economic growth helping
to address poverty and social inequalities in the developing countries. Positive
economic effects may also reach to the extremely poor, but that requires political
and social action.

As a shared resource, the atmosphere is susceptible to pollution by fuel com-
bustion emissions. Hardin [24] predicts it may be economically sensible to pollute
the air as the associated costs are paid by the community, whereas the benefits,
e.g., a warm building, are exclusive to the building occupants – the Tragedy of
the Commons. However, [18] argues that not all commons face the same tragedy
due to cultural factors, institutional arrangements, and user self-organization and
-regulation. Regarding global scale resources such as the atmosphere, [18] admits
that tragedies are harder to prevent. Therefore, it proposes a form of state regulation
in conjunction with user self-management on a large scale – a view that [36]
shares: “Climate change is a global commons problem that implies the need for
international cooperation in tandem with local, national, and regional policies on
many distinct matters.” The UN SDGs and the Paris climate framework agreement
[72, 73] follow the advocated approach of international co-management as they are
global coordination agreements leaving details to local governments’ know-how to
develop individual approaches towards generally accepted targets. EVOX-CPS is in
line with this approach.

3For example, [73] states: “[. . . ]Also recognizing that sustainable lifestyles and sustainable
patterns of consumption and production, with developed country Parties taking the lead, play an
important role in addressing climate change [. . . ] 4. Developed country Parties should continue
taking the lead by undertaking economy-wide absolute emission reduction targets. Developing
country Parties should continue enhancing their mitigation efforts, and are encouraged to move
over time towards economy-wide emission reduction or limitation targets in the light of different
national circumstances.”
4Globally, 54% of households have Internet access, and 48% have a computer. Further, the
emerging economies with a low Purchasing Power Parity (PPP) have shown the highest annual
growth rates for electric and electronic goods [4].
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3.4 Limitations: Implications of the Energy Mix, Sustainability
Reasoning

The provided deductive reasoning about EVOX-CPS’ qualitative effects relies on a
global statistics-based approach. This subsection outlines how changes to the energy
mix affect the arguments regarding the qualitative effects. We identify two main
aspects:

• The building sector is a prominent consumer of fossil fuel consumption and a
significant GHG emitter. Replacing fossil fuels by biomass reduces the GHG
impacts and weakens Effect 6 and its consequences, but still pollutes the
atmosphere with ultrafine particles, PAHs, and toxic metals, see Effect 4.

• Electricity generation defines a big part of buildings’ emissions [36]. Emission-
free electricity generation will drastically weaken Effect 3 and its consequences.
Assuming the even more extreme – technological breakthroughs make it possible
to avoid all building related combustion emissions – Effects 1 and 2 will still be
valid, as well as parts of Effects 9–11. Even with this extreme assumption, the
building sector’s sustainability will benefit.

Section 3.3 mostly argues deductively to identify the sustainability effects of
widespread adoption of data-driven predictive control in buildings enabled by
EVOX-CPS. The reasoning relies on global statistics, macroeconomics, and several
recent studies from different fields. It generalizes aspects of the built environment,
assuming and anticipating a sufficient number of deployments in the real world.
Hence, the arguments are of general nature and focus on large-scale qualitative
effects instead of the quantitative effects of applying data-driven predictive control
to a specific building – as the reasoning about SDG 16 exemplifies. However, when
facing a specific project, each building and target application requires assessing the
individual situation carefully to quantify effects and to decide optimally. Assuming
constrained project budgets, a concrete project may have to weigh building mod-
ernization measures against applying EVOX-CPS. To assess sustainability in the
context of a specific project, decision makers can use, e.g., [53]. They need to take
into account the individual building’s characteristics and the involved stakeholders’
views. Moreover, they have to account for local factors of regulation, and the
economic, ecologic, and social contexts to correctly understand the implications
of what is ultimately a building-specific decision.

The arguments about energy poverty (see Effect 10 and SDG 1) suffer from
the lack of EU-wide energy poverty data [69]. Thus, it is unclear how strongly or
weakly that phenomenon’s contribution impacts the identified qualitative effects on
a global scale. Nonetheless, mitigating energy poverty in any country by increasing
operational efficiency is beneficial – even should the phenomenon be limited to a
handful of countries only.
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4 Conclusion

This chapter described EVOX-CPS [55], a methodology to develop data-driven
predictive control for existing buildings. It leverages on existing building instru-
mentation. We applied EVOX-CPS to two buildings to derive data-driven control
tailored to each. The results of integrating the control in the day-to-day routine
operation are promising: the stakeholder feedback is positive, operational issues
are resolved, and with high confidence, the energy efficiency is increased in each
building dramatically. These results motivate widespread adoption facilitated by
EVOX-CPS providing concrete guidance to practitioners. That motivates a broader
discussion about the possible sustainability implications as presented in Sect. 3.
Specifically, that section provides mappings of EVOX-CPS’ qualitative effects to
prominent concepts such as the UN’s Sustainable Development Goals and briefly
alludes to the associated ethical aspects.
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