
Learning and Analytics in Intelligent Systems 11

Nenad Filipovic   Editor

Computational 
Bioengineering 
and Bioinformatics
Computer Modelling in Bioengineering



Learning and Analytics in Intelligent Systems

Volume 11

Series Editors

George A. Tsihrintzis, University of Piraeus, Piraeus, Greece

Maria Virvou, University of Piraeus, Piraeus, Greece

Lakhmi C. Jain, Faculty of Engineering and Information Technology,
Centre for Artificial Intelligence, University of Technology, Sydney,
NSW, Australia; University of Canberra, Canberra, ACT, Australia;
KES International, Shoreham-by-Sea, UK; Liverpool Hope
University, Liverpool, UK



The main aim of the series is to make available a publication of books in hard copy
form and soft copy form on all aspects of learning, analytics and advanced
intelligent systems and related technologies. The mentioned disciplines are strongly
related and complement one another significantly. Thus, the series encourages
cross-fertilization highlighting research and knowledge of common interest. The
series allows a unified/integrated approach to themes and topics in these scientific
disciplines which will result in significant cross-fertilization and research dissem-
ination. To maximize dissemination of research results and knowledge in these
disciplines, the series publishes edited books, monographs, handbooks, textbooks
and conference proceedings.

More information about this series at http://www.springer.com/series/16172

http://www.springer.com/series/16172


Nenad Filipovic
Editor

Computational
Bioengineering
and Bioinformatics
Computer Modelling in Bioengineering

123



Editor
Nenad Filipovic
Faculty of Engineering
University of Kragujevac
Kragujevac, Serbia

ISSN 2662-3447 ISSN 2662-3455 (electronic)
Learning and Analytics in Intelligent Systems
ISBN 978-3-030-43657-5 ISBN 978-3-030-43658-2 (eBook)
https://doi.org/10.1007/978-3-030-43658-2

© Springer Nature Switzerland AG 2020
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part
of the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations,
recitation, broadcasting, reproduction on microfilms or in any other physical way, and transmission
or information storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar
methodology now known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this
publication does not imply, even in the absence of a specific statement, that such names are exempt from
the relevant protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this
book are believed to be true and accurate at the date of publication. Neither the publisher nor the
authors or the editors give a warranty, expressed or implied, with respect to the material contained
herein or for any errors or omissions that may have been made. The publisher remains neutral with regard
to jurisdictional claims in published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Switzerland AG
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland

https://doi.org/10.1007/978-3-030-43658-2


Contents

Role of Atomic and Molecular Non-observable Properties
in the Understanding and Description of Real Observables
of the Chemical Systems. A Review . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
Ivan Juranić

Heart Mechanical Model Based on Holzapfel Experiments . . . . . . . . . . 12
Milos Kojic, Miljan Milosevic, Bogdan Milicevic,
and Vladimir Simic

Finite Element Models with Smeared Fields Within
Tissue – A Review of the Current Developments . . . . . . . . . . . . . . . . . . 22
Milos Kojic, Miljan Milosevic, Vladimir Simic, Vladimir Geroski,
Bogdan Milicevic, Arturas Ziemys, and Nenad Filipovic

Composite Smeared Finite Element – Application to Electrical Field . . . 35
Vladimir Geroski, Miljan Milosevic, Vladimir Simic, Bogdan Milicevic,
Nenad Filipovic, and Milos Kojic

Application of Composite Smeared Finite Element Model
in Drug Delivery Inside Organs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
Vladimir Simic, Miljan Milosevic, Arturas Ziemys, and Milos Kojic

Tuning Cooperativity of Calcium Activation in Cardiac Muscle . . . . . . 53
Momcilo Prodanovic, Boban Stojanovic, Mladen Maric,
Danica Prodanovic, and Srboljub M. Mijailovich

Pre-term Birth Prediction at Home: Signal Filtering Influence
on the Good Prediction Rate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
Alessandro Galassi, Charles Muszynski, Vincent Zalc, Dan Istrate,
and Catherine Marque

Antioxidative Properties of Usnic Acid and Its Interaction
with Tyrosyl-DNA Phosphodiesterase . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
Jelena Đorović and Zoran Marković

v



Free Radical Scavenger Activity and P-glycoprotein Inhibition
Capacity of 1,2,4-Trihydroxyxanthone . . . . . . . . . . . . . . . . . . . . . . . . . . 92
Svetlana Jeremić and Zoran Marković

Medical Image Processing Using Xilinx System Generator . . . . . . . . . . . 104
Tijana Šušteršič, Vladimir Milovanović, Vesna Ranković,
Nenad Filipović, and Aleksandar Peulić

Computer Assisted Analysis of the Hepatic Spheroid Formation . . . . . . 117
Xhoena Polisi, Albana Halili, Constantin-Edi Tanase, Arban Uka,
Nihal Engin Vrana, and Amir Ghaemmaghami

Investigation of Coumarin Derivative 3-(1-o-toluidinoethylidene)-
chromane-2,4-dione: IR Spectroscopic Characterization, NBO,
and AIM Analysis and Molecular Docking Studies . . . . . . . . . . . . . . . . 127
Edina Avdović, Dušan Dimić, and Dejan Milenković

Advanced Modelling Approach of Carotid Artery Atherosclerosis . . . . . 143
Smiljana Djorovic, Igor Saveljic, and Nenad Filipovic

Effect of Hip Implant Surface Modification on Shear
Stress Distribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151
Aleksandra Vulovic  and Nenad Filipovic  

Deep Learning Based Approach for Assessment of Primary
Sjögren’s Syndrome from Salivary Gland Ultrasonography Images . . . 160
Milos Radovic, Arso Vukicevic, Alen Zabotti, Vera Milic,
Salvatore De Vita, and Nenad Filipovic

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169

vi Contents



Role of Atomic and Molecular Non-observable
Properties in the Understanding and Description
of Real Observables of the Chemical Systems.

A Review

Ivan Juranić(B)

University of Belgrade, IChTM, Centre for Chemistry, Studentski trg 16, 11000 Belgrade, Serbia
ijuranic@chem.bg.ac.rs

Abstract. Chemical species can be characterized by various observable features:
mass, enthalpy of formation, charge (ions), dipole moment, magnetic susceptibil-
ity, electrical susceptibility, electromagnetic spectra, refraction index, polarizabil-
ity, electron density distribution etc. But, on the other hand, the understanding of
chemical an physical behavior is usually based on specific non-observable features
- for example: electronegativity, partial atomic charges, nucleophilicity, atomic
and molecular orbitals, aromaticity, hyperconjugation,…All non-observable fea-
tures generally have no physical unit, and are not amenable to experimental mea-
surements. For that reason the values ascribed to them are strongly dependent
on the definition(s). For example, we know (and use) various electronegativ-
ity scales: Pauling’s, Mulliken’s, Alfred-Rochov’s [1, 2], Sanderson’s, Allen’s,
and other. They are based on different theoretical assumptions, and produce (on
many instances, significantly) different numerical values. On the other hand, all
scales follow similar general trend, indicating that the values reflect some intrinsic
chemical property.

1 Introduction

Electronegativity, as a concept, is highly powerful for rationalization of atomic and
molecular properties and reactivity, and many attempts were made to obtain the scale
which will precisely mimic them. The first electronegativity scale was proposed by
Pauling [3]. It was based on the fact that the energy, D, of a heteronuclear bond, A&B,
is generally higher than the average bond energies of the homonuclear bonds, A&A and
B&B. (This is actually the root of idea of resonance.)

D(AB) = 1

2
[D(AA) + D(BB)] + �AB

The square root of the stabilization term, �AB, was found to be proportional to
atomic constants that were defined by Pauling as atomic electronegativities,

√
�AB ∝ χA − χB .
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It was quickly recognized that electronegativity of an atom depends on the other
bonds in the molecule (e.g. on hybridization).

Another method for definition of electronegativity is well designed for account of
mode of bonding. Mulliken electronegativities are defined as a balance between electron
attracting and electron releasing ability [4]:

Hence, Mulliken defined the electronegativity of an orbital ν (another unobservable)
of an atom A as the mean of the correspondent ionization potential (IAν) and electron
affinity (EAν),

χAv = 1

2
(IAv + EAv)

Based onMulliken’s definition, a number of ‘improved’ models emerge [5–9]. Many
of them have rather sophisticated computational methodology, but in essence a little
improvement was achieved.

Generally, use of Mulliken electronegativities is most popular due the simplicity of
the calculation method.

Situation with partial atomic charges (PAC) is even more complicated, because more
than30different scales are known, and canbedivided in four classes, basedon themethod
for defining them.

Concept of partial atomic charges, which is also important term in chemistry, is
closely connected to the electronegativity. First definition is known as Coulson’s net
atomic charges [10].

qA = ZA −
∑

μ∈A

Pμμ

where qA is the net atomic charge on Ath nucleus, ZA the charge of Ath nucleus (atomic
number), and Pμμ the density matrix given by the summation of multiplications of M.O.
coefficients (c) over occupied orbitals;

Pμμ =
occ∑

i=1

cμi cνi

Originally it was introduced for the analysis ofHückelmolecular orbitals, but quickly
is upgraded with Mulliken definition [11] which is better suited for the analysis of all
valence orbitals population.

qA = ZA −
∑

μ∈A

∑

ν∈A

PμηSμν

where Sμν is the overlap matrix. Therefore, the Mulliken’s net atomic charges give
similar values to the Coulson net atomic charges.

Further variant based on the same (Mulliken’s) idea is proposed by Mayer [12, 13]
involving much more sophisticated model for interatomic electron density partition.
Amount of such variants for the calculation of PAC is very large, but it is hard to pick
one which is more reliable than the other.
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Density functional theory is a quantum-chemical method for accurate calculation of
electron density distribution. It stems from the basic idea of quantum chemistry, that all
molecular properties are derived from the distribution of electron density in molecule(s).
Corollary, it justifies the use of partial atomic charges in molecule which reflect the
distribution of electron density. Specificity of DFT method(s) is in the inclusion of
electron correlation in the calculation of electron distribution in molecule. Besides DFT,
many semiempirical methods implicitly include electron correlation in the distribution
of electron density calculations. Therefore, they offer a quick computation methodology
for the calculation of the distribution of electron density in the molecule.

2 Observables Correlated with Partial Atomic Charges

Partial atomic charges were tested as a reliable method for the calculation of the
observable properties of molecules [14].

The observablewhich is naturallymost directly related to PAC, is the dipolemoment
of molecules. In the special case of diatomic molecules, dipole moments can be used for
experimental determination of partial atomic charges.

There are number of results on ESCA and 1H-NMR chemical shifts, [15–20]
dependence on partial atomic charges. PAC values were proven to be important, but
chemical shifts in ESCA and NMR are markedly influenced by general electron density
distribution.

Many studies were devoted toElectrostatic effects betweenmolecules. Themodels
for the prediction of conformations and properties of polymers [21, 22] and proteins [23,
24] are mostly based on electrostatic interactions between partially charged atoms in the
neighboring polymer chains. Optimization of these interaction may lead to definition
of electrostatic potential surfaces, and from them can be inferred a special scale of
partial atomic charges. These charges are very reasonable for the atoms on the surface
of molecules, but are quite unreasonable for atoms buried inside the complex molecule.

It was proven thatElectronic polarizability is strongly coupledwith atomic charges,
[25, 26] and was mostly applied for the structures in the solid state [27].

Chromatographic retention indices were well correlated with molecular descrip-
tors based on atomic partial charges [28, 29]. Using similar methodology, the odor
thresholds were successfully predicted, too.

Surface tension, boiling point, [29, 30] simulation of bulk densities, surface tension,
and molecular orientation at liquid/vapor interface of molecular system, [31] hydration
free energy estimates, [32] and many other simulations of observables are based on PAC
[33–35].

A common chemist’s intuition hints that acid dissociation constants should be
directly related to the partial charge on acidic hydrogen [36]. The acid dissociation
constant, Ka, which describes the extent to which the compound dissociates in the gas
phase or in the solution, is a fundamental property of many chemical compounds. It is
a key feature which governs the chemical reactivity of the substances in any solvent,
and the interaction with the solvent itself. In aqueous solution, the pKa is a proxy for
several pharmacokinetic properties. Jointly with integrity, lipophilicity, solubility, and
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permeability, pKa has been considered as one of the five key physico-chemical profiling
screens to predict the key properties that affect ADME(T) characteristics [37].

Because no strongly founded method exists for the calculation of partial atomic
charges in molecules, we intentionally used a fast semi empirical molecular orbital
method, MNDO-PM3 (which by default calculates Mulliken partial atomic charges).
This was chosen as one well balanced for hydrogen-bonding interactions. Basic MNDO
underestimates hydrogen bonding, and MNDO-AM1 overestimates it [38–40].

The idea was tested on demanding example: the set of unsaturated and epoxy
polycarboxylic acids presented in Scheme 1.

a b

1. R1 = H ;  R2 = H ;  R3 = COOH ;  R4 = COOH

2. R1 = H ;  R2 = COOH ;  R3 = COOH ;  R4 = H 

3. R1 = CH3 ;  R2 = H ;  R3 = COOH ;  R4 = COOH

4. R1 = CH3 ; R2 = COOH ;  R3 = COOH ;  R4 = H 

5. R1 = H ;  R2 = H ;  R3 = COOH ;  R4 = CH2COOH

6. R1 = H ;  R2 = CH2COOH ;  R3 = COOH ;  R4 = COOH

7. R1 = COOH ;  R2 = CH2COOH ;  R3 = H ;  R4 = COOH

SCHEME 1

For these 14 acids the 32 dissociation constants were measured [41]. The simple
correlation with calculated charge on acidic hydrogen failed (as can be seen on Fig. 1).

A logical explanation is that solvation plays important role in the course of the
dissociation to ions. When partial charges on all atoms in carboxylic group (-C(=O)OH)
are included, the “composite” charge, Q, as a weighted sum of atomic charges, according
to the formula (Eq. 1) can be derived:

Q = qH + A · qO− + B · qC + C · qO= + D (1)

The values of the parameters (after the renormalization) are:

−1 ± 0.0940 (for qH) A = −0.4931 ± 0.0235;
B = −0.0820 ± 0.0321; C = − 0.0368 ± 0.0249;
D = 0.1728 ± 0.0344; (r = 0.9456, n = 32).
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Fig. 1. Relation between measured pKa values of β-alkenoic acids (hollow markers) and corre-
sponding epoxy acids (filled markers), and of calculated charges on carboxylic hydrogen for 1st,
2nd, and 3rd dissociation.

This correlation is plotted on Fig. 2.
The magnitude of parameters A-D could give insight into the mechanistic details

of reactions involving carboxylic group. The major weight of charges on hydrogen and
on hydroxylic oxygen, supports the well-established concept of polarity of O-H bond
as a dominant factor determining the efficiency of carboxylic acids dissociation. This
is directly confirmed by polylinear correlation including only charges on hydrogen and
hydroxylic oxygen. The correlation with charges calculated by the equation:

Q’= qH + A · qO− + B (2)

is only slightly inferior to that from Eq. (1) [−1 ± 0.1070 (for qH); A = −
0.5480 ± 0.0267; B = 0.1372 ± 0.0314; r = 0.9384, n = 32].

The obvious achievement of this approach is a single basis for the evaluation of all
dissociation steps of polycarboxylic acids.

An extensive study is made to find what influences the accuracy of prediction by this
approach [42]. In some cases the quality of correlation is slightly improved by addition
of the simulation of solvent (medium). When charges are calculated by some ab initio
method, the use of charges derived from Natural Bonds Analysis (NBO) gives better
correlation.

The method is successfully applied for the prediction of pKa of protonated amines,
too. Because here is no carboxylic group, the method is slightly modified [43]. We
decided to include in correlation the charge on vicinal nitrogen atom (qN) along with
the partial atomic charge on hydrogen (qH):

pKa(calc) = A × qH + B × qN + C × I + D (3)
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Fig. 2. Relation betweenmeasured pKa values of β-alkenoic (hollow symbols) and corresponding
epoxy acids, and of calculated “composite” charges derived from charges of all atoms in carboxyl
group.

Here, I is the index variable to distinguish between primary, secondary and tertiary
amines. We didn’t deeply analyze this variable, but it is clear that it must account for
differences in steric hindrance, solvation, and other effectors for acidity of ammonium
ions. For this purpose it is set to have integer values. Polylinear regression of data of 57
amines gives the following statistics:

A = −140.878; B = −11.775; C = −1.250; D = 52.773

n = 57; r = 0.937; sd = 0.604; F = 126.306

The correlation between pKa and pKa(calc) of ammonium ions is presented on Fig. 3.
This simple model works equally accurate as various other very sophisticated

approaches, and can be valuable aid in estimation of pKa values of aliphatic amines.
In Fig. 3 is obvious that the scattering of data is minimal for primary amines. A likely
reason for it is that among secondary and tertiary amines the cyclic amines (with N atom
in the ring) are included, which can have markedly reduced steric hindrance. We didn’t
check quinuclidine, because its peculiar structure (bridgehead tricyclic amine) will set
it as outlier.
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Fig. 3. Correlation of experimental and calculated (Eq. 3) pKa values for 57 aliphatic amines.
Standard deviation of estimate is 0.593.

The analogous approach was successfully applied for the correlation of the rate con-
stants for the esterification of substituted pyrimidine acids with diazo diphenyl methane
(DDM) [44] (Table 1).

R C6H4 C
O

O

H
C
Ph

Ph
N

+
N

R C6H4 C
O

O
H

C
Ph

Ph
N

+
N

R C6H4 C
O

O CH
Ph

Ph

(1)

(2)

+ N2

Transition states 
SCHEME 2.

The reaction kinetics is compatible with either transition state shown on Scheme 2:
Concerted five (1) and three (2) membered transition states for the esterification of
carboxylic acids with DDM.

A straightforward correlation of log k2 rate constants with charges on the carboxylic
hydrogen (qH) was satisfactory having regression coefficient r = 0.9708 (Fig. 4, Left).
n = 11, s = 0.001.

An analysis is done on the contribution of the partial charges on every atom of the
carboxylic group of each acid to the composite charge Q, obtained according to Eq. (1),
as shown in Fig. 4, Right (r = 0.9911).

The calculated parameters are as follows: qH = 1.00 ± 0.23, A = 0.06 ± 0.19, B =
0.32 ± 0.14 C = 1.44 ± 0.10, denoting the relative contribution of the atomic charges
to the overall charge expression of the carboxylic group.
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Table 1. Various 2,6-disubstituted-4-pyrimidine carboxylic acids subjected to calculation by
AM1 semiempirical MO method, including solvation effects of DMF.

N

N

Y

X COOH

1
2

3 4

56

N (1) N (3) X Y 
1 -SCH3 -OH
2 -H -OH
3 -H -H
4 -Cl -CH3

5 -OH -CH3

6 -CH3 -H =O =O
7 -OH -OH
8 -CH3 -CH3 =O =O
9 -SH -OH
10 -Cl -Cl
11 -CH3 -OH

-2.2 -2.0 -1.8 -1.6 -1.4 -1.2 -1.0 -0.8 -0.6 -0.4
0.308

0.310

0.312

0.314

0.316

0.318

0.320

0.322

  1

  2   3
  4

  5

  6  7
  8

  9

 10

 11

qH

log(k2)
-2.2 -2.0 -1.8 -1.6 -1.4 -1.2 -1.0 -0.8 -0.6 -0.4

-0.26

-0.25

-0.24

-0.23

-0.22

-0.21

-0.20

  1

  2   3

  4
  5

  6
  7  8

  9

 10

 11

Q

log(k2)

Fig. 4. Left: Correlation of the log (k2) values with calculated charges on carboxylic hydrogen
(qH): Right: the same correlation of log k2 with derived charges (Q) according to the Eq. (1).

Amongmost probable transition states for this reaction, the first one on the Scheme 2,
above, is compatible with the values of parameters obtained by polylinear regression of
Eq. 1. In other words, high value of parameter C shows the dominant role of carbonyl
oxygen interaction with DDM in the transition state of the reaction.

In these calculations, only the most stable conformations of molecules were con-
sidered. Preliminary results show that for conformationally mobile molecules, the dis-
tribution among various conformations markedly influence the reactivity. A weighted
contribution of most stable conformations of the same acid could give more accurate
description of reactivity.
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3 Conclusion

In this short review is shown that calculated partial atomic charges (the easily obtainable
non-observable property) can be used for relatively accurate estimation of (observable)
pKa values of carboxylic acids and of protonated amines. Similar approach can enable
to decide on most probable mechanism for the reaction with carbene precursors, too.

Acknowledgments. Ministry of Education, Science, and Technological Development of the
Republic of Serbia supported this work, Grant No. 172035. Author gratefully acknowledge the
computational time provided on the PARADOX cluster at the Scientific Computing Laboratory
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44. Jovanović, B., Juranić, I., Mišić-Vuković, M., Brkić, D., Vitnik, Ž.: Kinetics and mechanism
of the reaction of substituted 4-pyrimidine carboxylic acids with diazodiphenylmethane in
dimethylformamide. J. Chem. Res. (S) 2000, 506–507 (2000)

https://doi.org/10.1002/jcc.23199
https://doi.org/10.1016/j.molliq.2013.04.017
https://doi.org/10.1021/jp404629a
https://doi.org/10.1016/j.fluid.2019.02.018
https://doi.org/10.5562/cca2462


Heart Mechanical Model Based on Holzapfel
Experiments

Milos Kojic1,2,3(B), Miljan Milosevic2,4, Bogdan Milicevic2,5, and Vladimir Simic2,5

1 The Department of Nanomedicine, Houston Methodist Research Institute,
6670 Bertner Avenue, R7 117, Houston, TX 77030, USA

mkojic42@gmail.com
2 Bioengineering Research and Development Center BioIRC Kragujevac,

Prvoslava Stojanovica 6, 34000 Kragujevac, Serbia
3 Serbian Academy of Sciences and Arts, Knez Mihailova 35, 11000 Belgrade, Serbia
4 Belgrade Metropolitan University, Tadeusa Koscuska 63, 11000 Belgrade, Serbia

5 Faculty for Engineering Sciences, University of Kragujevac,
Sestre Janic 6, 34000 Kragujevac, Serbia

Abstract. We have formulated orthotropic material model for human heart tissue
based on experimental investigation of passive material properties of myocardium
[1]. The Cauchy stress/stretch and shear stress/amount of shear relation curves
are used, which are established experimentally under different loading conditions:
biaxial extension and triaxial shear. The averaged curves obtained from all consid-
ered specimens in [1] are reconstructed and used in our FE computational model.
A computational procedure for determination of stresses for current stretches and
amounts of shear at integration points of the FE model is implemented in the code
PAK. Compressibility condition is imposed to couple the normal stresses using a
penalty formulation. Applicability and reliability of this material model is tested
on simple 3D models and on a heart wall segment under passive conditions. This
numerical model offers an accurate description of the ventricular mechanics and
can be used in studying heart problems in order to improve medical treatment of
heart diseases.

Keywords: Heart mechanics · Heart material model · Biaxial loading · Sommer
and Holzapfel experiment

1 Introduction

Cardiovascular diseases (CVDs) remain the leading cause of death in the developed
world, accounting for an estimate of 17.3 million every year. The treatment of heart
diseases by established therapies could only in part improve the outcome, but novel
therapies need to be developed to affect the disease process more fundamentally. The
application of ICT (Information and Communication Technologies), especially biome-
chanical simulations, in solving the problems of heart diseases and improving therapies,
has been recognized as important activity in the health care sector. Nowadays, there are
models and supercomputers capable of simulating complex physiological events.
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In the field of cardiac modeling, computational simulations provide a powerful tool
to understand heart function and its behavior under different conditions and pathologies.
The common method used for cardiac multi-scale modeling is the finite element method
(FEM) for nonlinear mechanics and drug delivery. Despite all effort made in past in the
field of ICT, the developed computational models are still far away from the everyday
clinical use.

The heartbeat can be decomposed in three different physical problems: electrophysi-
ology, solid mechanics and fluid dynamics. The myocardium is generally regarded as an
anisotropic material with respect to its fiber orientations, although there is evidence of
its orthotropic behavior. When modeling the solid mechanics of the heart, two sources
of stresses should be accounted - the passive and active. The final stresses produced in
the tissue are obtained by summation of these two stresses.

Passive stresses are depends on the structural properties of the cells and the connective
tissues. From early stages [2] soft tissue behavior was described as non-linear over finite
strains. Various computational models have been formulated in modeling the heart wall,
mainly in the form of strain potential [3–5]. The model presented in this work is based
on the recently published experimental investigation of professor Holzapfel and his
research group [1]. The model presented here is based on these experimental findings
and is implemented in our finite element program PAK [6]. Here, we briefly summarize
the model formulation using the experimental constitutive curves without hysteresis. We
show model accuracy and applicability to simple heart geometry.

2 Materials and Methods

2.1 Material Model Based on Holzapfel Experiments [1]

InFig. 1 are shown thebasic definitions of the local axes lying in themyocardial sheets (3–
4 cell wide): f 0 - fiber direction, s0 - sheet direction, and n0 - normal to the myocardium
sheet.

Experimental curves for stress vs. stretch without hysteresis are shown in Fig. 1b.
Figure 1b represents the average biaxial Cauchy stress-stretch relationship obtained
from all considered myocardial specimens for a stretch level of 10%. For simplicity,
the authors refer to the average between the two paths as the ‘elastic’ tissue behavior.
Figure 1b shows the average ‘elastic’ behavior of all tested specimens at different ratios
between MFD and CFD (1:1; 1:0:75; 0:75:1; 1:0:5, and 0:5:1). We will further use the
stretch ratio of the sheet stretch λ2 vs. fiber stretch λ1, which are shown in the Fig. 1b
as. 1.1:1.05 (1.047), 1.1: 1.075 (1.023), 1.1:1.1 (1.0), 1.075:1.1 (0.977) and 1.05:1.1
(0.954).

Shear stresses acting on a material element are shown in Fig. 2a. Size of specimens
used in experiments was 4× 4× 4 mm. The average constitutive stress-strain curves are
shown in Fig. 2b. They are given for the three modes according to notation in Fig. 2a.
The curves are obtained by cycling loading and correspond to different level of ultimate
shear strain. Maximum shear strains are at level 0.5.
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Fig. 1. Left panel: 3D schematic of heart biventricular model and specimen obtained from heart
tissue according to [1], together with material local coordinate system. Right panel: Experimental
curves without hysteresis for biaxial loading of myocardium tissue reconstructed from [1], where
MFD is the fiber direction f0, and CFD is sheet direction s0. Average ‘elastic’ biaxial Cauchy
stress vs. stretch relationship of all considered human LV myocardial specimens subjected to a
max. stretch of 10% with different stretch ratios between MFD and CFD: different stretch ratios,
where black curves correspond to 1:1, red to 1:0:75, green to 0:75:1, blue to 1:0:5 and cyan to
0:5:1).

Fig. 2. (a) Shear stresses acting onmaterial element, according to [1]; (b) Shear stress constitutive
curves, without hysteresis, reconstructed from Fig. 13 of Reference [1], which contains average
‘elastic’ triaxial shear stress vs. ‘amount of shear’ relation of all considered human myocardial
specimens.

2.2 Determination of Stretches in the Material Local Coordinate System

The constitutive curves are experimentally determined in the material local system f 0,
s0, n0, Fig. 1a. Cauchy (true) stresses are expressed in terms of stretches.We here present
a computational procedure for determination of stretches in the local system in terms of
displacements. Following [7], we have that change of the elementary material element
is:

d t s = t
0Fd

0s (1)

and

t
0λ

tn = t
0F

0n (2)
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where d t s and d t s are elementary material elements in the current and initial configura-
tions; tn and 0n are unit normals; t

0λ is the stretch and t
0F is deformation gradient with

respect to the undeformed configuration. Hence we have

t
0λ =

∣
∣
∣
t
0F

0n
∣
∣
∣ (3)

and

tn = 1
t
0λ

t
0F

0n (4)

Deformation gradient is calculated as

t
0F = ∂ tx

∂0x
= I + ∂ tu

∂0x
(5)

where 0x and tx are position vectors of a material point at initial and current configura-
tions, respectively; tx is vector of the same material point in the current configuration;
and tu is the displacement vector.

2.3 Determination of Normal Stresses from Current Stretches

We use experimental curves given in Fig. 1c. The concept of determination of normal
stresses is displayed in Fig. 3. For simplicity of presentation, we omit the indexes ‘t’
and ‘0’ for the time and initial configuration; and also the iteration counter – therefore
variables as stretch, strains, etc. correspond to the current known configuration within
the incremental-iterative scheme of the FE computational procedure. For the current
iteration we calculate the stretches λ1 and λ2 from (3) for the fiber direction f0 and sheet
direction s0, respectively.

Fig. 3. Interpolation of normal stresses in the local (material) coordinate system
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Therefore, we know the ratio λ2/λ1 = c. Now, we need to calculate the stresses σ̄i
in the local system. If the stretch in the local (material) coordinate direction is λi, we
find the two closest curves - for that direction and the loading/unloading state – among
which falls the current ratio c, i.e.

c ≥ a, c ≤ b (9)

σ̄i = c − a

b − a

(

σ 2
i − σ 1

i

)

(10)

where σ 1
i and σ 2

i are stresses at the lower and upper curves, respectively. For the 3D
model we use characteristics for the normal direction to be the same as for the sheet
direction. Special cases when λ2/λ1<amin and λ2/λ1>amax for the fiber and sheet
directions are implemented in the code, assuming linear interpolations in these domains.

Tangent modulus relates stress increment with respect to the increment of strain in
the local material direction, hence we have

ĒT i = λi
∂σ̄i

∂λi
, no sum on i (11)

We use the diagonal tangent constitutive matrix (with these tangent moduli) in the
local coordinate system for calculating the element stiffness matrix.

2.4 Determination of Shear Stresses from Current Shear Strains

Following Fig. 2a we can express the mechanical work due to shear stresses as:

Wshear = τ12
∂ ū2
∂ x̄1

+ τ21
∂ ū1
∂ x̄2

+ τ23
∂ ū3
∂ x̄2

+ τ32
∂ ū2
∂ x̄3

+ τ31
∂ ū1
∂ x̄3

+ τ13
∂ ū3
∂ x̄1

(12)

For easer presentation,we introduce one-dimensional shear stress and ‘shear strains’:

τshT = [τ12τ21τ23τ32τ13τ31] (13)

ēshT =
[
∂ ū1
∂ x̄2

∂ ū2
∂ x̄1

∂ ū2
∂ x̄3

∂ ū3
∂ x̄2

∂ ū1
∂ x̄3

∂ ū3
∂ x̄1

]

(14)

The following steps are used for the shear deformation:

1. Determine the local strain-displacement matrix B̄,

B̄ = TεTB (15a)

where Tε is the strain-displacement transformation matrix [8, 9]. This matrix is also
used for the normal stress components.
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2. Use the shear stresses in the local (material) coordinate system for calculation of the
nodal force vector, as

τ4 = τ12 + τ21, τ5 = τ23 + τ32, τ6 = τ13 + τ31 (15b)

3. Calculate nodal forces,

F =
∫

V

B̄T σ̄dV (15c)

where σ̄ is the six-component stress matrix in the local system, which includes the
normal and shear components.

4. Use average shear moduli in local system as

Ḡ4 = 1

2

(

Ḡ42 + Ḡ21
)

, Ḡ5 = 1

2

(

Ḡ23 + Ḡ32
)

, Ḡ6 = 1

2

(

Ḡ13 + Ḡ31
)

(15d)

Calculate the stiffnessmatrixwith the diagonal constitutivematrix C̄, which includes
terms given in (11) and (15d), as

K =
∫

V

B̄T C̄B̄dV (15e)

2.5 Compressibility Condition – Penalty Formulation

We use the penalty formulation for imposing the compressibility condition. According
to the variational principle, we have the equation [9]:

δẆext + δẆint + δẆconstr = 0 (16)

where Ẇext , Ẇint and Ẇconstr are powers due to external loading, internal stresses and
constraints, respectively. In case of compressibility, the constraint can be written as:

Ẇconstr = 1

2
λp

∫

V

(
∂vi

∂xi
− cV σ̇m

)2

dV (17)

where λp is penalty factor, vi are velocities, σ̇m is the mean stress rate, and cV is
compressibility coefficient.
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3 Numerical Examples

Wehave selected two basic 3D examples to show reliability of this sophisticatedmaterial
model. First examples is simple 3D element with prescribed displacements in x and y
directions (Fig. 4a), to show applicability of the model in biaxial stretch conditions.
Displacements are linearly changing in time, and are prescribed with different ratios,
as in the experiment, ux/uy = 0.5/1.0, 0.75/1.0, 1.0/1.0, 1.0/0.75 and 1.0/0.5. Field of
displacements in x and y directions for the case ux/uy = 1.0/0.5 is shown in Fig. 4b–c,
while change of ux and uy over time is shown in Fig. 4d.

Fig. 4. (a) 3D model with prescribed displacements ux and uy. (b) Field of displacement ux for
1.0 (MFD) : 0.5 (CFD) (c) Field of displacement ux for 1.0/0.5 ratio (d) Change of displacements
ux and uy over time for 1.0 (MFD) : 0.5 (CFD) ratio.

Results of the FE simulations regarding biaxial Cauchy stress vs. stretch relationship
are plotted in Fig. 5. It is assumed that material is incompressible.

Second example is the same 3D model subjected to displacement in y direction to
mimic pure shearing conditions (Fig. 6). Displacement field uy is shown in Fig. 6b,
while comparison of the experimental and numerical results for the stress-amount of
shear (here it is the shear strain) relationship is displayed in Fig. 6c.
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Fig. 5. Comparison of experimental and FE numerical biaxial Cauchy stress vs. stretch relation-
ship. One 3D finite element is subjected to maximum stretch of 0.1, with different ratios between
MFD and CFD (0.5 : 1.0, 0.75 : 1.0, 1.0 : 1.0, 1.0 : 0.75 and 1.0 : 0.5).

Fig. 6. (a) Model geometry and boundary conditions in plane XY; (b) Displacement fields uy for
maximum value of 0.1; (c) Amount of shear vs shear stress diagram.
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3.1 2D Model of Real Heart Wall Segment

Here we used the same example as presented in [10], with passive stresses in heart model
calculated using the above described orthotropic material model. The geometry of the
model is shown in Fig. 7a, and the first layer is shown in Fig. 7b.

Fig. 7. (a) Small domain of heart wall tissue [11]; (b) First layer of muscle cells close to sub-
endocardium; (c) Prescribed change of calcium concentration in heart tissue; (d) Contraction of
the right side of heart tissue over time; (e) Displacement field ux at t = 0.8 s; (f) Displacement
field uy at t = 0.8 s.

Electromechanical coupling used in our models is according to the expression for
generation of the active stress σact within muscle sarcomere and along the fiber of the
heart muscle, according to [12],

σact =
[

Ca2+
]n

[

Ca2+
]n + Cn

50

σmax[1 + η(λ − 1)] (18)

where Ca2+ is calcium concentration; σmax is maximum isometric stress, C50 is con-
centration for 50% availability of actin sites for the cross bridge binding, n is related
to the rate of this availability to concentration, η is parameter which is governing the
rate of muscle fiber deformation; and λ the fiber stretch. Input function of calcium is
shown in Fig. 7c, which was used to compute the active stress. This stress acts as a dis-
tributed external loading on the muscle tissue causing muscle deformation and motion
[12]. Contractions in x direction are shown in Fig. 7d, while field of displacements at
t = 0.8 for both x and y directions are shown in Fig. 7e and f, respectively.
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4 Summary and Conclusions

We here presented new orthotropic material model for passive stress response of
myocardium. Model is based on experimental investigation of prof. Holzapfel and his
research team. The presented 3D examples showed accuracy and applicability of numer-
ical model. Simple 2D model with real muscle cells demonstrates applicability of the
model in investigation of realistic coupled electro-mechanical behavior of the whole
heart.
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Abstract. In this review we present the current stage and developments in the
finite element modeling of mass transport by the smeared concept, introduced and
conducted by the first author over several years. The basis of this methodology
represents the formulation of a composite smeared finite element (CSFE). The
CSFE consists of domains which can be at different length scale, where we have
separate physical fields for each of the domains and with the corresponding gov-
erning laws. The continuum domains within the CSFE also include 1D transport
represented in a continuum form by the appropriate transport tensors. The fields
are coupled by the connectivity elements at each node, representing transport prop-
erties of the walls separating the domains. Formulation of this methodology and
applications on various biomedical problems have been published in a number of
recent publications. Here, we give an overview of these achievements and show
some results of the current research.

Keywords: Smeared finite element methodology · Composite smeared finite
element · Biological systems ·Multiscale models

1 Introduction

The fundamental process in living organisms is material transport. It includes trans-
port of oxygen, various molecules as drugs, metabolic transport within tissue and organ
liquids, transport of waste generated by cell functions, ionic transport within cells and
through biological membranes, electrical signals, etc. The efforts over centuries were
directed to find the laws for extremely complex phenomena related to mass transport in
the organs, from the macro-world to molecular and atomic scales. Research has been

© Springer Nature Switzerland AG 2020
N. Filipovic (Ed.): ICCB 2019, LAIS 11, pp. 22–34, 2020.
https://doi.org/10.1007/978-3-030-43658-2_3

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-43658-2_3&domain=pdf
https://doi.org/10.1007/978-3-030-43658-2_3


Finite Element Models with Smeared Fields Within Tissue 23

experimental, rather than theoretical due to complexity of problems. Various laws of
physics and chemistry were implemented for the description of the transport phenom-
ena. In last decades the analytical interpretation of the transport laws were enhanced by
computational modeling due to enormous advances in computer technology and compu-
tational methodology. But, still, there is today a need for improvement of computational
methods in order to generate software as a tool for achieving better therapy and cure
successfully various deceases. We further give some basic data about the complexity of
the environment where the mass transport takes place, and computational approaches in
modeling the transport.

Considering tissue, we first can state that tissue is a composite medium with two
distinct domains: extracellular and intracellular space. Next, extracellular space can be
considered as a porous mediumwhere the extracellular matrix represents the solid phase
while the pores are filled with biological fluid. There exists a fluid flow within tissue
because fluid due to transport through capillary walls from capillary system to pores,
and in the reverse direction; and due to action of the lymphatic system which serves as a
fluid drainage. Furthermore,molecules and other particulates are transported between the
capillaries and extracellular space, but also to cells (and in reverse direction) through cell
membranes. Additionally, interior of cells is complex, with the cytosol, cytoskeleton and
organelles. In a simplified description, it is adopted that the governing laws for transport
within the continuum domains and through biological barriers (vessel walls, and cell
and organelle membranes) can be described according to the Darcy velocity-pressure
relationship for convection and Fick’s law for diffusion [1].

There are additional complexities in transport within tumors, due to irregular blood
vessel branching and variability of vessel diameters and lengths, and geometric and
viscous resistance [2–6]. A summary of the characteristics of blood flow within tumor
vasculature is given in [7]. Mass exchange within the cell interior represents a separate
field of the overall biomedical and clinical investigations. There are various factorswhich
affect mass exchange within cells. These factors range from biochemical to mechanical,
to signaling pathways [8]. Special methodologies and software have been developed for
modeling mass exchange within cells, as a ‘virtual cell’ [9, 10].

Traditional computational methods include modeling of transport within blood ves-
sels, tissue and cell interior. A simplified approach for transport in blood vessel, which
is suitable for certain applications, goes back to the “network” method [11], with appli-
cation of the Hagen-Poiseuille law [12] for fluid, and Fick’s law for diffusion within
moving fluid according to pipe flow conditions. Transport of rigid elliptical particles
in flow within small vessels was studied in [13], while in [14] trajectories of differ-
ent particle shapes within a net of small channels are investigated experimentally and
numerically. By modeling deformable cell motion in fluid through a capillary narrow-
ing, a critical pressure-diameter of cell relationship for cancerous cells in metastatic
processes was calculated in [15].

Further, we list our references for mass transport with application to the medical
problems. First, we introduced in [16] a correction function for diffusivity in the Fick’s
law in case of particulate transport within extracellular space. This correction is due
to the molecular interaction between the transported molecules and the surrounding.
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Molecular dynamics (MD) was used for calculation of the equivalent diffusion coeffi-
cient for the finite element modeling [17–21]. This multiscale hierarchical model was
implemented into various biomedical problems [22–24]. The subsequent methodology
for mass transport is based on the smeared concept representation. Formulation of the
composite smeared finite element (CSFE) is introduced in [25] and further generalized
and applied in biomedical engineering in [26–31].

In the next section we summarize the basic equations which describe the smeared
FE methodology, while in Sect. 3 we briefly present the relations for coupling of ionic
transport with electrical field and electromechanical coupling. In Sect. 4 are given several
numerical examples solved by using the smearedfieldmethodology. In the last sectionwe
present conclusions regarding the generality and advantages of the smeared FE models
with respect to the traditional ones.

2 Smeared Finite Element Model Formulation

Here we summarize the fundamental relations in the formulation of the smeared finite
element model. There were few basic steps in this formulation.

First, we introduced composite smeared finite element (CSFE) in [25] and general-
ized in [29], as a FEwhich contains as many domains as there are physical domains to be
modeled: capillary domain, lymph domain, extracellular domain, domains of different
types of cells, and organelles within cells. In case of electrophysiology, we additionally
have the domain of the nerve network. This general CSFE is schematically shown in
Fig. 1. Number of domains is Nd .

Fig. 1. Composite smeared finite element (CSFE), according to [29].

Each of the domains K occupies the volume VK of the element volume V, as

V K = r KV V (1)
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where r KV is the volumetric fraction. Each domain has its own physical filed φK , with
the nodal values φK

J as shown in the Fig. 1, with interpolation

φK =
∑

J

NJφ
K
J (2)

where NJ are interpolation functions and summation goes over all nodes. We consider
gradient driven physical fields: concentration for diffusion, pressure for flow through
porous media, temperature for heat conduction, electric potential for electrical conduc-
tion, with the corresponding constitutive law: Fick’s law for diffusion, Darcy’s law for
fluid flow, Furrier’s law for heat conduction, Ohm’s law for electrical conduction. The
balance equation for a domain K has a standard FE form [1, 29],

(
1

�t
M+K

)K (i−1)

��K (i) =QKext +QK
V − 1

�t
MK (i−1)

(
�(i−1) − �t

)K

−KK (i−1)�K (i−1) (3)

where

MK
I J =

∫

V

cKm NI NJr
K
V dV

K K
I J =

∫

V

DK NI,k NJ,kr
K
V dV, sum on k, k = 1, 2, 3

QK
V I =

∫

V

NI q
K
V r KV dV (4)

where �K is the nodal vector; cKm and DK are the “mass coefficient” and transport
coefficient, respectively. We have that cKm = 1 and DK is diffusivity for diffusion;
cKm = 0 and DK is the Darcy permeability coefficient for fluid flow; for heat conduction
cKm = ρcT and DK is heat conduction coefficient. For electrical potential we have that
the “mass” matrix is

MI J = ε

∫

V

NI,k NJ,kdV, sum on k, k = 1, 2, 3 (5)

and DK is the electrical conductivity.
In case of smeared domain representing the transport through a network of practically

1D transport conditions, as in capillary, lymph or neural fibers, we first need to transform
the 1D to the continuum (2D or 3D) mathematical representation. This can be achieved
by introducing a transport tensor Dij (details are given in [25, 29]) as

Di j = 1

Atot

∑

K

DK AK �Ki �Kj (6)

where summation goes over all 1D line elements in the vicinity of a considered point of
the space in the FE model; AK are the cross-sectional areas, �Ki are directional cosines,
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and Atot is the total cross-sectional area of the line elements. Note that the mass matrices
do not need the transformation of the form (6).

Continuum fields within the CSFE are coupled by 2-node connectivity elements
at each FE node, as schematically shown in Fig. 1. These elements take into account
transport characteristics of walls for 1D domains, or membrane transport in case of cells
or organelles. The balance equations have the form (3). The “mass” matrices can be
expressed as

M11 = M22 =
1

3
cmJ AJ h, M12=M21=

1

6
cmJ AJ h (7)

where cmJ is the “mass coefficient” for the wall of the 1D line models (according to
the above definition for continuum); while in case of electrical field, the coefficient is
capacitance of the wall [30]. The terms AJ and h are the interface area belonging to the
node J and wall/membrane thickness, respectively. The wall transport matrix is

K11 = K22 = −K12 = −K21 = Dwall AJ (8)

where Dwall is the wall/membrane transport coefficient. In case of diffusion or heat
transfer, there is additionally a convective matrix which can be expressed as

K v
11 = −K v

22 = −K v
21 = K v

12 = −1

2
kh AJ (�1 − �2) (9)

where�1 and�2 stand for pressures or temperatures, respectively; and kh is the hydraulic
coefficient.

3 Coupling Ionic Transport with Electrical Field
and Electromechanical Coupling

In case of transport of ions through tissue there is coupling between electrical field and ion
concentration. The balance equation for ions in a continuum relies on the Nenrst-Plank
equation and can be written in the form [9]

∂c

∂t
= ∂

∂xi

[
D

∂c

∂xi
+ DzF

RT
c
∂Ve
∂xi

]
, sum on i : i = 1, 2, 3 (10)

where c is concentration,D is diffusivity, z ismolecule valence,F is the Faraday constant,
R is the gas constant, T is absolute temperature, and Ve is electrical potential. The source
term - second within the parenthesis of the expression (10), gives the nodal mass flux
within the domain K as

QKE
J = DFz

RT

∫

V

NJ
∂

∂xi

(
c
∂Ve
∂xi

)
r KV dV (11)

On the other hand, the ion concentration affects the field of electrical potential. The
nodal current due to change of ion concentration in the domain can be evaluated through
the expression

I Kc
J =

∫

V

NJ

∑

m

zmF
∂cm
∂t

r KV dV (12)
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where summation includes all transported ions. The transport matrix can be expressed
as [30]

K11 = −K21 = AJ

(
Pn fn + Pd

N

eN − 1
fnk

o
pH

)

K22 = −K12 = AJ

(
Pn fn + Pd

NeN

eN − 1
fnk

i
pH

)
(13)

wherePn andPd are permeability coefficients for neutral and ionized forms ofmolecules,
f n and kpH are material constants which take into account chemical and electrochemical
characteristics of the transported molecules (details are given in [9, 30, 32]); the upper
indices “i” and “o” denote sides of the membrane; and N = zFE

RT , where E is the
membrane electric potential.

Besides the current through membrane according to capacitance and conduction,
with the matrices given by Eqs. (7) and (8), there exists additional current Iion due to
flow of various charged molecules through the membrane; this flow depends on the
membrane potential [33, 34]. Detailed derivation of expression for Iion for sodium and
potassium molecules is given in Appendix 2 of reference [30].

Electromechanical coupling is the vital process in muscles and has been investigated
over centuries. We used in our models the expression for generation of the active stress
σ act within muscle sarcomere and along the fiber of the heart muscle, according to [35]

σact =
[
Ca2+

]n
[
Ca2+

]n + Cn
50

σmax[1+ η(λ − 1)] (14)

where Ca2+ is calcium concentration; σmax is maximum isometric stress, C50 is con-
centration for 50% availability of actin sites for the cross bridge binding, n is related to
the rate of this availability to concentration, η is parameter which is governing the rate of
muscle fiber deformation; and λ the fiber stretch. Calcium concentration depends on the
membrane potential and we use smearedmodel for calculating the field of electric poten-
tial, then determine calcium concentration and compute the active stress. This stress acts
as a distributed external loading on the muscle tissue causing muscle deformation and
motion [36].

4 Numerical Examples

We have selected three examples which are typical for application in biomedical engi-
neering problems. They illustrate the main features of our smeared finite element
models.

4.1 Application of CSFE in Estimation Transport Parameters

In reference [37] drug transport properties in a mouse model of murine breast cancer
(4T1) liver metastases were investigated. The study provided insight into origins of drug
transport-based therapeutic resistance inmetastases and proposed strategies to overcome
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those resistances. Here we use our CSFE element to simulate 10 and 70 kDa dextran
diffusion in order to estimate of the apparent diffusion coefficients inside tumor. This is
achieved by fitting tumor intensity profiles with the molecule concentration.

The tumor is represented by 1/8 sphere within surrounding cubic domain as the
surrounding breast tissue (Fig. 2a). The size of tumor in the model was set to values
based on IVMdata: 160, 167, and 163µm, respectively. IVM imaging revealed that there
are no capillaries within tumor (volumetric fraction rv = 0) so that dextran permeation
relies on diffusion characterized by diffusivity D. Surrounding cubic liver domain was
modeled with 20% capillary volume and tissue diffusion coefficient 10 µm2/s [37]. The
quantified dextran intensity in liver (Fig. 2b) was used as a systemic input concentration
profile which induces a diffusion gradient transport of dextran into tumors. Numerical
simulations of dextran diffusion into the tumor from liver were run for the time period
of 280–300 s maximum; an example of concentration field is shown in Fig. 2c and an
example of fitted profile is shown in Fig. 2d. It was found that diffusion coefficient within
tumor for dextran 10 kDa was D= 5–9 µm2/s (mean value 7.3 µm2/s) while for 70 kDa
dextran it was D= 0.1–0.3 µm2/s (mean value 0.2 µm2/s) which was quite similar to
other studies experimental values.

Fig. 2. (a) Finite element model of spherical tumor with surrounding tissue (3D representation);
(b) Dextran 10 and 70 kDa fluorescence kinetics in a 4T1 tumor and surrounding liver (used as
input concentration curves); (c) Concentration field of 10 kDa red dextran tracer calculated using
CSFE 3D model of 160 µm 4T1 metastatic tumor; (d) Example of fitted fluorescence curves of
10 kDa dextran in a tumor to determine diffusion coefficient (according to [37]). (Color figure
online)
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4.2 3D Model of Heart Ventricles with Purkinje Fibers, Tissue and Muscle Cells

Here, we first present calculation of the electrical field using detailed and smeared
model, and then show results for deformation of the heart wall due to electro-mechanical
coupling.

Electrical signal within the heart wall is transmitted by the neural fibers forming the
so called Purkinje network. Purkinje fibers are located in thin layer between hart wall
layer and internal myocardium. In order to appropriately take into account this network
in our CSFE element of a 3D real model of heart walls (which can include LV, RV
and other compartments of the heart), we generated additional layer of uniform 3D FE
elements which represents the domain of Purkinje network. Parameters needed for this
domain are: thickness of Purkinje network layer, volume fraction of fibers within this
layer, and conductivity tensor.

Procedure for generation of additional layer is outlined in Fig. 3, together with result-
ing mesh for two examples: ¼ sphere model, and heart with ventricles. This procedure
is implemented in our in-house software CAD. As a result, we have the fractal based
Purkinje 1D network which is projected to 3D real model of human heart.

Fig. 3. Additional layer with uniform mesh for Purkinje network (a) 3D additional domain; (b)
Domain of ¼ sphere; (c) Heart model with RV and LV.

A 3D mesh of Purkinje fibers, Fig. 4a, is manually created for the heart ventricle
model. Algorithm for generation of uniform layer is applied to a 3D tissue with the
thickness 0.1 mm; the mesh is shown in Fig. 4b. Corresponding conductivity tensor,
based on 1D Purkinje mesh from Fig. 4a, is calculated according to Eq. (6) for uniform
mesh from Fig. 3b, and used in smeared model.

Fig. 4. (a) Purkinje fibers in detail model; (b) Uniform layer in smeared model, (c) Detail model
with Purkinje fibers; (d) Smeared model with uniform layer.
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Detailed model of biventricular heart and corresponding smeared model are shown
in Figs. 4c, d. Inlet function of potential Vin(t) is prescribed at inlet of fibers, and has
the shape shown in Fig. 5.

Data used in the detailed and corresponding smeared model are (Ga in [AV−1m−1],
Gm in [Siemens/cm2], Cm in [F/cm2]):

Large nerve fibers: Ga – 1011; Gm – 105; Cm – 0.1
Small nerve fibers: Ga – 1011; Gm – 105; Cm – 0.1
Extracellular Space: Ga x – 107; y – 107; z – 107

Diameter of small nerves is: 0.1 µm
In Fig. 5 is displaying electrical potential in extracellular space (tissue) domain of

detailed (black line) and smeared model (blue dots fibers). It can be seen that solutions
for the detailed and smeared model are practically the same.

Fig. 5. Electrical potential vs. time for extracellular space - detailed vs. smeared.

Fields of electrical potential in extracellular space, for detailed model (upper panels)
and smeared model (lower panels) for few timemoments (0.05 s, 0.3, 0.35, 0.5 and 0.75)
of the first cycle of the action potential function, are given in Figs. 6, 7 and 8: for XY,
view inside of left and right ventricles, and rotated view (results are presented as dots),
respectively. It can be noticed good agreement between the two models.

Fig. 6. Electrical potential in tissue for detail model (upper panel), and smeared model (lower
panel) - view XY.
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Fig. 7. Electrical potential in tissue for detail model (upper panel), and smeared model (lower
panel) - view YZ inside ventricles.

Fig. 8. Electrical potential in tissue for detail model (upper panel), and smeared model (lower
panel).

The same 3D biventricular heart model is used for the coupled electro-mechanical
simulation, with constrains in septum zone (Fig. 9a), and with the real fibers mesh
orientation shown in Fig. 9b and c.

Fig. 9. Heart electromechanical model. (a) boundary conditions in the model; orientation of the
fibers: top (b) and side (c) view.
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The above described electrical field is used, and the active stress is calculated accord-
ing to Hunter’s relation for excitation-contraction coupling (14). Passive stresses are
determined using constitutive relations for linear elastic material model with Young’s
modulus of E= 1000 Pa and Poisson ratio of µ= 0.49. Displacements of the heart wall
for the first cycle of the electrical signal (Fig. 5) are show in Fig. 10.

Fig. 10. Displacements in coupled electro-mechanical model of biventricular heart for one cycle
of the electrical wave.

5 Conclusions

The presented finite element methodology of coupled smeared physical fields in the
composite media opens new possibility of solving complex problems in various domains
of science and technology. This is particularly important in computational modeling of
large scale bioengineering problems, such as drug delivery within tumors and entire
organs. The smeared physical fields can further be coupled to mechanics as in case of
muscles or heart.
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Abstract. In this paper we present application of recently developed composite
smeared finite element (CSFE) to electrophysiology problems and ionic transport,
mainly in heart tissue. The main advantage of the CSFE is that discrete transport,
approximated by 1D finite elements within nervous system, can be transformed
into a continuum framework. The governing balance equation for electrical flow
within neuron fibers is defined according to the cable theory. This governing
equation is then transformed into continuum format represented by formulating
a conductivity tensor. We include transport of ions which affects the electrical
potential, therefore there exists a coupling between ion concentration and the
electrical field. Besides general presentation of the smeared FE methodology, we
give some additional details regarding the derivation of the coupling relations
within the CSFE, and also accuracy analysis of the element. Accuracy is tested
on several simple 2D and 3D examples of Purkinje fibers network with different
electrical potential. Using the smeared field approach, we can analyze various
complexproblems in a simple form,with all important physical properties included
in the model.

Keywords: Composite smeared finite element · Electrophysiology · Nerve
network · Ionic transport · Conductivity tensor

1 Introduction

Material transport, as a fundamental process in living organisms, includes ionic trans-
port within cells and through biological membranes, electrical signals, etc. Tremendous
efforts have been made over centuries to find the laws for the extremely complex trans-
port phenomena, while in last decades the analytical interpretation of the transport laws
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were enhanced by computational modeling. But, still, there is today a need for improve-
ment of computational methods in order to develop computational methods and software
for achieving better therapy and cure successfully various deceases.

Due to the enormous complexity of the biological system, it would be almost impos-
sible to generate a detailed computational model for the physical fields related to mass
transport, electrophysiology and coupled fields. It is desirable to have amethodology fea-
sible for practical applications.We have introduced a smeared concept for mass transport
in capillary system and tissue in [1] and further generalized and applied in biomedical
engineering in references [2–7].

In the next section we summarize the basic equations which describe the smeared
FE methodology, while in Sect. 4 we give several numerical examples solved by using
this methodology. In the last section we present conclusions regarding the generality and
advantages of the smeared FE models with respect to the traditional ones.

2 Smeared Finite Element Model Formulation

In this sectionwe summarize the fundamental relations in the formulation of the smeared
finite element model. There were few basic steps in this formulation. First, the composite
smeared finite element as introduced (CSFE) in [1] and generalized in [5], represents
a FE which contains separate domains which correspond to physical domains to be
modeled. In case of electrophysiology, there is also the domain of the nerve network.
This general CSFE is schematically shown in Fig. 1a. Number of domains is Nd .

Fig. 1. (a) Composite smeared finite element (CSFE), according to [5]. (b) Cell with current IV
through membrane due to membrane potential difference, and ionic current Iion due to molecule
flow included in connectivity elements 1, 2.

Each of the domains K occupies the volume VK of the element volume V and has
its own physical field φK , with the nodal values φK

J as shown in the figure. We consider
gradient driven physical field of the electric potential for electrical conduction, with
the corresponding constitutive law - Ohm’s law for electrical conduction. The balance
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equation for a domain K has a standard FE form [5, 8],

(
1

�t
M+K

)K (i−1)

��K (i) =QKext +QK
V − 1

�t
MK (i−1)

(
�(i−1) − �t

)K

−KK (i−1)�K (i−1) (1)

where

MK
I J = ∫

V
cKm NI NJr KV dV

K K
I J = ∫

V
DK NI,k NJ,kr KV dV, sum on k, k = 1, 2, 3

QK
V I =

∫
V
NI qK

V r KV dV

(2)

where �K is the nodal vector; cKm and DK are the “mass coefficient” and transport
coefficient, respectively. For example, we have for heat conduction that cKm = ρcT and
DK is heat conduction coefficient, while for diffusion cKm = 1 and DK is diffusion
coefficient. For electrical potential we have that the “mass” matrix is

MI J = ε

∫
V

NI,k NJ,kdV, sum on k, k = 1, 2, 3 (3)

and DK is the electrical conductivity.
Continuum fields within the CSFE are coupled by 2-node connectivity elements at

each FE node, as schematically shown in Fig. 1a. These elements take into account
transport characteristics of walls or membrane transport in case of cells, as 1D domains.
The balance equations have the form (1). The “mass” matrices can be expressed as

M11 = M22 =
1

3
cmJ AJ h, M12=M21=

1

6
cmJ AJ h (4)

where cmJ is capacitance coefficient of the wall in case of electrical field [6]. The terms
AJ and h are the interface area belonging to the node J and wall/membrane thickness,
respectively. The wall transport matrix is

K11 = K22 = −K12 = −K21 = Dwall AJ (5)

where Dwall is the wall/membrane transport coefficient.
The governing balance equation of electrical flow within neural fibers relies on the

so-called cable theory. For the axial current flow along a nerve without lateral flow, the
basic relation is

Ix = −Ga
∂Ve
∂x

(6)

where Ix is the current density along the fiber axis x, Ga is axial conductivity and Ve

is electric potential. In case of large neural fibers, there is practically only the axial
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flow, and the FE model consists of the 1D elements with a standard form (1) of balance
equations.

In case when there is the lateral flow through the wall, that flow can be expressed in
the form (taking that current going out of the fiber is positive),

Imem = Gm

(
V in
e − V ext

e

)
+ Cm

(
∂V in

e

∂t
− ∂V ext

e

∂t

)
+ Iion (7)

where Gm andCm are the wall conductivity and capacitance, respectively; V in
e and V ext

e
are potentials within fiber and in the surrounding; and Iion is ionic current due to flow of
various charged molecules through the wall, which depends on the membrane potential
[9, 10]. The lateral flow is modeled by connectivity elements 1, 2 at double nodes along
fibers and on the cell membranes (Fig. 1b). Detailed derivation of expression for Iion for
sodium and potassium molecules is given in Appendix 2 of reference [6].

3 Conductivity Tensor for Purkinje Network

Due to enormous number of nerves in the heart, generating a true detailed model, with
all those nerves included, is complex, not practical, and is very time consuming. In
order to develop model which is suitable for general applications some simplifications
are needed. This is achieved by our smeared concept, applicable to 1D transport as
in capillaries, lymph vessels or neural fibers. We need to transform the 1D flow to the
continuum (2D or 3D)mathematical representation. This can be achieved by introducing
a transport tensor Gij (details of the derivation are given in [11]) as (Fig. 2):

Gi j = 1

Atot

∑
K

GK AK �Ki�K j (8)

where Atot = ∑
K

AK =π
4

∑
K
d2K is the total cross-sectional area of nerve, �K j is the

directional cosine of the nerve axis with respect to the coordinate axis j, GK is conduc-
tivity for nerve K. In case of general nerve mesh we take points within the space and
consider all nerves in the selection domain (vicinity) as schematically shown in Fig. 4a.
Then, in a point B of a continuum, we calculate the coefficients of the conductivity tensor
according Eq. (8) where summation goes over all points AK in the vicinity of the point
B, Fig. 4b.

Fig. 2. (a) Detailed model with prescribed potentials V(t) at boundaries. (b) Interpolations of
coefficients of conductivity tensor: summation over all points AK in the vicinity of the point B
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Interpolation for direction factors for case from Fig. 4b can be done following pro-
cedure presented in [11], which includes distances between point B and points A1, A2,
A3,…, An, denoted as L1, L2, L3,…, Ln. Using this procedure interpolation coefficients
c1, c2, c3, …, cn can be calculated and used for calculation of resulting conductivity
tensor at node B as:

Gi j = 1

Atot

∑
K

cKGK AK �Ki�K j (9)

where cK stands for ck . Note that if point B (FE node) is on the fiber, then summation
goes over K = 1 only.

4 Numerical Examples

Accuracy for smeared model is tested on several simple 2D examples by comparison
with detailed models.

4.1 Simple 2D Model

Mesh for detailed model, 2D tissue, and 1D domain of small neural fibers are presented
as blue lines in Figs. 3a, b, c, and inlet activation Purkinje function is shown in Fig. 1d.

Fig. 3. Detailed model for: (a) parallel-aligned small neural fibers, (b) orthogonal cross-aligned
fibers, (c) with diagonal fibers, (d) inlet Purkinje activation function

Parameters of the model are as follows: dimension of the domain is L= 10, Area=
100 [mm2], FE mesh division in 20 × 20, and time steps used in simulations are 400 ×
0.005 s. Electric potential of Vin is Purkinje activation function in [mV] prescribed at the
left border of 1D nodes of the model, while Vout = 0 is prescribed at the right boundary.
The fibers arewith diameter ofDpipe= 0.1 [mm], conductivity isGa= 1000 [AV−1m−1],
membrane conductivity is Gm= 1000 [AV−1m−1], while capacitance of cell membrane
is Cm= 1 [S/µm2]. Conductivity in extracellular space is assumed to be isotropic with G
= 0.001 [AV−1m−1]. Volumetric fractions of nerve domain for models at Fig. 1. are: rV
= 0.1459 for parallel-aligned, rV = 0.298 for orthogonal cross-aligned, and rV = 0.502
for diagonal-aligned fibers. Results for 2D detailed and smeared models for parallel,
orthogonal and diagonal aligned fibers are shown in Figs. 4 and 5, respectively.
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Fig. 4. Electrical potential for (a) detailed model – neural fibers and tissue, (b) smeared model
– tissue. Model 1 represents parallel-aligned, model 2 is for orthogonal, model 3 is for diagonal-
aligned fibers included.

Fig. 5. Graph for electrical potential vs time for detailed and smeared model for (a) parallel-
aligned fibers, (b) orthogonal cross-aligned and (c) for diagonal-aligned fibers included.

4.2 A Real 2D Model of Heart Wall with Purkinje Fibers

Example for accuracy analysis of CSFE model and conductivity tensor is based on a
two dimensional fractal network of Purkinje fibers in the human heart [12], as shown in
Fig. 6.



Composite Smeared Finite Element – Application to Electrical Field 41

Fig. 6. Generation of the Purkinje network in the human heart. (a) Two-dimensional fractal net-
work [12]. (b) Referent model for testing accuracy of smeared model, (c) FE mesh of referent
smeared model (d) FE mesh of detailed model

Referent domains used in our simulations are shown inFig. 6b and d.We consider two
differentmodels: detailed and smeared.Detailedmodel contains 1D elements, embedded
in surrounding 2D tissue.

Reconstruction of 1D fibers from 2D network is done using our in-house Imaging
CAD which allows manual segmentation of 1D elements. Inlet potential is prescribed at
left side of the model (constant V(t) or Purkinje V(t) function), Fig. 6b and c. On right
side we used isolated system or prescribed V = 0 potential. Results for detailed and
smeared model are shown in Fig. 7, in case of prescribed V = 0 potential.

Fig. 7. Field of electric potential in case of detailed (a) and smeared (b) model.

Figure 8 shows mean potential within tissue vs. time, assuming that the initial poten-
tial is equal to zero. Results from Figs. 7 and 8 show that smeared model with appro-
priately calculated conductivity tensor is accurate enough as detailed model and can be
further used in coupled electromechanical simulations.
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Fig. 8. Graph for electrical potential for detailed and smeared model.

5 Conclusion

Presented FE models based on the smeared concept offer a novel computational tool
for practical applications in biomedical investigations of electrical transport. Selected
examples demonstrate accuracy and efficiency of the smeared method. Besides the good
accuracy, the smeared models are easy to generate when modeling the processes within
complex geometries. The calculated field of electrical potential can further be used for
electro-mechanical coupling and modeling the mechanics of the heart.
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Abstract. We here implement the smeared field finite element methodology, for-
mulated by the last listed author, which is presented in numerous of recent publi-
cations. This methodology enables modeling physical fields in biological systems
in a simple way, which otherwise, by detailed representation of each biological
constituents (capillaries, cell membranes, cell interior, etc.), would not be practical
to use. Here we summarize the basic concept of the smeared modeling by describ-
ing briefly formulation of a composite smeared finite element (CSFE). Besides
the standard FE representation of continuum fields of molecular transport, 1D
transport is included in a continuum form using the appropriate transport tensors.
Physical fields are coupled by the connectivity elements at each node, representing
transport properties of the walls separating the domains. In this paper, methodol-
ogy is applied to determine concentration field within liver of a mouse, generated
from images, containing a tumor. Also, evolution of drug concentration within
tumor is presented, which is important for improvement of cancer therapy.

1 Introduction

Material transport within living organisms includes transport of oxygen, various
molecules as drugs, metabolic transport within tissue and transport of waste products
generated by cell functions, ionic transport within cells and through biological mem-
branes, etc. Most of the research in mass transport and drug delivery is experimental,
rather than theoretical, due to complexity of problems. In last decades the analytical
solutions of the transport laws were replaced by computational modeling due to enor-
mous advances in computer technology and computational methodology. Still, there is
a need for improvement of computational methods in order to develop suitable methods
and software as a tool for improving therapy and cure successfully various deceases.

Regarding the computational models, we need simplifications for representing the
biological medium in which drug molecules are traversing. First, we assume that tissue
is a composite medium with two distinct domains: extracellular and intracellular space.
Extracellular space is considered as a porous medium where the extracellular matrix
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represents the solid filled with biological fluid. Fluid flow within tissue exists due to
transport which occurs through capillary walls from capillary system, and in the reverse
direction - from lymphatic system which represents fluid drainage. Furthermore,
molecules and other particles aremigrating from the capillaries to extracellular space, but
also to cells and cell membranes, and in reverse direction. Cell interior with the cytosol,
cytoskeleton and organelles also represent complex structure. Governing laws for trans-
port within the continuum domains and through biological barriers (vessel walls, and cell
and organelle membranes) can be described according to the Darcy velocity-pressure
relationship for convection and Fick’s law for diffusion [1].

There are additional complexities in transport within tumors, due to irregular blood
vessel branching and variability of vessel diameters and lengths, and geometric and
viscous resistance [2–6]. Blood flow characteristics within tumor vasculature are given
in [7]. Mass exchange within the cell interior represents a separate field of the over-
all biomedical and clinical investigations with various factors which take part in mass
exchange within cells. These factors range from biochemical to mechanical, to signaling
pathways [8].

Traditional computational methods include modeling of transport within blood ves-
sels, tissue and cell interior. A simplified approach for transport in blood vessel, which is
suitable for certain applications, goes back to the “network”method [9], with application
of the Hagen-Poiseuille law [10] for fluid, and Fick’s law for diffusion within moving
fluid according to pipe flow conditions. Molecular dynamics (MD) was used for cal-
culation of the equivalent diffusion coefficient for the finite element modeling [11–15].
Formulation of the composite smeared finite element (CSFE) is introduced in [16] and
further generalization of this concept and its application in biomedical engineering in
[17–22].

In Sect. 2 basic diffusion equations for smeared FE methodology formulation are
summarized, while in Sect. 3 we present liver model containing a tumor. In last section
we give few concluding remarks.

2 Formulation of the Composite Smeared Finite Element Model

In this section we summarize the fundamental relations for the smeared finite element
model and a step-by-step procedure which is required using this formulation.

We introduced our composite smeared finite element (CSFE) in [16] and general-
ized in [20], as a type of finite element which contains as many domains as there are
physical domains: capillary, lymph, extracellular, domains of different types of cells,
and organelles within cells. A schematic representation of the CSFE (according to our
references) is shown in Fig. 1, where Nd stands for number of different domains.

Each of the listed domains K occupies the volume VK of the element volume V, as

V K = r KV V (1)

where r KV is the volumetric fraction. Each domain has its own concentration filed CK ,
with the nodal values CK

J as shown in the Fig. 1, with interpolation

CK =
∑

J

NJC
K
J (2)
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Fig. 1. Composite smeared finite element (CSFE), according to [20].

where NJ stands for interpolation functions and summation goes over all nodes. Trans-
port inside physical fields is considered as gradient driven - by Fick’s law for diffusion.
The balance equation for a domain K has a standard FE form [20]

(
1

�t
M+K

)K (i−1)
�CK (i) = QKext +QK

V − 1

�t
MK (i−1)

(
C(i−1) − Ct

)K −KK (i−1)CK (i−1) (3)

where

MK
I J =

∫

V

NI NJr
K
V dV

K K
I J =

∫

V

DK
i j NI,i NJ, j r

K
V dV, sum on i, j : i, j = 1, 2, 3

QK
V I =

∫

V

NI q
K
V r KV dV (4)

where CK is the nodal vector, DK
i j is diffusion tensor, NI are interpolation functions,

and qK
V is the source term.

In case of smeared domain representing the transport through a network of practically
1D transport conditions as in capillaries or lymph channels, it is necessary to transform
the 1D to the continuum representation. This can be achieved by introducing a transport
tensor Dij (details are given in [16] and [20]) as

Di j = 1

Atot

∑

K

DK AK �Ki �Kj (5)

where summation goes over all 1D line elements in the vicinity of a considered point of
the space in the FE model; DK are diffusivities, AK are the cross-sectional areas, �Ki are
directional cosines of 1D elements; and Atot is the total cross-sectional area of the line
elements.
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Continuum fields within the CSFE are coupled by connectivity elements at each FE
node, as it is shown in Fig. 1. These elements take into account transport characteristics
of walls for 1D domain, ormembrane transport in case of cells or organelles. The balance
equations have the form (3). The “mass” matrices can be expressed as

M11 = M22 = 1

3
AJ h, M12 = M21 = 1

6
AJ h (6)

where AJ and h are the interface area belonging to the node J and wall/membrane
thickness, respectively. The wall transport matrix is

K11 = K22 = −K12 = −K21 = Dwall AJ (7)

where Dwall is the wall/membrane transport coefficient. In case of diffusion with fluid
flow through the wall, there is additionally a convective matrix which can be expressed
as

K v
11 = −K v

22 = −K v
21 = K v

12 = −1

2
kh AJ (P1 − P2) (8)

where P1 and P2 are pressures on the two sides of the wall; and kh is the hydraulic
coefficient.

3 Smeared FE Model for Mouse Liver with Tumor

This section provides insight into smeared concept applicability by modeling diffusion
process of drug molecule inside a mouse liver with tumor. Altogether, the computational
model represents a complex biological system with different physical fields.

Geometry and composition of 3D mouse liver smeared model with large blood
vessel network is shown on Fig. 2 (generated at R&D Center BIOIRC from micro-
CT scan of a mouse liver). Micro computed tomography (micro-CT) was used by the
Preclinical ImagingCore at theHoustonMethodistResearch Institute to scan the vascular
structure of a mouse liver. Model consists of 1D FEs for large blood vessels (7736
elements), 3D composite smeared elements (38932 elements) for tissue and capillary
representation, and connectivity elements (373 elements) for connecting large blood
vessels with continuum nodes (capillary domain DOF) of smeared FEs. As an addition,
there is one separate tumor within liver (160 elements). Total number of nodes is 53454.
Data for this example are the same as in [16].

Prescribed conditions for diffusion in larger vessels (at input/output nodes of 1D
elements mesh) are: inlet concentration is bolus type c(t) (Cin), presented in Fig. 3, and
outlet concentration is set to be 0 (Cout). Characteristics of fluid/diffusion flow through
blood vessels (large vessels and capillaries) are: viscosity is 10−3 Pa s, and diffusion
coefficient is 1000 mm2/s.

Characteristics of blood vessel walls are: hydraulic permeability coefficient is 10−12

mm/ (Pa s), diffusion coefficient is set to 0.1 mm2/s and wall thickness is about 10%
of the vessel diameter. Tissue characteristics are: diffusion coefficient is 0.1 mm2/s, and
Darcy coefficient is 10−12 mm2/ (Pa s).
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Fig. 2. FE 3D model of mouse liver: geometry, tumor domain and pressure field within large
vessels with surrounding external surface.

Parameters of smeared model are: average capillary diameter is 0.025 mm, capillary
wall thickness is 0.0025 mm, capillary volume fraction is 10%, diffusion coefficient
of capillary wall is 10−6 mm2/s, and hydraulic permeability of capillary wall is 10−12

mm/ (Pa s). Time steps used in FE simulation are divided on two periods: First period
has 30 × 2s steps, while second contains 3 × 5 s.

Additionally, we have one tumor domain with following initial characteristics: dif-
fusion coefficient in extracellular space is set to be 100 mm2/ s, Darcy coefficient is
1 mm2/ Pa s, hydraulic coefficient is 1 mm/ Pa s, while diffusion coefficient in small
capillaries inside of tumor is 100 mm2/ s. Diffusion coefficient of capillary wall is also
100 mm2/ s and partitioning coefficient between tumor- tissue boundary is 0.8. There
is one type of cells inside of tumor domain with diffusion coefficient set to 100 mm2/s
as well as diffusion coefficient in cell membrane, also set to be 100 mm2/s. Volumetric
fraction of capillaries inside tumor is set to be 2.78% (0.0278).

Using thesematerial data andboundary conditions,wehave solved for concentrations
within the liver and tumor using our smearedmethodology, with following concentration
vs. time diagrams. Some of the results are summarized below.

Concentration field within tissue, large vessels and tumor (marked with black dashed
line) is shown in Fig. 3 for three different time steps. The largest values of the concentra-
tions are noticeable in blood vessels, following a decrease going to capillaries and tissue.
There is a slight difference between concentrations inside tissue and tumor domain, fol-
lowing diffusion process that occurs from blood vessels to capillaries and to tissue.
Figure 4 displays evolution of mean concentration, with inlet bolus type of concentra-
tion at large blood vessels c(t), inside tissue domain of liver, with accompanied tumor
concentration curve.
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Fig. 3. Concentration field in liver with tumor inside tissue domain for three different time steps.
Left panel- concentration in surrounding tissue domain, right panel- concentration inside large
vesicles and tumor (marked with dashed black line).

Fig. 4. Mean concentration evolution in liver. The inlet concentration c(t) at large vessels has a
bolus character and generates bolus-type profiles of mean concentration in tissue of the liver and
within tumor—reduced with respect to c(t). Volumetric fraction of capillaries inside of tumor is
rV = 0.0287.
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Fig. 5. Concentration field in liver with tumor inside tissue for three different time steps. Left
panel- concentration in surrounding tissue domain, right panel- concentration inside large vesicles
and tumor (marked with dashed black line).

Fig. 6. Mean concentration evolution in liver. The inlet concentration c(t) at large vessels has a
bolus character and generates bolus-type profiles of mean concentration in tissue of the liver and
within tumor—reduced with respect to c(t). Volumetric fraction of capillaries inside of tumor is
rV = 0.0687, and the diffusion coefficient inside of tumor is 10 mm2/s.
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Following these results, we performed another simulation with different parameters
inside tumor domain. Volumetric fraction of capillaries was set to be 0.0687, and diffu-
sion coefficient inside tumor was 10 times smaller than in the first case, D = 10 mm2/s.
All other parameters were the same as in the first case. Figure 5 shows concentration
field inside tissue domain for three different time steps in case when diffusion coefficient
inside of tumor is 10 times smaller.

As it can be seen from Fig. 6, there are differences between concentration curves for
tissue and tumor domain, and comparing to the first case – Fig. 4, it is noticeable that
concentration in tumor is lower due to smaller diffusion coefficient than in the first case.

4 Conclusions

This study summarized smearedmethodology for field problems as a general concept for
modeling gradient-driven field problems in complex biological media [20], here applied
to diffusion.

Smearedmodel applicability is demonstrated on one numerical example (a liver with
a tumor) as a large biological system.

It may be concluded that the FE models based on the smeared concept for mass
transport, offer a computational tool for practical applications in biomedical investiga-
tions. Also, this methodology is applicable to larger parametric studies and parameters
estimation, as published in [23].
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Abstract. Early phase diastole and diastolic performance (filling) via resting ven-
tricular wall tension can be affected by abnormalities in relaxation. This is one of
the rarely studied effects ofmutations in cardiacmuscle sarcomere proteins, which
are usually assessed using the force-pCa relations of demembranated muscle or
transient twitch contractions in intact muscles. The characteristics of calcium sen-
sitivity (pCa50) and cooperativity (Hill coefficient, nH) may be obtained from
force-pCa relations. Using MUSICO simulations, tightly coupled with the exper-
iments, we were able to adjust calcium sensitivity and cooperativity to closely
match experimental values by testing the contributions of three mechanisms to
contraction and relaxation kinetics: (1) Tm azimuthal movement as a continuous
flexible chain (CFC); (2) variations in calcium affinity of cTn; and (3) inclusion
of a super-relaxed myosin state (SRX) to reduce the number of myosins that can
rebind during relaxation and modulate cooperativity between bound myosin and
the CFC.

Simulations provided force-pCa relations where Ca2+ affinity to cTnC was
increased or decreased to match the observations in the experiments where native
cTnC was replaced with either cTnC L48Q or cTnC I61Q, respectively. Simula-
tions demonstrated that the proposed mechanism, where mutated cTnC changes
the dissociation rate of calcium, cannotmatch experimental pCa50 values for cTnC
mutants nor the observed cooperativity (nH). Adjusting the affinity of myosin to
actin and the confined persistent length (CPL) of the CFC could account for
the apparent loss of cooperativity of thin filament activation for both mutants.
However, in WT muscle, the predicted cooperativity was significantly lower than
observed. Fine-tuning the calciumdependent transition rate from the SRX, though,
allowed a close match to the experimental nH from the force-pCa relations while
maintaining CPL values in the physiological range.
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Cardiomyopathy · cTnC mutations
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1 Introduction

Cardiac myopathies are frequently associated with numerous mutations observed in
myosin, thin filament regulatory proteins and ancillary sarcomeric proteins. The cal-
cium regulation of the cyclic interaction of myosin and actin is very important for
cardiac transient contractions. Muscle contraction is initiated by thin filament activa-
tion, when Ca2+ binds to the cardiac troponin C (cTnC) subunit of troponin (cTn). This
increases its affinity for the troponin I (cTnI) subunit and, subsequently, reduces cTnI
affinity for actin. At low calcium concentrations most of the cTnIs are bound to actin
holding the tropomyosin chain in a position that prevents myosin binding to actin and,
therefore, prevents force generation and shortening of the cardiac muscle. Increase in
calcium concentrations reduces the number of cTnIs bound to actin and increases mobil-
ity of thin filament tropomyosin, exposing myosin binding sites on actin allowing for
weak and strong myosin-actin cross-bridge formation and contraction. Changes in the
Ca2+ binding properties of cTn that occur with amino acid variations in cTn subunits,
for example in mutations L48Q and I61Q associated with hypertrophic or dilated car-
diomyopathy (HCM and DCM) respectively, often affect myofibril and cardiomyocyte
Ca2+ sensitivity of force and the dynamics of contractile activation and relaxation. These
two mutations have increased and decreased (respectively) Ca2+ binding affinity of cTn
and Ca2+sensitivity of force in demembranated cardiac muscle [1, 2] inducing HCM and
DCM phenotypes in rats and transgenic mice.

The predominant method for studying regulation of the Ca2+ sensitivity of force
has been measurement of the steady-state force as a function of [Ca2+] in the activa-
tion solutions (the force-pCa relation) for demembranated cardiac muscle tissue, single
cardiomyocytes or myofibrils. Multi-scale computational modeling approaches, such as
MUSICO [3, 4], can be used to predict how changes in the force-pCa curve resulting
from L48Q and I61Q cTnC mutations affect the dynamics of contraction and relaxation
in isolated myofibrils and intact cardiac muscle.

TheMUSICO platform contains updated crossbridge cycle with five essential states,
and a kinetic scheme of calcium binding to cTnC including the interaction of cTnI
to actin. This provided the theoretical framework for simulations of calcium sensitiv-
ity of the isometric force, i.e. force-pCa relations, for WT, L48Q and I61Q cTnCs, in
demembranated right ventricular trabeculae without or with exchanged mutant cTnCs
[2]. However, in isometric twitches at the myofibril level the MUSICO simulations pre-
dicted slower relaxation as compared to observations [5, 6]. The reason was that when
calcium concentrations are reduced to low levels during relaxation, a significant number
of tropomyosin units is still open allowing rapid rebinding of a substantial population
of crossbridges in the M.D.Pi state to actin and, therefore, generating force that is mani-
fested as slowed relaxation. This significant population in theM.D.Pi state at low calcium
concentrations strongly contributes to isometric force showing a large overestimate of
the forces comparing to that observed in force-pCa relation at pCa < pCa50.

To resolve these problems, we have developed an alternative approach introducing
a super relaxed (SRX) state [7, 8] to our simulations, as a sink for detached myosins
in the M.D.Pi state and, therefore, significantly reducing populations of M.D.Pi myosin
heads at low calcium concentrations and the flux of rebinding myosins. We have tested
the hypothesis that at low calcium concentrations, the SRX state can provide isometric
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force at the observed levels in force-pCa relations. Simulations demonstrated that by
fine-tuning the calcium dependent transition rate from the SRX, it is possible to get the
observed nH from the force-pCa relations while keeping CPL values in a physiologically
realistic range.

2 Methods

The MUSICO platform [3, 4] was adapted to include the calcium binding scheme in
the continuous flexible chain model (CFC) for thin filament regulation [9, 10], and the
crossbridge cycle was updated to include a SRX state [11]. In this model we make
no assumptions of the physical configuration of the parked state. We intend it to be
chemically equivalent to the SRX state described in the literature [7, 8] but it may or
may not be in the interacting-heads motif (IHM) or J state described structurally.

The spatially explicit 3-D model for a muscle fiber incorporates multiple ordered
substructures called myofibrils and each myofibril consists of large number of sarcom-
eres arranged in series. The sarcomeres are composed of interdigitated thick and thin
filaments, where each half of thick filament contains ~150 myosin molecules and is
surrounded by six thin filaments emerging from Z-discs on opposite sides of a sarcom-
ere. The thin filament, consisting of 360 to 440 actin monomers, contains the regula-
tory proteins tropomyosin and troponin essential for calcium regulation of contraction
and other auxiliary proteins regulating thin filament length and other functions [3, 4].
The 3-D sarcomere structure is viewed as an array of thin and thick filaments con-
nected by cross-bridges and other elastic elements in a lattice network represented as
linear springs [4].

The crossbridge connections in the simulation are formed according to a strain depen-
dent kinetic model of crossbridge cycle in the 3D sarcomere lattice. We expanded the
three-state crossbridge model from Mijailovich et al. [3, 4] to include 5 essential states.
The crossbridgemodel is defined by a detached state,M.D.Pi (State 1), a weakly attached
or pre-power stroke, A.M.D.Pi (State 2), a post-power stroke stateA.M.D (State 3), rigor-
like state, A.M (State 4) and a detached state, M.T (State 5). The transition rates between
the States 1–4 are defined inMijailovich et al. [3], and the transitions between States 4–5
and 5–1 are defined by strain independent rates [5, 6]. In order to match the observed
force-pCa relations in cardiac muscle we expanded the five-state model to include an
SRX or “parked” state, PS (State 6). This state only interacts with M.D.Pi (State 1) and
the state transition rates are strain independent. However, the transition rate from PS
to M.D.Pi, k61, depends on the calcium concentration [5, 6], where the calcium depen-
dence is defined by four parameters: the baseline rate, koPS , the amplitude, kmax

PS , the Hill
coefficient, b, and the calcium concentration at 50% of kmax

PS , [Ca50]PS .
The calcium-dependent kinetics of thin filament regulation in cardiac muscle is

defined by allosteric mechanisms in cardiac muscle. It consists of four states (Fig. 1),
two TnC closed states, where TnI is attached to actin and TnC has no or one bound
calcium, denoted as TnC and CaTnC; and two TnC open states where TnI is dissociated
from actin and TnC.TnI is associated with one Ca2+ or in rare occasions without bound
Ca2+ [5]. The equilibrium rate constant of calcium binding to TnC, KCa = K̃Ca[Ca], is
effectively defined via the forward constant kCa = k̃Ca[Ca] where kCa linearly depends
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on the calcium concentration, [Ca], and the calcium independent dissociation constant
k−Ca . The dissociation of TnI from the closed A.TnI to the open CaTnC.TnI state is
defined by a first-order equilibrium constant, λ when one calcium is bound. With no
bound calcium, the transition from A.TnI to TnC.TnI shows a slow dissociation TnI
from actin with an attenuated rate εoλ and the calcium binding to TnC in TnC.TnI
complex is accelerated to kCa/εo keeping the population of A + TnC.TnI state low.

Fig. 1. Kinetics of calciumbinding to TnC and interaction of TnIwith actin in cardiacmuscle. The
process is regulated by equilibrium constant KCa where calcium binds to TnC forming CaTnC.
The detachment of TnI from actin to form CaTnC.TnI is defined by λ. Slow dissociation from
A.TnI to TnC.TnI is attenuated by ε0 and the calcium binding to TnC in TnC.TnI complex is
accelerated.

Thin filament regulation of myosin interactions with actin is defined by the kinetics
of interactions between the Tm-Tn complexes that are, at present, best described by the
long range cooperative continuous flexible chain (CFC) model [9, 10]. The CFC model
is defined by only three parameters: the tropomyosin pinning angle, φ−, the myosin
imposedTmangular displacement,φ+; and the persistence length of theTm–Tn confined
chain, 1/ξ.

For modeling all kinetics processes we follow aMonte Carlo approach incorporating
spatially explicit myosin binding to regulated actin filaments in a 3D sarcomere lattice
[3, 5]. General definitions, calculations of CFC angular positions and its variance, and
the coupling between the calcium regulated position of the CFC and myosin cycle states
are described in [3, 9, 10].

The instantaneous equilibrium at the level of muscle fiber, that includes intercon-
nected network between actin and myosin filaments by cross-bridges, is defined by a
stiffness matrix that includes the elasticity of thick and thin filaments, attached cross-
bridges and titin, a vector of all external forces (load) and internal forces generated
by the action of cross-bridges. The formulation and solution of the equations defining
the mechanical system of sarcomeres in series is obtained by standard finite element
procedures for nonlinear systems using an incremental procedure [12–14].

Model Parameters. The input to MUSICO simulations requires a large number of
parameters that define sarcomere geometry, myofilaments elasticity, crossbridge stiff-
ness, crossbridge stroke sizes, change in Gibbs energy associated with Pi release, cutoff
state transition rates limiting exponentially growing rates of crossbridge cycle and CFC
parameters CPL 1/ξ and angles φ− and φ+. The values of these parameters are mostly
summarized in [3].
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The sarcomere length in all simulations is set to 2.25 μm, i.e. at the length used in
the Kreutziger et al. experiment [2]. The lattice inter-filament spacing of skinned cardiac
muscle, d1,0, at sarcomere length of 2.25 μm, has value of ~41.355 nm [15, 16].

The cross-bridge cycling rates used in all simulations are: change in chemical free
energy associatedwith Pi release,�Gstroke =−13 kBT , ADP release rate, k34 = 60 s−1,
ATP binding and myosin detachment rate, k45 = 106 s−1; hydrolysis forward rate k51 =
100 s−1 and backward rate k15 = 10 s−1. The transition rates from and to the “parked”
state are obtained through an iterative process of fitting simulations to the experimental
data, where the initial values were adopted fromMijailovich et al. [5]: the transition rate
to “parked” state k16 = 200 s−1, the calcium dependent transition rate from parked state,
k61(Ca), is defined by baseline rate koPS = 10 s−1, the rate at high calcium concentration
kmax
PS = 400 s−1, Hill coefficient of the rate sigmoidal rise is set to be b = 3 and calcium

concentration, [Ca50]PS = 1 μM. In all simulations, the value for kBT = 3.978 pN·nm
i.e. at the temperature of the experiment, 15 °C (= 288 °K).

For the kinetics of calciumbinding to TnC and the interaction of TnIwith actin k̃Ca =
5.88·106 M−1·s−1, except for cTnC I61Q, TnI attachment rate kI = λ− = 375 s−1; and
the cooperativity coefficient εo = 0.01.

The parameter values used in specific simulations are summarized in Table 1,
contrasting the differences in parameter values between WT and cTnC mutants.

Because themeasurements of the dependenceofmuscle force as a functionof calcium
concentration are in units of stress, denoted as tension and the MUSICO predictions

Table 1. Values of parameters used in MUSICO simulations specific for WT and cTnC mutants
L48Q and I61Q.

Description Parameter Value

WT L48Q I61Q

Calcium Kinetics
Parameters

Persistence length
of Tm-Tn confined
chain

1/ξ (nm) 50 33.33 31.25

TnI-actin
equilibrium rate
const. at high Ca2+

λ 10 18.32 1

Calcium
Dissociation Rate
from TnC [2]

k−Ca (s−1) 75.4 28 237.7

Calcium binding to
TnC

k̃Ca (M−1·s−1) 5.88·106 5.88·106 2.65·107

Parked State Rates Backward transition
rate

k16 (s−1) 150 175 175

Baseline rate k0PS (s−1) 20 20 20

Amplitude kmax
PS (s−1) 550 575 275

Hill function slope b 10 3 3

Half activation point
of the Hill function

[
Ca50

]
PS (μM) 4 3.25 4
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are in terms of force per half myosin filament, we used the methodology described
in [3, 4, 17] to recalculate the mean force per half myosin filament to the observed
tension. For calculation of the conversion factor we used interfilament spacing at the
sarcomere slack length, dslack01 , and the fraction of the demembranated rat trabeculae
cross-sectional area occupied by myofibrils [18].

3 Results and Discussion

In order to achieve good fits of Kreutziger’s experimental force-pCa curves we tested the
proposed mechanism of changing calcium dissociation rate from mutated cTnC [1, 2].
Simulations provided force-pCa relations where native cTnC was replaced with either
cTnCL48Qor cTnC I61Qwith increased or decreasedCa2+ affinity, respectively (Fig. 2).
We showed that it is possible to achieve experimental pCa50 in WT, but failed to match

Fig. 2. Comparison betweenMUSICO simulations using five-state crossbridge model (lines with
empty squares) with experiments (field circles with error bars). (A) Absolute values of force and
tension; (B) Normalized force for better illustration of calcium sensitivity.
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the observed pCa50 for cTnC mutants using the k−Ca values from Kreutziger et al. [2].
Simulations also failed to match the reported cooperativity (nH). Adjusting the myosin
affinity to actin and the confined persistent length (CPL) of CFC could account for the
apparent loss of cooperativity of thin filament activation for both mutants. However,
simulations showed that in WT, the predicted Hill coefficient, nH, has smaller value
than observed with the above adjusted parameters within the range of physiological
values. Table 2 shows the sensitivity tests that we ran for three model parameters for
WT. Similar behavior was observed in cTnC mutants as well. Taking together, the five-
state model shows higher sensitivity to calcium for L48Q and lower sensitivity for I61Q
than observed, having a tendency to overestimate forces at low calcium.

Table 2. Sensitivity tests of three key parameters in calcium regulation for WT MUSICO
simulations with five-state crossbridge model.

−50% “best fit” +50%

k−Ca nH 1.94 1.86 1.69

pCa50 5.23 5.36 5.66

1/ξ nH 1.13 1.86 2.31

pCa50 5.60 5.36 5.29

−20% “best fit” +20%

λ nH 1.82 1.86 1.88

pCa50 5.47 5.36 5.28

This overestimation is reflected in the WT force-pCa relation at pCa < pCa50 and
therefore resulting in a lower value of nH than observed. The change of CPL over
a reasonable range improved the fit of nH only modestly, not enough to match the
observed values. The main reason for the oversensitivity at low calcium concentrations
and attenuated sensitivity at high concentrations is caused by a significant number of
crosbridges in the M.D.Pi state resulting in a large flux of myosin binding to actin at low
calcium concentrations. This behavior could be also reflected in slow relaxation during
twitch contraction where the myosin rebinding flux remains high although the transient
concentration falls to very low levels [6].

We proposed updating the five-state model by the addition of a “parked” state (PS)
in order to keep the population of the M.D.Pi state at low levels at low calcium con-
centrations. By fine-tuning the calcium dependent transition rate from the PS, we were
able to get close to the observed nH from force-pCa relations keeping CPL values in a
physiological range, as well as close to the observed values of force at very high calcium
concentrations. The best fits of Kreutziger’s experiments forWT and transgenic mutants
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cTnC L48Q and I61Q are shown in Fig. 3, while the comparison of nH and pCa50 are
shown in Table 3. Since some of the detached myosins are stored in the PS state, a higher
binding rate is needed in order to reach the same force. Thus, it should be noted that
kA had to be increased by about 40% once the “parked” state was included in order to
match the maximum force at high Ca concentrations.

Fig. 3. Comparison between “best fit” MUSICO simulations using six-state crossbridge model
with experiments. (A) Absolute values of force and tension; (B) Normalized force.

Sensitivity analysis of parameters in the crossbridge cycle with the “parked” state
(PS) on simulating WT behavior showed that increasing parameter b in k61(Ca) by
threefold (from 3 to 9) lowered the forces at very low calcium (<1 μM), while slightly
increasing the forces at mid-level calcium (from 1 μM to 2 μM) by 15%, effectively
increasing nH by only 0.6%. Furthermore, increasing parameter [Ca50]PS threefold
(from1μMto3μM)significantly decreased the forces at lowcalcium, up to 7.5μM, thus
increasing nH by 27%, while slightly decreasing pCa50 (<1%). As expected, increasing
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the baseline rate, koPS twofold (from 10 to 20 s−1) mostly affected forces at lower
calcium concentrations up to a twofold increase at 0.6 μM, which had a little effect on
increasing nH (<2%). Changing these three parameters didn’t affect the force at high
calcium concentrations, which allowed us to freely change them to obtain better nH
fit without affecting the maximum forces. Considering that only parameter [Ca50]PS
had a substantial impact on nH, we also tested the effects of changing the forward
rate amplitude, kmax

PS , and backward transition rate constant, k16. The tests showed that
decreasing the backward rate twofold or kmax

PS by 50%would increase the forces at every
calcium concentration but would also increase nH as well by up to 5%.

Table 3. Comparison of Hill coefficient, nH, and pCa50 between MUSICO predictions and
experiments. The six-state model contains “parked” state.

WT L48Q I61Q

nH Sim. five-state 1.86 1.23 1.47

Sim. six-state 3.85 2.38 1.66

Exp. 5.74 2.04 1.42

pCa50 Sim. five-state 5.36 6.23 4.15

Sim. six-state 5.33 5.69 4.78

Exp. 5.39 5.68 4.81

4 Conclusions

We have tested the hypothesis that force-pCa relations of muscles with the cTnC muta-
tions L48Q and I61Q are defined by increased or decrease Ca2+ affinity compared to
native cTnC. These mutations are associated with hypertrophic or dilated cardiomyopa-
thy (HCM and DCM), respectively, thus understanding the mechanisms whereby these
mutations lead to heart malfunction is essential for developing treatments for these heart
diseases.

The MUSICO simulations with the minimal five-state model showed that changing
the Ca2+ affinity of cTnC of L48Q and I61Q is not sufficient to recapitulate the exper-
imental data. The key disagreement was that the predicted sensitivity of the force-pCa
relation for L48Q muscles was much higher and for I61Q much lower than observed.
In addition, the predicted slope for the force-pCa relation, nH, in WT was much lower
than observed, and at low calcium concentration, the predicted force overestimates the
observed values for both WT and the mutants. The main reason for this behavior is high
binding flux at low calcium concentrations caused by large population of myosins in
M.D.Pi state. This problem has been resolved by inclusion of a “parked” state in the
crossbridge cycle. The key advantage of including the “parked” state in the crossbridge
cycle was reduction of the population of crossbridges at low calcium concentrations,
followed by a reduction in force and an increase in Hill coefficient, nH, up to high values
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close to that observed inWTmuscles. This feature of now the six-state crossbridgemodel
could be the main contributor to accelerating the relaxation phase of twitch necessary to
match the observed values [5, 6].
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Abstract. In this paper, we propose an automatic prediction system allowing to
predict high probability of birth within 1–2 weeks from the EHG measurement
[1–3]. Despite continuous clinical routine improvements, the preterm rate remains
steady. With the aim of avoiding long hospitalization for pregnant women we pro-
pose an embedded system which acquires and processes EHG signals. We have
already proposed a detection and recognition system for intrauterine contractions
using directly the EHG signal obtained from a matrix of 16 electrodes. Since the
measurements must be made at home, the decrease of computation power is an
important constraint. In this work, we compare the results of the preterm birth pre-
diction algorithm using a filtering step and with only the raw signals. The filtering
step is applied directly on the raw signals or only on the automatically detected
contractions to reduce computation time.Wehave applied in this, different filtering
methods as denoising step to analyse their influence on the global classification
performances. Two types of filtering are evaluated separately or combined: Canon-
ical CorrelationAnalysis (CCA) and EmpiricalModeDecomposition (EMD). The
EMD decomposes a signal into a collection of oscillatory modes, called IMFs,
which represent fast to slow oscillations in the signal. The CCA is a Blind Source
Separation (BSS) method which assumes that the observed multichannel signals
reflect a linear combination of several sources which are associated to underlying
physiological processes, artefacts, and noise. The global classification results are
compared between filtered and not filtered signals.

1 Introduction

According to the World Health Organization, preterm is defined as babies born alive
before 37 weeks of gestation. The statistic for preterm death in the world is around
1 million children each year [6]. Most of preterm birth occurs spontaneously: for this
reason, an earlier prediction will advance the treatment to prevent preterm birth which
is the cause of death or other complications that could have effects on children under 5
years of age.
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Infant mortality is measured by the Infant Mortality Rate (IMR) and preterm birth
is the biggest contributor to this infant death. Despite continuous clinical routines
improvements, the preterm birth rate remains steady.

Cost-effective care and prediction of the risk well in advance are the main factor
that must be improved to increase the infant’s chance to survive. In addition to this, over
30% of WHO Member States report to have less than 10 medical doctors per 10 000
population. Also, the risk of unnecessary long hospitalization stays high as well as its
related [6].

The routine checks utilized for monitoring the contraction use the tocodynamometer
measures, which allows the physicians to estimate the number of con-tractions (CTs)
and the time between them. The most important limitation of this method is that it does
not allow the characterization of the contraction efficiency. One non-invasive method to
predict labor could be studying the uterine electrical activity and the features extracted
from the ElectroHysteroGram (EHG) signal [1–3]. This non-invasive technique is based
on the recording, on the abdomen skin, of the electrical activity related to contractions.By
denoising and post-processing the EHG signal, referring to various proposed solutions
and methods from many research teams, it is possible to implement a useful system of
recognition and classification of the contractions.

We applied the detection, filtering and classification methods to a database of EHG
recorded from the University Hospital Centre (CHU) Amiens-Picardie, specialized in
preterm delivery threat pregnancies. This work has been developed within the frame-
work of the SafePregnancy@Home project, project funded by the European community
Eurostar project.

The goal of the Project SafePregnancy@home is to develop and to validate a home-
monitoring device for uterine contraction analysis based on the electrohysterogram
(EHG) processing. This will allow doctors to remotely monitor pregnancies and to
respond to early warnings of preterm birth as well as to give women a secure feeling in
a comfortable home situation. Once a real-time and validated warning is given, medical
treatment could be provided to prevent pre-term labor and delay it up to 7 days. With 7
extra days of gestation, risks of mortality and morbidity will drop significantly, hence
saving lives. The main expected result is a validated prototype monitoring device for
uterine contractions based on EHG for (academic) hospitals and research organizations
that can be used for home-care.

2 Methods

As shown in Fig. 1, the adopted system (Fig. 2) includes a 4 × 4 matrix of electrodes
to be applied on the woman’s abdomen: a system of 18 Ag/AgCl surface electrodes was
used by placing 16 recording electrodes between the woman’s pubis and umbilicus and
two reference electrodes on each woman’s hips. The 4 × 4 electrode matrix was shifted
slightly to the right due to physiological dextrorotation of the uterus. The sixteen 4-mm
diameter electrodes were separated from each other by intervals of 17.5 mm (centre to
centre). All components of the EHG signal recording system are CE marked.
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After the simultaneous acquisition of these 16 signals (sample frequency 1000 Hz),
and of the tocodynamometer signal, the electromyographic signals are pre-filtered to
remove the high-frequency content that does not represent the EHG (frequency band
[0,2–3 Hz]). Once obtained these raw EHG signals, we applied the automatic detection
method proposed by [7] to identify and segment the bursts of activity, called from now
on Events, in order to distinguish them from the labelled contractions (CTs) that have
been manually identified linked to the tocodynamometer measures.

According to [8], we create a new signal composed by the concatenation of the
Events/CTs on which we compute different features, following [9], that represent the
main characteristics of interest that could be extracted from the EHG for diagnosis pur-
pose. Therefore, whatever the input signal (Events, CTs), the system was implemented
to compute the features using a sliding and overlapping window as presented in [8, 13].
A Gaussian Mixture Model (GMM) inspired by [10–12] is then used to make the classi-
fication based on the computed features. The signal is transformed in a vector sequence;
each vector has the size of the number of features and is computed for each sliding
window of the signal.

The GMM classification consists in a two-class-model used to classify records in
Imminent Labor (IL: labor will occur within 1 week from the recording time) or normal
Pregnancy (P: labor will occur after more than 1 week from the recording time).

In order to improve the results obtained in [8], we tested in this study the effect of
adding a denoising step before the computation of the features. The study was focused
on two kind of denoising techniques that have been successively used for EHG [4]:
the Empirical Mode Decomposition (EMD) and a Blind Source Separation algorithm
using Canonical Correlation Analysis (CCA). The aim of this work was to verify and
compare how the filtering through these methods could perform better in the prediction
of Imminent Labor through two different kind of optimization of the CCA and EMD
techniques. The diagram in Fig. 2 indicates the point where the Denoising process takes
place.

Fig. 1. The 4 × 4 matrix and its position on the woman’s abdomen.
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Fig. 2. Block diagram of the proposed system

TheEMD decomposes a signal into a collection of oscillatorymodes, called Intrinsic
Mode Functions (IMFs), which represent fast to slow oscillations in the signal: through
this decomposition, it is possible to rewrite the signal as a sum of a finite number of
functions, the IMFs or oscillatory modes, each one with a different frequency content,
based on local properties of the signal. The advantage of using this decomposition is
that there is no constraint about time-stability and linearity.

The construction of an IMF depends on two conditions of existence and follows
these steps [14]:

(i) The identification of the relative-minimum and the relative-maximum points of
the signal,

(ii) The interpolation through twocubic-spline function: one for the upper interpolation
u1(t) and one for the lower one l1(t),

(iii) The computation of the mean m1(t) from the two interpolations u1(t) and l1(t),
(iv) The computation of the difference between the original signal and the mean in

(iii), to obtain the signal h1(t),
(v) If h1(t) respects the conditions of existence, a new IMF is obtained, if not, make a

sifting process following the same criteria from (i) to (iv) applied on the h1(t),
(vi) The next IMF is obtained applying the same process on the residual between the

previous IMF and the original signal.

By default, the first approach to the EMD is to get the right number of modes through
which it is possible to decompose the signal: different stopping criteria are presented
in literature. In this study, we considered that the whole signals of our database were
characterized from the same number of IMFs: given this, the number of components to
compute is strictly controlled by the number of components that have to be removed.
Indeed, the denoising principle based on EMD is to remove the IMFs that contain only
noise, followed by the reconstruction of the signal from the remaining IMFs.

TheCCA is aBlindSourceSeparation (BSS)methodwhichassumes that theobserved
multichannel signals reflect a linear combination of several sources which are associated
withunderlyingphysiological processes, artifacts, andnoise. In this paper the aimofCCA
is the denoising of the EHG signal, based on the hypothesis that the bursts of activity
related to contractions have higher autocorrelation coefficients than the noise [4].
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The BSS problem consists of retrieving unobserved sources from observedmixtures.
The idea is to find a matrix which diagonalizes the covariance matrices of the mixed sig-
nals [5]. Within this framework the CCA theory allows the separation of the independent
sources based on their autocorrelation.

Through CCA, we could find a transformation matrix which maximizes the auto-
correlation of each of the recovered signal [15], for this reason we should consider it an
Uncorrelated Component Analysis.

The basis for using the CCA to separate the mixed signals into a set of sources,
is that it is possible to consider the correlation between the linear combination of the
original signal and the linear combination of the same signal shifted by a specific lag.
More specifically, the first CCA-component gives us a linear combination of the mixed
signals with maximum autocorrelation; the second component gives a new linear com-
bination respecting the constraint that it must be uncorrelated to the first component,
etc. It is well explained in [5] that if we have two uncorrelated signals, v(t) with high
autocorrelation and w(t) with low autocorrelation, the sum x(t) of these signals will have
less autocorrelation than the original signal v(t). We can see it as if the addition of w(t)
has corrupted v(t), making it harder to predict. Denoising is done by removing the less
correlated sources for the improvement of the SNR.

Therefore, from both the EMD and the CCA methods, we obtained a matrix of
components and, at least one of these, is supposed to be linked to the noise. The problem
is then to identify which component(s) is related to the only noise. Since the EMDworks
in the frequency domain, the first IMFs are linked to a useless part of the signal because
the algorithm extracts component from the higher frequency to the lower (Fig. 3A).
With CCA, we compute the correlation coefficient for each components (Fig. 3B), that
permits us to sort them from the higher to the lower.

Fig. 3. (A) Normalized PDS of the first 4 IMFs from the EMD; (B) CCA-components evaluated
by the autocorrelation.
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In this work, we also implemented a default optimization (DO) [8] and an adaptive
optimization (AO), in order to select which component(s) has to be removed (Fig. 4).

Fig. 4. The scheme for the two optimization approaches.

Default Optimization
With the term DO we indicate that the denoising was made using the same settings for
each signal that has been previously optimized in [8].

Adaptive Optimization
The adaptive method for the EMD is based on the research from [1]: we focused on the
pregnancy bandwidth. The Power Spectrum Density (PSD) of the EHG is dominated by
frequencies below 1 Hz: for this reason, we included the following steps to define the
IMFs to reject:

A = ∫
PSD(f) · df for fT < f < fmax

α = ∫
PSD(f) · df for 0 < f < fmax

with fmax the maximum frequency of each IMF, and fT = 1,5 Hz.
We removed all the IMFs for which A ≥ 0,5 · α that corresponds to IMFs presenting

high energy related to only high frequency noise and surely not related to any uterine
activity.

For the CCA algorithm we defined a threshold value rT on the correlation value r,
and removed each component with r < rT.

In a previous work, these 2 methods have been combined efficiently, first CCA then
EMD, to denoise monopolar EHG [4]. In this work, we decided to test them alone, then
combined in 2 different ways CCA-EMD or EMD-CCA, in order to denoise bipolar
EHG. We compared thus the classification results obtained when using each of these 4
denoising methods (CCA, EMD, CCA-EMD, EMD-CCA) with the ones obtained with
not denoised signals as possible inputs of the system (Fig. 5).

Fig. 5. Different combinations for the denoising process.
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For the classification step in IL or P class, we used the GMM algorithm in 3 different
ways using as inputs the 10 features computed from each (Fig. 5) denoising method
(Fig. 6A), but also by combining the features computed from two different signals output
of two denoising methods. We implemented two GMM-Combined methods (Fig. 6B):
the Delta (�) and the Sigma (

∑
) methods. For the Delta-GMM, considering the 2

classification results obtained from 10 features each, we applied the criterion in [16]
given the priority to the prediction with the highest reliability. For the Sigma-GMM we
use 20 features instead of 10, the first 10 obtained from the denoised signal and the last
10 from the Not_Denoised one. We also made the combination using 10 features from
EMD with 10 features from CCA.

Fig. 6. (A) Three different methods to compute the GMM; (B) the 2 combined methods based on
the 2 × 10 features from two different denoising process.

We have also re-evaluated the number of Gaussian models used for the GMM.
Following [8] the optimal number was 18, but as we have changed the data base and
added filtering, we defined a new optimal number.

3 Database

Thanks to the collaboration with the University Hospital Centre (CHU)Amiens-Picardie
we were able to collect a database of 100 pregnant women with preterm birth risk. For
each woman, we record simultaneously the tocodynamometer and the EHG signals as
well as the information about weeks of gestation at recording that have been saved as
Measurement Week.
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The first step was to reject the records with no detected contractions from the tocody-
namometer and the ones with very high variability and very low SNR. We also removed
the files from women that had an induced childbirth and the ones with bad toco-signal.
At the end, the used database included 79 patients.

Another important rejection stepwasmade after the automatic segmentation process:
we noticed that after the segmentation algorithm, 6 patients presented no detectedEvents.
These records are considered as a part of the database but we were not able to process
them in this study the same way as the other ones, that required concatenation of the
automatic segmented Events.

4 Results

Our proposed system (Fig. 7), makes the comparison of the prediction rates obtained,
from a given process applied to the concatenated Events, the whole EHG (TOT) and also
to the manually concatenated CTs (Fig. 8). The process includes combination of the 5
different denoising and of the 3 classification methods.

Fig. 7. The block diagram for the whole proposed evaluation system.
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Fig. 8. The three different input signals to be processed: (a) the whole EHG signal (TOT ) where
manually segmentedCTs are labelled in red and automatic segmentedEventswith green rectangles;
(b) concatenation of the CTs; (c) concatenation of the Events. Notice that, in this case, only one
Event is not related to any CT.

For the different input signals shown in Fig. 8 we have computed the following
Features [9] from both the monopolar and the bipolar signals:

1: Detrended Fluctuation Analysis (DFA) [17]
2: Sample Entropy Variance (VarEn) [18]
3: Mean Power Frequency(MPF) [19]
4: Wavelet_h2 (nonlinear correlation analysis) [20]
5: Modified Approximate Entropy (ModApEn) [13]

Though these Features, we first tested the GMM algorithms with 18 gaussians (as
previously used in [8]) and K-Folder test (K = 500) in order to obtain the Confusion
Matrix for the classification process between the 2 classes Imminent Labor (IL) and
Pregnancy (P).

Tables 1–3 show the results as well as the mean of the principal diagonal, obtained
first for theNot_Denoised signals for the 3 kinds of inputs: whole signal (TOT, Tables 1),
manually segmented contractions (CTs, Table 2) and automatic segmentation (Events,
Table 3).
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Table 1. Classification results when processing the whole EHG signals (TOT )

EHG Target

IL P

Prediction IL 68.90% ± 25.20% 33.90% ± 11.80%

P 31.10% ± 25.20% 66.10% ± 11.80%

Mean: 67.50% ± 13.91%

Table 2. Classification results when processing the manually labelled CTs

CTs Target

IL P

Prediction IL 49.00% ± 27.70% 25.30% ± 10.80%

P 51.00% ± 27.70% 74.70% ± 10.80%

Mean: 61.85% ± 14.87%

Table 3. Classification results when processing the automatically detected Events

Events Target

IL P

Prediction IL 72.50% ± 24.90% 33.50% ± 12.00%

P 27.50% ± 24.90% 66.50% ± 12.00%

Mean: 69.50% ± 13.82%

We thus tested the effect of denoising, by applying every combination already
described and comparing the Not_Denoised results with the DO and the AO. In par-
ticular, for the AO we tested different values and set the following thresholds that gave
the best results (results not shown):

For the EMD

(1) A = ∫
PSD(f) · df for (fT = 1, 5Hz) < f < fmax

For the CCA

(2) r < rT = 0.95.

We also computed some of the features in order to better see how the denoising
affects their distribution (Fig. 9).
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Fig. 9. Features obtained when using DO;Down: features obtained when using AO. The features
are computed from monopolar (mono) signals or from bipolar (bipo) Horizontal (H) or Vertical
(V) signals.

As, for each input signal, we tested 5 denoising method × 3 classification methods,
giving thus 15 tests, the following figures present the results from the best of each test.

Figure 10 presents the results obtained when using the Normal Way of classification
computed for each kind of input (denoised or not) signal:
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Fig. 10. Best results when using theNormal –Way classification. In uppercase the best combined
denoising used in each case. The three methods: Not_Denoised, Adaptive Optimization (AO) and
Default Optimization (DO).

Figure 11 presents the results obtained when using theCombined classification, both
DELTA and SIGMA methods computed for each kind of input (denoised or not) signal:

Fig. 11. Up: best results from the Delta method;Down: best results from the Sigma method. The
2 input signals used are the output signal of the denoising method indicated in the bar, combined
with the Not_Denoised signal.

We then chose to use the methods that correspond to the best results previously
obtained, to optimize again the number of gaussian models in the GMM (Fig. 12).



76 A. Galassi et al.

Fig. 12. Comparison of the best results obtained when using 18, 30 and 35 gaussians in the
GMMs.

Taking into account computation constraints (that could be of importance for further
use of real time and/or home monitoring of pregnancy), we chose to use a number of
Gaussians of 30, as a good trade-off between quality of the results and computation
time. Table 4 presents the confusion matrix obtained for the SIGMA method with a 30
Gaussian model.

Table 4. Classification results using the proposed method.

Events Target

IL P

Prediction IL 78.6% ± 23.8% 21.5% ± 10.0%

P 21.4% ± 23.8% 78.5% ± 10.0%

Mean: 78.6% ± 12.9%

5 Discussion

As shown in the Results section, when using the Normal Way classification (only one
GMM with 10 features as input), the classification is better when using the concate-
nated Events automatically segmented from the Not_Denoised signals than with any
other input data. But a clear increase (69,5% to 75,3%) in the classification results is
obtained by using the Combined classification based on 20 features from 2 denoising
(or not) processes (Fig. 11). This increase is even more pronounced (up to 78,5%) when
optimizing the number of GMM of the model from 18 to 30 (Fig. 12).

First of all, it is possible to make some considerations about the different classifi-
cation rates obtained with TOT, concatenated Events and concatenated CTs: we made
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the hypothesis that the whole EHG record contains information related to the uterine
activity (contractions) plus noise. The automatically segmented contractions (Events)
gave better results than the manually labelled CTs, that have been labelled based on
the tocodynamometer. This could indicate that the tocodynamometer is not a very effi-
cient way to monitor uterine activity during pregnancy. Indeed, it has been proved that
it cannot be used by itself to predict a risk of preterm labor [21]. This study will tend
to prove that the information obtained from the automatic detection process succeeds
in capturing useful information related to the contractile activity of the uterus, during
pregnancy, that are not evidenced by the tocodynamometer.

When the 10 features computed after one denoising process are combined with
the 10 features obtained from the not denoised signals, we can see some significant
improvement when using the concatenated Events. In particular, the combination of the
two EMD and CCA seems to give quite always better results than the single denoising.

Figure 13 presents the block diagram for the process that gives the best classifica-
tion rate, after changing the number of gaussian curves of the GMM. The proposed
system is thus: automatic segmentation of the Events, concatenation of the Events,
Default - EMD_CCA denoising, classification by using the SIGMA combination with a
30 Gaussian model.

Fig. 13. Best proposed system.
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About the Features and the effects of the denoising, the influence of the different
combination is not so clear yet. But we can notice differences between the effects of
the Adaptive Optimization and Default Optimization on the Sample Entropy and Vari-
ance Entropy, that are ones of the most relevant non-linear features evidenced in the
bibliography [4]. In general, the EMD works on the frequency domain, it works on the
high frequency noise and it has low effects if used alone; the CCA has high efficiency
on detecting different uncorrelated noises because it does not work with frequencies.
Combining both methods permits thus to reject different kinds of noise, depending not
only on their frequency content but also on their autocorrelation.

Looking at the final results, it is interesting to note that the Sigma-GMM, combining
features computed from the Not-Denoised and from one of the denoising method, gives
such good results. Indeed, it shows that there should be some kind of hidden useful
information in the Not_Denoised signal that are removed through the denoising.

6 Conclusions and Perspectives

Considering the results, it could be interesting to change the threshold for the Adaptive
Optimization to understand the link between these thresholds and the feature change.

Another field of interest for future exploration should be to understand the relation
and difference between concatenated Events and CTs.

One more interesting thing for further investigation could be to make other tests
changing the number of Gaussian models and to verify the logarithmic trend of the good
prediction rate while increasing that number.

The proposed system reaches the aim of low-computational costs and increases the
good classification rate for the prediction of imminent labor that could be of great interest
for clinical purpose. It is now necessary to increase and improve the database to reduce
the standard deviation of the results. It should be interested to test this system in a
prospective clinical study.
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Abstract. In this study are investigated antioxidative properties of usnic acid, as
well as its interaction with tyrosyl-DNA phosphodiesterase 1 (TDP1). Antioxida-
tive properties are estimated on the basis of the Density Functional Theory (DFT)
calculations. For this propose, full optimization of parent molecule of usnic acid
and corresponding radical cation, radicals and anions are done at M05-2X/6-
311++G(d,p) level of theory. The CPCM solvation model was applied to approxi-
mate the influence of polar and non-polar solvent. Obtained results indicate single
electron transfer followed by the proton transfer as thermodynamically the most
unfavorable mechanism of antioxidant action. The lowest values are achieved
for proton affinity, and that pointed out sequential proton loss electron transfer
mechanism as dominant antioxidative mechanism. The second part of this study
is the examination of the interaction between usnic acid and TDP1, which is an
enzyme responsible for repairing the protein-DNA bond in the cells. In order to
perform molecular docking simulation AutoDock 4.0 software is used. Analy-
sis of obtained data specifies interactions with Asn162, Leu168, Gly182, Tyr167
and Ser485 as the most significant. Further, the molecular dynamic simulation
is performed using NAMD software. It is noticed that similar interactions are
obtained.

1 Introduction

Oxidative stress (OS) and subsequent damage of biomolecules can be reduced using
natural and synthetic compounds widely recognized as antioxidants. This is possible
due to the ability of antioxidants to form more stable species after scavenging of free
radicals. Antioxidants are of high interest in prevention of various diseases, due to haz-
ardous effects of free radical species to human cells and body, generally. However, their
behavior in various radical scavenging processes has not been elucidated, doubtlessly.
Free radicals and other reactive species are constantly generated in human body. Oxygen
is crucial for aerobic organisms, but it produces reactive oxygen species (ROS). When
amount of reactive radical species exceeds the capacity of the endogenous antioxidative
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protection the system is under oxidative stress. Many diseases such as cancer, inflam-
mation, hypertension, and cardiovascular disorders can be caused as a consequence of
the action of free radicals in the human body [1, 2]. The neurodegenerative disorders, in
the first place Parkinson’s and Alzheimer’s diseases, can also have a basis in oxidative
stress and changes at the molecular level [2].

Natural compounds with antioxidants properties are present in the food and food
industry products. The compounds that are considered as good antioxidants possess some
of the properties such as: toxicity, availability, location and concentration, versatility,
fast reactions, crossing physiological barriers, and regeneration [3, 4]. Every of these
conditions needs to be satisfied in the different manner. When we talk about toxicity
of compounds, it is considered that good antioxidant should not be toxic before and
after the antioxidant action. Also, an efficient antioxidant should be not only present,
but also it should be in adequate concentration in cells. Term versatility considers that
a good antioxidant should be able to easily react with different free radicals. One of
the possibilities of good antioxidant is fast reactions: react faster with free radicals than
the molecules which they protect, and in that way they can efficiently protect biological
targets. Further, it is expected that a good antioxidant is able to cross physiologic barriers
and be rapidly transported into the cells, where it is needed the most. Antioxidants that
have physiological mechanisms to regenerate their original form are expected to be
particularly efficient in reducing OS, because it is expected that they could scavenge
more than one free radical.

In plant kingdom lichen phenolics represents unique substances, which possess
numerous application. One of the most explored compound from this group is usnic
acid (UA, Fig. 1). As one of the most characteristic metabolites isolated from lichen,
UA is widely distributed in Usnea (Usneaceae), Cladonia (Cladoniaceae), Lecanora
(Lecanoraceae), and other lichen genera, with a highest isolated yield of 26% [5]. Usnic
acid has been of interest to chemists and pharmacologists since it was first isolated
in 1844 [6–8]. Nowdays, UA is commercially offered, and as a pure compound it has
been articulated into creams, toothpaste, mouthwash, deodorants, antibiotic ointments
and sunscreen products. UA exhibits numerous pharmacological properties such as anti-
inflammatory, anti-microbial, anti-viral, anti-oxidant, and anti-cancer [9–11]. It is one
of the few commercially available lichen metabolites and has been the most extensively
investigated.

In this paper are investigated antioxidative properties of usnic acid, aswell as its inter-
action with tyrosyl-DNA phosphodiesterase 1 (TDP1), by the means of the Molecular
Docking and Molecular Dynamic analysis.
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Fig. 1. Optimized geometry of UA.

2 Theoretical Framework

There are various quantum-mechanical methods that can be used to quantify the antiox-
idant activity [12, 13]. The reactions between the molecule which possess antioxidative
properties and free radical can follow two different pathways: H-atom abstraction and
radical adduct formation [14, 15]. The first processes include of various different, but
similar mechanisms with the same net results. It should be pointed out that the net results
of all mentioned antioxidant mechanisms are the same, and that is formation of the more
stable radical species, A-O•. Here three different mechanism of antioxidant action are
examined [16]: hydrogen atom transfer (HAT), single electron transfer followed by the
proton transfer (SET-PT) and sequential proton loss electron transfer (SPLET). HAT
mechanism is characterized by the hydrogen atom abstraction from antioxidant and
transfer to the radical species (Eq. 1). SET-PT is two-step mechanism: the first step is
formation of radical cation which is initial species in the second reaction (Eqs. 2 and
3). SPLET mechanism is also consistent from two steps, and the reaction pathways are
presented with Eqs. 4 and 5. The reaction enthalpies of these processes can be used as the
first parameter in determination of the prefer ability of the process. Generally speaking,
HAT is preferred reaction mechanism in non-polar medium, because it does not involve
charge separation. Due to processes of charge separation which is present in SET-PT
and SPLET mechanisms, it can be supposed that this mechanisms will be favorized in
polar medium [17].

A-OH → A-O• + H• (1)

A-OH−→A-OH•+ + e− (2)
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A-OH•+ −→A-O• + H+ (3)

A-OH−→A-O− + H+ (4)

A-O− −→A-O• + e− (5)

Thermodynamical parameters that describe those mechanisms are: BDE (bond dissoci-
ation enthalpy), IP (ionization potential), PDE (proton dissociation enthalpy), PA (pro-
ton affinity) and ETE (electron transfer enthalpy). BDE characterize HAT mechanism,
while IP and PDE are engaged with SET-PT mechanism. When SPLET mechanism is
discussed, values of PA and ETE parameters are analyzed.

BDE, IP, PDE, PA and ETE values are determined from total enthalpies of the
individual species, using following equations:

BDE = H
(
A-O•) + H

(
H•) − H(A-OH) (6)

IP = H
(
A-O•+) + H

(
e−) − H(A-OH) (7)

PDE = H
(
A-O•) + H

(
H+) − H

(
A-O•+)

(8)

PA = H
(
A-O−) + H

(
H+) − H(A-OH) (9)

ETE = H
(
A-O•) + H

(
e−) − H

(
A-O−)

(10)

The reaction with the free radical species (RO•) also can follow three mentioned mech-
anisms. First mentioned is HAT mechanism, and reaction with free radical species is
occurring by the Eq. (11):

A-OH + RO• → A-O• + ROH (11)

The SET-PT mechanism is second described mechanistic pathway of antiradical action.
It takes place in two steps as it is illustrated above in Eqs. 2 and 3, but in interaction with
free radicals (RO•) is occurring following the next equations:

A-OH + RO• −→A-OH•+ + RO− (12)

A-OH•+ + RO− −→A-O• + ROH (13)

Third investigatedmechanismof free radical scavenging is SPLET.The reaction between
the antioxidant and the free radical via the SPLET mechanism can be described by the
following reactions:

A-OH + RO− −→A-O− + ROH (14)

A-O− + RO• −→A-O• + RO− (15)



84 J. Ðorović and Z. Marković

The reaction of examined compound with particular free radicals is thermodynamically
favorable if it is exothermic, refer to changes in reaction enthalpy (Eq. 16):

�rH = [
H(products) − H(reactants)

]
< 0 (16)

Radical inactivation viaHATmechanism (Eq. 17) is characterized by theH-atom transfer
from the investigated compounds to the free radical (RO•). The values of �rHBDE can
be calculated using the following equation:

�rHBDE = H
(
A-O•) + H(ROH) − H(A-OH) − H

(
RO•) (17)

The SET-PT mechanism is described using the following thermodynamic parameters:

�rHIP = H
(
A-O•+) + H

(
RO−) − H(A-OH) − H

(
RO•) (18)

�rHPDE = H
(
A-O•) + H(ROH) − H

(
A-O•+) − H

(
RO−)

(19)

In case when the antioxidant reacts with the corresponding free radical via the SPLET
mechanism, the values of the thermodynamic parameters �rHPA and �rHETE are
responsible for that mechanism and can be calculated using the following equations:

�rHPA = H
(
A-O−) + H(ROH) − H(A-OH) − H

(
RO−)

(20)

�rHETE = H
(
A-O•) + H

(
RO−) − H

(
A-O−) − H

(
RO•) (21)

All mentioned free radical scavenging mechanisms have the same product, and that is
stable radical of antioxidant. As a consequence of that, they have the same thermo-
dynamic balance, Eq. (22). It could be said that competition between this reactions is
present, as well these reactions may be occurring in parallel.

�rHBDE = �rHIP + �rHPDE = �rHPA + �rHETE (22)

2.1 Computational Methods

The equilibrium geometries of parent molecule of UA and corresponding radical
cation, radicals and anions were optimized by DFT method: M05-2X functional and
6-311++G(d,p) basis set. All calculations are performed using Gaussian 09 [18]. The
M05-2X functional yields reasonable results for thermochemical calculations of organic,
organometallic, and biological compounds [19]. This functional has also been success-
fully used by independent authors [20–22]. The local and global minima were confirmed
to be real minima by frequency analysis (no imaginary frequency were obtained). To
evaluate the impact of polar and non-polar solution, water and benzene are used. For
this purpose, the CPCM solvation model is applied [23]. The solvent effects are taken
into account in all geometry optimizations and calculations. The values for solvation
enthalpies of proton and electron are taken from literature [24]. All reaction enthalpies
used in equations are calculated at 298 K.
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The molecular docking simulations are carried out using the AutoDock 4.0 software
[25]. The three-dimensional crystal structures of TDP1 protein were obtained from the
Protein Data Bank (PDB IDs: 1JY1) [26]. Preparation of protein for docking is carried
out in the Discovery Studio 4.0 (BIOVIA Discovery Studio 2016). The co-crystallized
ligand, water molecules and co-factors are removed using this software. In order to
add polar hydrogen atoms and to calculate Kollman charges the AutoDockTools (ADT)
graphical user interface is used. In molecular docking simulation, the ligand is set as
flexible, while the protein remained as rigid structure. The bonds in ligand are set to be
rotatable. The Lamarckian Genetic Algorithm (LGA) method is performed for protein -
ligand flexible docking. Dimensions of grid box of TDP1 protein are set to 70.201 Å ×
−3.015 Å× 37.023 Å in order to cover the protein binding site and accommodate ligand
to move freely. The molecular docking simulation is done at temperature of 298.15 K.
Analysis of docking results and visualizations of linking positions are performed by
using BIOVIA Discovery Studio.

Further, molecular dynamic (MD) simulations were done using NAMD software
package [27]. For this simulations, as starting structures is used the most stable complex
obtained after molecular docking simulations. Equilibration of systems is performed for
1 ns in the term of NVT condition. The production is performed for duration period of
5 ns in the term of NPT condition.

3 Results and Discussion

The reaction enthalpies related to three above mentioned mechanisms of antioxidative
action of UA (HAT, SET-PT and SPLET) are calculated. The species necessary to per-
form these calculations are generated from the most stable conformation of UA, which
is taken from literature [28]. The preferred antioxidative mechanism are estimated from
the BDE, IP, and PA values. The lowest values indicates which mechanism is thermo-
dynamically the most favorable. One of the requirements for a phenolic compound to
show good antioxidative activity is formation of stable phenoxyl radical after free rad-
ical scavenging. Obtained results for parameters that describes antioxidant mechanism
of action are collected in Table 1. From there presented results for water and benzene,
it is clear that in both solvents IP values of OH groups of UA are significantly higher
than the corresponding BDE and PA values. This characterize SET-PT mechanism as
unfeasible reaction pathway for antioxidant action in polar and non-polar solvents. Since
the IP values are higher in comparison to BDEs and PAs, SET-PT mechanism will not
be discussed further. The obtained values for BDE and PA are different in investigated
solutions.When results obtained for BDE and PA inwater are compared, it is notable that
significant lower values are achieved for PAs. This fact makes the SPLET mechanism
superior over HAT in water.

The obtained results in benzene show a little bit different picture. Namely, if one
compare obtained BDEs and PAs it is notable competition between these two mecha-
nisms in position P3 and P5, while in position P4 undoubtedly SPLET is the preferable
mechanism of antioxidant action. Further are done examination of the antioxidant reac-
tion pathway in the present of free radical species, since it is known that the scavenging
mechanisms of antioxidants are highly influenced by the properties of the scavenged
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Table 1. Calculated reaction enthalpies (kJ mol−1) for the antioxidant reactions of UA

Site Aqueous phase Benzene

HAT SET-PT SPLET HAT SET-PT SPLET

BDE IP PDE PA ETE BDE IP PDE PA ETE

509 666

P3 413 119 217 412 419 189 423 431

P4 451 157 186 480 453 222 388 499

P5 402 108 238 379 412 182 457 390

radical species [29]. Three different free radical species were used: hydroxyl radical
(•OH), methyl peroxyl radical (CH3OO•), and hydroperoxyl radical (•OOH). Hydroxyl
and hydroperoxyl radicals are oxygen-derived free radicals included in the complex
process of innate immunity and phagocytosis [30]. Their production begins with the
activation of NADPH, and their main goal is the destruction of pathogens or other for-
eign matter. The harmful action of these radicals arises as a result of some autoimmune
diseases when immune cells become over-activated and toxic to neighboring healthy
cells [31]. Also, the •OH radical is very powerful oxidant and it is product of the Fenton
and Haber-Weiss reaction. This radical can initiate reaction with hydrocarbons in the
presence of air in which peroxyl radicals are produced. Third mentioned is CH3OO•

radical, and it is used to simulate lipid peroxyl radical, formed in the metabolic reaction
of lipid peroxidation.

Table 2. Calculated parameters of the mechanisms free radicals scavenger reactions for UA in
kJ mol−1.

UA Water Benzene

HAT SET-PT SPLET HAT SET-PT SPLET

�HBDE �HIP �HPDE �HPA �HETE �HBDE �HIP �HPDE �HPA �HETE

114 328

P-3 + •OH −81 −195 −97 17 −81 −409 −174 93

P-4 + •OH −43 −158 −129 85 −48 −375 −209 161

P-5 + •OH −92 −207 −76 −16 −89 −416 −140 52

207 409

P-3 + •OOH 55 −152 −54 110 63 −345 −111 174

P-4 + •OOH 92 −115 −86 178 97 −312 −146 242

P-5 + •OOH 43 −164 −33 77 56 −353 −77 133

215 411

P-3 + CH3OO
• 63 −152 −54 117 71 −340 −106 177

P-4 + CH3OO
• 100 −115 −85 186 104 −307 −141 245

P-5 + CH3OO
• 51 −163 −33 84 64 −348 −72 136
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The enthalpies of reaction are a quantity that can successfully contribute to the
understanding of the processes between antioxidant species and free radicals. A direct
approach to estimate the change of enthalpy of a reaction is to apply the fundamental
thermodynamic relationship, i.e., to subtract the enthalpy of reactants from the enthalpy
of products. If the reaction is exothermic, it means that the newly formed radical is more
stable than the starting one, implying the reaction path is favorable. Otherwise, if the
reaction is endothermic, the reaction path is not favored, because the newly formed rad-
ical is less stable than the starting one. The enthalpies of reactants, products, as well as
change of enthalpies of reactions of UAwith selected free radicals, are calculated to take
into account electronic properties of selected free radicals on reaction of analyzed antiox-
idativemechanisms. The preferredmechanism is assumed from the�rHBDE,�rHIP, and
�rHPA values. The more negative values indicate thermodynamically favorable mecha-
nism. The calculated changes of enthalpies are presented in Table 2. The obtained results
indicate that UA inactivates selected free radicals. The analysis of achieved values in
both investigated solvents shows that the most reactive •OH radical can be inactivated
with UA. The results show that in the case of •OH much lower values are obtained for
�rHPA than for �rHBDE. It means that there is present competition between HAT and
SPLET mechanism, but investigated compound will most likely react with •OH radical
exclusively via SPLET mechanism. On the other hand, if one discuss results obtained
for reaction with •OOH and CH3OO•, first it should be point out that lower and neg-
ative values are obtained for �rHPA. This fact indicates that for inactivation of these
two radicals SPLET is the probable reaction pathway of antioxidative action. Compar-
ison of the obtained values indicates that lower values are realized in reactions with
•OH radical, which is consequence of its high reactivity. Also, the presented values of
reaction enthalpies with above mentioned free radicals one more time confirm that the
hydroxyl groups in positions 4 possess better antioxidative capacity than hydroxyl group
in position 3 and 5 (Table 2). In addition, the obtained positive values of �rHIP indicate
that SET-PT is not the possible scavenging mechanism in any case under investigation
(Table 2), which is in accordance to thermodynamic results presented in Table 1.

To examine interaction of UAwith protein, SwissTargetPrediction analysis of ligand
(Fig. 1) is performed. This analysis predicts inhibition of TDP1 by UA molecule. TDP1
is an enzyme that is responsible for repairing the protein-DNA bond in the cells by
catalyzing hydrolysis of the phosphodiester bond between the tyrosine residue of type
I topoisomerase and the 3-prime phosphate of DNA. TDP1 restores DNA molecules in
cells by removing blocked complexes of topoisomerase 1 (TOP1)–DNA [32]. Inhibition
of TDP1 protein can increase the efficacy of TOP1 inhibitors. It has been suggested
that therapeutic selectivity can be achieved by combining the inhibitors and TOP1 and
TDP1, and it can be used for the treatment of human cancers [33]. Combined anti-cancer
therapy potentially reduces the side effects of chemotherapeutic treatments and allows
the use of a lower dose of the drug [34]. The molecular docking study is applied in
order to evaluate the inhibitory nature of ligand. The binding energy of protein-ligand
complex, as well as identification of the potential ligand binding sites are predicted. Ten
different conformations of protein-ligand complex are accomplished from molecular
docking simulation. The complex conformation with the lowest binding energy and
inhibition constant is selected for further analysis (model 10). The obtained free energy
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of binding value (Eb) is −23.93 kJ mol−1, and it includes final intermolecular energy,
final total internal energy, torsional free energy, and unbound system’s energy. The
estimated inhibition constant Ki is 64.12 uM. The smaller value of the Ki indicate the
greater binding affinity and the smaller amount of ligand is needed to inhibit the activity
of the enzyme.

In the model 10, two types of interactions are present and they form hydrogen bonds
and hydrophobic contacts (Fig. 2). Regard hydrogen bonds, it should be pointed out that
two types of hydrogen bonds are established: conventional hydrogen bond and carbon
hydrogen bond. The lengths of conventional hydrogen bonds are in range 1.94–2.38 Å,
and they are formed with Leu168, Arg487 and Gly181 from TDP1. Carbon hydrogen
bond is formed between Tyr167 and ligand, and length of this interaction is 3.68 Å.

Hydrophobic alkyl contacts are formed with Ala182, Leu168 and Pro571, while the
interactions with Phe166 and Leu168 are characterized as hydrophobic π–alkyl.

Fig. 2. The best docking positions of protein-ligand complex

Further, the conformational model 10 was used as starting structure for molecular
dynamics (MD) simulation. For the process of the equilibration of the system tempera-
ture of the system quickly reaches the target value (300 K), and remains stable over the
remainder of the equilibration. The analysis of the interactions of the protein-ligand com-
plex obtained after 5 ns production of MD simulation, indicates interactions with some
same and also some different amino acids, comparing the complex structure obtained
after molecular docking simulation. In this case, the number of hydrogen bonds between
TDP1 protein and ligand are numerous, but not significant (Fig. 3). In addition, hydrogen
bonds with Leu168 and Gly181 are repeated, like after the docking simulation. Also,
after 5 ns of MD simulation are achieved hydrogen bonds with amino acids 147, 150,
162, 177, 178, 179, 180, 568, and those amino acids are Asp, Glu, Asn, Lys, Tyr, Asn,
Ser, Ala. Amino acids Ala236 and Ala240 are included in hydrophobic alkyl and π

–alkyl contacts, respectively.
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Fig. 3. The stability of system during production period and formed hydrogen bonds.

4 Conclusions

It is known that oxidative stress is main cause of many diseases in modern society. In the
last decade, considerable attention is devoted to elucidation of processes of prevention
of OS. Additionally, it is considered that antioxidants are responsible for prevention
of oxidative damage. The natural antioxidants present in herbals are interesting due to
their biological properties. In this study is examined the antioxidant reactivity of usnic
acid, natural occurring lichen phenolic compound. The antioxidative properties ofUAare
inspected theoretically, combining three different approaches. DFT calculations are done
in two different solvents (water and benzene), in respect to examine polar and non-polar
environment. UA shown good antioxidative properties in both investigated solvents, with
the prefer ability of HAT antioxidative mechanism in water, and competition of HAT and
SPLET mechanisms in benzene. It should point out, that in both solvent hydroxyl group
in position 4 is themost reactive. To confirm these results, calculations are done in present
of three harmful free radical species. The obtained results indicates that UA is capable to
inactivate selected free radicals. Further, since UA shows good antioxidative properties,
examination of its inhibition potency by molecular docking and dynamic simulations
are performed. The tyrosyl-DNA phosphodiesterase 1 is chosen for this purpose. The
achieved interaction between ligand and TDP1, as well as values of binding energy and
inhibition constant, indicates possible binding. The difference between binding modes
of the most stable molecular docking structure and structure after MD simulation can
be explained by effect of solvent and size of the ligand.
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11. Bačkorová, M., Bačkor, M., Mikeš, J., Jendželovský, R., Fedoročko, P.: Lichen secondary
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theoretical study of antioxidative properties of some salicylaldehyde and vanillic Schiff bases.
RSC Adv. 5(31), 24094–24100 (2015)

14. Alberto, M.E., Russo, N., Grand, A., Galano, A.: A physicochemical examination of the free
radical scavenging activity of Trolox: mechanism, kinetics and influence of the environment.
Phys. Chem. Chem. Phys. 15(13), 4642–4650 (2013)

15. Galano, A., Mazzone, G., Alvarez-Diduk, R., Marino, T., Alvarez-Idaboy, R., Russo, N.:
Food antioxidants: chemical insights at the molecular level. Ann. Rev. Food Sci. Technol. 7,
335–352 (2016)
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Abstract. Some xanthone derivatives isolated from plants possess antifungal,
antimicrobial, antioxidative and cytotoxic activities. Therefore, productsmanufac-
tured fromplants that contain xanthones are used as botanical dietary supplements.
The operative mechanism of antioxidative action of 1,2,4-trihydroxyxanthone
is investigated in this contribution. For this purpose, M06-2X/6-311++G(d,p)
method is used. Antioxidative capacity of investigated xanthone is determined in
benzene and water as mediums. It is found that, among three possible radicals that
this xanthone can generate, the most stable is the one obtained by homolytic cleav-
age ofO-Hgroup in position 4. Itwas found thatHAT (HydrogenAtomTransfer) is
the only operativemechanism for xanthone in benzene.On the other hand, themost
favorable mechanism in water is SPLET (Sequential Proton Loss Electron Trans-
fer). It should be emphasized that SET-PT (Single-Electron Transfer followed by
Proton Transfer) is not plausible mechanistic pathway in both solvents. Antioxi-
dants express their scavenger capacity in the presence of free radicals. Therefore
here is examined scavenger capacity of 1,2,4-trihydroxyxanthone toward HO•,
HOO• and CH3OO• radicals. It is found that the investigated xanthone is able
to deactivate free radicals via competitive HAT and SPLET mechanisms. The
observed reactivity of the xanthone toward free radicals decreases following the
order: HO• � HOO• > CH3OO•. It should be pointed out that reactivity of the
xanthone to selected free radicals slightly increases with an increase in solvent
polarity.

1 Introduction

As a consequence of metabolic processes occurring in the body, various reactive species
are formed.Mostly, these are free radicals,which can be produced by enzymatic reactions
involved in phagocytosis, the respiratory chain, and the synthesis of prostaglandins.
Free radicals have an unpaired electron, which makes them highly reactive oxidants
and therefore damage cells during chain reactions. The immune system functions by
suppressing pathogen invasion by producing free radicals and damaging pathogenic
cells by produced radical species. Beside internal sources of free radicals, there are
numerous external sources of these reactive moieties. Due to a various enzymatic and
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non-enzymatic antioxidants, the immune system allows positive and blocks the negative
activities of free radicals. When in organism is reached the balance between free radical
formation and antioxidant defenses, it results in a phenomenon named homeostasis. On
the contrary, disruption of homeostasis caused by excess production of free radicals leads
to the phenomenon called oxidative stress. Oxidative stress plays an important role in
the aging process as well as in the development of many diseases such as: rheumatoid
arthritis, Parkinson’s disease, inflammatory diseases, cancers, etc.

Antioxidants are molecules that inhibit the negative effect of free radicals. They
enable the maintenance of homeostasis of the organism and prevent the occurrence of
oxidative stress. Antioxidants eliminate excess free radicals through several mechanisms
and preventing their harmful effects on healthy cells. They easily react with free radicals
producing stable radical moiety, which do not participate in further oxidation processes.
Increasing the amount of free radicals in the body that leads to the oxidative stress, is
caused by various external and internal factors such as pollution, cigarette smoke, drugs,
illness, stress, etc. In this case, the needful of an organism for antioxidants increases [1].
There are different endogenous antioxidants involved in immune system of organism.
Among them are enzymes, metal binding proteins, bilirubin, thiols, uric acid, etc. Since
the body cannot produce some important micronutrients, many plants are used as source
of dietary antioxidants. Among plant-derived antioxidants, vitamin C, vitamin E, beta
carotene and different polyphenols are widely studied.

Some molecules from the group of xanthones possess antifungal, antimicrobial,
antioxidative and cytotoxic activities [2]. Most of plants that consists xanthones and
their derivatives are from the families Bonnetiaceae, Clusiaceae and Podostemaceae
[3]. Therefore, products manufactured from these plants are used as botanical dietary
supplements [2].

Phenolic antioxidants neutralize free radical following several reaction mechanisms.
Most of them generate stable radical of the initial antioxidant which has no tendency to
further participate in the radical reaction. Radical form of antioxidant can be obtained
by cleavage of O-H bond. Here is investigated the operative mechanism of antioxidative
action of 1,2,4-trihydroxyxanthone (XA) (Fig. 1).

The immunology system of organism is consisted of numerous enzymatic and non-
enzymatic reactions. Among proteins involved in protection of organism from different
negative influences, is P-glycoprotein (Pgp). Pgp is located in the cell membrane, and its
primary role is to enable the transport of the substances from one to each other site of the
membrane. As a part of the immunology systems, it exports numerous toxins out of the
cell, ensuring cell protection [4].Abed feature of Pgp is its low selectivity. It is reflected in
the fact that it recognizesmany drugs as foreign bodies, and exports themout of the cell. It
leads to the lower effectiveness of drugs, and to the phenomenon known as multiple drug
resistance (MDR) [4]. The identification of suitable Pgp inhibitors presents a significant
task of chemical and pharmacological industry. It could allow more effective medical
treatment, and support the process of the healing. Here is examined the possibility of
XA to act as inhibitor of Pgp.
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2 Theoretical Framework

Many earlier theoretical investigations suggested and defined several possible reaction
pathways for generation of stable antioxidant radical [5, 6]. Here are investigated three
of them: HAT (hydrogen atom transfer), SET-PT (single-electron transfer followed by
proton transfer), and SPLET (sequential proton loss electron transfer). HAT is one-step
reaction of homolytic cleavage of O-H bond (Eq. 1). Thermodynamically plausibility
of this reaction can be estimated based on Bond Dissociation Enthalpy value (BDE),
which can be calculated using Eq. 1.1. In Eq. 1.1 are used abbreviations XA-O•, H•, and
XA-OH to label radicals of XA and hydrogen, and neutral molecule of XA, separated.
SET-PT is two-step mechanism (Eq. 2). In the first step electron leaves XA molecule
forming radical-cation (XA-OH•+). In the second step, proton goes from radical-cation
forming radical moiety. The possibility for reaction to follow this reaction pathway can
be determine based on the values of Ionization Potential (IP) and Proton Dissociation
Enthalpy (PDE), that can be calculated using Eqs. 2.1 and 2.2. SPLET is another two-
step mechanism. In its first step proton goes from XA molecule forming anion (XA-
O ), while in the second step anion release electron generating XA radical (Eq. 3).
Thermodynamically favorableness for this mechanistic pathway can be estimated based
on the values of Proton Affinity (PA), Eq. 3.1, and Electron Transfer Enthalpy (ETE),
Eq. 3.2. In all of three mentioned mechanisms, as the final product is generated XA
radical.

HAT: XA-OH → XA-O•+H• (1)

BDE = H
(
XA-O•) + H

(
H•) − H(XA-OH) (1.1)

SET−PT: XA-OH
−e−−−→ XA-OH•+ −H+−−−→ XA-O• (2)

IP = H
(
XA-OH•+) + H

(
e−) − H(XA-OH) (2.1)

PDE = H
(
XA-O•) + H

(
H+) − H

(
XA-OH•+)

(2.2)

SPLET: XA-OH
−H+−−−→ XA-O− −e−−−→ XA-O• (3)

PA = H
(
XA-O−) + H

(
H+) − H(XA-OH) (3.1)

ETE = H
(
XA-O•) + H

(
e−) − H

(
XA-O−)

(3.2)

Antioxidants scavenge free radicals, and thus protect organism against their harm-
ful effect. There are at least three possible mechanisms of free radical scavenging by
XA: HAT, SET-PT and SPLET [5, 6]. HAT mechanism is one-step reaction, in which
hydrogen atom transfers from XA to free radical (RO•), and deactivates it, Eq. 4. The
thermodynamic parameter that describes this mechanism is related enthalpy of reac-
tion (�rHBDE), Eq. 4.1. SET-PT and SPLET are two-step mechanisms. In the first step
of SET-PT, electron moves from XA to free radical generating radical-cation of XA
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and anion of free radical (RO ), while in the second step of reaction proton moves
from radical-cation, which leads to neutralized free radical, Eqs. 5 and 6. The reaction
enthalpies of both reaction steps can be calculated by Eqs. 5.1 and 6.1. (�rHIP and
�rHPDE). In the first step of SPLET, proton transfers from XA to anionic moiety of
free radical, Eq. 7. Appropriate enthalpy of reaction (�rHPA) can be calculated using
Eq. 7.1. In the second step of SPLET electron moves from anion of XA to free radical,
and it can be described by the values of enthalpy of electron transfer (�rHETE), Eqs. 8
and 8.1.

HAT: XA-OH+RO• → XA-O•+ROH (4)

�rHBDE = H
(
XA-O•) + H(ROH) − H(XA-OH) − H

(
RO•) (4.1)

SET−PT: XA-OH+RO• → XA-OH•++RO− (5)

�rHIP = H
(
XA-OH•+) + H

(
RO−) − H(XA-OH) − H

(
RO•) (5.1)

XA-OH•++RO− → XA-O•+ROH (6)

�rHPDE = H
(
XA-O•) + H(ROH) − H

(
XA-OH•+) − H

(
RO−)

(6.1)

SPLET: XA-OH+RO− → XA-O−+ROH (7)

�rHPA = H
(
XA-O−) + H(ROH) − H(XA-OH) − H

(
RO−)

(7.1)

XA-O−+RO• → XA-O•+RO− (8)

�rHETE = H
(
XA-O•) + H

(
RO−) − H

(
XA-O−) − H

(
RO•) (8.1)

To investigate the capacity of XA to scavenge free radicals, here are considered reac-
tions of XAwith hydroxyl (HO•), hydroperoxyl (HOO•) and methylperoxyl (CH3OO•)
radicals. HO• and HOO• radicals are very reactive oxygen species, involved in complex
process of innate immunity and phagocytosis [7]. CH3OO• is used as a model of alkyl
radical formed in different metabolic reactions, as is lipid peroxidation [8].

The physiological pH is 7.4, indicating that in the human body is generally a weak
base environment. Under those conditions, deprotonation of hydroxyl groups is possible,
producingmono-anionic species. Thus formed anionic species are additionally stabilized
by water, as the most abundant solvent in the body, with a solvation effect. Therefore
here is performed docking analysis of the mono-anionic species of XA to the Pgp.

3 Computational Details

The geometry optimization and frequency calculation for XA molecule, and its radical
and ionic moieties, as for free radical and its derivatives, which participate in observed
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reaction steps, are done using Gaussian 09 program package [9]. For that purpose are
usedM06-2X functional [10] and the split-valence basis set 6-311++G(d,p). The absence
of the imaginary frequencies confirmed that the optimized geometry corresponds to the
energy minima. All calculations are done at 298.15 K. In order to examine the effect of
the polarity of the environment to the optimal reaction mechanism, the calculations are
done in benzene and water as models of non-polar and polar solvents. For that purpose
is used CPCM solvation model [11]. Used values of enthalpy of solvated proton and
electron were calculated by Tošović and coworkers [12].

Docking analysis is performed by using optimized geometries of anions of XA as
ligands. The structure of Pgp is taken from Protein Data Bank (PDB ID: 3G5U) [13]. The
preparation of Pgp structure for docking analysis, which implies the removing of ligands
andwatermolecules from the protein structure, is carried out using aVMDprogram [14].
Docking analysis is performed at the whole molecule, using the AutoDock 4.2 program
package [15]. The structures of ligands are estimated as flexible, while the structure of
Pgp is rigid. All calculations for protein–ligand flexible docking were carried out using
the Lamarckian Genetic Algorithm (LGA) method [16]. Grid box with dimensions 40×
40 × 40, and with a grid spacing of 0.375 Å is used. Analysis of docking results and
visualizations of linking positions are performed using BIOVIA Discovery Studio [17].

4 Results and Discussion

4.1 Antioxidative Reaction Mechanisms

XA ismolecule with three hydroxyl groups, in positions 1, 2 and 4 (Fig. 1). Stable radical
forms of XA can be generated by homolytic cleavage of O-H bonds. In order to it, one
of three mechanisms can be followed. Propitiatory of a mechanism can be evaluated
by comparing BDE, IP, and PA parameters. The lower the energy of the appropriate
parameter indicates the greater probability that the reaction follows the observed reaction
path.

Fig. 1. Optimized geometry of XA with labeled atoms and rings.
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Observing enthalpy values of interest from Table 1, one can conclude that in benzene
BDEs are the lowest comparing with PA and IP. It means that in non-polar environment
HAT is the most favorable reaction pathway. In water as a solvent, the lowest are PAs,
implying that in polar solution preferable is SPLET mechanism. In both environments
IPs have the highest values. It leads to the conclusion that SET-PT is not operative under
any of observed conditions. The least possibility of the reaction to follow SET-PT can be
explained by the fact that a in the first step of this mechanism is formed radical cation,
which is a highly unstable species.

Table 1. Calculated parameters of the antioxidant mechanisms for XA in kJ mol−1.

Benzene Water

HAT SPLET SET-PT HAT SPLET SET-PT

BDE PA ETE IP PDE BDE PA ETE IP PDE

R1 349 440 341 620 161 343 216 322 452 86

R2 351 459 324 163 344 225 314 87

R4 337 442 327 149 337 217 315 80

In the presence of the free radicals, antioxidants exert their antioxidant activity by its
ability to deactivate free radicals. This can be accomplished by following multiple reac-
tion mechanisms. Most of them involve the transfer of a hydrogen atom from a hydroxyl
group of an antioxidant to a free radical species. Thereby are generated neutralized
radical form, and stable radical of antioxidant. Comparing appropriate thermodynami-
cally parameters that describe corresponding reaction steps, it can be established which
of observer reaction mechanism is operative. Negative values of appropriate reaction
enthalpies indicate exothermic reaction, and favorable mechanistic pathway under the
considered conditions. The lower value of reaction enthalpy indicates the more favor-
ableness of the observed reactionmechanism. If the appropriate reaction enthalpy values
are positive, but enough low (<40 kJ mol−1), this reaction path may also be referred as
thermodynamically possible [18].

Comparing reaction enthalpy values from Table 2, it can be seen that �rHBDE and
�rHPA values, characteristic for HAT and SPLET mechanisms, are negative for all
selected radicals under both environmental conditions. Moreover, �rHETE values are
for HO• radical negative, and for HOO• and CH3OO• enough low, especially in water, to
refer both HAT and SPLET mechanisms thermodynamically plausible in both solvents.
In benzene SPLET is more favorable than HAT. On contrary, in water HAT is more
plausible mechanism. Lower �rHPA than �rHBDE values in water can be explained by
the fact that solvation of XA anion formed in the first step of SPLET does not have
great influence to the stability of obtained species. Namely, due to the great velocity
of the gendered XA anion, this anion is surrounded with the lower number of solvent
molecules than the anion which is precursors of free radicals. Therefore the solvation has
more significant influence to the stability of RO−, than to the stability of formed XA-O−
moiety. The stability of XA anion is additionally supported by different intramolecular
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Table 2. Calculated parameters of the mechanisms of free radicals scavenging reactions for XA
in kJ mol−1.

�rHHAT �rHSPLET �rHSET-PT

�rHBDE �rHPA �rHETE �rHIP �rHPDE

Benzene HO• R1 −141 −152 11 291 −432

R2 −139 −134 −6 −430

R4 −153 −151 −2 −444

HOO• R1 −11 −98 87 367 −378

R2 −9 −80 70 −376

R4 −23 −97 74 −390

CH3OO• R1 −3 −92 89 368 −372

R2 −1 −73 72 −370

R4 −15 −90 75 −383

Water HO• R1 −156 −100 −56 74 −229

R2 −154 −90 −64 −228

R4 −161 −98 −63 −235

HOO• R1 −24 −56 32 162 −184

R2 −23 −47 24 −183

R4 −30 −55 25 −190

CH3OO• R1 −16 −54 39 168 −186

R2 −14 −45 30 −185

R4 −22 −53 31 −192

effects, as are charge distribution and intramolecular hydrogen bonds. Values of �rHIP
are high and positive, indicating that SET-PT is inoperative mechanism for here selected
radicals scavenging, in polar and non-polar environment.

Observing �rHBDE values related to reactions of scavenging of HO•, HOO• and
CH3OO• radicals separately, it can be seen that they are the lowest for hydroxyl radical. It
indicates that HO• is the easiest for deactivation by XA. Appropriate reaction enthalpies
for peroxyl radicals are significant higher, indicating lower scavenger capacity of XA
toward these radicals. Hydroperoxyl radical is somewhat easier to be deactivated by XA
than methyl peroxyl radical.

4.2 Stability of XA Radicals

In all considered scavenger process as main reaction product is formed XA radical. This
radical is stable enough to be resist to the further radical reaction. Relative stability of
the three XA radicals obtained by the homolytic cleavage of O-H groups at positions
1, 2 and 4, can be estimated based on the BDE values from the Table 1. It can be seen
that in both solvents the lowest BDEs corresponds to the R4 radical, obtained by the
cleavage of O-H group in position 4. On the other hand stability of R1 and R2 radicals
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are almost the same. The differences in BDEs for the R1 and R2 radicals are only 1 to
2 kJ mol−1, depending on the solvent conditions.

The highest stability of R4 radical can be explained by the spin density distribution
(SDD). It is well known that better SDD leads to the lower values of SDD at the radical
center (Fig. 2) [19–21]. It is the consequence of the fact that the unpaired electron is
in that case distributed over the larger number of atoms in formed radical. In the same
time, the better SDD are in consequence with the higher antioxidant capacity. It can be
seen that SDDR1 ≈ SDDR2 < SDDR4, which is in accordance with the stability of the
radicals of XA.

Fig. 2. Three-dimensional map of spin density distribution (SDD) for the free radicals of XA in
benzene

Three-dimensional map of SDD for the radicals of here investigated XA indicates
that there are very high distribution of unpaired electron at all of three radicals. The
spin distribution includes the atoms of all three rings in the molecule, rings A, B, and
C (Figs. 1 and 2). The highest distribution is over the ring B. The consequence of
the similarly distribution of spin is the relative small differences in the BDE values,
compering the most and the least stable radical form (about 15 kJ mol−1 in benzene and
about 5 kJ mol−1 in water).

At the stability of radical a great influence have the presence and the strength of the
internal hydrogen bonds. Radicals R1 and R2 are stabilized by the two intramolecular
hydrogen bonds. One of them is formed between hydrogen atom of the hydroxyl group
and neighbor oxygen atom of the carbonyl group, obtained by the homolytic cleavage
of neighbor O-H bond. The lengths of these hydrogen bonds are 2.012 Å and 1.757 Å
at the R1 and R2 respectively. The results of NBO analyses confirms that these bonds
are formed as the transfer of lone pare electrons from py orbital of carbonyl oxygen to
the σ* orbital of O-H bond [22]. The other internal hydrogen bond is formed between
hydrogen atom of the hydroxyl group at the position 4, and the etheric oxygen at the
position 10 (Fig. 1). The lengths of these bonds are 2.092 Å and 2.151 Å at the R1
and R2 respectively. These bonds are generated as the result of the transfer of lone pare
electrons from px orbital of the etheric oxygen to the σ* orbital of O4-H4 bond. Radical
R4 is stabilized by the presence of two intramolecular hydrogen bonds among the one
is formed between hydrogen of hydroxyl group at position 1, and carbonyl oxygen at
position 9, and the other is formed between hydrogen of the hydroxyl group at position
2 and oxygen of the hydroxyl group at position 1. The length of the firs mentioned
hydrogen bond is 1.719 Å, and it is built by the transfer of lone pare electrons from
O9 carbonyl oxygen to the σ* orbital of O1-H1 bond. The second hydrogen bond is
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2.156 Å, and for its formation is deserve lone pare electron transfer from O1 atom to the
σ* orbital of O2-H2 bond. It can be seen that summarized values of lengths of internal
hydrogen bonds that correspond to the observer radicals are the lowest for R4, while
the sums of the energies that corresponds to the electron transfers are the highest for
R4. It is in the consequence with the highest stability of the R4 radical, and the lowest
corresponding BDE values, comparing with the appropriate values that correspond to
the R1 and R2 forms.

4.3 Docking Analysis

As a trihydroxy xanthone, XA undergoes to the deprotonation, forming three mono-
anionic moieties, A1, A2 and A4, depending if the cleavage of O-H bond occurred at
the position 1, 2 or 4, respectively. Relative enthalpy values calculated in water indicates
that the most stable is A1. Its standard enthalpy calculated in water is for 9.58 kJ mol−1

lower than enthalpy of A2, and for 1.58 kJ mol−1 lower than enthalpy of A4. Docking
analyses is performed for all of three anions of XA. Bearing on mind that Pgp causes
MDR, it was interesting to investigate the possibility of docking of some drug, whose
effectiveness can be decreased as a consequence of low selectivity of Pgp. A comparison
of the results obtained for docking of selected drug to the Pgp with the once obtained
for docking of XA anions, can lead to the conclusion if the presence of XA anion
can provide the higher drug activity. Here is docking analysis performed with mitox-
antrone (MX), a synthetic anthracene drug, used in the treatment of leukemia and cancer
[23, 24]. The results of analyses are presented in Table 3, and on the Fig. 3.

Table 3. Results of docking analysis of A1, A2, A3 and MX, with Pgp. Eb presents free energy
of binding in kcal mol−1, and Ki is inhibition constant in μM.

Ligand Eb (kcal mol−1) Ki (micromolar)

A1 −4.42 575.17

A2 −4.46 536.58

A4 −4.64 394.20

MX −0.01 9.85 · 105

The values of energy of binding from Table 3 indicate that all anions of XA link
to the Pgb stronger than estimated drug. In the same manner are results of inhibition
constant, which are several times lower for anions of XA, than for MX. Among three
estimated anions, the highest inhibition potency possesses A4. Moreover, as can be seen
from Fig. 3, the positions of docking for MX and for A4 with Pgp are completely the
same. All examined XA anions and MX are linked to the Pgp over the amino acids Lys
884, Glu885, Gly 888 and Pro 923. Among intermolecular interactions formed between
selected ligand and Pgp, the dominant are conventional and carbon hydrogen bonds, than
π –μ andπ – alkyl hydrophobic interactions. It indicates that all three anions of XA can
protect MX from negative influence of Pgp. One can be assumed that medical therapy
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Fig. 3. Positions of docking of A1, A2, A4 and MX with Pgp

requiring the use of MX will be more effective if it is combined with the XA-containing
dietary supplement.

The antioxidant and inhibition potency of molecule can be evaluated based on the
values of appropriate thermodynamically parameters. On the other hand, it is always
usefully if there is possibility to compare the parameters of the antioxidative capacity of
investigated molecule, with the parameters of the antioxidativity of some well-known
and often studied compound. For that purpose 1,2,4-trihydroxyanthraquinone is chosen,
known as purpurin. This is antioxidant with moderate antioxidative capacity, but with
numerous beneficial effects and vast applications. While XA can scavenge all of the
three here considered radicals in both polar and non-polar conditions, for purpurin has
been shown that reaction is thermodynamically plausible for all radicals in water, and
in benzene only for hydroxyl radical [25]. In all cases enthalpies of reactions are lower
for XA than for purpurin. The purpurin anion can be docked with Pgp, attaching this
protein via amino acids Lys 884, Glu885, Gly 888, Ser 919 and Pro 923. The inhibition
constant in the case of purpurin is 376.63 μM [25]. All of this indicates that XA exhibit
higher antioxidative activity, but somewhat lower inhibition capacity than purpurin.

5 Conclusions

Estimation of the antioxidant potency of 1,2,4-trihydroxyxanthone (XA) was performed
using DFT calculations. To imitate lipid and aqueous environment, as the most common
reaction mediums in organisms, are used benzene and water as solvents. All conclu-
sions are obtained based on the appropriate thermodynamically parameters of chemical
behavior of investigated compound. The antioxidant capacity of polyphenolic antioxi-
dants can be assessed based on its ability to generate stable radical form by the homolytic
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cleavage of O-H bond. This process can follow several different mechanisms. It is con-
cluded that the most favorable mechanism for that purpose for XA in benzene is HAT,
while in water it is SPLET. SET-PT is not thermodynamically plausible mechanism. As
the final product of all of here estimated mechanisms, can be obtained stable radical of
investigated antioxidant. XA can generate three radical forms. The most stable is R4
radical, obtained by the cleavage of O4-H4 bond. It is the consequence of the highest
spin density distribution in R4, in comparison with the spin density distribution in the
R1 and R2 radicals. Moreover, the energy of the intramolecular hydrogen bonds, which
contribute to the stability of obtained radical, is the highest for R4. In the presence of
reactive oxygen species, polyphenolic antioxidants manifest its antioxidant capacity by
the transfer of hydrogen atom from O-H group to the reactive free radical, which leads
to the deactivation of free radical moiety. Here is investigated capacity of XA to deacti-
vate hydroxyl (HO•), hydroperoxyl (HOO•) and methylperoxyl (CH3OO•) radicals. It
is found that in both solvents SPLET and HAT are thermodynamically possible reaction
pathways, but in benzene SPLET is more favorable than HAT, while in water HAT is
more plausible. SET-PT is inoperative mechanism under here estimated conditions. The
reactivity of XA toward free radicals decreases following the order: HO• � HOO• >

CH3OO•. Results of docking analysis indicated that all of three anionic species that XA
can generate in physiological conditions can be connected to the Pgp over the exactly
same amino acids as the synthetic anthracene drug, mitoxantrone (MX). Therefore, it
can be assumed than XA can act as inhibitor of Pgp, and decrease multiple drug resis-
tance caused by Pgp. Comparing scavenger activity and inhibition capacity of XA with
appropriate properties of structurally similar anthraquinone purpurin, one can conclude
that XA is better antioxidant, but somewhat worse Pgp inhibitor than purpurin.
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enging activity of alizarin and alizarin red S. Theoretical comparative study. Comput. Theor.
Chem. 1047, 15–21 (2014)

22. Reed,A.E.,Curtiss, L.A.,Weinhold, F.: Intermolecular interactions fromanatural bondorbital
donor-acceptor viewpoint. Chem. Rev. 88(6), 899–926 (1988)

23. Sharom, F.J.: ABC multidrug transporters: structure, function and role in chemoresistance.
Pharmacogenomics 9(1), 105–127 (2008)

24. Loe, D.W., Deeley, R.G., Cole, S.P.C.: Biology of themultidrug resistance-associated protein,
MRP. Eur. J. Cancer 32(6), 945–957 (1996)
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Abstract. Although software implementations of different image processing
techniques are suitable for general-purpose use, in order to meet the real time
requirements, an image processing technique needs to be realized in hardware.
Field Programmable Gate Arrays (FPGAs) have many benefits in applications
that include digital signal acquisition, but also processing of large data, especially
in real time. Mainly due to the ever-decreasing cost and re-configurability, FPGAs
have also found its place in digital signal processing (DSP). Xilinx System Gen-
erator is a tool from Xilinx that enables the Mathworks Simulink models to be
adapted for FPGA design. For comparative study on several levels in edge detec-
tion, CT image of a brain with a tumor is used. Performances of gradient based
edge detectors - Robert, Prewitt and Sobel were compared. Even from just visual
analysis of results, it can be seen that Prewitt and Sobel methods give better results
than Robert method. In contrast, the calculation of Robert operator is simpler in
comparison to the other operators and occupies less resources, since only adder-
subtractor logic is sufficient to detect the edges. As the implemented algorithms
could be part of more complex systems for tumor detection, the design architec-
ture used in this paper can be extended to be used in very complex real time image
processing techniques.

1 Introduction

FPGAshavemany benefits in applications that include acquisition of digital data, but also
processing of large data, especially in real time [1]. Mainly due to the ever-decreasing
cost and re-configurability, FPGAs have also found its place in digital signal processing
(DSP) [2]. Image processing requires the manipulation of pixels within a digital image
to suit the different purposes - filtering [3], medical imaging [4], image compression [5],
wireless communication [6], target recognition, video surveillance, robotics application,
etc., where high speed parallel data processing is the main request. The parallelism that
FPGAsoffer, allowprocessingof images in real time, reducingprocessing time.Themain
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drawback of FPGAs is the low level language coding that requires a lot of time to produce
a final product, as well as the time needed to redesign the system if there are any requests
for that [2].

There are a number of processes that are part of the image processing techniques.
Some of them are acquisition, enhancement, restoration, segmentation and analysis that
are probably part of every application involving image processing [5]. Mohammed et al.
[2] analyzed digital images and processing techniques, specifically point processing
algorithms. Hanisha et al. [7] investigated image denoising algorithm with the help of
XilinxSystemGenerator in co-simulation of both software andhardware.Kumar et al. [8]
investigated various image processing operations on FPGAs by usingMatlab – Simulink
coupled with Xilinx system generator tools to convert the image into suitable formats
for further processing. A typical image processing flow was used - reading an image
from file, image preprocessing, main image processing techniques, post-processing and
visual output [8].

Going back to the real time image processing, writing thousands of code lines for
image processing using low level language is impractical and time consuming. Therefore
for that purpose a tool calledXilinx SystemGenerator (XSG) [1], coupledwith graphical
interface Simulink in Matlab is used to produce software environment for hardware
description [1, 9, 10].

Xilinx System Generator [9] is a tool from Xilinx that enables the coupling between
the Mathworks Simulink models to be adapted for FPGA design. Basically, Xilinx spe-
cific Blockset are added to the DSP friendly Simulink environment for higher level
design [2, 11]. A high-level graphical interface under the Matlab - Simulink makes
it very easy to work with in comparison to the other software for hardware description
[12]. Downstream FPGA implementation steps such as synthesis and place and route are
automatically performed from the Simulink environment to generate bitstream FPGA
programming file. I/O planning and Clock planning can also be done in order to imple-
ment for JTAG hardware co-simulation. After this, a netlist is generated and a draft for
the model and programming file in VHDL/Verilog is created.

As already mentioned, designs are made using DSP friendly Simulink modelling
environment using a Xilinx specific Blockset [11]. The library of Xilinx System Gen-
erator includes over 90 DSP building blocks, allowing faster prototyping and design
from a high-level programming stand point [2, 9, 10]. The prerequisite of using System
Generator is to have compatible versions of Matlab and System Generator; the System
Generator token available along with Xilinx has to be configured in Matlab in order to
use the Blocksets [13].

2 Materials and Methods

Although software versions of different image processing technique suitable for general
purpose use are available, in order tomeet the real time applications, an image processing
technique needs to be implemented in hardware [2]. In addition, the processing speed of
software versions are sometimes not adequatewhen real-time applications are demanded,
as well as when a large amount of information needs to be processed in a short period
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of time (meaning throughput is higher) [14]. FPGA based application-specific hard-
ware design provides higher processing speed in comparison to the equivalent software
implementation taking the advantage of architectural parallel nature [14].

This led to the motivation for this paper where we used Matlab/Simulink coupled
with Xilinx System Generator tool to preform several image processing algorithms that
can be used as intros to the more complicated techniques in medical and biomedical
applications. Vivado SystemGenerator 2016.4 was used, andMatlab version was 2016b.
The design flow of hardware implementation of image processing using XSG is given
in Fig. 1.

Fig. 1. Design flow of hardware implementation of image processing using XSG

2.1 Software Co-simulation

In Software co-simulation all Xilinx blocks are connected between two blocks - Gateway
In and Gateway Out, which behave as input and output respectively for the hardware
design [15]. Because Xilinx blocks work with fixed point format, there is a need to
convert real world signals, written using floating point, into fixed point and vice versa.
Gateway In and Gateway Out blocks act in this sense as translators for converting the
signals from one format to another [1, 10, 15].

In order to read the source file and later see the output (image), simple Simulink block
sets such as Image Source and Image Viewer can be used [2]. Image pre-processing
and image post-processing units are the same independently of the image processing
application, and are designed using Simulink blocksets [2, 7]. Image pre-processing
subsystem consists of several blocks – Image from file, Transpose, Convert 2-D to 1-D,
Frame conversion and Unbuffer (Fig. 2).



Medical Image Processing Using Xilinx System Generator 107

Fig. 2. Image pre-processing module

Since a grayscale image is M-by-N array, where M represents number of rows and N
represents number of columns, Image from file block is used to read the representative
image matrix [8]. Analogously, a color image would be represented by M-by-N-by-P
array, whereM andN are rows and columns respectively in each P color plane. Transpose
block is used to transpose block fromM-by-N matrix to N-by-M matrix. Block Convert
2-D to 1-D serves, as the name itself reads, to convert 2-D image matrix to 1-D (serial)
array. Frame conversion has two possibilities – to set the output sampling mode to
frame based or sample based and help prepare the data for un-buffering. Unbuffer block
unbuffers an M-by-N input into a 1-by-N output, where inputs are unbuffered row wise.

Image post-processing subsystem consists of several blocks again - Data type
conversion, Buffer, Convert 1D to 2D, Transpose, Video viewer (Fig. 3).

Fig. 3. Image post-processing module

These block help in reconstruction of the image based on 1-D array. First block -
Data type conversion is used to convert image signal to different formats, where unsigned
integer is used here. Buffer block performs frame-based processing, producing an output
with a different frame size by redistributing the data in each column of the input. It should
be noted that buffering a signal to a larger frame size would yield an output with a slower
frame rate than the input [8]. In order to display the image back on the screen using the
Video Viewer, Block Convert 1D to 2D is used to transform 1-D array back to 2-D image
matrix.

Further in the text, edge detection algorithms are applied on CT images of brain from
real patient. The images were in DICOM format with a tumor in the brain mass. We
wanted to show that edge detection is useful in these situations where tissue of interest
should be extracted.

2.2 Image Edge Detection

Edge in an image is defined as a point where sharp change in an image exists, where
pixel locations have abrupt change in brightness, meaning discontinuity in gray level
values. Therefore, edge detection in image processing means identifying and localizing
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regions in which these brightness transitions exist [10, 15, 16]. Usually, edge detection
techniques are implemented using software, however with the advancement in Very
Large Scale Integration (VLSI) technology, hardware implementation of edge detectors
has taken over a role in real-time applications [15].

Gradient-based techniques are mostly used for edge detection. They are looking for
an edge by finding maximum and minimum in the first derivative of the image. The main
edge detection operator is a matrix area gradient operation, which determines the level
of variance between different pixels. Then, the edge detection operator is calculated by
forming a matrix centered on a pixel that is chosen as the center of the matrix area. If the
value of this matrix area is above a given threshold, the middle pixel is classified as an
edge [17]. In the sense of mathematical operations, edge detection in image processing
meansmasking operationwith suitable filtermask,meaning the input image is convolved
with any of the above mentioned filter masks [1].

Application of an edge detection algorithms decreases the amount of details that
need to be processed and clears the details that are considered as less important without
changing any properties of the image [14]. As a result, many researchers have inves-
tigated edge detection algorithms for different purposes. Fuad et al. [15] performed a
comparative study of edge detection technique and implemented Canny Edge Detection
Algorithm using Xilinx System Generator on a Nexys3 Board. Kabir et al. [14] also
implemented another method for edge detection - Sobel edge detection in hardware.
Although different edge detection methods are available as software implementations
such as Roberts, Prewitt, Sobel method, software versions are suitable for general pur-
pose use. Therefore, according to themotivation for the paper, we further analyze several
gradient-basedmethods for edge detection and implement them in hardware usingXilinx
System Generator.

For a given image I, in order to calculate horizontal and vertical gradient of each
pixel I(x, y), Eqs. 1–2 are applied according to [18]:

Gx (x, y) = hori zontal_mask ∗ I (x, y) (1)

Gy(x, y) = vertical_mask ∗ I (x, y) (2)

In each pixel (x, y), the horizontal and vertical gradients are combined as in (3), in
order to obtain the gradient value:

G(x, y) =
√
Gx (x, y)2 + Gy(x, y)2 (3)

Usually, an approximation of the magnitude is calculated as:

G(x, y) = |Gx (x, y)| + ∣∣Gy(x, y)
∣∣ (4)

Where Gx and Gy are the gradients in the x- and y-directions respectively. The
orientation of the gradient is calculated as:

θ(x, y) = arctan

(
Gy(x, y)

Gx (x, y)

)
(5)



Medical Image Processing Using Xilinx System Generator 109

In a lot of real-world applications, Canny method is dominant due to its good local-
ization performance and ability to extract significant edges very well. However, the
Canny algorithm consists of extensive pre-processing such as smoothing, as well as
post-processing steps such asNon-MaximumSuppression (NMS). It is alsomore compu-
tationally complex than other gradient-based edge detection algorithms such as Roberts,
Prewitt and Sobel algorithms [15, 19, 20]. As a result, wewill focus on less computation-
ally complex gradient based edge detection methods and compare their performance,
resource utilization, performance time, etc.

Robert Method
The main idea behind the Robert method is the use of Robert operator [17]. It is a
type of a differential operator that approximates the gradient of an image using discrete
differentiation computing the sum of the squares of the differences between diagonally
adjacent pixels implemented by two 2 × 2 kernel (mask) written in (6) [1].

Gx =
[
1 0
0 −1

]
and Gy =

[
0 1

−1 0

]
(6)

Masks are usually applied separately to the input image, in order to produce separate
measurements of the gradient component in x and y direction (Gx and Gy). Local gra-
dients are used by convolving mask coefficients with every pixel. And if we declare p1,
p2, p3, p4 as image pixels and Gx and Gy are masks for horizontal and vertical gradient
filter respectively, formulas for gradient calculation in both directions are [17, 21] given
by:

|Gx | = |p1−p4| and |Gy| = |p2−p3| (7)

They are then combined together in order to find the absolute magnitude of the
gradient at each point using (4). The design methodology of edge detection using Xilinx
System Generator for using Robert algorithm is shown in Fig. 4.

Fig. 4. System Generator DSP sub-model for edge detection using Robert method
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Prewitt Method
The main idea behind the Prewitt method is the operator that uses central difference
and is considered better than Roberts’s operator. Image is convolved with a kernel in
horizontal and vertical direction given in (8) [1].

Gx =
⎡
⎣

−1 0 1
−1 0 1
−1 0 1

⎤
⎦ Gy =

⎡
⎣

1 1 1
0 0 0

−1 −1 −1

⎤
⎦ (8)

Prewitt edge detection uses moving masks over an image to compute gradient of image.
If we define p1, p2, p3,….p9 as image pixels and Gx and Gy are masks for horizontal
and vertical gradient filter respectively, then the formulas used for gradient calculation
are given as (9) [17, 21]:

|Gx | = |(p3 + p6 + p9) − (p1 + p4 + p7)|
|Gy| = |(p7 + p8 + p9) − (p1 + p2 + p3)| (9)

Because of its kernel, Prewitt’smethod is less vulnerable to noise [1]. The designmethod-
ology of edge detection using Xilinx System Generator for using Prewitt algorithm is
shown in Fig. 5. Only horizontal mask is presented, but vertical mask is created in the
same way analogously.

Fig. 5. Simulink – System Generator DSP sub-model for horizontal mask in edge detection using
Prewitt method

Sobel Method
The Sobel operator is similar to the Prewitt operator based on central difference, but
more weights are put to the central pixels, and mask is therefore given as [1]:

Gx =
⎡
⎣

−1 0 1
−2 0 2
−1 0 1

⎤
⎦ Gy =

⎡
⎣

1 2 1
0 0 0

−1 −2 −1

⎤
⎦ (10)

These kernels are created to respond maximally to edges that are vertical and horizontal
relatively to the pixel grid, where one kernel is used for each direction x and y. These
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kernels can be applied separately on the input image, in order to produce separate calcu-
lations of the gradient components in each direction [17]. Same as with other methods,
moving masks for Sobel edge detection over an image computes the gradient of image.
If we define p1, p2, p3,….p9 as image pixels and Gx and Gy are masks for horizontal
and vertical gradient kernels, formulas for gradient calculation are given by [17, 21].

|Gx | = |(p3 + 2 × p6 + p9) − (p1 + 2 × p4 + p7)|
|Gy| = |(p7 + 2 × p8 + p9) − (p1 + 2 × p2 + p3) (11)

Sobel method has the improved noise suppression and is one of the simple operators
which gives very good results [18]. The design methodology of edge detection using
Xilinx System Generator for using Sobel algorithm is shown in Fig. 6. Only vertical
mask is presented, but horizontal mask is created in the same way analogously.

Fig. 6. Simulink – System Generator DSP sub-model for vertical mask in edge detection using
Sobel method

2.3 Thresholding Method

After the edge-detection algorithm is applied, it is necessary to determine the strength of
the boundaries, as some edges detected may not be the actual edges. One way to achieve
this is the use of threshold. Thresholding is done in such a way that each pixel with
greater value than the threshold is identified as strong edge and edge pixels weaker than
the threshold are deleted, meaning the following formula is applied [8, 15]:

F(x, y) =
{
255, if f (x, y) > T

0, otherwise
(12)

where T is the assigned threshold. In the sense of implementation, a Mux is used for
comparison and replacement of the pixels with the new values.
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2.4 Hardware Co-simulation

The starting point in hardware co-simulation is the generated System Generator model
that now needs to be transferred to hardware. After software simulation, System Gener-
ator token needs to be configured to allow the model to be compiled into hardware [2].
System Generator token dialog box needs to be configured with adequate settings for
compilation, synthesis and clocking. Firstly, compilation Target needs to be chosen by
specifying the FPGA platform that will be used. Secondly, synthesis tool is involved in
synthesizing the design (settings are hardware language, creating test bench and design
that is synthesized and implemented) and clocking tab (settings are period of the system
clock (in nanoseconds) and pin location for hardware clock) [1, 2, 7].

Once the block is configured using the aforementioned settings, a bit stream (.bit)
file is generated. After the bitstream file is generated, hardware co-simulation target
is selected and a block will be generated. For our purposes Artix 7 AC701 Evaluation
Platform1.0 (with the chip xc7a200t-2fbg676) is chosen to test the algorithms.This block
can be then added to the design and all the blocks for both software and hardware now
co-exist. The complete design with the hardware and software co-simulation subsystems
for the edge detection using Sobel method is presented in Fig. 7. All the other designs
are created accordingly.

Fig. 7. Software and hardware co-simulation model for the edge detection using Sobel method

3 Results and Discussion

For comparative study on several levels in edge detection, 8 bitmedical images of brain
with a tumor are used. Gradient based edge detectors Robert, Prewitt and Sobel perfor-
mance was compared. Even from just visual analysis of results shown in Fig. 8, it can be
seen that Prewitt and Sobel methods give better results than Robert method. In contrast,
the calculation of Robert operator is simpler in comparison to the other operators, since
only adder-subtractor logic is sufficient to detect the edges.
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Fig. 8. Original image (a) compared with output images after application of algorithm for edge
detection using Robert (b), Prewitt (c) and Sobel (d) methods

Prewitt and Sobel become noise prone depending on the threshold used and some
false edges are detected. With the constant threshold, Sobel seems to detect more false
edges, and the output is visually better using Prewitt method. After testing with several
images with different contrasts it is concluded that Robert method was more efficient
in images with lower contrast and presence of noise is reduced. By observation, in the
sense of number of edges, it can be also seen that Sobel gives maximum edges whereas
Robert provides minimum edges. Sobel operator emphasizes on central pixels and that
is why the edges are thicker in comparison to the Robert method.

After this, median filtering was applied and output results both using Prewitt (Fig. 9)
and Sobel method before and after filtering show some improvements in terms of noise
reduction.
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Fig. 9. Output images - algorithm for edge detection using Prewitt methods before (left) and after
(right) filtering

All the designs are synthesized and implemented usingXilinxVivado 2016.4. Table 1
shows a comparative analysis of three analyzed gradient-based edge detection techniques
with respect to resource utilization. Since resource utilization explains the complexity
of the algorithm it can be seen that Robert is the simplest and Prewitt and Sobel are more
complex algorithms. Generally, gradient based classical operators have low latency and
high throughput and are used in applications where image processing ne ed to be done
in real time [21]. They are the choice when it comes to applications in which accuracy is
not a major issue (i.e. monitoring, barcode reader). However, in the field of biomedical
or machine vision, additional tools need to be applied in order to increase the accuracy.

Table 1. Post Synthesis resource utilization summary

Edge detection method BRAMs LUTs Registers

Robert method 1 74 112

Prewitt method 1.5 224 266

Sobel method 1.5 224 266

hw_wrapper 2 892 1030

Table 2 provides a comparative analysis regarding the timing paths for the analyzed
gradient-based edge detection techniques. Frequency of the clock was 100 MHz. All
three algorithms have passed the Timing path analysis without any violations. It can be
seen that number of paths reported in Timing analysis when Robert method is used is 8,
while with Prewitt and Sobel it is 19.

Therefore, in applications in which medium range contrasted images are of primary
concern, Sobel and Prewitt seem to be more adequate.
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Table 2. Post Synthesis Timing paths

Edge
detection
method

Max_Slack
(ns)

Min_Slack
(ns)

Max_Delay
(ns)

Min_Delay
(ns)

Number of
paths

Robert
operator

18.9744 16.9778 2.77057 0.635 8

Prewitt
operator

18.9744 16.9778 2.77057 0.635 19

Sobel
operator

18.9744 16.9778 2.77057 0.635 19

4 Conclusions

Theneed for fast prototyping tools such asXilinxSystemGenerator andMatlabSimulink
are very important nowadays due to time-to-market constraints. Xilinx System Gener-
ator tool enables the image processing to be created using friendly environment design
as processing units are represented by blocks. In addition, not only this tool supports
software simulation, but is very efficient in synthesis in FPGAs hardware, allowing the
parallelism, robustness and speed to be fully exploited. Some of the feature gains of
Simulink/Xilinx System Generator in FPGA design are fast time-to-market for image
processing algorithms (development cycle from algorithm to hardware is shortened);
user friendly interface (easy to organize system and divide it into subsystems); flexible
modelling and simulation (design is easy to debug); easier transfer form software to
hardware (the generator creates all necessary files for implementation in Xilinx FPGAs
with the possibility to control resource and timing utilization).

In this paper, real-time image processing algorithms for edge detection and threshold-
ing are implemented on FPGA. They are compared in relation to the resulting accuracy,
resource utilization, power consumption, maximum frequency etc. The results show that
Robert is the most efficient with respect to resource utilization, as only adder-subtractor
logic is used, while Prewitt and Sobel have higher accuracy.

The advantage of implementing these algorithms on a FPGA is the full use of large
memory, embeddedmultipliers and creating application-specific hardware design,which
provides higher processing speed. As the implemented algorithms could be part of more
complex systems, the design architecture used in this paper can be extended to be used
in very complex real time image processing systems.
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Abstract. Computer assisted techniques could enable the use of morphological
characteristics of hepatic spheroids as surrogate for their response to various stim-
uli. The aim of this work is to develop an automatic analysis procedure able to cor-
rectly acquire all the important morphological parameters of the hepatic spheroids
under static and after stimulation conditions.Within the datasets, several issues can
occur related to the non-uniform illumination background and inherent limitation
in counting the exact object number when two or more are adjacent. Some of the
images include patterns with intensity comparable to the spheroid intensity, such
as extended grooves, and they are filtered out based on their eccentricity values.
Traditional methods such as Otsu threshold does not segment the spheroid images
truthfully due to their energy minimization based approach. To circumvent this
limitation initially background removal is applied as a preprocessing step. Filters
applied for this depend on the relative size of the spheroids in order not to dimin-
ish the image quality. Therefore, we propose a guided automatic threshold value
that can discriminate between the background and the spheroids more accurately
by finding the critical peak on the pixel intensity histogram. Pixel intensity his-
tograms are composed of three modes and the local minimum after the peak at the
lowest values is the threshold value. After applying the new guided thresholding
technique, watershed algorithm is used in order to determine the separating nodes
between objects that are contiguous to each-other. These two techniques are com-
pared with Gabor filters based methods that are shape based filters. Employing the
three methods spheroid parameters including the number, area and the perimeter
were determined and their performance and robustness are discussed.
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1 Introduction

Hepatic spheroids are the most appropriate model to represent multiple liver func-
tions and toxicity range, providing better results than 2D monolayer with close sim-
ilar response to the primary human hepatocytes. Many different tools and techniques
have been developed to analyze the time dependence of hepatic functions, morphology
stability etc. [1]. Imaging is one of the noninvasive techniques that provides important
information on the size, shape and number as a function of time and drug exposure. Hep-
atic spheroids are an attractive model for in vitro genotoxicity assessment that closely
mimics hepatic functions [2]. Therefore, there is an increase on the usage of hepatic
spheroids on cancer research, for evaluation of anticancer drugs [3], modeling tissue
biology [4]. Thurber et al. [3] predicted that the antibody-based cancer treatment dosage
would be large enough to make a group of antibody overcome cellular internaliza-
tion. The quantitative measurements were done using flow cytometry method where the
counting of the nuclei under microscope in a known volume of tissue determined the cell
density. Sirenko et al. used 3D liver spheroids derived from human iPS cells for toxicity
assessment employing three dimensional image analysis of several parameters including
spheroid size (volume) and shape, cell number and spatial distribution, nuclear charac-
terization, number and distribution of cells. Dissanayaka et al. developed 3Dmicrotissue
spheroids of dental pulp cells (DPCs) and find the interaction characterization between
DPCs and human umbilical vein endothelial cells (HUVECs) [5] and they report the
formation of a favorable microenvironment.

The positive trend in the study of spheroids has been supported continuously by
strong experimental evidence and this has led to the development of the all-in-one
portable platforms andof the image processing algorithms for the analysis of high content
imaging [6]. Optical microscopy and electron microscopy techniques have been widely
used and often certain limitations have been overcome by carefully designed algorithms.
Scanning electronmicroscopy (SEM) and transmission electronmicroscopy (TEM)have
also be used for topology analysis, cellular organization, drug penetration etc. Another
technique to study the shape/size of the 3D hepatic spheroids is flow cytometry however,
the main requirement for this method is that the spheroids have to be in suspension. Cur-
rently research is oriented in developing newalgorithms and also in developing automatic
toolboxes or user-friendly graphical user interfaces (GUI) for researchers with limited
knowledge in computer vision. AnaSP [7] and SpheroidSizer [8] are examples of these
toolboxes. These two report the calculation of spheroid parameters. AnaSP one uses the
largest spheroid in the image as a reference and reports its parameters, whereas Spheroid-
Sizer is limited to calculating the parameters of a single spheroid per image. The latter
uses active contours for the segmentation which is a robust to noise and non-uniform
illumination but is time expensive.

Successful use of developed software is reported by Veelken et al. [9] who employ
a combination between in vitro 3D spheroid invasion culture with irradiation and
automated nucleus-based segmentation for single cell analysis. By combining all this
information they could illustrate the degrees and types of therapy resistance in cancer
cells.
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Here, we present three differentmethods for spheroid image analysis in order to char-
acterize their morphological properties. We propose solutions to challenges not com-
monly discussed in the literature of spheroid analysis. These challenges are represented
by non-uniform background illumination, counting of contiguous spheroids, interfering
patterns with spheroid-like texture features and halo creation. The first method analyzed
consists of background removal as a pre-processing step followed by Otsu threshold.
The second method proposes a new guided threshold technique. The third method is a
modified version of the first method by adding also Gabor filters for spheroid detection.

On the second part, the image dataset and its challenges are described. All three
methods are described in the Methods section. The results are shown in the fourth
section, and a discussion about the image analysis done is reported in the fifth section
and conclusions are presented in the last section.

2 Materials

Spheroids Formation and Culture
Terminally differentiated hepatic cells HepaRG™ (ThermoFisher) were maintained
according to the supplier’s in Williams’ medium E with Glutamax I, supplemented
with 10% fetal bovine serum, 100 IU/ml penicillin, 100 µg/ml streptomycin, 5 µg/ml
bovine insulin, and 50 µM hydrocortisone hemisuccinate. At confluence HepaRG™
were harvested with TrypLE Express and seeded into Aggrewell™400 (StemCell Tech-
nologies) plates at a density of 6× 105 cells per well. Following manufacturer protocol
the plate was centrifuged at 100 g for 3 min followed by the incubation at 37 °C with
5% CO2 for 72 h. HepaRG spheroids were harvested for seeding into the 96 ultra low
attachment plate at a concentration of ~100 spheroids per well. At each time point (day
1, 2, 3, 4, 7, 10, 14, 17 and 21) media was replenished and images were acquired using
a ZOE Fluorescent Cell Imager. The contrast in all the images is good and the spheroid
size is larger than the rest of the objects that appear spuriously. Therefore the objects
of interest can be easily detected by computerized techniques (see Fig. 1a). Since the
contrast with the background is large, thresholding technique could be used to detect the
objects. However, some images pose different challenges for a detailed analysis such
as: (i) non-uniform background illumination (43% of the dataset), (ii) existence of two
or more contiguous spheroids creating clusters, (iii) presence of patterns with texture
and/or pixel intensity similar to the spheroids, and (iv) halo creation at the edges of the
spheroids (see Fig. 1b). Halo effects are present when the light of optical microscopes
produces a brighter outer boundary around the object thus reducing the measurable size
parameters.
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Fig. 1. (a) Hepatic spheroids and (b) the challenges of the dataset, clustering (blue) and edge of
the well plate (red).

3 Methods

Threshold based techniques have been used widely as they are satisfactory in many
different conditions. They can be applied both locally and globally depending on the
illumination gradient. Otsu threshold automatically performs clustering-based image
segmentation by determining the optimum threshold value that separates two distinct
classes so that their intra-class variance is minimal. On their paper, Xu et al. [10] have
shown that the value of Otsu threshold is equal to the average of the mean levels of two
classes partitioned by this threshold. This approach is used in this work as two classes
are identified: (i) the background as black and (ii) the spheroids as white. Counting the
spheroids provides essential information and in order to differentiate the contiguous ones
watershed segmentation is used. This technique finds “watershed ridge lines” by treating
it as a surface where light pixels represent high elevations and dark pixels represent low
elevations. Spheroid shape tends to be circular, so the eccentricity value tends to be
towards the value 0. The pattern, in the contrary, has a more elliptical shape, so the
eccentricity value tends to be towards the value 1. By using this property of the shapes
of the objects, the pattern can be filtered by removing every object that has an elliptical
shape.

Here in this work, we use three different methods for low density spheroids image
analysis. The first method involves background removal as the preprocessing step fol-
lowed by Otsu thresholding technique. The second method consists of guided threshold-
ing technique which employs careful analysis of the histogram. The third method uses
Gabor filters to detect spheroids after background removal is used as a pre-processing
step.All these threemethods usewatershed segmentation to divide the adjacent spheroids
from each other and in the end the morphological properties of the spheroids such as
area, perimeter and eccentricity are extracted.

Method 1: Background Removal and Otsu Thresholding
It is known that applying smooth filters such as Gaussian filter etc. to original images
blurs the image and the edges become less distinct. It is also known that subtracting the
blurred image from the original one or vice versa depending on the case, it can enhance
and stronger the edges of the objects. The above steps can be used with a small size
kernel, i.e. from 3× 3 to 7× 7. The same filter class if used with a kernel size 3–6 times
larger than the object of interest, can remove the background. This is the first method
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proposedwith the application of smooth filtering for background approximation and then
subtracting the original image from it. Thismethod uses the fact that the subtraction of the
background will make the spheroids more visible and the illumination of the background
will be attenuated. It uses the fact that too much smoothing can give us an approximation
of the background, and then we subtract the original image from it (see Fig. 2). This new
method looks like it solved the problem of the background illumination. Otsu threshold
in this case looks like it makes a good differentiation of the background versus spheroids.

Fig. 2. Spheroid detection using background removal as the pre-processing step

Method 2: Using Guided Threshold Technique
Using Otsu method to separate the spheroids from the background without a pre-
processing step does not provide the optimal threshold value. The histograms of the
images were carefully analyzed and the best threshold values determined manually were
compared with the values found by Otsu method. The new threshold values (shown in
red in Fig. 3a) were smaller than the automatic ones (in blue). It was observed that
the difference between these two values was not significant. The histograms exhibit tri-
modal pattern and the correct threshold value is the first local minima considering that
the spheroids are darker than the background. This new technique is denoted as guided
threshold in this work.

Fig. 3. Histogram analysis of an image and the different threshold values
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Method 3: Using Gabor Filters to Detect the Spheroids
The third method follows the same preprocessing step of the first method to adjust the
non-uniform background illumination. Then Gabor filters, a filter bank with different
magnitudes and wavelength are employed to detect spheroids. Principal component
analysis identifies the strongest features and enhances them more by multiplying its
coefficients with the result image when constructing the final gabor magnitude (see
Fig. 4).

Fig. 4. Spheroid detection using Gabor filters

4 Results and Discussion

The algorithms are run on all images of the dataset and the results are given.Asmentioned
before, the newly developed threshold analysis technique is based on histogram analysis
that proves to be very successful in a better segmentation. In Fig. 5, the segmentation
results of both of these two techniques are shown. The guided threshold facilitates a
better calculation of the area and perimeter of the spheroids.

Fig. 5. (a) Spheroids detected by new guided threshold and (b) by the Background removal and
Otsu thresholding

The third method employing Gabor filters proves to be more effective than the first
two methods because of its inherent object shape-based detection ability. It also shows
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better performance in minimizing the negative effects of the halo existence and is also
more robust to the large variance of the quality of the images (see Fig. 6). Among the
three methods, Gabor filters detects more noise objects, and needs to have a further
object size filtering because the undesired objects have a similar (round) shape to the
spheroids themselves.

Fig. 6. (a) Background removal and Otsu thresholding, (b) new guided threshold and (c) using
Gabor filters

All three methods are used on the images and then the morphological characteristics
of the spheroids such as area, perimeter, radius and eccentricity are obtained as this
provides a quantitative comparison among the three. Based on qualitative analysis of the
figures above, a higher similarity between the results of the guided threshold and Gabor
filters is expected and both of them would exhibit a more distinct superiority over the
first method.

Results of important spheroid parameters as a function of time are shown in Figs. 7
and 8. Average of spheroid number and total area covered by the spheroids for all the
images taken on the same day are reported in Fig. 7. The total area covered by the
spheroids is found to be lower for the first method and the other two methods draw a
more similar pattern. The average spheroid number does not change for the three different

Fig. 7. Total area covered by spheroids as a function of time
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methods. The difference in the total area found using the three methods depends mainly
on the ability to determine the correct shape of the objects and the ability to minimize
the halo effect.

Fig. 8. Graph of the number of spheroids detected through time

When comparing the number of spheroids detected per each day, we see that all the
algorithms show almost the same number. Since the number of spheroids comes from
the fact how good watershed was able to differentiate adjacent spheroids, the trend is
almost the same. There is a decrease of the number of spheroids from day 1 to day 21
(see Fig. 8).

Fig. 9. Spheroids characteristics as a function of time
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When comparing the individual characteristics of the spheroids through time, we
may check the graphs below in Fig. 9. We notice the same rising trend after a drop in
day 2 for the new guided threshold and the Gabor filters method for average spheroid
area, perimeter and radius and the same values for eccentricity. Whereas using the first
method, we notice a drop of the values in day 7. The values of eccentricity however, are
very comparable to the other methods.

5 Conclusions and Future Work

In thiswork a thorough analysis of images fromhepatic spheroids dataset was conducted.
Different approaches are commonly used by researchers based on different challenges
that depend on specific datasets. Here, a new threshold based technique is reported and
this is compared with Otsu method and with the Gabor filter segmentation. The guided
threshold technique is very robust to non-uniform background illumination that is a
common challenge in the analysis of bright field images. Gabor filter segmentation was
more robust than the other two to large variance of spheroid image features and can
be conducted in an unsupervised manner. All methods were compared based on the
quantitative outcomes of the morphological analysis of the spheroids. Both background
removal method and the new guided threshold method are semi-automated on the part
of the pattern filtering. This consists of manually changing some parameters for some
images with uncommon features present such as the edges of the well. This problem is
overcome by the third method (Gabor filters), which requires in only 3% of the images to
change the noise object filteringparameter. In conclusion, the analysis of these algorithms
enables an automatic investigation of high throughput data. Therefore, this platform can
be a valuable asset used for assessment of 3D spheroid to evaluate the risk assessment
of various compounds (drugs, biomaterials, etc.).
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Abstract. Various derivatives of coumarin have previously shown awide range of
biological activities. In this contribution, 3-(1-o-toluidinoethylidene)-chromane-
2,4-dione (1)was analyzed by various theoretical techniques in order to understand
the potential binding to anti-tumor target agents. The experimental IR spectrum
was assigned and compared to theoretical in order to verify the applicability of
applied DFT level of theory (B3LYP-D3BJH/6-311+G(d,p)). The Hirshfeld sur-
face analysis (HSA) performed on the crystal structure of title compound allowed
the analysis of inter-atomic interactions that lead to the crystal formation. TheNat-
ural Bond Orbital (NBO) and Quantum Theory of Atoms in Molecules (QTAIM)
gave in-depth insight of the interactions governing the structure of molecule.
Molecular docking towards UQCRB protein was used to investigate the possi-
ble interactions with proteins. The stability of molecules and various reactive
positions make it a potential anti-tumor agent and further experimental studies are
needed.

1 Introduction

Coumarin derivatives are compounds that basically contain a simple 2H-1-benzopyran-
2-one structure. It was first isolated byVogel in 1820 fromTonkawood in SouthAmerica
[1]. It should be noted that coumarin-based compounddaphninwas isolated in 1812, from
the plant Daphne alpina (Thimelaeaceae). However, the structure of that compound,
namely (8-hydroxy-7-O-β-D-glucosylcoumarin), was solved in 1830. So today it can
be safely said that daphnin was the first isolated coumarin [2–4]. Coumarin derivatives
usually occur as secondary metabolites present in different parts of the plants: root,
bark, tree, fruit and leaves [5–7]. More than 300 derivatives of coumarin have been
identified from different natural sources such as plant families: Rutaceae, Apiaceae,
Asteraceae, Moraceae, Leguminosae, etc. [8–10]. In addition to the plant world, some
of the derivatives are isolated from microorganisms and animals [2–4].
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Simple coumarin does not have pronounced biological activity, but its derivatives
with numerous substituents at various positions such as hydroxyl, alkyl, benzoyl, furanyl,
and pyranosyl groups, have a wide range of the biological and pharmacological activi-
ties: antibacterial, antifungal, antioxidant, anticoagulant, and cytotoxic [11–14]. In recent
years coumarin derivatives have played a significant role in research in biochemistry,
medicinal chemistry and bioorganic chemistry, because of their multi-biological activi-
ties. For example, it has been found that dicumarol from sweet clover, is a major cause
of hemorrhagic disease, deadly to livestock. This compound in the plants is formed by
the condensation of two molecules of 4-hydroxycoumarin via formaldehyde. Thanks to
intensive research, it has been found that dicumarol has good anticoagulant properties
[15]. In addition, numerous hydroxycoumarin derivatives are potential drugs today, they
can be used in medicine as anticoagulants, cytostatics, antibiotics, etc. [13, 16–19].

Themolecular docking studies have proved as very important tools for the analysis of
interactions between coumarin derivatives and biologically important proteins [20, 21].
Ubiquinol-Cytochrome C Reductase Binding Protein (UQCRB) was chosen in this con-
tribution because of its biological importance. This protein is involved in the transfer of
electrons across the mitochondrial inner membrane and plays an important role in com-
plex III stability [22]. In recent research, itwas presented that down-regulation of this pro-
tein inhibits angiogenesis and suggested that UQCRB could be a novel therapeutic target
for angiogenesis regulation [23]. The process of angiogenesis is responsible for embry-
onic development and tissue or organ regeneration. This process is important for the pro-
gression of tumors and hepatic fibrosis in pathological conditions, [24]. Application of
small bioactive molecules that bind to the UQCRB suppresses hypoxia-induced tumor
angiogenesis. This data demonstrates that UQCRB could be applied as a target agent in
new approaches for human cancer and mitochondria-related disease investigation [25].

Fig. 1. Structure of 3-(1-o-toluidinoethylidene)-chromane-2,4-dione (1).

In our previous publications, syntheses of the new derivatives of 4-hydroxycoumarin
and their cytotoxic and antimicrobial activity is described [26–31]. Some of these com-
pounds showed excellent cytotoxicity on some cell lines as well as antimicrobial activity
on some strains ofmicroorganisms [26–29]. In this paper, due to the significant biological
results of similar compounds, the reactivity of 3-(1-(o-toluidino)ethylidene)-chroman-
2,4-dione (1) (Fig. 1) [28] will be tested against the UQCRB protein and analyzed by
the Natural Bond Orbital (NBO), Quantum Theory of Atoms in Molecules (QTAIM),
and Molecular Docking. Also, a detailed vibration analysis will be described from the
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results obtained by comparing the experimental and simulated IR spectra to verify the
applicability of the selected level of theory.

2 Materials and Methods

Starting compound 3-(1-o-toluidinoethylidene)-chromane-2,4-dione was obtained as
previously explained. The IR spectrum was recorded on the Perkin-Elmer Spectrum
One FT-IR spectrometer (KBr pellet technique, 4000–400 cm−1).

Hirshfeld surface analysis was performed using CrystalExplorer17 [32] based on
the experimental crystallographic structure of the compound 1 [28]. The geometry units
were extracted from crystallographic information files (CIF) obtained from the Cam-
bridge Crystallographic DatabaseCentre (CCDC No. 1817645). The Gaussian 09 pro-
gram package [33] was used for the optimization of the structure of compound 1 and
to create the wavefunction files containing the data needed for the Quantum Theory of
Atoms inMolecules (QTAIM) analysis, based on the work of Bader [34, 35]. TheMulti-
wfn program [16] was employed to process the wavefunction files for topology analysis
of 1. In addition, the Natural Bond Orbital analysis (NBO) was done using NBO 5.0
[36]. All density functional theory calculations were performed using the B3LYP-D3BJ
functional in combination with a 6-311+G(d,p) basis set.

The AutoDock 4.0 software was used for the molecular docking simulation [37]
according to the procedures described elsewhere [38–40]. The three-dimensional crys-
tal structure of UQCRB was obtained from the Protein Data Bank (PDB IDs: 1BCC)
[23, 27]. The preparation of protein for docking by removing the co-crystallized ligand,
water molecules and co-factors was performed in the Discovery Studio 4.0 [41]. The
AutoDockTools (ADT) graphical user interface was used to calculate Kollman charges
and to add polar hydrogen. The investigated molecule (1) was prepared for docking
by minimizing its energy at B3LYP-D3BJ/6-311+G(d,p) level of theory. The molecule
was analyzed as a flexible ligand, while the protein remained as a rigid structure in the
ADT. All bonds of 1 were set to be rotatable. The Geistenger method for calculation of
partial charges was employed. The Lamarckian Genetic Algorithm (LGA) method was
employed for protein-ligand flexible docking. Formolecular docking simulation, the grid
boxes with dimensions 20 Å × 20 Å × 20 Å of UQCRB protein were used in order to
cover the protein binding site and accommodate ligand to move freely.

3 Results and Discussion

Vibrational Analysis
The geometry of the examined compound was optimized in the gas phase, using the
B3LYP-D3BJ/6–311+G(d,p) theoretical model. It has been previously shown that this
level of theory predicts well the vibrational spectra of similar compounds [27, 29].
The IR frequencies were calculated using the same level of theory. The experimental
and simulated wavenumbers, together with the assignment, are shown in Table 1. The
values of all calculated wavenumbers were higher than the experimental. The reason
lies in experimental conditions (KBr pellet) and the fact that theoretical spectra were
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simulated for molecules in the gas phase, therefore no intermolecular interactions were
considered. The correlation between experimental and theoretical wavenumbers was
performed to determine the correction factor. The calculated wavenumbers are scaled
using factor 0.9670. The quality of this comparison is evaluated by obtained values of
correlation coefficient (R= 0.999) mean absolute error (AAE= 4.26) and mean relative
error (ARE = 0.60) which confirm that the theoretical model used describes well the
vibrational motion and structure of the molecules (Table 1, Fig. 2).

Fig. 2. The experimental and theoretical spectra of the investigated compound (calculated at
B3LYP-D3BJ/6-311G+(d,p).

The comparison of theoretical and experimental IR spectra of 1 is shown in Fig. 2.
There are three distinct regions in the presented spectra: between 4000 and 2000 cm−1,
between 2000 and 1000 cm−1, and below 1000 cm−1. Themost pronounced bands in the
IR spectrum in the high-frequency region (4000–2000 cm−1) are assigned to different
vibrationalmodes of theC–HandN–Hgroups.Considering the structure of the examined
compound, the band positioned at 3405 cm−1 (Table 1) can be assigned to the absorp-
tion of hydrogen-bonded N–H group. The moiety O3–C4–C3–C1′–N1–H is observed in
structurally similar molecules [26, 27, 29], and it is always described as important for
stabilization. This is a so-called hydrogen bond formed by resonance [42]. In the theo-
retical spectrum the band belonging to N–H vibration is observed at lower wavenumbers
due to the fact that molecule was analyzed in the gas phase, therefore no intermolecular
interactions were possible. Low-intensity bands that are characteristic of C–H stretching
vibrations (aromatic rings I and II, and methyl group) (3107, 3048, 2854, 2350 cm−1)
also occur in the high-frequency region (Table 1). The vibration contributions for normal
stretching modes (PED values in Table 1), in the range 3405–2350 cm− 1, were awarded
almost exclusively to N–H and C–H stretching modes (85–99%).

The most intense bands in the IR spectrum can be found in the range 2000–
1000 cm−1. These bands are positioned at 1710 cm−1 (C=O stretching), 1558 cm−1

(C=N stretching), and 1610 cm−1 (C–C stretching). Medium and strong bands belong
to the bending modes H–C–C (1421 cm−1) and H–C–H (1373 cm−1). Weak bands at
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1215, 1179, and 1136 cm−1 are assigned to the mixed modes that include C–C stretch-
ing, C–N–H and H–C–C bending vibrations. The values of experimental wavenumbers
are well-reproduced in the theoretical spectrum with a difference of several cm−1.

Bands that appear below 1000 cm−1 can be described as medium and weak.Medium
bands are positioned at 904,795, 762, 721 and 669 cm−1 and they are due to the mixed
vibrational modes including stretching (C–C (acyclic moieties)) and bending (C–C–C,
H–C–C, H–C–H, C–N–C, and O–C–O) modes of the first and second benzene ring,
aliphatic chain and pyrone ring, as well as combinations of different in-plane and out-
of-plane (H–C–C–C, H–C–C–H, O–C–C–C) torsion vibrations. Weak bands are more
numerous (Table 1, Fig. 2) and they include some of the previouslymentioned vibrational
modes.

Table 1. Comparison of the experimental and calculated vibrational wavenumbers and proposed
assignments of 1 (scaling factor is 0.9670).

Mode Experimental
wavenumbers

Theoretical wavenumbers (cm−1)
B3LYP-D3BJ/6-311+G(d,p)

Vibrational
assignments with
PED (%)IR (cm−1) Unscaled Scaled

3405 w νNH (a)(99)

105 3107 vw 3207 3101 νCH (b-I, b-II)(99)

97 3048 w 3158 3054 νCH (−CH3 (a))(90)

95 2854 w 3115 3013 νCH (b-I, b-II)(90)

93 2350 w 3064 2963 νCH (−CH3 (a))(85)

92 1982 w 3050 2949 νCH (a)(95)

90 1710 vs 1771 1713 νC=O (p)(90)

89 1610 vs 1662 1607 δCN (a)(50)

84 1558 vs 1606 1553 νCC (b-I)(50)

76 1421 m 1470 1421 δHCH (−CH3 (a))(59)

72 1341 s 1373 1328 δHCC (b-I)(29)

65 1215 w 1262 1220 δCNH (a)(30)

64 1179 w 1225 1184 νCC (p)(48)

61 1136 w 1181 1142 δHCC (b-I)(32)

48 951 w 982 949 τHCCH (b-I)(30)

45 904 m 917 887 δCCC (p)(20)

44 875 w 894 864 δCNH (a)(40)

43 866 w 882 853 τHCCC (b-I, b-II)(25)

41 832 w 851 823 νCC (-CH3 (a))(20)

40 795 m 810 784 δHCC (b-II)(10) (b)

39 762 m 801 774 τHCCH (b-I)(40)

36 721 m 748 723 τHCCH (b-II)(30)

(continued)
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Table 1. (continued)

Mode Experimental
wavenumbers

Theoretical wavenumbers (cm−1)
B3LYP-D3BJ/6-311+G(d,p)

Vibrational
assignments with
PED (%)IR (cm−1) Unscaled Scaled

34 689 w 710 687 τCCCO (p)(40)

33 680 w 700 677 τHCCH (b-I)(40)

32 669 m 694 671 δOCO (p)(25)

30 620 w 637 616 δCCC (b-I, b-II)(20)

29 574 w 584 565 δHCH (−CH3 (a))(30)

21 456 w 452 437 δHCC (b-II)(30)

R 0.999

AAE 4.26

ARE 0.60

a, b-I, b-II, p denote for alkyl side chain, benzene ring (I-first ring attached to pyrone ring and II-
second ring attached to N atom) and pyrone moiety,−CH3 stand for methyl moiety, ν – stretching
modes; δ – bendingmodes; τ – torsionalmodes; vw– veryweak;w–weak;m–medium; s – strong;
vs – very strong)

Hirshfeld Surface Analysis
Hirshfeld surface analysis (HSA) was first proposed by Spackman and Byrom [43]
and comprehensively reviewed in [44]. This method focuses on analyzing the so-called
Hirshfeld surface (HS) to reveal weak interactions between monomers in molecular
crystal. HSA, in fact, is a kind of inter-fragment (or inter-monomer) surface, which is
defined based on the concept of Hirshfeld weight. Probably HS is the most reasonable
way to define an inter-fragment surface. Hirshfeld weighting function of an atom can be
expressed as:

wHirsh
A (r) =

ρ0
A(r)

∑

B
ρ0
B(r)

(1)

where ρ0
A denotes the density of atom A in free-state. Summing up the weight of all

atoms in a fragment yields Hirshfeld weight of this fragment:

wHirsh
P (r) =

∑

A∈P

wHirsh
A (r) (2)

HS of fragment P is just the isosurface of wHirsh
P = 0.5. HSs are built in a crystal

structure based on the electron distribution calculated as the sum of spherical electron
densities of an atom. Each point on the HSA represents two distances: (1) the distance
from the nearest nuclei to the external surface (de) and (2) the distance from the nearest
nuclei to the internal surface (di). The HSA is mapped with the normalized contact
distance (dnorm) and regions of important intermolecular interactions are presented by
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Graphical plots. The value of dnorm is represented by red, white, or blue when the
intermolecular contacts are shorter, equal, or longer to the vdW separation of nuclei,
respectively.

HSA was performed in order to get insight into the role of the intermolecular inter-
action in the stabilization of 1 via crystal packing. HSA (3D) and fingerprint plots (2D)
were drawnbyCrystalExplorer17 using an experimental structure input file (CIF) (Fig. 3)
[28]. The most significant intermolecular interactions in the crystal lattice of the studied
molecule, 1, are listed in Table 2 and shown in Fig. 3. The intermolecular interactions,
such as H…H, O…H and C…H contacts, play a crucial role in the crystal packing of
molecule 1. The H…H intermolecular interactions have the largest contribution in the
crystal lattice (50.4%) and they play a major role in crystal lattice stability [45]. The
minimum H…H contacts are 2.176 Å for molecule 1 (Table 2 and Fig. 3), respectively.
It is important to mention that these contact distances are longer than twice the van der
Waals radius of a hydrogen atom. These interactions are represented by a blue color in
Fig. 3.

Fig. 3. Graphical plot of the most important intermolecular contacts in 1.

Table 2. Summary of the most important intermolecular contacts and their percentage
contributions in the crystal structure of the studied molecule 1. The minimum contact distances
are in angstroms.

Contacts % Contact distances (Å)

C...H/H...C 16.7 2.702

H...H/H...H 50.4 2.176

H...O/O...H 19.4 2.368–2.554
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The O…H intermolecular contacts are the second type of close contact that makes
a large contribution (19.4%) to the crystal lattice of 1. The contact distances for these
interactions are 2.241, 2.368 and 2.554 Å, respectively. These interactions have shorter
contact distances than sums of the van der Waals radius of individual atoms (H and O)
and they are represented by red color (Fig. 3).

The H…C intermolecular contacts also showed a high contribution of 16.7% to the
overall fingerprint plot. It is found that the minimum contact distance in 1 to be 2.702
Å. This contact is less than the van der Waals radii sum of the C and H atoms with
representation by red color (Fig. 3).

Reactivity Parameters, NBO and QTAIM Analysis
In order to evaluate the donor-acceptor interactions in the molecule 1, the NBO analysis
was performed for the investigation of electronic structure [46, 47]. The second-order
perturbation theory analysis of the Fockmatrixwas used. The intramolecular interactions
cause the loss of occupancy from the localized NBO of the Lewis structure into an empty
non-Lewis orbital. For each donor (i) and acceptor (j), the stabilization energy (E(2))
associated with the delocalization between i and j is determined as:

E(2) = �Ei j = qi
(Fi j )2

(
E j − Ei

) (1)

where qi is the donor orbital occupancy, Ei, Ej is diagonal elements (orbital energies)
and Fi,j is the off-diagonal NBO Fock matrix element. It should be pointed out that the
higher value of E(2) symbolizes the stronger interaction between electron donors and
electron acceptors. The strong intramolecular hyperconjugative interactions obtained by
the second-order perturbation theory analysis of the Fock matrix are given in Table 3.

The strongest stabilization interactions are formed within pyrone ring and ethyli-
dene bridge that lead to the stabilization of this part of molecule and cause it pla-
narity. These interactions includeπ(N–C1′′)→ π*(C3–C1),π(C3–C1)→ π*(O3–C4),
π(C3–C1)→ π*(O2–C2) andπ(C6′′–C5′′)→ π*(N–C1′′) with energies between 110.8
and 205 kJ mol−1. The highest value of the interaction energy was calculated for the
intramolecular charge transfer from π(C3′′–C4′′) to C2′′ with value of 216 kJ mol−1.
The interactions within aromatic rings are also very important for stabilization, as for
example π(C7–C8) → π*(C9–C10) with energy 118.2 kJ mol−1.

Additionally, there are strong intermolecular hyperconjugative interactions from
(LP2) O1 to π*(C2–O2) and π*(C9–C10), and from (LP2) O2 to σ*(C2–O1) with
energies 155.2, 118.3 and 139.3 kJ mol−1, respectively. A strong hydrogen bond (1.63
Å) is formed between N1−H · · ·O3. This result is expected since it is well known that
the NH groups are good hydrogen bond donors. On the other hand, the electron pairs on
the oxygen of the C=O groups are much better hydrogen bond acceptors than the oxygen
of the OH groups. The NBO analysis revealed that the electron density is donated from
the p orbitals of the oxygen atom O3 into the proximate σ* antibonding N1–H bond
(Table 3). This hydrogen bond additionally stabilizes the structure with 73.8 kJ mol−1.
Again, similar was observed for the analogous coumarin derivatives [27, 29] with the
interaction energy that is the same, proving that the strength of hydrogen bond is not
dependent on substituents. Intermolecular interactions of methyl group also stabilize the
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overall structure through LP2(C2′′) → π*(N1–C1′′) and LP2(C2′′) → π*(C3′′–C4′′)
with energies 246.2 and 292.3 kJ mol−1..

Table 3. Some selected second-order interaction energies for 1.

Donor (i) Acceptor (j) E(2)/kJ mol−1 E(j)-E(i)/a.u. F(i,
j)/a.u.

πN1–C1′′ π*C3–C1′ 205.1 0.32 0.113

πC3–C1′ π*O3–C4 159.2 0.26 0.09

πC3–C1′ π*O2–C2 139.3 0.28 0.087

πC9–C10 π*O3–C4 110.8 0.27 0.076

πC6′′–C5′′ π*N1–C1′′ 138.4 0.19 0.085

πC3′′–C4′′ LP1 C2′′ 216.0 0.15 0.094

πC7–C8 π*C9–C10 118.2 0.26 0.078

LP2 O3 σ*N1–H 73.8 0.68 0.099

LP2 O1 π*O2–C2 155.2 0.35 0.104

LP2 O1 π*C9–C10 118.3 0.35 0.093

LP2 O2 σ*O1–C2 139.3 0.58 0.126

LP1 C2′′ π*N1–C1′′ 246.2 0.04 0.133

LP1 C2′′ π*C3′′–C4′′ 292.3 0.13 0.107

One of the tools for describing various intramolecular interactions is Bader’s Quan-
tum Theory of Atoms in Molecules (QTAIM) based on the electron density distribution
(ρ) and Laplacian of electron density (∇ 2ρ) at the (3,+1) ring critical points (RCPs) and
(3, −1) bond critical points (BCPs) [36]. The important parameters of the stabilization
of the investigated molecule are BCPs and RCPs. In this study, the QTAIM analysis
was employed for the investigation of the ring and bond critical points between atoms
of interest. Two types of interactions exist, the shared interactions (covalent bonds) and
closed-shell interactions (ionic bonds, van der Waals bonds and hydrogen bonds). Only
the second type of interaction was examined as they additionally stabilize the structure.
The value of the electron density of hydrogen bonds is from 0.001 to 0.06 eA with
small, but positive Laplacian [21]. On the other hand, the covalent interactions have an
electron density of the order of 0.1 eA and negative Laplacian. The RCP is always found
within a ring of chemically bonded atoms, and it represents a point within a structure
with minimum electron density [22]. BCPs and RCPs can be used as the measure of the
strength of the intramolecular hydrogen bond [23, 24] (Table 3).

The rigidity of the coumarin part is proven when properties of RCPs (electron den-
sity, Laplacian of electron density, kinetic (G) and potential (V) electron densities) were
compared. There are five RCPs, as determined in the Multiwfn program (Fig. 4). Two
of RCPs are in aromatic rings, and Table 4 shows that electron density and Lapla-
cian have almost the same values. The parameters of RCP 2 are similar to those for
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3-(1-((2-hydroxyphenyl)amino)ethylidene)chroman-2,4-dione also showing that these
parameters are not influenced significantly by the substituents on aromatic rings [29].
The third RCP is found in pyrone ring and due to the lack of aromaticity and presence
of electronegative atoms, the electron density and Laplacian are lower.

Fig. 4. The BCPs (orange points) and RCPs (yellow points) of the investigated compound.

Two other ring structures are found within the structure of investigated compound.
The first one is already mentioned and includes the quasi-six membered ring with hydro-
gen bond. The value of electron density andLaplacian are 0.0192 eA and 0.128 eA. These
values are comparable to those of pyrone ring and again prove the importance of this
ring structure for stability of molecule. The values of electron density and Laplacian in
BCP between O3 and H are higher than those typically expected for hydrogen bonds, but
still lower than those for covalent bonds. The second ring structure is also enclosed by a
weak hydrogen bond and it comprises of the following atoms O2–C2–C3–C1′–C2′–H.
The value for electron density and Laplacian are 0.0175 eA and 0.070 eA which falls
into non-covalent interactions. The methyl group is rotatable therefore it is expected that
average values for the parameters are calculated.

Table 4. QTAIM descriptors of molecule 1.

RCP/BCP No. ρ ∇2ρ V G

1 0.0216 0.159 −0.025 0.032

2 0.0192 0.131 −0.021 0.027

3 0.0138 0.075 −0.012 0.015

4 0.0192 0.128 −0.021 0.026

5 0.0215 0.158 −0.024 0.032

6 0.0588 0.165 −0.061 0.051

7 0.0175 0.070 −0.013 0.015
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Molecular Docking Analysis
The online server, PASS (Prediction of Activity Spectra for Substances), was designed
as a tool for evaluating the general biological potential of an organic drug-like
molecule. This server provides simultaneous predictions of many types of biologi-
cal activity based on the structure of the organic compounds [48, 49]. Some of the
possible protein targets of 1 include Membrane integrity agonist, CYP2C12 sub-
strate, Cholestanetriol 26-monooxygenase inhibitor, Ubiquinol-cytochrome-c reductase
inhibitor, etc. (Table 5).

The inhibition of 1 towards Ubiquinol-Cytochrome C Reductase Binding Protein
(UQCRB) was selected because of the biological importance of this protein and possible
role in anti-cancer activity. The value of Pa (probability to be active) for this system is
0.777 (Table 5), as predicted by the PASS analysis. Protein-ligand binding energy and
identification of the potential ligand-binding sites were determined from this study as
well. These results are given in Table 6 and Fig. 5. The ligand conformation which
showed the lowest binding energy (best position) was determined based on the ligand
docking results. The position and orientation of ligand inside the protein receptor and
the interactions with amino acids that bond to the ligand was analyzed and visualized
with Discovery Studio 4.0 and AutoDockTools.

Fig. 5. Docking positions of 1 and UQCRB protein with the lowest energy.
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Table 5. PASS prediction for the activity spectrum of 1.

Pa > 0,7 Pi Predicted activity

0,827 0,030 Membrane integrity agonist

0,826 0,030 CYP2C12 substrate

0,791 0,004 Cholestanetriol 26-monooxygenase inhibitor

0,799 0,017 CYP2H substrate

0,775 0,004 4-Nitrophenol 2-monooxygenase inhibitor

0,772 0,005 CYP2B5 substrate

0,752 0,010 Oxidoreductase inhibitor

0,777 0,041 Ubiquinol-cytochrome-c reductase inhibitor

0,710 0,006 General pump inhibitor

Table 6. The estimated values of free energy of binding (�Gbind, kJmol−1), binding constants
(K i) for various conformations of ligand 1 towards UQCRB protein, distance (Å) and pairwise
interaction energies (Ei, kJ/mol−1) of H-bonds.

Conformer �Gbind,

(kJ/mol−1)
K i
(μM)

H-Bond Å Ei (kJ/mol)

1 −25.44 35.1 A:SER439:CO---HN:LIG
A:SER439:HO---HN:LIG

2.571
2.603

−0.40
−0.36

2 −25.31 37.1 A:SER439:CO---HN:LIG
A:SER439:HO---HN:LIG

2.472
2.713

−0.55
−0.25

3 −23.85 66.2 A:SER439:OH---OC:LIG 1.948 −2.45

4 −23.85 66.2 A:SER439:OH---OC:LIG 1.951 −2.44

5 −23.85 66.6 A:SER439:OH---OC:LIG 1.967 −2.39

6 −23.81 66.7 A:SER439:OH---OC:LIG 1.926 −2.50

7 −23.81 68.0 A:SER439:OH---OC:LIG 1.890 −2.52

8 −23.77 68.6 A:SER439:OH---OC:LIG 1.915 −2.52

9 −23.77 68.7 A:SER439:OH---OC:LIG 1.951 −2.44

The results from Table 6 show that very similar values of free energy of bind-
ing, between −23.77 and −25.44 kJ mol−1, were obtained for nine conformers. When
specific interactions shown in Fig. 5 are observed the relative differences in thermody-
namic parameters can be explained. All of the conformers bind to protein with the same
interactions, but their energy depends on specific binding site.

The most stable conformer in active position forms two hydrogen bonds with C=O
and OH groups of SER439. These bonds have lengths of 2.571 and 2.603 Å and pairwise
interaction energies −0.40 and −0.36 kJ mol−1, respectively. ARG436 forms two weak
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π -cation and π -alkyl interaction with chroman and benzene rings. On the other hand,
HYS222 and PRO432 form weak alkyl-π interaction with the benzene ring of the ligand
(Fig. 5).

Other conformers also have hydrogen bonds formed with SER43 which proves the
importance of this amino acid for the binding of molecules to the active site of protein.
The distance between amino acid and active molecule varies from 1.951 and 2.713
Å. The weaker interactions are formed with ARG436, HIS222, LYS226, and PRO223
through alkyl-π interaction and π -cation interaction. It is assumed that it is actually the
number of these weak interactions, not their type that determines the stability of binding.
Therefore the most reactive positions, as determined by NBO and QTAIM analyses, are
the positions that form interactions with proteins of interest.

4 Conclusions

The experimental and theoretical analysis of coumarin derivative, 3-(1-o-
toluidinoethylidene)-chromane-2,4-dione (1),was performed. The experimental and the-
oretical vibrational spectra were compared and it was shown that the correlation between
them is 0.999with the average absolute error of 4.26 cm−1. This was taken as a proof that
the selected level of theory, B3LYP-D3BJ/6-311+G(d,p), describes well the experimen-
tal structure. The significant intermolecular contacts obtained from Hirshfeld analyses
of the solid-state crystal structures of molecule 1were investigated. The obtained results
showed that the H…H intermolecular interactions have the largest contribution in the
crystal lattice (50.4%) and they play a major role in crystal lattice stability.

In order to understand the type, nature, and strength of intramolecular interactions in
molecule 1, the AIM and NBO analyses were performed. A particular focus was placed
on the characterization of hydrogen-bonding interactions. The NBO analysis exposed
that the electron density is donated from the p orbitals of the O4 into the σ* antibonding
N1–H bond. In this case, the hydrogen bond additionally stabilizes the structure of 1
with 73.8 kJ mol−1 and it forms the quasi-six membered ring. The electron density and
Laplacian with values of 0.0192 eA and 0.128 eA also show that this bond is stronger
than most non-covalent interactions.

The molecular docking study in the active position of UQCRB protein proved that
the title molecule forms various interactions with amino acids. All conformers had
hydrogen bondswith C=O andOHgroups of SER439.What differed various conformers
were weak interactions, alkyl-π and π -cation interaction, especially their number with
neighboring amino acids. Therefore it was concluded that the stability of molecule and
various active positions make it a promising agent for future studies towards anti-tumor
agents.
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28. Avdović, E.H., et al.: Preparation and antimicrobial activity of a new palladium(II) complexes
with a coumarin-derived ligands. Crystal structures of the 3-(1-(o-toluidino)ethylidene)-
chroman-2,4-dione and 3-(1-(m-toluidino) ethylidene)-chroman-2,4-dione. Inorganica Chim.
Acta 484, 52–59 (2019)

29. Avdović, E.H., et al.: Spectroscopic and theoretical investigation of the potential anti-
tumor and anti-microbial agent, 3-(1-((2-hydroxyphenyl)amino)ethylidene)chroman-2,4-
dione. Spectrochim. Acta Part A Mol. Biomol. Spectrosc. 206, 421–429 (2019)
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Abstract. With a fast progression of computationalmethods andmedical imaging
techniques, the advanced simulations of carotid arteries can be approached aiming
to address different medical conditions and support the clinical practice. Within
this context, the main purpose of this study was to computationally model the bio-
logical and mechanical processes related to the plaque progression, as well as to
predict plaque regions and mechanisms which are prone to atherosclerosis devel-
opment within the carotid artery. We have focused on two patient-specific models
and application of Finite Element Analysis (FEA) which together enable inves-
tigation of the parameter such as shear stress distribution, as well as mechanical
response of stenotic zones. After performed the three-dimensional (3D) simulation
of plaque progression, the results have shown stenoses in Internal Carotid Artery
(ICA), in case of both patients. The degree of ICA stenosis is the most important
predictor of cerebral infarction among patients with atherosclerosis. Therefore,
its estimation is significant for further steps in medical treatment. The increased
shear stress was present at the stenoses due to high blood velocities, while low
shear stress was present at the carotid bifurcation, which may indicate the possi-
bility for further plaque progression. This approach will be further improved and
used for risk stratification models, by detecting the parameters of unstable and
stable carotid plaques related to the risk of stroke, which is objective of our future
studies.

1 Introduction

Carotid artery disease constitutes the primary cause of ischemic cerebrovascular events
and accounts for an estimated 750,000 victims per year from stroke in the USA [1], and
an even higher burden in morbidity and healthcare costs, due to long-term disability.
Approximately 10% [2] to 20% [3] of ischemic strokes in the world is caused by carotid
atherosclerosis solely. Atherosclerosis is an inflammatory disease induced by cholesterol
deposits and cellular proliferation, which presents lumen occlusion due to building up
of plaque within the arterial wall. Untreated carotid atherosclerosis disease alters blood
flow, promotes thrombus and embolus formation that lead to ischemic stroke.

Carotid atherosclerosis disease is a time progressive and it does not happen sud-
denly [4], but in many times the symptoms reveals in final stages of the disease.

© Springer Nature Switzerland AG 2020
N. Filipovic (Ed.): ICCB 2019, LAIS 11, pp. 143–150, 2020.
https://doi.org/10.1007/978-3-030-43658-2_13

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-43658-2_13&domain=pdf
https://doi.org/10.1007/978-3-030-43658-2_13


144 S. Djorovic et al.

The atherosclerosis can be classified into (i) symptomatic and (ii) asymptomatic sub-
groups. In case of asymptomatic atherosclerosis, usually in progressed stage of dis-
ease, i.e. after formation of mild and sever stenosis (50% and above) symptoms can
be observed. Therefore, it is important to understand mechanisms of atherosclerosis
before it turns to symptomatic and cause clinical events such as Transitional Ischemic
Attack (TIA) and stroke. The mechanisms have been examined by experts in different
fields (medical scientists, biochemists and bioengineers) knowing the vital importance
of carotid artery’s role in cerebrovascular system. With that aim, the main purpose of
this study was to analyze the biomechanical behavior of two patient-specific carotid
arteries, by simulating the atherosclerosis progression. The CT scan images were used
for creation of the three-dimensional (3D) patient-specific models. The shear stress dis-
tribution was determined using Finite Element Method (FEM) approach and employing
equations for plague progression.

The rest of the paper is organized as follows. Section 2 describes previously studies
related to methods used for 3D reconstruction of arteries and computational simulations
of carotid atherosclerosis disease. The types of imaging data which can be used for
the 3D geometrical reconstruction are summarized. Procedure for creation of the 3D
patient-specific models which required use of several software packages is presented in
Sect. 3.1. The Sect. 3.2 describes general concept of the Finite Element Analysis (FEA)
for simulation of atherosclerotic plaque progression (blood flow and mass transport).
The main aspects of computational simulation and boundary conditions are described.
Also, it should be noted that PAK in-house solver was employed for performing the
computational simulation. The Sect. 4 covers discussion of results given for two patient-
specific carotid arteries, confirming the presence of stenoses at Internal Carotid Arteries
(ICAs), which corresponds to the most common atherosclerotic zone in real-life situa-
tions. Finally, Sect. 5 presents the main conclusions of this study and plans for further
improvements.

2 Related Work

2.1 3D Reconstruction of Arteries

In the recent years, the 3D reconstruction of blood vessels has been widely used as a
way to determine the correct diagnosis of disease. Namely, accurate characterization of
carotid artery’s geometry is vital for our understanding of the atherosclerosis pathogene-
sis [5]. 3D reconstruction concerns the detailed 3D surface generation and visualization
of specific anatomical structures, such as arteries, vessels, organs, body parts and abnor-
mal morphologies (tumors, lesions, injuries, etc.). Meshing and rendering techniques
are used for completing the seamless boundary surface, generating the volumetric mesh,
followed by smoothing and refinement. Furthermore, 3D reconstruction constitutes the
necessary step towards biomedical modeling of organs, dynamic functionality, diffusion
processes, hemodynamic flow and fluid dynamics in arteries, as well asmechanical loads
and properties of body parts, tumors, lesions and vessels, such as wall/shear stress and
strain and tissue displacement [6].

The process of blood vessels’ 3D reconstruction can be divided into three steps:
(i) segmentation of 2D image, (ii) Smoothing of the blood vessel curve and (iii) 3D



Advanced Modelling Approach of Carotid Artery Atherosclerosis 145

reconstruction of blood vessels (Fig. 1). Algorithms used for vessel segmentation can
be considered as the key element for developing automated diagnostic systems [7].
There is no one segmentation method that can be used to extract vasculature from every
medical image. Some of the methods used for segmentation are focused on pattern
recognition techniques, such as thresholding combined with component analysis, while
other popular approach is to apply explicit vessel models to extract the vessel contours.
Some segmentation methods require pre-processing before segmentation. This is often
situation if the image quality is not good or if there is noise. Also, sometimes post-
processing is required in order to reduce the segmentation problems, such as over-
segmentation. The future in segmentation methods is oriented toward development of
more accurate and faster automated techniques. Therefore, the more accurate and less
time-consuming methods for creation of patient-specific models are necessary in order
to take into consideration the individual anatomy of the patient.

Fig. 1. The process of the 3D reconstruction of the blood vessel.

During the reconstruction of carotid artery’s geometry, imaging data acquired from
different diagnostic procedures can be used (Ultrasound (US), Magnetic Resonance
Imaging (MRI) and Computed Tomography (CT) are most often). The US imaging can
be used for automated lumen and adventitial border delineation of carotid artery wall
[8], as well as for measurement of wall thickness, blood velocities, and identification of
patients with a histologically unstable carotid plaque [9]. Comparing with the US, the
CT and MRI are widely used for reconstruction of patient-specific geometries [10].

2.2 Computational Simulations of Plague Progression

Numerical biomechanics has been proved to be an efficient tool for understanding vascu-
lar diseases including atherosclerosis. In order to reconstruct geometry and create model
for these types of computational studies, the data from diagnostic tools such as CT scan,
US, MRI, as well as angiography, Laser Doppler Anemometer (LDA), Power Doppler
Imaging (PDI), Doppler Sonography (DS) etc., have being implementing.

A complex geometry of carotid artery and blood flow regime convenient for Low-
Density Lipoprotein (LDL) accumulation make it disposed to atherosclerosis. Scientists
have proven that atherosclerotic plaque formation and progression are associated with
low wall shear stress (WSS) regions and that LDL concentration leads to penetration of
excessive levels of LDL particles to subendothelial layer [11]. It is indicated that LDL
surface concentration increases in regions associated with high infiltration rate (high
blood pressure) and low WSS.

Also, realistic different inlet velocity profile, obtained from color Doppler US, and
carotid bifurcation geometry, extracted fromCT imaging, have used to study flow regime
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in a stenosed carotid artery [12]. The mechanisms of atherosclerosis have been used to
provide insights for understanding the processes which lead to the plaque initiation and
development, as well as to predict plaque regions and mechanisms which are prone to
disease progression [13, 14].

Furthermore, examination of carotid atherosclerosis is challenging due to interaction
of blood constituents with arterial wall and mechanical reactions which cause initiation
and progression of atherosclerotic plaque.Many researchers have performed Fluid-Solid
Interaction (FSI) analysis in order to investigate a complex interaction between artery
wall and blood in carotid atherosclerosis disease [15, 16]. In addition, Tomaso et al.
[4] combined experimental and numerical methods of biomechanical and biochemical
atherosclerosis progression modeling and introduced a promising outline for determi-
nation of patient-specific plaque growth simulation. Although researchers have been
simulated different aspects of carotid atherosclerosis disease, it is obvious that models
which consider biochemical and biomechanical aspects of atherosclerosis progression
are more accurate.

3 Materials and Methods

This section presents the 3D reconstruction of two patient-specific carotid arteries and
simulation procedure of atherosclerosis development which covers blood flow and mass
transport. In general, modelling of atherosclerotic plaque development is schematically
presented in Fig. 2 and includes 3D reconstruction, blood flow modelling, as a first step
to simulation of atherosclerosis disease, and finally, the plaque growth modeling.

Fig. 2. Modelling of atherosclerotic plaque development; the general concept.

3.1 Patient-Specific 3D Models

In order to perform the computational analysis of atherosclerosis development, the 3D
patient-specific models were created. CT scan images were used to create the carotid
geometries containing the following branches: CommonCarotidArtery (CCA), External
Carotid Artery (ECA) and Internal Carotid Artery (ICA). Implementation of several
different software packages contributed to the optimization of surface elements, 3D
elements, and preparation of the model for the blood flow simulation coupled with the
mass transfer and diffusion within the blood vessel wall.
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The region of interest selected in the segmentation process was converted to the 3D
surface model using an adapted algorithm which resulted in stereolithography (STL)
representation of boundary surface. After obtaining the initial 3D models, optimization
of the surface meshes was performed, in order to create meshes suitable for the com-
putational simulation. After reconstruction of the carotid arteries, the in-house software
was used for creation of eight-node brick elements. The datasets for these two patients
were separately imported into PAK in-house solver for further simulation of blood flow
and mass transport through the carotid arteries [17].

3.2 Numerical Analysis

In the presented study, the average blood properties such as dynamic viscosity of
0.00365 Pa·s and density of 1050 kg/m3 were prescribed with aim to perform analy-
sis which reflects the realistic human blood flow. In addition, the following boundary
conditions were employed: prescribed blood velocity at the inlet of the arterial segment;
physiological resistance pressure at the arterial outlets.

The LDL mass transfer through the blood lumen and arterial wall was governed by
different sets of equations in order to computationally simulate atherosclerosis progres-
sion for the specific patients. The transport of LDL in the lumen of the carotid artery
and through its arterial tissue were coupled by Kedem-Katchalsky equations. The blood
flow in the lumen was simulated by the 3D Navier–Stokes equations, together with the
continuity equation. The mass transfer in the lumen was modeled using convective dif-
fusion equations, while convective diffusion reactive equations were used for modeling
mass transfer in the arterial wall. The fluid filtration (mass transfer across the wall of
the blood vessel) was modelled with the Darcy’s law. Also, the biomolecular param-
eters and adhesion molecules were used for computer simulation. These methods are
explained in detail by Filipovic et al. [14]. In addition, the 3D mesh-moving Arbitrary
Lagrangian-Eulerian (ALE) formulation was applied to follow the wall displacements
and change of the carotid wall geometry during the plaque growth [18].

4 Results and Discussion

In atherosclerosis diagnostic process arterial wall properties, plaque composition and
hemodynamical parameters can precisely comprehend the progression of disease. With
that aim, computational modelling of atherosclerosis has been performed in recent years.
Based on previous experiences, this work was focused on modeling of two patient-
specific carotid arteries using the CT scan images. The 3D blood flow and the LDL
transport through the lumen and artery wall, coupled with plaque progression in the
carotid artery wall were simulated based on FEM. The biomolecular parameters and
adhesionmoleculeswere prescribed for the computer simulation.The appropriate bound-
ary conditions were also prescribed. Mass transfer within the blood lumen and through
the arterial wall was coupled with the blood flow and modelled by the convection–dif-
fusion equation. Kedem–Katchalsky equations described the LDL transport in lumen of
the carotid artery and through the vessel tissue. The 3D blood flow was governed by the
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Navier–Stokes equations, together with the continuity equation. PAK in-house solver
was employed for the computational simulation.

The results of simulated carotid plaque progression were examined for two patient-
specific models (Patient#1 and Patient#2) presenting the shear stress distributions
(Fig. 3). Alterations of shear stress distribution during the simulated plaque progres-
sion can be noticed by comparing Patient#1 and Patient#2, which may depend on
patient-specific geometries. Further development of atherosclerosis leads to increase-
ment of plaque volume and decreasement of lumen diameter, which causes progres-
sion of stenotic zone. Decreased diameters of the ICAs and presence of the stenotic
zones (marked with yellow circles) can be seen in case of both patients. The degree of
ICA stenosis is the most important predictor of cerebral infarction among patients with
atherosclerosis, and its estimation is significant for further steps in medical treatment.

The shear stress is increased at the stenoses and its maximum values for the
atherosclerotic patients are 7.00 Pa (Patient#1) and 10.1 Pa (Patient#2), respectively.
The increased shear stress is caused by high blood velocities through the stenoses,
which may vary depending on the obtained geometry. In addition, low shear stress is
present at the carotid bifurcation zone in case of both patients, which may indicate the
possibility for further plaque progression.

Fig. 3. Shear stress distribution: atherosclerotic carotid artery of Patient#1 and Patient#2,
respectively.

The performed study was built on previous experiences in simulations of atheroscle-
rotic plaque progressionwithin the carotid artery and the obtained results are comparable
to the previousworks [14, 19, 20]. The presence of stenotic zones in the ICAs corresponds
to the usual appearance, and their further development can be determined by using pre-
sented numerical method. Beside this type of study, the objective of our future studies
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will be the automatic plaque detection and plaque type characterization in imaging data,
knowing that plaque type is an important risk factor in asymptomatic atherosclerotic
patients.

In summary, these computational models and simulation of atherosclerosis includes
some limitations. Firstly, the carotid arteries in the human body might react differently,
as they do not have the same embryological origin. Second, the adopted physiological
properties and inlet blood velocities had average values which do not correspond to
patient-specific characteristics. Third, plaque components should be included in the
models. Also, quantification of the real patient-specific plaque progression has to be
investigated in order to validate the computational models.

5 Conclusions

Carotid atherosclerosis disease is one of most prevalence cerebrovascular diseases and
takes many lives yearly. Many researches have made the efforts to understand formation,
progression and regression of carotid artery stenosis. Moreover, determination of plaque
location for a specific patient, coupled with computer simulation of plaque progression
in time, has a potential benefit for prediction of atherosclerosis development.

Based on previous experiences, this study included the 3D simulation of atheroscle-
rosis in order to investigate the relation between the patient-specific geometry, shear
stress distribution and disease progression. Two patient-specific carotid arteries were
taken into account, using the CT scan images for creation of 3D models. The results of
the analysis have shown that stenotic zones appear in the ICAs, together with increased
shear stress due to hemodynamics conditions. On the other hand, low shear stress was
present at the carotid bifurcation in case of both patients, which indicates the possibility
for further plaque progression.

Although still affected by several simplifications, the present study can be considered
as further step towards the prediction of disease progression. Therefore, more realistic
patient-specific models will be investigated in the next studies, with aim to constantly
improve the computational determination of plaque location and its progression in time,
as well as contribute to the daily medical practice.
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Abstract. Hip replacement surgery is one of the most common procedures in the
world. Annually, more than 1 million hip replacement surgeries are performed
worldwide, while it is anticipated that this number will double in the next decade.
After the damaged or worn out hip joint is replaced with the artificial hip joint,
bone healing process starts. In order to ensure the long and proper function of the
artificial joint, the connection between the bone and the inserted implant should be
as strong as possible. However, if the established connection is not strong enough,
the implant starts to loosen. Experimental studies have indicated that implants
with a rough surface form a stronger connection with a bone. The goal of this
paper was to numerically analyze different spherical shapes on the implant sur-
face. The results obtained numerically are considered to be a very helpful addition
to the experimental studies. Numerical analysis of the implant surfaces has been
performed using the Finite Element Method. The obtained results include distri-
bution of the shear stress on the implant surface. This type of stress is important
for this study because in order to promote bone ingrowth, the shear stress should
be minimized. Our study considered the interaction between cortical bone and
implant with rough surface. Material properties and boundary conditions were
adapted from literature.

Keywords: Hip implant · Implant surface · Finite element analysis

1 Introduction

Hip replacement surgery is one of the most commonly performed procedures in the
world. More than 1 million hip replacement procedures are performed annually and
it is expected that this number will double during the next decade [1]. The procedure
is performed when the hip joint is damaged or worn out. Although this is one of the
safest procedures, complications can happen. Most common complication is the need
for revision surgery as a result of aseptic loosening. One way to avoid aseptic loosening
is to ensure that the connection between the femoral bone and the hip implant will be
strong, which means reducing the micro movements between bone and the implant.
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In vivo experiments have indicated that this connection can be improved by increasing
the surface roughness of cylindrical implants [2].

Surface modification techniques, such as surface texturing and surface coating, have
been used to increase the life of artificial hip implants. Surface modifications are usually
done on the femoral head in order to improve tribological performance [3–5]. The effect
of surface modifications has mostly been analyzed using experimental studies. However,
with a significant technological improvement during the past decades, we are able to
analyze this problem using numerical methods, such as Finite Element Method (FEM).
Application of FEM indicated that mechanical properties of porous fibre-reinforced
composites implant could be changed in order to improve shear stress distribution at the
bone-implant interface [6]. Noyama et al. [7] have used FEM to optimize the groove
angle on the proximal medial region of the femoral stem and the stem material based on
the obtained stress values.

Experimental studies have indicated that the shear stress on the hip implant - bone
interface needs to be minimized in order to improve the implant - bone connection
after the hip implant has been inserted. In our previous work [8], we have used FEM
to obtain shear stress distribution on the implant topographies using boundary condi-
tions that correspond to a person standing. This paper is a continuation of our work of
analyzing implant topographies in order to find the topography with lowest shear stress
values. In this paper, we will present shear stress distribution of additional three surface
topographies.

2 Materials and Methods

2.1 Geometries

The first step in our research was the development of the models that will be analyzed
using the Finite Element Method. Our goal was to analyze the interaction between the
cementless femoral implant and the femoral bone. Since we have considered interaction
in the femoral shaft, only two layers (cortical femoral bone and hip implant) had to be
created (Fig. 1).

Fig. 1. Layers of the model
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The models were created using software for Computer Aided Design (CAD). The
model dimensions were in millimeters, while the topography dimensions were in
micrometers. As a result, the models were scaled 1000 times in order to make it easier
for the model creation and preparation for the FE analysis. Considering the significant
dimension difference, we have decided to focus only on the small area of interaction.
The created models are presented in Fig. 2.

Fig. 2. Overview of the implant models

As it can be seen in previous figures, for the geometry of topographies we have
chosen to use half cylinders with two different radius values. Model 1 had one half
cylinder per model’s width, while models 2 and 3 had two half cylinders per model’s
width. The difference between models 2 and 3 was in the length between these half
cylinders. As it can be noticed from the Figs. 2 and 3, the length was smaller in model 2.

After the models had been created, they were exported as .stl files which were used
to create a mesh for each model. The mesh for each model was created manually. The
number of nodes and elements per model is given in Table 1.

Table 1. Number of nodes and elements per model (cortical bone and implant)

Model Number of nodes Number of
elements

Model 1 74466 65280

Model 2 74813 65298

Model 3 74840 65376
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2.2 Material Properties

Material properties of cortical bone and hip implant were used for the finite element
analysis. Material properties of cortical bone and hip implant were considered to be
isotropic, homogeneous and linear elastic. For the analyzed hip implant titanium alloy
Ti6Al4V was chosen. Applied material properties of cortical bone and hip implant were
taken from the literature and the values are shown in Table 2.

Table 2. Applied material properties

Material Young’s Modulus [GPa] Poisson ratio Reference

Cortical bone 16.7 0.3 [9]

Implant 109 0.34 [10]

2.3 Boundary Conditions

For the simulations, we have used the following model constraints:

• The upper surface of the cortical bone was fixed
• The bottom surface of the implant was locked in the z direction
• The sideways of the cortical bone and implant were locked in the x direction

Everything else was allowed to move in all three directions.
The applied load was obtained from the simulation of interaction between femoral

bone and hip implant without modifications under walking static condition [8]. The
constraints used for this simulation were adapted from [11]. The overview of constraints
and load can be seen in Fig. 3.

Fig. 3. Overview of load and constraints
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In order to simulate micro motions, contact with friction between cortical bone and
implant elements was defined. The friction coefficient was 0.39 [10].

3 Results and Discussion

The shear stress distribution of the first implant model can be seen in Fig. 4. The
calculated shear stress values were in the range from 0.00749 to 3.209 MPa.

Fig. 4. Shear stress distribution for implant model 1

As it can be noticed from Fig. 4, higher shear stress values were calculated closer to
the right side of the model, where the force was applied. On the left side of the model,
the calculated values were between 0 and 1.5 MPa.

Fig. 5. Shear stress distribution for implant model 2

The shear stress distribution of the second implant can be seen in Fig. 5. The
calculated shear stress values of the second model were in the range from 0.0286 to
7.041 MPa.
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The shear stress distribution for the third implant can be seen in Fig. 6. This model
had the highest calculated shear stress values (in the range from 0.0994 to 8.897 MPa).

Fig. 6. Shear stress distribution for implant model 3

As in previously published paper [8], not having one half cylinder per model’s width
leads to increased shear stress values. It can be noticed that increased distance between
two half cylinders led to increased shear stress values (Figs. 4 and 5). For models 2 and
3, the highest values were calculated on the second, third and fourth half cylinder (from
the right side).

Comparison of the shear stress distributions for all threemodels can be seen in Fig. 7.
In order to promote bone ingrowth, shear stress at the implant-bone interface should

be minimized [6], which means that topography used for the first implant would be the
best choice. This is in accordance with our previous study [8]. Comparing those results
with results presented in this paper (Table 3), we could say that model 1 presented here
would be a better choice for hip implant topography based on the shear stress value
comparison.
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Fig. 7. Comparison of shear stress distribution – YZ plane cross section

Table 3. Comparison with previously published results

Model 1 Model 1 [8]

3.209 MPa 4.145 MPa
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4 Conclusion

The application of the finite element method in this type of is important as it provides
us with results that would be hard to obtain otherwise. However, as with all numerical
studies there are some limitations. In this case, the main limitation is the applied force.
That force depends on a person’s weight, which means that these results only correspond
to the person of an average weight.

The results obtained in this study, indicate that model 1 would be the best choice out
of threemodels presented in this paper. The shear stress values formodel 1 indicate that it
would be a better choice for implant topography than themodel presented in our previous
study. Although, the numerical results can help us choose an implant topography, it is
important to state that each body will have different reaction to the inserted implant,
which is something we cannot know based on the simulations. The presented results are
a promising step forward in our research of themodified hip implant surfaces. Every new
analysis brings us closer to a better understanding of what type of topography would be
the optimal choice for hip implant.
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Abstract. Salivary gland ultrasonography (SGUS) has shown a good potential for
diagnosing Primary Sjögren’s syndrome (pSS). However, existing scoring proce-
dures (based on the manual analysis and grading of images) need further improve-
ments before being established as standardized diagnostic tools. In this study we
developed a deep learning based approach for fast and accurate segmentation of
salivary glands extended with the scoring of pSS. Total 471 SGUS images were
annotated in terms of semantic segmentation and de Vita scoring system. The
dataset has been augmented using standard technique (rotation, flip, random crop)
and used for training of a deep learning method for segmentation and classifica-
tion. Our model achieved 0.935 intersection over union (IoU) for segmentation of
salivary glands and 0.854 accuracy for classification of pSS stage on validation
images. Here, we give an overview of these achievements and show the results.

Keywords: Deep learning · Instance segmentation · Primary Sjögren’s syndrome

1 Introduction

Primary Sjögren’s syndrome is a chronic autoimmune disease, with the reported rate
of occurrence within a range from 200 to 3000 per 100.000 individuals [1]. As recom-
mended in a series of standardized international guides, diagnosis of pSS is performed
by accounting of examined clinical symptoms, results of autoantibody tests and salivary
gland biopsy. In order to reduce screening costs and avoid invasive procedures there
has been a series of initiatives that aim to establish the salivary gland ultrasonogra-
phy (SGUS) as pSS diagnostic tools [2–7]. However, diagnostic procedure from SGUS
images are affected by individual human factors and decisions may vary from physician
to physician. For this reason, international experts have recently concluded that there is
still no gold standard for SGUS-based pSS diagnosis [8].
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Computer-aided diagnosis (CAD) from medical images has been relying on manual
feature engineering for a long time. One such example is [9], where the authors extracted
907 histogram-based and descriptive statistics features from segmented salivary glands
and fed them into the multilayer perceptron neural network to predict the pSS score. The
main drawbacks of this approach is the fact that it doesn’t provide a solution for seg-
mentation of salivary glands but relies on other methods to resolve it as a preprocessing
step.

Recent developments of deep learning approaches change the perspective in the area
of computer vision including medical image analysis [10] as well. In order to enable
computer-aided diagnosis of pSS from SGUS, there are two successive steps that need to
be resolved: (1) segmentation of salivary glands from SGUS images and (2) scoring of
the segmented SGs with respect to a corresponding pSS scoring criteria. In [11], authors
utilized deep learning approaches to perform semantic segmentation of salivary glands,
however, scoring of the segmented SGs remained unresolved. In this study we present a
real-time deep learning based approach that resolves both steps, i.e. it performs fast and
accurate segmentation of salivary glands and provides the scoring of the pSS. Flowchart
of the proposed approach is depicted in Fig. 1.

Fig. 1. Flowchart of the proposed approach.

The rest of the article is organized as follows. In Sect. 2 we describe instance segmen-
tation including theMaskR-CNNas one of themost powerful deep learning architectures
for the task. In Sect. 3 we describe the dataset and summarize results, while in the last
section we present conclusions regarding the advantages of the proposed approach as
well as it’s potential to be established as an effective tool in medical practice with the
final goal to supplement or replace current invasive tests.

2 Instance Segmentation

Instance segmentation is a computer vision task of detecting and delineating each dis-
tinct object of interest appearing in an image. In practice, it is often confused with
semantic segmentation but major difference between the two exists. Namely, semantic
segmentation does not separate instances of the same class. It only predicts the category
of each pixel. On the other hand, instance segmentation is another approach for seg-
mentation which does distinguish between separate objects of the same class. Instance
segmentation can be seen as a combination of detection and semantic segmentation (see
Fig. 2).
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Fig. 2. Example for different visual tasks. (Image taken from [12]).

Instance segmentation has a wide application domain (e.g. autonomous vehicles,
satellite image processing, etc.) and for this reason a lot of research has been conducted
in the area. One of the most popular approaches for instance segmentation is Mask
R-CNN [13]. However, recently, other approaches have been proposed as well [14–17].

The biggest drawback of instance segmentation is that it requires all training exam-
ples to be labeled with segmentationmasks which is time-consuming. However, recently
in [18] authors proposed an approach that enables training instance segmentationmodels
on a large set of categories all of which have bounding box annotations, but only a small
fraction of which have mask annotations.

Mask R-CNN
Mask R-CNN [13] is a CNN architecture for instance segmentation that is built on top
of the Faster R-CNN [19] architecture by adding a branch to build a mask. The main
components of theMask R-CNNmodel are: (1) Feature Extraction Network that outputs
feature maps to be used as inputs to the following component, (2) Region Proposal
Network (RPN) that detects region of interests (ROIs) from the previously extracted
feature maps, (3) ROI Align that warps the variable size ROIs into a predefined size
shape, (4) Detection branch consisting from fully connected layers tomake classification
and bounding box prediction, and (5) Segmentation branch responsible for segmentation
(i.e. outputting a mask). Simplified architecture of the Mask R-CNN with all described
components is given in Fig. 3.

Fig. 3. Mask R-CNN architecture. (Image taken from [20]).

In this research we utilized the Mask R-CNN architecture as it stands for one of the
most powerful deep learning architecture for instance segmentation tasks. The neural
network is optimized using stochastic gradient descent method with momentum. Values
of the learning rate, momentum constant and number of training epochs were set to
0.0002, 0.9 and 100000, respectively.
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3 Results

3.1 Dataset Description

The proposed study represents the result of HarmonicSS (https://www.harmonicss.eu)
project, which is the EU commission funded initiative of leading Sjögren’s syndrome
experts with the goal to envelop international cohorts and develop procedures that will
ease clinicians’ training, diagnosis and treatment of the pSSdisease. In this study,weused
471 SGUS images that had been annotated in terms of semantic segmentation (masks)
and de Vita scoring system (PSS_score ∈[0,3]) by medical experts. All images have
720 × 1280 resolution. In order to prepare the dataset for training of the Mask R-CNN,
annotations are converted to a format suitable for instance segmentationmethods in away
that every pixel contains label and every image contains accompanying XML file with
bounding box coordinates. Examples of annotated images are depicted in Fig. 4.

Fig. 4. Sample images from the dataset (top) with corresponding annotations (bottom). Different
colors represent different classes (pSS scores): red - stage 0, green - stage 1 and blue - stage 2
(stage 3 example is omitted due to space limitation).

In order to train the neural network, we split the dataset into training dataset (~80%)
and validation dataset (~20%). In order to overcome the fact that dataset is modest
and prevent model from overfitting we applied online data augmentation using standard
techniques: (1) rotation (with 50%probability), (2) horizontal flip (with 50%probability)
and (3) random crop (with minimum 50% of salivary gland covered).

3.2 Results on the Salivary Gland Segmentation and pSS Score Prediction Tasks

In this section we present evaluation procedure and results of the Mask R-CNN for the
salivary gland segmentation and pSS score prediction tasks. One of the metrics that
can be used for the problem presented in this work is Mean Average Precision (MAP).
Average precision (AP) is a popular metric in measuring the accuracy of object detectors
(like Faster R-CNN [19], SSD [21], etc.) and it computes the average precision value
for recall value over 0 to 1. MAP is usually Average Precision (AP) averaged over a set
of Intersection over Union (IoU) thresholds (the minimum IoU to consider a positive
match). For instance, AP@[.5:.95] corresponds to the average AP for IoU from 0.5 to

https://www.harmonicss.eu
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0.95with a step size of 0.05. Themetric described above is initially established for object
detection tasks, but can be successfully applied to instance segmentation tasks as well
by calculating IoU on masks instead of bounding boxes.

The problem that we are solving in this work is specific in terms that every image
contains exactly one object (salivary gland) and for this reason, within evaluation pro-
cedure, we take the prediction (output of the Mask R-CNN) with the highest probability
and filter out all the others. In addition, instead of using MAP we used the following
metrics:

• IoU calculated on the accumulated confusion matrix (all images from the validation
dataset):

I oU (c) =
∑

i (oi == c ∧ yi == c)
∑

i (oi == c ∨ yi == c)

where ∧ is a logical and operation, ∨ is a logical or operation, c stands for the ‘gland’
class, oi stands for predictions and yi stands for targets. We compute IoU by summing
over all the pixels i of the dataset. This metric ranges between 0 (worst) and 1 (best) and
it is utilized for evaluating the salivary gland segmentation task.

• Precision, Recall, Accuracy and F1 score that are utilized to evaluate pSS score (pSS
∈[0,1,2,3]) prediction task (all metrics ranges between 0 - worst and 1 - best).

Mask R-CNN obtained 0.935 IoU value on the validation dataset (96 images) for
the salivary gland segmentation task. In addition, Table 1 summarizes the results on the
pSS score prediction task both micro and macro averaged.

Table 1. Results on the pSS classification task.

Class No. of
samples

Precision Recall F1 Score Accuracy

Stage 0 28 0.96 0.93 0.95 0.854

Stage 1 15 0.56 0.67 0.61

Stage 2 47 0.89 0.87 0.88

Stage 3 6 1.00 0.83 0.91

Micro avg 96 0.85 0.85 0.85

Macro avg 96 0.85 0.83 0.84

Results given in Table 1 confirm high potential of deep learning approaches for the
pSS score prediction task. Obtained F1 score ranges from 0.61 for stage 1 class up to 0.95
for stage 0 class, with macro averaged value of 0.84. In addition, Mask R-CNN showed
great potential for segmenting the salivary gland as well (with obtained 0.935 IoU value).
Comparison of ground truth (targets) with predictions of three random images from the
validation dataset is given in Fig. 5.
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Fig. 5. Comparison of ground truth (right part on each image) with predictions (left part on
each image) of three random images from the validation dataset. Different colours correspond to
different pSS scores: (1) stage 0 (top image), (2) stage 1 (middle image), and (3) stage 2 (bottom
image).

TheMask R-CNN approach was trained on Nvidia 1070Ti graphical processing unit
(GPU) and the system can be run at 12 frames per second (FPS).

4 Conclusions

In this work we showed a high potential of deep learning approaches for real-time
assessment of the pSS from SGUS images. The presented approach does not require
any image preprocessing or feature engineering and it presents end-to-end solution for
salivary gland segmentation and pSS score prediction. With further increase of the Har-
monicSS cohort, that is required for further validation, the presented method could be
established as an effective tool for noninvasive assessment of pSS with the final goal to
supplement or replace current invasive tests.
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