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Preface

The development in solar photovoltaic (PV) technology is growing very fast in
recent years due to technological improvement, cost reductions in materials and
government support for renewable energy-based electricity production. PV is
playing an important role to utilize solar energy for electricity production world-
wide. With reference to IRENA, the PV market is growing rapidly with worldwide
around 24 GW in 2010 and also growing at an annual rate of 35–40%, which makes
photovoltaic as one of the fastest growing industries. The total solar PV capacity
almost growing the next ten years, as reported by the International Renewable
Energy Agency (IRENA), from a global total of 480 GW in 2018 to 2840 GW by
2030, and to 8 519 GW by 2050. The same source mentioned that in the last
decade, the globally installed capacity of off-grid solar PV has grown more than
tenfold from roughly 0.25 GW in 2008, to almost 3 GW in 2018. Off-grid solar PV
is a key technology for achieving full energy.

Solar panels have improved substantially in their efficiencies and power output
over the last few decades. The efficiency of solar cell represents the most important
parameter in order to establish this technology in the market. Due to the decrease
cost of PV modules, millions of PV systems were installed around the world. To
better exploit the produced power by these installations and keep them working
with good reliability and safety, these installations need to be monitored and
supervised periodically. Recently, many techniques have been developed to control,
supervise, optimize, monitor and diagnose these kind of systems. They vary in
terms of complexity algorithms, cost implementation, effectiveness and feasibility.

This book aims to offer the reader’s background on solar cells development and
the latest advanced methods in PV system applications. This book is mainly divided
into two parts, the first one deals with theoretical and experimental in solar cells,
including silicon, thin films, quantum and organic solar cells. The second part of
this book provides some advanced methods in photovoltaic systems, including the
application of artificial intelligence (AI) techniques in control, optimization, fault
diagnosis and forecasting. The main goal of this book is to give postgradu-
ate students and researchers a resource on the recent development in solar cells and
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photovoltaic applications. This book is also useful for engineers and industry
personnel who want to have a thorough understanding of the subject.

This book is comprising of 13 chapters, six chapters cover subjects related to
solar cell theory, modelling, simulation and design, while the rest seven chapters
cover a variety of PV methods and applications, including, reconfiguration and
optimisation of PV arrays, control and PV output power forecasting, PV integration
in extra-high voltage level, energy storage, monitoring and fault diagnosis of PV
plants.

Chapter 1 is dedicated to solar radiation and solar simulators, which are widely
used by PV researches. In this chapter, the fundamentals of solar radiation and the
components of solar radiation in the atmosphere are briefly presented. Besides,
solar simulators used in PV tests are emphasized, classification of solar simulators,
international standards and light sources are explained in detail. Also, as a case
study, LED-based solar simulator is designed.

Chapter 2 is devoted to study the performance of solar cells using thermoelectric
module (TEM) as cooling system. A hybrid PV/TEM system is proposed for PV
applications in hot sites (specific climate: Sahara regions). The investigated solar
cells are mono-crystalline silicon, but the method could be used for cooling other
solar cell technologies such thin-film solar cells.

In Chap. 3, an optical optimization of the tandem structure composed of organic
photovoltaic (OPV) cells based on interpenetrating blend materials P3HT:PCBM
and pBBTDPP2:PCBM is presented. The optical optimization of OPV based on
P3HT:PCBM interpenetrating blend is firstly performed to determine the optimal
geometry of the stack giving the best optical properties. The developed MATLAB
program is based on the transfer matrix formalism. Different simulation steps are
provided and discussed in details.

Chapter 4 presents a theoretical study, and simulation of a compressively
strained GaAsxP1-x and tensile strain GaNyAsxP1-x-y quantum well active zones with
the aim to be inserted in solar cells. The chapter presents and compares the ternary
GaAsP/GaP and quaternary GaNAsP/GaP quantum well structures (QWs) by
modelling these two types of systems.

Chapter 5 focuses on a comprehensive review on organic solar cells. The chapter
provides different materials, devices structures and different processing techniques
for the fabrication of OPV cells. The manufacturer of these types of solar cells uses
new process to get best efficiencies with low cost by using printing techniques and
photoactive layers based on polymer materials. Also, many scientific research
works are presented, and some illustrations about processing techniques, such as
roll-to-roll techniques, for the design of OPV cells are presented in this chapter.

Chapter 6 investigates in detail the effect of different dopants (Al, Sn and Cu) on
the structure, texture and optical properties of ZnO thin films. Al-doped ZnO
(AZO), Sn-doped ZnO (TZO) and Cu-doped ZnO (CZO) films are synthesized by
chemical spray pyrolysis technique on glass substrates. The so-obtained films
crystallized in hexagonal Wurtzite polycrystalline structure. The pole figures show
that all the thin films have (0002) as the preferred orientation along the c-axis with
the highest level was obtained in TZO. The morphology film was significantly
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affected by doping type. The transmittance spectra of all the films point out highly
transparent in the visible range with an average transmittance higher than 80% for
TZO and AZO films but with an average transmittance equal to about 70% for CZO
film. The optical band gap values of the films are found to be 3.30 eV, 3.28 eV and
3.27 eV for Al-, Sn- and Cu-doped ZnO thin films, respectively. The Urbach energy
of the films was also calculated in this chapter.

In Chap. 7, a detailed description of a new method for reconfiguring the dynamic
PV array under repeating shade conditions is provided. The repeating shades are
often caused in PV installations, especially in residential installations where PV
modules can be subjected to shades occurred by nearby buildings or trees. The
method is based on logic gates and aims to minimize the processing time in the way
that controller does not have to perform exhaustive calculations at each shade
condition to achieve the optimal configuration of the PV generator. Simulation of
2x2 size dynamic photovoltaic (DPV) array has been carried out. Experimental tests
of 1x1 size DPV array under different solar irradiance conditions have been also
conducted.

Chapter 8 provides a comprehensive description of dynamic batteries behaviour,
encountered problems in the PV systems with solutions proposal in terms of
modelling and control. The storage in renewable energy systems (RESs) especially
in the PV stations is still a major issue related to their unpredictable and complex
working. Due to the continuous changes of the source outputs, several problems can
be encountered for the sake of modelling, monitoring, control and lifetime
extending of the storage devices. Therefore, several storage devices were intro-
duced in the practice such as: pumped hydro, compressed air, flywheel, superca-
pacitors and electrochemical storage. However, the electrochemical storage
especially the storage by battery bank is still the most used in PV systems.
According to the performances and the features needed in such systems, two battery
types can be distinguished, namely lithium-ion and lead-acid-based batteries.

Chapter 9 focuses on the integration of renewable energy sources in the main
grid, a case study in Istanbul, Turkey is presented. The share of variable renewable
sources, especially solar energy, in total installed power capacity increases day by
day. The power systems with the integration of solar energy sources transform.
A power system to cope with high shares of variable solar generation needs to be
flexible. In this chapter, the power system flexibility concept, the effect of variable
renewable energy penetration, especially power plants on power systems flexibility,
are examined. In addition, simulation studies are carried out for PV power systems
penetration into extra-high-voltage levels (EHVL), necessary regulations for grid
codes are determined and solution methods are presented.

The main goal of Chap. 10 is to show the set-up a well-defined method to
identify and properly train the Hybrid Artificial Neural Network both in terms of a
number of neurons, hidden layers and training set size in order to perform the day-
ahead power production forecast applicable to any PV plant, accurately. Therefore,
this chapter has been addressed to describe the adopted hybrid method (PHANN—
Physical Hybrid Artificial Neural Network) combining both the deterministic Clear
Sky Solar Radiation Algorithm (CSRM) and the stochastic Artificial Neural
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Network (ANN) method in order to enhance the day-ahead power forecast. In this
chapter, the main results obtained by applying the abovementioned procedure
specifically referred to the available data of the PV power production of a single PV
module are presented.

Chapter 11 deals with the control strategy of stand-alone hybrid
photovoltaic/wind/battery power system. The goal is to examine the performance
of the power system under several conditions of generation and demand.
A centralized power management system is established to supervise the power flow
between the generation units and user loads. Local controllers of the
(photovoltaic/wind/battery) power sources are designed based on simple control
schemes. The overall system is simulated in the MATLAB/Simulink environment
using Xilinx System Generator (XSG) tool for possible implementation on
field-programmable gate array (FPGA) board. The simulation results are provided
in order to demonstrate the accuracy and feasibility of the designed control scheme.

Chapter 12 aims at investigating the performances of three different PV tech-
nologies: poly-crystalline silicon (Poly C-Si), copper indium gallium selenide
(CIGS) and cadmium telluride (CdTe) in terms of several aspects. A simple PV
model based on manufacture’s datasheet has been used. Modelling and simulation
I-V curves of different PV modules technology-based MATLAB-Simscape is
described in details. A test facility is employed to carry out the required tests for
assessing the proposed PV model. Obtained experimental results under different
climate conditions are compared with simulated ones. The comparison is carried out
by evaluating four statistical errors with a view of measuring the accuracy of the
proposed model in predicting the I-V and P-V characteristics.

Chapter 13 presents a brief survey on the recent application of artificial intelli-
gence (AI) techniques in fault diagnosis of PV plants. AI-based methods are mainly
used to identify and classify the type of faults that can be happened in PV systems,
particularly in DC side. The methods will be presented and discussed in terms of
complexity implementation, fault identification, classification and localization.
Localization of fault in large-scale PV plants remains a challenging issue, to date no
AI-based method was applied to localize fault in large-scale PV plants. It is
believed that this brief review can help users and researchers to get a clear idea on
the potential application of AI techniques in this interesting field.

We believe that the readers will find this book as useful for solar cells and solar
PV applications. Also, we hope that this book will contribute in the field of solar
cells and PV system applications.

Jijel, Algeria Adel Mellit
Madinah, Saudi Arabia Mohamed Benghanem
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Chapter 1
Solar Irradiation Fundamentals
and Solar Simulators

V. Esen, Ş. Sağlam, and B. Oral

Abstract This chapter is prepared for introduction to solar radiation and solar simu-
lators, which are widely used photovoltaic researches. In this study, the fundamentals
of solar radiation and the components of solar radiation in the atmosphere are briefly
expressed. Besides, solar simulators used in PV tests are emphasized, classification
of solar simulators, international standards and light sources are explained in detail.
Also, as a case study, it is designed LED-based solar simulator.

Keywords Solar irradiation · Solar simulator · Light emitting diodes ·
Photovoltaic · Spectroradiometers

1.1 Solar Radiation

Solar radiation can be defined as electromagnetic radiation emitted by the Sun in
the spectrum ranging from X-rays to radio waves [1]. 99% of the energy of solar
radiation is at the wavelength of 150–400 nm and includes the ultraviolet, visible and
infrared regions of the solar spectrum. About 40% of the solar radiation reaching the
earth’s surface in the cloudless days is visible radiation in the wavelength range of
400–700 nm. 51% is infrared radiation between 700 and 4000 nm [2]. The Sun’s rays
are distributed by clouds and airborne particles, reflected and broken. This radiation
is usually used in solar technology applications from 300 to 4000 nm wavelength.
Solar radiation differs according to astronomical factors and weather conditions [3].
According to NASA’s Solar Radiation and Climate Experiment (SORCE), the annual
average value of Total Solar Irradiance (TSI) from the Sun to the Earth’s atmosphere
is 1360.8 ± 0.5 W/m2 [4]. Figure 1.1 shows the distribution of direct solar radiation
in the world according to Global Solar Atlas data [5].
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Fig. 1.1 Direct normal irradiation

Solar radiation reaches the surface of the Earth at a very long distance. For this
reason, in the modeling of solar radiation, factors such as the Earth’s atmosphere,
surface and various objects in the world should be taken into account.

According to Harrouni [6], “When solar radiation enters the Earth’s atmosphere,
a part of the incident energy is removed by scattering or absorption by air molecules,
clouds and particulate matter usually referred to as aerosols. The radiation that is not
reflected or scattered and reaches the surface straightforwardly from the solar disk
is called direct or beam radiation. The scattered radiation which reaches the ground
is called diffuse radiation. Some of the radiation may reach a panel after reflection
from the ground, and is called the ground reflected irradiation.” Figure 1.2 illustrates
the various components of solar radiation on intercepting surfaces.

Fig. 1.2 Solar radiation components segregated by the atmosphere and surface
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One of the benefits of solar radiation is electricity production. Electricity pro-
duction via solar radiation is usually provided by photovoltaic devices. Photovoltaic
devices are nonlinear energy sources with durable and simple designs that require
little maintenance and convert solar radiation directly into electrical energy. It is
very important that the characteristic values of photovoltaic devices such as current–
voltage curve, short-circuit current, open-circuit voltage and maximum power are
determined under real atmospheric conditions [7–10]. However, real atmospheric
conditions are not preferable due to factors such as the intensity and the spectral
distribution of solar radiation, geographical location, time, day of the year, climate
conditions, the composition of the atmosphere, variation in altitude and weather con-
ditions [11]. Instead, solar simulators are preferred for reasons such as simplicity,
reproducibility and reliability [12]. For this reason, solar simulators are an integral
part of current–voltage (I–V ) characterization. This is because the I–V measurement
requires a calibrated source that corresponds to real daylight and conditions that can
be changed on demand to illuminate a photovoltaic panel.

1.2 Solar Simulators

In order to evaluate their performances, photovoltaic devices are rated under the so-
called Standard Test Conditions, corresponding to an irradiance of 1000 W/m2, an
AM (air mass) 1.5 spectrum and a device temperature of 25 °C [13]. I–V measure-
ment is carried out under natural sunlight in the outdoor environment or in a closed
laboratory environment with the help of a solar simulator [12]. Solar simulators are
tools that provide spectral and optical composition similar to sunlight intensity. The
fundamental aim of these tools is to test solar cells and photovoltaic panels under
controlled laboratory conditions [14–17]. In today’s world, as the usage of renew-
able energy resources has been increasing it is important for both photovoltaic tool
producers and consumers that tests are conducted, due to photovoltaic tools having
low efficiency [18]. A solar simulator mainly consists of three parts; light and power
sources, an optical filter to change beam properties in order to fulfill requirements,
and control elements to operate the simulator [7, 19]. Carbon arc lamps, sodium
vapor lamps, argon arc lamps, quartz tungsten halogen lamps, mercury xenon lamps,
xenon arc, xenon flash lamps, metal halide lamps, LED and supercontinuum laser
light sources are investigatedwithin the scope of the present study [15, 20–25].Xenon
arc lamps are the most commonly used light sources among conventional solar simu-
lators [26, 27]. Since there are intensity and spectral component differences between
natural sunlight and artificial light, xenon arc lamps are modified using filters to
obtain the natural sunlight spectrum [28]. Test standards for the terrestrial applica-
tion of photovoltaic panels have been presented in the research conducted by ERDA
and NASA. A report published after the studies conducted in 1975 and 1977, pro-
vided a detailed explanation of solar simulators as well as the standard procedures for
terrestrial photovoltaic measurement [29]. In this report, the intensity was selected as
1000W/m2, AM 1.5 spectral component and 25 °C ambient temperature was chosen
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as an STC, however, in today’s commercial solar simulators both of these are used
as the ASTM (American Society for Testing and Materials) standards [30, 31]. Solar
simulators mainly simulate natural sunlight in two categories: space radiation and
terrestrial radiation. The ASTM 927-10 [32] JIS (Japanese Industrial Standard) C
8912 [33] and IEC (International Electrotechnical Commission) 60904-9 standards
[34] for the solar simulation of terrestrial photovoltaic tests are accepted to evaluate
three criteria: spectral distribution of solar simulator performance, spatial difference
and temporal constancy [35, 36]. The number of solar beams that fall on the Earth’s
surface depends on factors such as latitude, longitude, time of day and time of year
[32]. According to ASTM G173-03 standard shows, the spectral distribution of the
Sun on the Earth’s surface (extraterrestrial spectral irradiance, direct normal spectral
irradiance and the global total spectral irradiance) is shown in Fig. 1.3.

In the application, the air mass for the photovoltaic panel test was standardized as
AM 0 (the Sun’s radiation in space), AM 1 D (Direct), AM 1 G (Global), AM 1.5 D,
AM 1.5 G, AM 2 D and AM 2 G [37, 38]. According to Riordan and Hulstron; air
mass refers to the relative path length of the direct solar beam through the atmosphere.
When the Sun is directly overhead (at zenith), the path length is 1.0 (AM1.0). AM1.0
is not synonymous with solar noon because the Sun is usually not directly overhead
at solar noon in most seasons and locations. When the angle of the Sun from zenith
(i.e., the zenith angle, θ ) increases, the air mass increases (approximately by secθ )
so that at about 48° from the vertical the air mass is 1.5 and at 60° the air mass is 2.0
[39].

Fig. 1.3 Spectral distribution of the Sun on the Earth’s surface
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1.2.1 Solar Simulator Standards

International standard references for solar simulator illuminations are stated below:

• IEC 60904-9 Solar Simulator Performance Requirements [34].
• ASTMG173-03 Standard Tables for Reference Solar Spectral Irradiances: Direct

Normal and Hemispherical on 37° Tilted Surface [32].
• ASTM E927-10 Standard Specification for Solar Simulation for Photovoltaic

Testing [40].
• ASTME948-16 Standard TestMethod for Electrical Performance of Photovoltaic

Cells Using Reference Cells Under Simulated Sunlight [41].
• ASTM E973-16 Standard Test Method for Determination of the Spectral Mis-

match Parameter between a Photovoltaic Device and a Photovoltaic Reference
Cell [42].

• JIS C 8912 Solar simulators for crystalline solar cells and modules [33].

1.2.2 Solar Simulator Classes for Photovoltaic Devices

According to ASTM E927 (Standard Specifications for Solar Simulation for Ter-
restrial Photovoltaic Testing) and IEC 60904-9, simulation performances of solar
simulators are defined under three classes: Class A, Class B and Class C [43]. This
classification determines three main criteria: spectral match, spatial non-uniformity
of irradiance and temporal instability [15]. These criteria are shown in Table 1.1 [17].

Table 1.1 Classifıcations of
simulator performance

Performance parameters ASTM IEC

Spectral match

Class A 0.75–1.25 0.75–1.25

Class B 0.6–1.4 0.6–1.4

Class C 0.4–2.0 0.4–2.0

Spatial non-uniformity

Class A ≤3% ≤2%

Class B ≤5% ≤5%

Class C ≤10% ≤10%

Temporal instability

Class A ≤2% ≤2%

Class B ≤5% ≤5%

Class C ≤10% ≤10%
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Under these criteria, the highest class is stated as Class A and the lowest class is
stated as Class C [15]. The spectral match is important to provide one to one corre-
spondence of real-world situations and test conditions [43]. According to Mohan’s
study [23], spectral match (SM) is calculated as the ratio of the actual percentage of
irradiance falling on the interval of concern and the required percentage of irradiance.
This calculation is shown in Eq. (1.1).

SM = Actual irradiance in the interval
Required irradiance in the interval

(1.1)

The “actual irradiance in the interval” required to find the spectral match is found
by Eq. 1.2:

Act. irradiance in the interval = ∫λn+1
λn

S(λ)dλ

∫1100
400 S(λ)dλ

(1.2)

S(λ) in Eq. 1.2 is the light source’s spectral irradiation. Spectral irradiation is
the distribution of light as a function of wavelength. λn is the starting point of the
corresponding wavelength range, and λn+1 is the ending point. The spectral matching
is directly related to the light source used in the solar simulator. If the source’s spectral
composition source matches the spectral glow of the AM 1.5 G reference spectral
glow, then the spectrum will be an exact match. The ability to simulate the expected
spectral coherence will be of great help in designing a solar simulator. Spatial non-
uniformity (SNU) is the hardest property thatminimizes hot spots due to condensation
of light in certain points, especially in simulators with large surface areas, affecting
cell performance tests and the need for repetition. SNU is calculated in which Emax

is the maximum intensity on the given test section and Emin is the minimum intensity
on the given Eq. 1.3 [44].

SNU = Emax − Emin
Emax + Emin

× %100 (1.3)

The third criterion used in classifying simulators is temporal instability. It
explained this concept as follows: “The temporal instability of irradiance is cal-
culated in a manner similar to SNU but with E measured at a particular point on the
test plane during the time interval of data acquisition” [44].

In Table 1.2, different AM factor classifications are provided for wavelength
intervals [44].
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Table 1.2 Distribution of
irradiance performance
requirements

Wavelength (nm) Percentage of total irradiance

AM 1.5 G (%)

400–500 18.4

500–600 19.9

600–700 18.4

700–800 14.9

800–900 12.5

900–1100 15.9

1.3 Light Sources of Solar Simulators for Photovoltaic
Devices

Light source selection is the most important part of solar simulator design for the
simulation of sunlight and its intensity, and spectral properties of light source, illu-
mination pattern, collimation, light flow stability and light range should be taken into
account for the selection [45]. In solar simulator applications, different light sources
are used to simulate sunlight according to the ASTM standards [7]. The most com-
monly used light sources are short arc and long arc xenon lamps. In some simulator
designs, metal halide arc lamps, carbon arc lights and quartz tungsten halogen lamps
are selected as light sources [38]. Light emitting diodes (LEDs) are more often pre-
ferred as light sources in research compared to the traditional light sources used
today since they are more advantageous in terms of cost, compactness and power
consumption [37].

Classification and the years they started to be used light sources of solar simulators
are shown in Table 1.3.

Table 1.3 Wavelength range
and historical development of
solar simulator light sources

Light sources Years Wavelength range (nm)

Carbon arc 1960 350–700

Xenon arc—mercury
xenon

1961 185–2600

Quartz tungsten halogen 1962 250–2500

Argon arc 1972 275–1525

Multi light source 1990 185–2600

LED 2003 350–1100

Metal halide 2005 200–2600

Super continuum laser 2011 480–900
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1.3.1 LED (Light Emitting Diode)

Compared to the traditional light sources used in research today, LEDs are being
used as light sources since LEDs have advantages such as low cost, compactness and
lower power consumption [46]. LED light source solar simulators can simulate the
AM 1.5 spectrum with a Class A spectral fit at a wavelength range of 350–1100 nm.
LED solar simulators deliver high performance in power consumption in steady
and pulsed mode [47]. LED solar simulators have a high-quality character as well
as very different optical characteristics in comparison with standard light sources
[48, 49]. Another advantage of LED solar simulators is that they can be accurately
controlled and offset the output density in less than a millisecond (typically a few
microseconds). The possibility of stabilizing the operating parameters of the LED
opens up new ways of determining the short- and long-term effects on the solar cells
tested using the same solar simulator [50, 51].

LEDswere first used as light sources in solar simulations in the studies byKohraku
and Kurokawa [52]. They worked on new measurement methods in solar cells with
LED solar simulators and tried to estimate spectral reactions with different and
multiple LEDs. In another study conducted by them [18]. Four-color LEDs were
used for solar cell measurements in the solar simulator they designed, where they
stated that I–V characteristic measurements of solar cells were significant under the
AM 1.5 spectrum and LED simulators could be developed and used in the future
applications [53]. It investigated the advantages of LED usage in the characteristic
measurements of photovoltaic solar panels, and they stated that LEDs can control the
spectral values that are compatible with the AM 1.5 standards within microseconds
[54]. They are cost-efficient, their life cycle is long and calibration is easy, and thus,
they are strong candidates for light sources in solar simulators in future applications.
Tsuno et al. brought a new approach to the capabilities of LEDs in solar simulators
and showed that in comparison with conventional light sources, LEDs are more
efficient, they are brighter light sources, they have a long life cycle and their costs
are decreasing every day [54]. Jang and Shin worked on changing spectrum and
flash speed LED-based photovoltaic measurement systems and established that LED
simulator in stationary situations can conduct flexible controls on multiple flash
tests they stated LED solar simulators are valid for solar cell characterization and
achieved LED solar simulator thermal optimization [46]. Krebs et al. established
an LED-based solar simulator application that can calibrate itself with lamps that
have adjustable geometric shapes [55]. Kolberg et al. conducted a study on matching
expandedultraviolet (UV) and infrared (IR) spectral valueswith theAM1.5 standards
in LED solar simulators [56]. Meng et al. worked on the high values of LED solar
simulator radiation characteristics and optimization, and they gained tangible results
in hexagonally designed light source placement [32]. Kolberg et al. [57] improved
the previous work, increased LED effectiveness in solar simulators and obtained
measurements close to real sunlight values [57]. In this study, spectral values of
LED-based solar simulators were adjusted, and values close to the solar spectrum
were obtained. Plyta et al. investigated the LED solar simulator potential and first
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stated that LED light source had strong optic light collection efficiency and took the
collimation to the highest level; and secondly, LED wavelengths were appropriate
for an Class A simulator and the distribution of light was adequately homogenous
[58]. Linden et al. developed an LED solar simulator with an adjustable spectrum,
which was easy to produce and had a modular design [59]. In this simulator, single
and multiple solar cell structures were used. This simulator showed A+ performance
with illumination integrity and spectral properties. Novickovas et al. designed a solar
simulator consisting of 19 high-power compact LEDs inside an AAA class test area
of 5 cm [28]. Luka et al. applied external quantum efficiency (EQE) method to LED
solar simulators and showed that it was an alternative for standard measurements
[60]. In this study, half-second measuring time, global search and measurement
without any additional EQE testing tools show advantages. Leary et al. used Oriel-
VeraSol-LED and xenon light source Oriel-Sol3A solar simulator of Newport’s LED
light source to demonstrate the I–V characteristics of the photovoltaic device, thus
indicating that there is no difference in the I–V response of the photovoltaic devices
[61]. They show that the LED solar simulator provides the same performance with
that of a xenon light source solar simulator at 400–1100 nm wavelength.

1.3.2 Supercontinuum Laser

Today, the light sources in solar simulators are typically xenon arc lamps and LEDs.
Accordingly, lamps and LEDs have a big and constant radiation spectrum and it is
hard to focus on the efficient spectral area, and thus, these light sources are hard to
apply spectrally into efficient measurement systems [34]. For example, LEDs can
radiate to a larger angled area compared to supercontinuum lasers. However, they are
insufficient in UV and IR wavelengths of the solar spectrum [62]. The supercontin-
uum laser is a high-power, a broadband light source that provides greatly improved
optical compatibility for photovoltaic materials and devices [63]. Therefore, lately,
high-power supercontinuum lasers can be considered as commercial products since
they can be used as a light source ranging from visible to infrared spectrums [64].
Lasers are powerful and easy to concentrate but have unrealistically narrow spectra
[65]. Relatively higher-power supercontinuum lasers have the potential to be used
in photovoltaic measurements more commonly [66]. In recent studies where super-
continuum lasers were used as the light source in small regions, results were hopeful
and it is predicted that this technology will further develop.

1.4 LED-Based Solar Simulator

The aim of LED-based solar simulator project was to design an efficient and afford-
ableClassAAAsolar simulator.After comparingwith all other potential light sources
used in solar simulators, it was determined that LEDs are the most convenient light
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sources. LEDs offer benefits such as low cost, long life, low energy consumption,
compactness and adjustable spectrum.Compared to conventional light sources, LEDs
are quite advantageous due to the above specifications. Furthermore, the spectra of
the LEDs are controllable because they are driven by microprocessors. The perfor-
mance criteria of a solar simulator are clearly mentioned in the IEC and ASTM927
standards. PV panel tests should be done with a solar simulator that has a 1000W/m2

irradiation intensity at 25 °C. One of the advantages of using LEDs as a light source
is that performance criteria are met without the need for too many different colored
LEDs.

This study revealed the following:

• LEDs are a convenient and efficient light source for solar simulators designed to
be used in PV panel tests.

• LEDs reduce the cost of simulator production.
• Spectrum checking can be done easily with LEDs in solar simulators.
• LEDs are preferred in solar simulators thanks to their low energy consumption,

lack of harmful effects of heating on PV panels and long life.
• A 1000 W/m2 irradiation intensity, which is indicated in IEC and ASTM, can be

obtained in solar simulators using LEDs.
• Spectral match, spatial non-uniformity and temporal instability, which are indi-

cated in the IEC and ASTM standards, can be obtained at the Class A level in the
solar simulators using LEDs.

1.4.1 LED-Based Solar Simulator Development Project

Before working on the development of a solar simulator, a related literature review
was completed and commercial solar simulators in themarket in which different light
sources were used were investigated. As a result of this investigation, LEDs were
determined according to the performance criteria mentioned in the IEC and ASTM
standards. After the measurements, a convenient LED settlement has been done.

Spectral match criteria were obtained on the Class A level thanks to the LEDs
chosen in the first step. Light intensity remained at the level of 350 W/m2. To obtain
a 1000 W/m2 value, COB LEDs were used instead of cold and hot white power
LEDs. The wavelengths of the LEDs and type details are shown in Table 1.4. The
wavelengths of the cool white and warm white LEDs are shown in Fig. 1.4 [67]. The
neutral white shown in the figure was not used in the study.

With the last combination of LEDs, a Class AAA solar simulator was produced
with power and COBLEDs of six different wavelengths according to the IEC 60904-
9 and ASTM E927 standards. For this purpose, wavelengths were measured in a
mirror-covered box with power LEDs by means of a spectroradiometer that could
also measure ultraviolet (UV) and infrared (IR) wavelengths. At the end of the study,
spectral match (one of the requirements for solar simulators specified in the IEC
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Table 1.4 Information on the power and COB LEDs used in the solar simulator

LED type Wavelength, peak-centroid LED part number

Blue 465–470 nm OSRAM OSLON LB CP7P

Red 730–721 nm OSRAM OSLON GF CS8PM1.24

Infrared 1 860–850 nm OSRAM OSLON SFH 4715S

Infrared 2 950–940 nm OSRAM OSLON SFH 4725S

Cool white In Fig. 1 SEOUL SDW04F1CJ2C2E-V0

Warm white In Fig. 1 SEOUL SDW84F1CJ1G10E-V0

Fig. 1.4 Cool white and
warm white LED
wavelengths

60904-9 and ASTM E927 standards) with power LEDs and six different wave-
lengths was obtained at the Class A level. At the same time, spatial non-uniformity
of irradiance and temporal instability values were obtained at the Class A level. The
workflow diagram which was monitored throughout the process from the beginning
of the study is shown in Fig. 1.5.

1.4.2 Main Components of LED Solar Simulator

The main components of the solar simulator designed for this study are as follows:

• A box covered with an inner mirror
• An aluminum heat sink
• Cooling fans
• A power supply
• LED drivers
• Arduino Mega 2560
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Fig. 1.5 Solar simulator design process diagram
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• 5500 K cool white COB LEDs
• 3000 K warm white COB LEDs
• 470 nm blue LEDs
• 721 nm red LEDs
• 850 nm infrared LEDs
• 940 nm infrared LEDs.

A solar simulatorwas designed andmanufactured using thesematerials. Figure 1.6
details all components of the solar simulator.

Fig. 1.6 LED solar
simulator main components
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A total of 12 power LEDs in six different wavelengths were initiallymounted with
high sensitivity on star PCBs, and COB LEDs were mounted on the aluminum heat
sink directly. The LEDs were placed symmetrically on the aluminum heat sink. The
heat transfer for the assembly process was high, and the insulating tape was used.

Four cooling fans were added under the aluminum heat sink and placed inside
the main box. The LEDs, heat sink and cooling fans were placed together, and the
inner side of the box was covered with a mirror to allow for healthier wavelength
measurement.

Appropriate LED drivers were chosen by considering the power and currents of
the LEDs used. The LED drivers were regulated by an Arduino Mega 2560 micro-
processor and software so that the desired spectral values could be reached. The
microprocessor, LED drivers and power supply together formed a single power and
control circuit in the lower part of the main box.

1.5 System Test Results and Discussion

In this section, the test results of the LED light source solar simulator prototype
system will be given and examined. All calculations will be made using the formulas
of the standards given in Sect. 1.2.

1.5.1 Spectral Match

The IEC 60904-9 and ASTM E927 standards mandate the test described in the pre-
vious sections. For this reason, measurements were made with a Spectral Evolution
SR-500 Spectroradiometer. The fiber optic cable connected to the spectroradiometer
was fixed to the other core so that the LEDs outside the ceiling center of the main
box containing the LEDs could be viewed at a 90° right angle. The test setup con-
sisted of the solar simulator, an SR-500 Spectroradiometer, a fiber optic cable and a
laptop computer running DARWin SP software. Using the measurements, the LEDs
were driven with the drive circuit, and the graphs and values in Fig. 1.7 are obtained.
According to the measurements, each LED has its own characteristic wavelength.
Warm and cool white COB LEDs and blue LEDs had wavelengths between 400 and
700 nm. The 700–850 nm chart was obtained with red 850 and 940 nm IR LEDs.

The comparison of the spectral match AM 1.5 G measured and calculated by the
spectroradiometer is given in Fig. 1.8.

Thus, the values obtained for all wavelength ranges were at the Class A level,
according to Table 1.5.

In Fig. 1.9, the orange lines show the range of Class A, and the dots show the range
of the measured solar simulator values. The spectral match value in the wavelength
range of 900–1100 nm was found to be at the boundary, despite the Class A level. In
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Fig. 1.7 Relative spectral irradiation measurements of the solar simulator design

Fig. 1.8 Spectral match comparison (screenshot) for LED-based solar simulator design (using AM
1.5 G tilt)

future work, it will be possible to obtain a more normal range by making appropriate
changes to the number of red LEDs and their combinations.

1.5.2 Spatial Non-uniformity

According to Grandi et al., “the irradiation produced by the simulator should have
as low as possible non-uniformity. This parameter is definitely the most difficult
to satisfy because solar radiation is very uniform. Uniformity is a measure of how
the irradiance varies over the designed test area” [68]. Spatial non-uniformity is
calculated by Eq. 1.3.

According to the IEC 60904-9 standards, non-uniformity on the surface of the
solar simulator to be used in PV modules depends on the test room or the reflecting
conditions in the test box. That is why it cannot be generalized, and uniformity
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Fig. 1.9 IEC 60904-9 and ASTM E927 spectral match graph for the LED-based solar simulator
design (using AM 1.5 G tilt)

is not assessed for each system. The determined test field is to be divided into at
least 64 equal test positions (according to the field). The maximum homogeneity
detector size will be the minimum value of the determined field divided into 64
pcs. The field that detector measurements cover is supposed to compose 100% of
the determined test field. Measurement positions should be equally dispersed on the
determined test field. In this application, testing equipment was created according
to the IEC 60904-9 standards, and the test field was divided into 64 equal pcs. To
obtain this, a measuring device was designed and mounted to a robotic device with
X–Y coordinates. Measurement intervals were determined by means of a computer
software program.

This test was realized under two different distances to understand the homogeneity
and difference between irradiation density. The distance between the measurement
field and measuring device was 150 mm for the first measurement and 200 mm for
the second one. The measurement for which the distance was 150 mm showed an
irradiation value of 1173 W/m2 on one of the 64 equal cells, D4. The minimum irra-
diation value was 1130W/m2 on the A8 cell. Detailed values are shown in Table 1.6.
Figure 1.10 shows the non-uniformity surface graphics, which were measured from
a 150 mm distance.

The irradiation value that resulted from the measurement from 200 mmwas again
1027 W/m2 in the D4 cell, and the minimum irradiation value was 995 W/m2 in the
A8 cell. Irradiation intensities in all cells are shown in Table 1.7.

Non-uniformity surface graphics measured from 200 mm are shown in Fig. 1.11.
It was observed that irradiation intensity measured from 150 mm was more than
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Table 1.6 Irradiance density (W/m2) measurement values in 64 cells from 150 mm

A B C D E F G H

1 1137 1147 1156 1155 1156 1153 1138 1132

2 1137 1150 1162 1163 1165 1155 1148 1135

3 1138 1149 1163 1164 1165 1161 1154 1148

4 1138 1151 1164 1173 1169 1165 1154 1148

5 1142 1151 1162 1172 1168 1166 1156 1150

6 1140 1151 1158 1170 1171 1163 1155 1150

7 1142 1151 1154 1165 1164 1158 1152 1149

8 1130 1141 1151 1157 1159 1151 1143 1134

Fig. 1.10 Irradiance density (W/m2) measurement for spatial non-uniformity from 150 mm
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Table 1.7 Irradiance density (W/m2) measurement values in 64 cells from 200 mm

A B C D E F G H

1 1005 1004 1005 1013 1003 999 998 997

2 1017 1008 1009 1019 1013 1006 1012 1011

3 1012 1010 1010 1020 1016 1006 1010 1012

4 1014 1013 1015 1027 1014 1008 1014 1008

5 1013 1014 1015 1026 1013 1007 1012 1008

6 1010 1016 1016 1026 1013 1010 1015 1009

7 1007 1012 1017 1019 1011 1005 1010 1011

8 995 997 1000 1005 997 1000 1003 1005

Fig. 1.11 Irradiance density (W/m2) measurement for spatial non-uniformity from 200 mm

that measured from 200 mm, while the homogeneity was slightly less successful
compared with the measurement from 200 mm.

The spatial non-uniformity value of the measurement from 150 mm was 1.867%,
and according to Table 1.8, it was a Class A value. It was noticed that the radiation
intensity of the measurement from 200 mm was lower, while the homogeneity was
more successful than the measurement from 150 mm. The spatial non-uniformity

Table 1.8 Classifications of solar simulator spatial non-uniformity performance

Spatial
non-uniformity

According
to ASTM
(%)

According
to IEC
(%)

Distance
(mm)

Calculation
temporal
instability
(%)

Minimum
measurement
irradiance
(W/m2)

Maximum
measurement
irradiance
(W/m2)

Class A ≤3 ≤2 150 1.867 1130 1173

200 1.582 995 1027
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value of the measurement from 200 mm was 1.582%, and according to Table 1.8, it
was a Class A value.

1.5.3 Temporal Instability

The third solar simulator performance criterion is temporal instability. The formula
shown in Equation 1.3 is used to calculate this criterion. However, Emax and Emin

values are measured periodically from a point [44].
According to IEC 60904-9 standards, both long-term temporal instability and

short-term temporal stability are to be assessed, and both assessments were done in
this study.

1.5.3.1 Long-Term Instability Test

At first, a long-term test method was applied in this study. The solar simulator was
turned on for 10 min without stopping. During its function, irradiation intensity was
measured each minute from the beginning. The first measured irradiation value was
1024 W/m2, whereas it was 1006 W/m2 at the 10th minute. According to this value,
the long-term temporal instability valuewas calculated as 0.91%. This value equals to
Class A according to Table 1.9. An illustration of the results is provided in Fig. 1.12.

Table 1.9 Long-term instability calculation results

Temporal
instability

According to
ASTM (%)

According to
IEC (%)

Calculation
temporal
instability
(%)

Minimum
measurement
irradiance
(W/m2)

Maximum
measurement
irradiance
(W/m2)

Class A ≤2 ≤2 0.91 1006 1024

Fig. 1.12 Long-term temporal instability testing results
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Table 1.10 Short-term instability calculation results

Temporal
instability

According
to ASTM
(%)

According
to IEC (%)

Pulse Calculation
temporal
instability
(%)

Minimum
measurement
irradiance
(W/m2)

Maximum
measurement
irradiance
(W/m2)

Class A ≤2 ≤2 1 0.58 1028 1040

2 0.58 1022 1034

3 0.59 1020 1031

Fig. 1.13 Short-term temporal instability testing results

1.5.3.2 Short-Term Instability Test

After the long-term measurement, a short-term temporal instability test was con-
ducted. The solar simulator was activated with a 10-s pulse. Values are shown in
Table 1.10. According to these measurements, the short-term temporal instability
values obtained are as follows: 0.58, 0.58 and 0.59%. These values are Class A
according to Table 1.10. An illustration of the results is provided in Fig. 1.13.

1.6 Conclusion

Photovoltaic devices usually provide electricity production via solar radiation. They
are nonlinear energy sources with durable and simple designs that require little main-
tenance and convert solar radiation directly into electrical energy. It is very impor-
tant that the characteristic values of photovoltaic devices such as the current–voltage
curve, short-circuit current, open-circuit voltage andmaximumpower are determined
under real atmospheric conditions. For these reasons, it requires a calibrated source
that corresponds to modifiable conditions to simulate real daylight.

In this section, international standards and light sources of solar simulators, which
are widely used in cell and panel tests in photovoltaic researches are emphasized.
In this context, an application of the simulator with LED technology used as a light
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source is presented. The offered is an efficient and cost-effective Class AAA solar
simulator design.

Comparing light sourceswith all other potential sources used in solar simulators, it
was determined that LEDs are the most convenient light sources. LEDs offer benefits
such as low cost, long life, low energy consumption, compactness and adjustable
spectrum. Compared to conventional light sources, LEDs are quite advantageous due
to the above specifications. Furthermore, the spectra of the LEDs are controllable
because they are driven by microprocessors. The performance criteria of a solar
simulator are clearly mentioned in the IEC and ASTM927 standards. PV panel tests
should be done with a solar simulator that has a 1000 W/m2 irradiation intensity at
25 °C.

One of the advantages of using LEDs as a light source is that performance criteria
are met without the need for too many different colored LEDs but only six different
wavelengths. COB LEDs were preferred for cool and warm white wavelengths, and
power LEDswere preferred for blue (470 nm), red (721 nm) and IR (850 and 940 nm)
wavelengths. The spectral match values obtained by the spectroradiometer were as
follows: 1.03 for 400–500 nm, 1.16 for 500–600 nm, 0.95 for 600–700 nm, 1.04 for
700–800 nm, 0.92 for 800–900 nm and 0.83 for 900–1100 nm (according to Eq. 1.1
and Table 1.2).

Therefore, solar simulators designed for the PV test can obtain Class A spectral
matching using LEDs of six wavelengths. Spatial non-uniformity, which is one of
the other two criteria, is at the Class A level in the solar simulator designed. A
1.867% value of spatial non-uniformity was obtained for the 150 mmmeasurements
and a 1.582% value from 200-mm measurements. According to Table 1.8, 2% and
lower values are considered Class A. Temporal instability, which is the last criterion,
was measured as long term and short term according to the IEC standards. Thus, it is
obvious that the values obtained from this test were lower than 2% and are considered
Class A.

This study revealed the following:

• LEDs are a convenient and efficient light source for solar simulators designed to
be used in PV panel tests.

• LEDs reduce the cost of simulator production.
• Spectrum checking can be done easily with LEDs in solar simulators.
• LEDs are preferred in solar simulators thanks to their low energy consumption,

lack of harmful effects of heating on PV panels and long life.
• A 1000 W/m2 irradiation intensity, which is indicated in IEC and ASTM, can be

obtained in solar simulators using LEDs.
• Spectral match, spatial non-uniformity and temporal instability, which are indi-

cated in the IEC and ASTM standards, can be obtained at the Class A level in the
solar simulators using LEDs.

Developing LED technology will enable the realization of different studies in the
future.
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In future studies,

• Solar simulators requiring fewer LEDs that are more powerful can be produced.
• Spectrum controlling of the LEDs can be done more easily by developing driver

technologies.
• LEDs or LED sets that can produce different wavelengths at the same time can

be produced specifically for solar simulators.
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Chapter 2
Performance of Solar Cells Using
Thermoelectric Module in Hot Sites

M. Benghanem and A. Almohammedi

Abstract Madinah site is considered as one of themost hot cities in theworld. In fact,
the ambient temperature is between 41 and 55 °C during the summer months. Then,
the cell temperature will increase until 83 °C. So, the efficiency of solar cells (SC)
will decrease. In this work, we use a thermoelectric module (TEM) for cooling the
solar cells in order to get the best performance. The efficiency of solar cells drops by
0.5% per °C rise in temperature. So, we need to keep them at lower temperature to get
the best efficiency. The hybrid photovoltaic (PV)–thermoelectric module (PV/TEM)
system is suggested for PV applications in hot locations.

Keywords Solar cells performance · Efficiency · Thermoelectric cooler · Hybrid
PV/Thermoelectric system

2.1 Introduction

Solar energy is one of themost applicable renewable energy sources in theworld. The
output power of photovoltaic (PV) system is affected by the incident solar irradiation
and the ambient temperature. When temperature of the solar panels increases, its
efficiency decreases [1]. To avoid this effect of temperature on solar panels efficiency,
it is recommended that the solar panels keep cooled by an appropriate system of
cooling.

The thermoelectric (TEC) effect has been used in many different applications
such as heating, cooling and generation of electricity. The main application was
to generate electricity depending on the difference of temperature between the two
terminals of the TEC. Other application is to cool micro-electronic circuits like
microprocessors device. For cooling system using TEC, we do not require any fluid
or external agent to achieve temperature control. The thermoelectric module (TEM)
is a safety component and relatively small in size and weight. The thermoelectric
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module is based on the Seebeck, Peltier and Thomson effects. TEM allow heating,
cooling or generating electricity [2]. Cooling integrated circuits in the computer
industry have been applied by using TEM to improve computer clock speed below
ambient temperatures [3, 4].

Thermoelectric technic has been used as a possible solution as cooling system [5],
and the research focuses into cooling microprocessor device with a thermoelectric
module using embedded micro-thermoelectric [6]. Recently, some work has been
done for solar cooling system. Also, water spray has been used as cooling technic [7,
8]. For cooling the building based on PV system, a TEM device has been realized [9].
To improve the efficiency of PV panels, the temperature has been reached to 10 °C
using TEM.Other research work was about using simulation to estimate the behavior
of solar cells by incorporating in the software thermoelectric modules. The results of
this simulation showed the improvement in the efficiency from approximately 7% up
to 11% at 83 °C [10]. Other research has been done using TEM as cooling system to
increase the efficiency of PV generator. In fact, the efficiency of solar cells was about
8% before cooling and reached the value of 13 after cooling [11]. The temperature
of the solar cells can reach up to 80 °C, which contributes to the deterioration of
solar cells and affects all their performance such as life time and efficiency [12].
To minimize the effect of high cell temperature, the researchers tried to cool solar
cells in order to obtain the best performance. Other research work proved that the
hybrid PV/TEM device gives better results than using the PV only with heat sink
module [13].

Saudi Arabia is characterized by high temperature in most cities and approx-
imately all the year except the period from December to February. The ambient
temperatures are round 56 °C in summer, and this will give high value of cell tem-
perature and then decrease the efficiency of solar panels. In this present work, we
suggest to use the hybrid device PV/TEM, in order to cool the solar panels installed
in different applications in Madinah city (KSA).

2.2 Temperature Data Base

In this work, we use the data base collected at Madinah city (Saudi Arabia) with the
geographical location (Longitude 39.62° E and Latitude 24.46° N). This location is
characterized as semi-arid area with a big potential of solar irradiation which can be
reached 8.5 KWh/m2/day [14].

The database has been collected during the period 2008–2015. The collected data
indicates that the ambient temperature vary between 41 and 55 °C during the summer
days (Fig. 2.1). The collected data about temperature for the year 2011–2014 is shown
in Fig. 2.2. We can see that ambient temperature has been over 50 °C in many days in
the period July–August. The rise in ambient temperature allows increasing the cell
temperature which affects the performance of solar cells. So, we propose the use of
hybrid system PV/TEMwhich allows fast cooling the solar panel for getting the best
performance of solar panel in hot sites such as Madinah city.
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Fig. 2.1 Evolution of temperature at Madinah city (July 2014)

2.3 Thermoelectric Effect

The first application of thermoelectric module (TEM) is to generate electricity due
to the difference of temperature, and then, it can transfer heat to electricity.

This effect called Seebeck effectwas introduced bySeebeck [15]. The procedure is
to apply difference of temperature between two terminals that allow the production of
electricity (Fig. 2.3). Also, TEM is considered as a heat pump using Seebeck/Peltier
effects. Figure 2.3 shows that two electrical insulator ceramic plates enclose many n
and p-type thermal elements that are electrically connected in series and thermally
parallel with electrical insulation. TEM is considered as cooling and heating device
and could be used for many applications such as generating power and cooling PV
module [16, 17]. By using the Peltier effect, TEM can be used for cooling based on
the principle of getting heat flux between the junction of two elements P and N [18].
By applying a voltage across two conductors A and B, we will obtain a heat at the
junction. The rate dq/dt of the produced heat is

dQ

dt
= (πA − πB)I (2.1)

I is the current, πA and πB are Peltier’s factors of the conductors.
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Fig. 2.2 Evolution of ambient temperature at Madinah location. a Period: 14–16 July 2011.
b Period: 18–20 July 2013. c Period: 18–20 August 2014
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Fig. 2.3 Single stage thermoelectric module

2.4 Modeling of Solar Cell

To study the behaviors of I–V characterization of solar cells, several research works
established models to characterize the solar cells [19, 20]. It was demonstrated that
the I–V curve of solar cell depends onmany parameters such as the series resistorRS,
the shunt resistance RSH and the temperature T. Figure 2.4 illustrates the equivalent
circuit of solar cells [21]. From this figure, we deduce that the current I produced by
the PV cell is given by the relation:

I = IL − ID − ISH (2.2)

IL is the photocurrent, ID is the diode current and ISH is current in the shunt
resistance RSH. The voltage V delivered is

V = Vj − I · RS (2.3)

V j is the voltage across shunt resistor, and RS is the series resistor. ID is estimated
by Shockley diode relation:

Fig. 2.4 Equivalent circuit of solar cell
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ID = I0.

{
Exp

[
q · Vj

nkT

]
− 1

}
(2.4)

where I0 is the reverse saturation current, q is the elementary charge, n is the diode
ideality factor, k is the Boltzmann’s constant, T is the absolute temperature and kT /q
is equal to 0.026 V at 25 °C.

The current in the shunt resistance RSH is

ISH = Vj

RSH
(2.5)

With the Eqs. (2.3) and (2.5), the formula (2.2) becomes

I = IL − I0.

{
Exp

[
q(V + I · RS

nkT

]
− 1

}
− V + I · RS

RSH
(2.6)

The model given in relation (2.6) has given good results in last research [21] to
characterize the solar cells.

In this actual research, we have collected the values of RSH and RS. We have got
some results which explain the effect of temperature on RS and RSH.

2.5 Hybrid System Solar Cell/Thermoelectric Module
(SC/TEM)

Figure 2.5 shows the experimental device SC/TEM realized as follows:

Fig. 2.5 SC/TEM cooling system
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The cold surface of the TEM is attached to the backside of the solar cell, while the
hot surface is attached to a heat sink to enhance heat extraction. The cell temperatures
reached the values in the range of 60–80 °C due to the exposer of the solar cells to
solar radiation for several hours. So, this hybrid system allows cooling the solar cells.

2.6 Results

The impact of temperature on the behavior of solar cells has been discussed in this
present experiment. We have proposed and used the hybrid SC/TEM system for
cooling the solar cells as shown in Fig. 2.6.

2.6.1 Experimental Measurements

Experimentalmeasurement is basedfirst on the realizationof hybridSC/TEMsystem,
and second step is about measurement of I–V characteristic before and after cooling.
The used instrument is as follows:

• Source meter for measuring the characteristic of solar cell by exposing it at a
standard solar. We have got the I–V curve with the values of some parameters
related to the tested solar cell such as serial resistance, fill factor and its efficiency.

Fig. 2.6 Experimental setup
of SC/TEM cooling system
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• Tracer software formeasuring and analyzing the data from I–V curves using some
calculation technics.

• Pyranometer for solar irradiation measurement.
• Thermocouple (type K) to collect measurement about the ambient temperature

and cell temperature.

First step in this experiment consists of measuring all parameters of two identical
PV panels (Fig. 2.7a, b).

The second part consisted to measure the ambient and cell temperature before
and after cooling. We have repeated measurement many times for the same panels in
order to ensure the obtained measure. Figure 2.8 shows the effect of cooling on the
value of cell temperature. This results allow improving the performance of the used
PV panels.

Fig. 2.7 a I–V
characteristic for mini-panel
1. b I–V characteristic for
mini-panel 2
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Fig. 2.8 Ambient and cell
temperature before and after
cooling

2.6.2 Effect of the Temperature on I–V Characteristic

The I–V characteristic is affected by the temperature. If T increases, themagnitude of
the exponent (Relation 2.6) is reduced, and the saturation current I0 increases with T.
The produced photocurrent IL increases with increasing temperature. Also, from the
above parameters, we can estimate the impact of temperature on solar cell efficiency.
In fact, the variation in voltage is more apparent than the variation in current due to
the temperature. Then, the effect on efficiency is the same to that voltage. Figure 2.9
illustrates the impact of temperature on I–V curves.

Fig. 2.9 Impact of
temperature on I–V
characteristic
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2.6.3 Impact of Temperature on Series and Shunt Resistances

The series resistor is an important factor which should be smaller for the best solar
cells. In this experiment, we have studied the impact of temperature on the value
of serial resistor. We have observed from measurement that when the temperature
increases, the series resistance increases also. This will decrease the output voltage
as mentioned in the relation (2.3). The parallel resistor is an important factor which
should be greater for the best solar cells. From our experimental measurement, we
observed that when the temperature increases, the shunt resistance decreases. This
allows reduction in open circuit voltage as shown in Fig. 2.8. The measured data of
series resistances has been plotted in Fig. 2.9 before and after cooling.We can observe
from this figure that we have got good results since the values of RS are smaller after
cooling. Also, Fig. 2.10 shows that RS decreases if the cell temperature decreases.
Also, Fig. 2.11 shows that the measure of shunt resistances after cooling is higher.
So, cooling the solar cell allows to get a decrease in series resistance and an increase
in shunt. By the way, we have interested to check what about efficiency of the solar
cell after cooling. In fact, Fig. 2.12 shows that the measured efficiency increases
after cooling. Figure 2.13 illustrates the increase in efficiency % per °C decrease
in temperature. The efficiency has been estimated and represented in Fig. 2.14. The
increase in efficiency (%) per °C decrease in temperature is shown in Fig. 2.15 which
show that the maximum increase is 1.3%. This is a good result as we can also show
in Fig. 2.16 which represent the evolution of efficiency vs. cell temperature.

Power produced with combined SC/TEM system is plotted in Fig. 2.17. The pick
power is 182 mW at 942 W/m2 at 25 °C. This explains that the power produced by
SC using cooling system is higher than the power produced without cooling system
(Fig. 2.18).

Fig. 2.10 Effect of series
and shunt resistance on the
I–V characteristic
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Fig. 2.11 Series resistance
before and after cooling

Fig. 2.12 Evolution of
series resistance with cell
temperature

2.7 Hybrid PV Panel/TEM System Proposed

Figure 2.18 illustrates the new proposed cooling system for PV panels using TEM.
This system could be applied for solar panels installed in hot locations such as
Madinah city. Also, for any application of PV system in hot sites, we propose to
use the new hybrid PV/TEM system (Fig. 2.19) for cooling the PV systems and
getting the best performance. Also, it is more suitable to add an extra panel just for
powering the TEM used in the PV system. In fact, the output voltage of the extra
panel increases when the solar irradiation increases and then the cold side of each
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Fig. 2.13 Evolution of shunt
resistance before and after
cooling

Fig. 2.14 Efficiency before
and after cooling

TEM became more colder by the increase of output voltage as indicated in Fig. 2.20.
This allows decreasing the cell temperature of panels used in PV system which will
get the best performance.

2.7.1 Economic Analysis

The aim of this analysis is to find the total cost of the proposed hybrid PV/TEM sys-
tem by comparison to traditional PV system without cooling system. The economic
analysis takes into account a number of parameters like the location and wattage
cost. The mechanism to get the economic analysis is [22]:
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Fig. 2.15 Evolution of
efficiency

Fig. 2.16 Efficiency of solar
cell versus cell temperature

• Energy demand calculation (Q).
• Number of sunlight hours in the given location (H).
• Calculation of the lowest solar irradiation in this location (I).
• Determination of the capacity of PV system (PVC):

PVC = Q · PEP

H · EP
(2.7)
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Fig. 2.17 Power generated with solar cell/thermoelectric module (SC/TEM) system

Fig. 2.18 PV panel/thermoelectric module (TEM) cooler system

Fig. 2.19 Hybrid PV/TEM system
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Fig. 2.20 Cold side temperature of TEMs versus output voltage of PV panel

EP represents the efficiency of the PV system, and PEP is the demand of energy
needs.

The area of PV system (PVA) is

PVA = PVC · H
I

(2.8)

The cost of PV system (CPV) is

CPV = PVC · 1000 · CW (2.9)

where CW is the wattage cost.
The total cost of hybrid PV/TEM system is

CTot = CPV + CTEM (2.10)

where CTEM is the extra price of TEM requested. The price of electricity generated
by a PV system depends on the initial price [23]. The PV system price depends on
the local market. The price of photovoltaic system is in the range 1–2 $/W for small
size. The extra price of hybrid PV/TEM system is in the range of 3.1–11.8%. So, the
average of the extra price is approximately 6% for small-scale PV. For large scale,
the extra price will be smaller as indicated in Fig. 2.21.
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Fig. 2.21 Additional cost of proposed hybrid PV/TEM system versus PV power

2.7.2 Example

The price of 4 KW/24 V off grid PV system is 5800 $ [24]. Twelve solar panels of
300 W are necessary. So, we request 12 TEMs which cost 12× 13 US$= 156 US$.

The price of the PV panel which powering the 12 TEMs is 200US$. So, the global
price of extra accessories needed for hybrid PV/TEM system is 356 US$. Thus, this
means that the price of TEM and the solar panel powering the TEMs is about 6% of
the global price.

2.8 Conclusion

In Madinah location, the cell temperature has reached the value of 83 °C. The results
indicate that the hybrid system SC/TEM can be operated at 64 °C of cell temperature
without loss.

The suggested hybrid PV/TEM system allows increasing the efficiency of solar
cells. The TEM is used as cooling system, and it is attached on the backside of the
solar cell. The performance of solar cells has been improved by increasing their
efficiency by 0.5% per °C decrease in temperature.

The PV/TEM system suggested for photovoltaic applications in hot locations
gives the best performances, while the extra price is about 6% of the global price of
traditional PV systems.



2 Performance of Solar Cells Using Thermoelectric Module … 45

Acknowledgements We would like to thank the deanship of scientific research at Islamic Univer-
sity (Madinah, KSA) for supporting this first (Tamayouz) program of academic year 2018/2019,
research project No.: 1/40. All collaboration works are gratefully acknowledged.

References

1. Tang, X., Quan, Z., Zhao, Y.: Experimental investigation of solar panel cooling by a novel
micro heat pipe array. Energy Power Eng. 2(3), 171–174 (2010)

2. Gould, C.A., Shammas, N.A.Y., Grainger, S., Taylor, I.A.: Comprehensive review of thermo-
electric technology, micro-electrical and power generation properties. In: Proceedings of 26th
IEEE International Microelectronics Conference, Nis, Serbia, 2 May 2008, pp. 329–332

3. Sharp, J., Bierschenk, J., Lyon, H.B. Jr.: Overview of solid-state thermoelectric refrigerators
and possible applications to on-chip thermal management. Proc. IEEE 9(8), 1602e1612 (2006)

4. Future Publishing Ltd: The Ultimate Overclocking Handbook, pp. 11–19. Future Publishing
Ltd, UK (2009)

5. Mahajan, R., Chiu, C., Chrysler, G.: Cooling a microprocessor chip. Proc. IEEE 94(8) (2006)
6. Snyder, G.J., Soto, M., Alley, R., Koester, D., Conner, B.: Hot spot cooling using embedded

thermoelectric coolers. In: Proceedings of 22nd IEEE Semiconductor Thermal Measurement
and Management Symposium, March 2006, pp. 135–143

7. Moharram, K.A., Abd-Elhady, M.S., Kandil, H.A., El-Sherif, H.: Influence of cleaning using
water and surfactants on the performance of photovoltaic panels. Energy Convers. Manag. 68,
266–272 (2013)

8. Mavroidis, C., Hastie, J., Grandy, A., Anderson, M., Sweezy, A., Markpolous, Y.: Robotic
Device for Cleaning Photovoltaic Panel Arrays. Department ofMechanical and Industrial Engi-
neering,NortheasternUniversity, Green Project-Sustainable Technology andEnergy Solutions.
Patent Number 61/120097 (2009)

9. Kane, A., Verma, V.: Performance enhancement of building integrated photo-voltaic module
using thermoelectric cooling. Int. J. Renew. Energy Res. 3(2), 320–324 (2013)

10. Ahadi, S., Hosein, H.R., Faez, R.: Using of thermoelectric devices in photovoltaic cells in order
to increase efficiency. Indian J. Sci. Res. 2(1), 20–26 (2014)

11. Borkar, D.S., Prayagi, S.V., Gotmare, J.: Performance evaluation of photovoltaic solar panel
using thermoelectric cooling. Int. J. Eng. Res. 3(9), 536–539 (2014)

12. Yang, D., Yin, H.: Energy conversion efficiency of a novel hybrid solar system for photovoltaic,
thermoelectric, and heat utilization. IEEE Trans. Energy Convers. 26(2), 662–670 (2011)

13. Simons, R.E., Chu, R.C.: Application of Thermoelectric Cooling to Electronic Equipment: A
Review and Analysis, 3rd edn., vol. 2, pp. 68–73. Clarendon, Oxford (1892)

14. Benghanem,M.:Measurement ofmeteorological data basedonwireless data acquisition system
monitoring. Appl. Energy 86(12), 2651–2660 (2009)

15. Yamashita, O.: Resultant Seebeck coefficient formulated by combining the Thomson effect
with the intrinsic Seebeck coefficient of a thermoelectric element. Energy Convers. Manag. 50,
2394–2399 (2009)

16. Choi, J.S., Ko, J.S., Chung, D.H.: Development of a thermoelectric cooling system for a high
efficiency BIPV module. J. Power Electron. 2, 187–193 (2010)

17. Wu, C.: Analysis of waste-heat thermoelectric power generators. Appl. Therm. Eng. 16(1),
63–69 (1996)

18. Min, G., Rowe, D.M.: Improved model for calculating the coefficient of performance of a
Peltier module. Energy Convers. Manag. 41, 163–171 (2000)

19. Benghanem,M., Alamri, S.: Modeling of photovoltaic module and experimental determination
of serial resistance. J. Taibah Univ. Sci. 2, 94–105 (2009)



46 M. Benghanem and A. Almohammedi

20. Fornies, E., Balenzategui, J.L., Alonso-García, M.D.C., Silva, J.P.: Method for module Rsh
determination and its comparison with standard methods. Sol. Energy 109, 189–199 (2014)

21. Benghanem, M., Alamri, S., Mellit, A.: New IV characterization model for photovoltaic mod-
ules and experimental determination of internal resistances. Mediterr. J. Meas. Control 5(1),
22–30 (2009)

22. Tzouanas, C.N., Tzouanas, V.: Study of a photo-voltaic (PV) system using excel: economic
analysis, modeling, simulation, and optimization. Paper presented at 2012 ASEE Annual
Conference, San Antonio, Texas, June 2012. https://peer.asee.org/21958

23. Amber,M., Pickrell, K.,DeBenedictis,A., Price, S.: Cost Effectiveness ofRooftopPhotovoltaic
Systems for Consideration in California’s Building Energy Efficiency Standards. California
Energy Commission, Energy and Environmental Economics, Inc. Publication Number: CEC-
400-2013-005-D (2011)

24. http://sunelec.com/pv-systems/off-grid-system

https://peer.asee.org/21958
http://sunelec.com/pv-systems/off-grid-system


Chapter 3
Optical Optimization of Tandem
Structure Formed by Organic
Photovoltaic Cells Based on P3HT:
PCBM and PBBTDPP2: PCBM
Interpenetrating Blends

Z. Abada and A. Mellit

Abstract The chapter focuses on the optical optimization of the tandem structure
composed of organic photovoltaic (OPV) cells based on interpenetrating blendmate-
rials P3HT: PCBM and pBBTDPP2: PCBM. For this purpose, a simulation based on
the transfer matrix formalism is developed. The aim is to calculate the current (JSC)
(assuming 100% internal Quantum efficiency). Optical performance of the two OPV
cells separately is studied. Firstly, the P3HT: PCBM OPV cell is optimized to find
the geometry of the stack giving the best optical properties. The OPV cell structure is
given by: glass/ITO/PEDOT: PSS/P3HT: PCBM/Ca/Al. The best JSC current value
(in this case 12.48 mA/cm2) is reached for an active layer thickness dActive layer =
91 nm. In a second time, the optical yield of the OPV cell based on pBBTDPP2:
PCBM interpenetrating blend is optimized. A comparison of the optical performance
of this cell with those of OPV cells based on materials commonly used in the field
of OPVs is carry out. The simulation shows a pBBTDPP2: PCBM interpenetrating
blend OPV cell offering the best result (JSC = 17 mA/cm2) in addition of a high
absorption in the 600–800 nm range. Finally, the tandem structure formed by the two
OPV cells is studied taking into account the arrangement of the two cells with respect
to each other. Two configurations are considered namely, the Normal Tandem Solar
Cell (NTSC) which considers P3HT: PCBM blend layer as the front active layer and
pBBTDPP2: PCBM blend layer as the back active layer and the Reverse Tandem
Solar Cell (RTSC) which considers pBBTDPP2: PCBM blend layer on top of the
tandem structure and P3HT: PCBM blend layer on the back of the device. The aim
is to find for both configurations the optimized thicknesses of the blend active layers
of the front and rear OPV cells giving the highest current matching. Results show
that NTSC configuration is more efficient for the large thicknesses of the top cell,
whereas the RTSC configuration is more efficient for the thin thicknesses of the top
cell.
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3.1 Introduction

Organic solar cells or OPVs (Organic Photovoltaics) based on the concept of
Polymer-Fullerene bulk heterojunction (BHJs) are particularly interesting because
of the multiple advantages offered in terms of low cost, lightness and flexibility
combined with a simple and economical manufacturing process. This structure over-
comes the limitation of active layer thickness caused by the low value of the exciton
diffusion in bilayer OPV cells [1–3].

However, and for commercial reasons, organic photovoltaic solar cells need to
reach efficiencies above 10% and achieve lifetimes of several thousands of hours.
These two parameters (lifetime and efficiency) constitute the main constraint on the
large-scale deployment of organic panels.

To overcome the problem of the low OPV cell efficiencies, mainly caused by the
low chargemobility in organic materials, tandemOPV cells are used. These latter are
promising candidates to reach both high efficiencies and long lifetime. The tandem
OPV cell is assembled by two OPV cells, one above the other. Each one absorbs in
a different light wavelength range so as to expand the absorption spectrum of the
structure thus improving efficiency with respect to each independent cell [4–7].

The design of this kind of cells being delicate, it is necessary to play on many
parameters: optical and electrical parameters of the materials forming the active
layers of the tandem OPV cells without forgetting the process of implementation.
However, given the huge range of new organic materials with high optical efficiency
that can be combined to arrive at high efficiency tandem structures, optical model-
ing plays a very important role in the design of such structures before moving to
technological achievement. Indeed, it allows us to have an overview of the optical
properties of the tandem structure. These properties are in most cases out of reach
of direct experimental measurements such as the profile of the electromagnetic field
|E |2 which provides valuable and precise indications for the technological realization
of these cells.

Given the very thin aspect of the layers forming the stack ofOPV cells constituting
the structure of the tandem (a few hundred nanometers), optical interference are
generated in the stack. Thereby, the electromagnetic field distribution inside the OPV
device strongly depends on layer thicknesses. So, the one-dimensional transfermatrix
formalism [8–12] is applied to model the distribution of this field inside the OPV
cell. The aim is to adjust the stack geometry so that the field is maximum in the active
layer. From the distribution of the electromagnetic field, the rate of exciton generation
is computed. The latter is used to calculate the short-circuit current generated in the
OPV cell.
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The interest of this chapter is focused on the optical optimization of the P3HT:
PCBM/pBBTDPP2: PCBM tandemOPV cell. To do this, the following structure has
been adopted:

• Firstly, the optimizedP3HT:PCBMinterpenetrating blendOPVcell (using optical
modeling) is presented.

• Then, a comparison of the optical performance of the pBBTDPP2: PCBM blend
OPV cell with cells based on materials commonly used in the field of organic
photovoltaics is executed to show the potential offered by the pBBTDPP2: PCBM
blend OPV cell and its ability to be used in a tandem structure with the P3HT:
PCBM blend OPV cell. The optimized pBBTDPP2: PCBM blend OPV cell is
then defined.

• Finally, the P3HT: PCBM/pBBTDPP2: PCBM tandem OPV cell is optimized
taking in account the arrangement of the two cells with respect to each other
(NTSC and RTSC configurations). Seen that the two subcells are mounted in
series, the simulation aims to find the best configuration giving the highest current
matching (the most important criterion in such structures).

3.2 Optical Optimization of OPV Cells Based on P3HT:
PCBM Interpenetrating Blend

3.2.1 P3HT: PCBM OPV Cell Presentation

In this section, the interest is focused on thicknesses optimization of the OPV
cell based on P3HT: PCBM blend. The device structure is a thin-film stack (lay-
ers thickness is often of the order of one hundred nanometers) which consists of
a glass/ITO/PEDOT: PSS/P3HT: PCBM/Ca/Al structure. (P3HT: PCBM refers to
poly(3-hexylthiophene): 6,6-phenyl C61-butyric acid methyl ester and PEDOT: PSS
refers to poly (3,4-ethylene dioxythiophene) doped with poly (styrene sulfonate)).
Where:

• ITO is a transparent electrode layer placed before the organic one.
• PEDOT: PSS layer improves the surface rugosity and charge injection and

removes the direct contact between the oxide and the organic photoactive layer
which can be harmful.

• P3HT: PCBM interpenetrating blend layer is the organic photoactive layer. It’s
a mixture by volume of two semiconductors more or less imbricate one in the
other. P3HT material plays the role of donor semiconductor and PCBM is the
acceptor one. The specificity of this structure is the multiplication by volume of
donor/acceptor interfaces in such a way that all excitons will be diffused without
recombining to a donor/acceptor interface and dissociates whatever the position
of creation of the exciton.
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• Ca layer is a thin interfacial layer. It is deposited before the cathode layer. Its
role is to reduce the exciton dissociation at the interface between the organic
semiconductor and the metal layer.

• Al layer is a Thick metal electrode at the end of the stack used to reflect the light
rays transmitted in the stack and to cross again the active layer. Without this metal
layer absorption would be reduced by more than 30%.

3.2.2 Simulation Software Presentation

Inspired fromMcGehee GroupMatlab software [13], theMatlab program developed
for this purpose uses the transfer matrix formalism with two subsets of 2 × 2 matri-
ces to calculate optical interference and absorption in multilayer stacks [8, 9]. The
program requires knowledge of the wavelength dependent complex index of refrac-
tion of each material in order to calculate the interference of coherent reflected and
transmitted waves at each interface in the stack. It should be noted that the imaginary
part of the complex index of refraction, k, is related to the extinction coefficient and is
responsible for absorption in a medium. The real part, n, determines the wavelength
of light of a given energy in a material and is important for calculating where areas
of constructive and destructive interference occur [14].

The software needs to know names of materials making up the structure of the
cell and their respective thicknesses (in nm). The optical constants data (n and k)
of these materials are listed in a file called Index_of_Refraction_library.xls [13].
The software calculates optical properties of the stack, namely transfer matrices,
normalized electric field intensity |E|2, dissipated energy profile (Q), generation rate
(G) and JSC underAM1.5 illumination (assuming 100% internal quantum efficiency)
at all wavelengths.

It should be noted that the software takes into account:

• A normal light incidence.
• A neglected optical interference in glass substrate. (The glass substrate is thicker

than the coherence length of light).
• Internal quantum efficiency IQE equal to unity (100%).

3.2.3 Simulation

The aim of the simulation is to optimize the geometry of the OPV cell leading to
the best optical efficiency. Thickness optimization consists of placing the maximum
of the distribution of the electromagnetic field in the vicinity of the photoactive
layer [8]. This method increases optical absorption (ηA) in the photoactive layer. So,
when supposing that internal quantum efficiency is equal to unity, maximizing the
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distribution of the electromagnetic field in the photoactive layer amounts tomaximize
the short-circuit current passing through this layer.

As mentioned above, the OPV cell studied is given by the following structure:
Glass/ITO/PEDOT: PSS/P3HT: PCBM/Ca/Al. The thickness values of ITO and Al
layers are fixed to those used experimentally, i.e., 180 nm for ITO layer [10, 15] and
100 nm for Al layer [10, 16], and the thicknesses of the PEDOT: PSS and P3HT:
PCBM layers are varied: PEDOT: PSS layer between 20nm and 200 nm and P3HT:
PCBM layer between 20nm and 120 nm. The minimum value is set to 20 nm to
ensure homogeneity of the active layer, and the maximum values set to 120 nm to
have a layer thickness less than the charge conduction length LCC in P3HT: PCBM
blend layer. The simulation proposes to vary these thicknesses simultaneously and
to collect the optimal thicknesses giving the best values of JSC andQ. The optimized
thicknesses are given by: dPEDOT: PSS = 27 nm and dActive layer = 91 nm giving the
best results: Q = 304 W m−2 and JSC = 12.48 mA/cm2.

The optical properties of the optimized OPV cell are then plotted in Fig. 3.1.
This figure shows that the electric field is maximized and presents a good distri-

bution over the entire thickness of the active layer Fig. 3.1a, b. It shows also a good
absorption in this region (|E|2 < 1). Figure 3.1c shows also a good distribution of the
exciton generation rate over the entire thickness of the active layer. The results are
close to those available in the literature [8, 11].

For more details, the optical optimization of the cell presented above as well as
the simulation method adopted (transfer matrix formalism) is presented in our work
[17].

Fig. 3.1 Optical properties of P3HT: PCBMOPV cell. a Normalized electric field |E|2 distribution
as a function of depth and wavelength. b E field intensity for discrete wavelengths. c Exciton
generation rate in device
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3.3 PBBTDPP2: PCBM Blend OPV Cell Optical Properties

3.3.1 Material Presentation

poly[3,6-bis-(40-dodecyl-[2, 20] bithiophenyl-5-yl)-2,5-bis-(2-ethyl-hexyl)-2,5-
dihydropyrrolo[3,4-]pyrrole-1,4-dione] (pBBTDPP2) is a very promising organic
material. It shows a low optical bandgap of about 1.4 eV in thin films. The absorp-
tion range of pBBTDPP2: PCBM blend layer is extended to reach 860 nm with
o-dichlorobenzene as solvent [7]. Thus, a tandem solar cell based on P3HT: PCBM
and pBBTDPP2: PCBM almost covers the whole UV and visible parts of the solar
spectrum.

In order to show the potential offered by pBBTDPP2: PCBM blend OPV cell, its
optical performances were compared to those of cells based on materials commonly
used in the field of organic photovoltaics. The goal being to show the complemen-
tarity between P3HT: PCBM and pBBTDPP2: PCBM blend OPV cells to widen the
absorbed light range to the entire visible spectrum and thus to improve the optical
efficiency of OPV cell structure.

All materials chosen for the comparison study have as acceptor material the [6]-
phenyl C61 butyric acid methyl ester) PCBM and as donor material the following
materials:

• poly-[2-(3,7-dimethyloctyloxy)-5-methyloxy]-para-phenylene-vinylene]
(MDMO-PPV).

• poly(9,9 0-dioctyl-2,7-fluorine diylvinylene-co-2,5-thiophene) (PFTBT).
• poly[N-9′-heptadecanyl-2,7-carbazole-alt-5,5-(4′,7′-di-2-thienyl-2′,1′,3′-ben-

zothiadiazole)] (PCDTBT).
• poly[3,6-bis(40-dodecyl-[2, 20]bithiophenyl-5-yl)-2,5-bis(2-ethyl-hexyl)-2,5-

dihydropyrrolo[3,4-]pyrrole-1,4-dione] (pBBTDPP2).
• poly(3-hexylthiophene) (P3HT).

These blend materials namely MDMO-PPV: PCBM (1:4), PFTBT: PCBM,
PCDTBT: PCBM and pBBTDPP2: PCBM materials were added to the database
of the simulation software. (P3HT: PCBM material already exists). Data of these
materials, i.e., n and k: real and imaginary parts of the complex index of refraction
have been derived from the literature [6, 18–20].

It should be noted that the optical constant characteristics of the active layers
cited above can be divided into two parts. The range between 300 nm and 350 nm:
its tendency follows that of the PCBM material and the range between 350 nm and
800 nm: its tendency follows that of the donor material [21]. It is also noted that
pBBTDPP2: PCBM (1:2) is the only material among the five chosen to offer a high
absorption in the 600–800 nm range. Other active layers are not being able to absorb
at wavelengths greater than 650 nm.
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Table 3.1 Optimized OPV cell for different donor materials of the blend active layer

PEDOT : PSS
optimized
thickness (nm)

Active layer
optimized
thickness (nm)

Jsc (assuming 100%
internal quantum
efficiency) (mA/cm2)

MDMO-PPV: PCBM
(1:4)

20 93 07.42

PFTBT: PCBM 20 92 08.22

P3HT: PCBM 27 91 12.29

PCDTBT: PCBM 21 90 12.41

pBBTDPP2: PCBM 20 120 17

The data in bold correspond to the optimized thicknesses of the OPV cell (in this case pBBTDPP2:
PCBM blend OPV cell) giving the best short-circuit current Jsc

3.3.2 Simulation

Returning to our simulation, the optical optimization of the ITO/PEDOT: PSS/Active
layer/Ca/Al structure is firstly carried out for each of the blend materials cited above
by following the same procedure used in the first section to optimize thicknesses of
the OPV cell based on P3HT: PCBM interpenetrating blend.

Indeed, ITO, Ca andAl layers having fixed values, the PEDOT layer and the active
layer thicknesses are varied in order to recover those giving the higher short-circuit
current value. The PEDOT: PSS layer is varied between 20 nm and 70 nm, and the
active layer between 20 nm and 120 nm to avoid problems related to the lowmobility
of carriers in the organic thin film. The thickness values of ITO, Ca and Al layers are
fixed to those commonly used experimentally (i.e., 180 nm for ITO layer, 1 nm for
Ca layer and 100 nm for Al layer). Simulations were carried out for a wavelength
range of between 350 nm and 800 nm. Table 3.1 shows the optimized OPV cells
having as active layer the five materials mentioned above.

The results obtained are then used to calculate the fraction of light absorbed in the
active layer for each of the optimized cells. The results of the simulation are shown
in Fig. 3.2. These results strongly support those obtained in Table 3.1.

3.3.3 Discussion

It should be noted that the absorption in the active layer at any wavelength depends
mainly on the corresponding extinction coefficient and refractive index. Indeed, the
higher the �n = nActive layer -nPEDOT is, the less light is transmitted to the active
layer. Therefore, the higher the extinction coefficient, the more light is absorbed. By
comparing the results obtained for a single wavelength (e.g., λ = 480 nm), it should
be noted that the best absorption rate is obtained for the P3HT: PCBM active layer
having as optical constants n = 1.73 (�n = 1.73–1.52 = 0.21) and k = 0.326 (for
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Fig. 3.2 Fraction of light absorbed in the active layer for different donor materials of the blend
active layer used in simulation

this wavelength). For the same wavelength, the lowest absorption rate is given by
the pBBTDPP2: PCBM active layer having as optical constants n = 1.749 (�n =
1.749–1.52 = 0.229) and k = 0.0738. It should be noted that for this wavelength,
the two layers have comparable refractive indexes. However, the difference between
their extinction coefficients is significant.

Similarly, the overall results (over the entire visible spectrum) can be explained.
Table 3.2 presents the mean values of the optical constants of the active layers used
in this study (over a wavelength range between 350 nm and 800 nm). Thus, the low
optical efficiency of the MDMO-PPV: PCBM active layer (Fig. 3.2 and Table 3.2)
can be explained by the combined effect of a low mean value of the extinction
coefficient (k = 0.100021 is the lowest mean value relative to those of other layers)
and a relatively high �n. This leads to a weak light transmission followed by a low
absorption of the latter (Table 3.2).

The PCDTBT: PCBM active layer offers the best average value of the extinction
coefficient. However, its relatively high refractive index decreases its optical effi-
ciency with respect to the pBBTDPP2: PCBM active layer which has, in addition to

Table 3.2 Average values (over the entire visible spectrum) of optical constants for active layers
used in simulation

n (average value) �n = nActive layer − nPEDOT
(average value)

K (average value)

MDMO-PPV: PCBM 1.937997 0.457357 0.100021

PFTBT: PCBM 1.987333 0.506693 0.116304

P3HT: PCBM 1.896896 0.416256 0.184112

PCDTBT: PCBM 1.961119 0.480479 0.21629

pBBTDPP2: PCBM 1.815154 0.334514 0.206749

PEDOT: PSS 1.48064 0 0.043554
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a relatively high mean value of the extinction coefficient, the lowest mean value of
�n, thus promoting the best transmission of light to the active layer (Table 3.2). This
clearly explains the results found in Table 3.1 (the best result is given by the pBBT-
DPP2: PCBM active layer). In addition, pBBTDPP2: PCBM active layer offers the
feature of absorbing light over the entire visible spectrum with a high absorption in
the 600–800 nm range (Fig. 3.2). Other active layers are not being able to absorb at
wavelengths greater than 650 nm (This is the case for most organic semiconductor
materials).

In conclusion, it can be said that the OPV cell based on pBBTDPP2: PCBM blend
material is well placed to be used in a tandem structure with the OPV cell based on
P3HT: PCBM blend material. Indeed, this will extand the range of absorbed light to
the entire visible spectrum and improve the optical efficiency of the structure.

3.4 Tandem Structure Based on P3HT: PCBM
and PBBTDPP2: PCMB Blend Materials

Tandem OPV cell structure is a good solution to overcome the limitations caused by
the narrow absorption range in OPV solar cells. In such structures, it is necessary
to ensure the current matching of both subcells of the tandem structure [7]. Indeed,
to achieve high efficiency tandem polymer OPV cells, it is essential to have a high
performance low bandgap polymer for the rear cell to match the current of the front
cell. Because the two sub-cells are connected in series, the overall current of the
tandem device will be limited by the sub-cell with lower current. Thus, the most
important criterion for the rear OPV cell is current matching, which means that it
can provide a same photocurrent as the front cell when applied into the tandem
structure [22].

3.4.1 Tandem Structure Configurations

As seen in the previous section, the complementarity between the two blend OPV
cells studied pBBTDPP2: PCBM and P3HT: PCBM in the absorption of the light
spectrummakes themvery suitable for tandem cell application. So, in this section, the
interest is focused on the study of the optical optimization of this kind of structures.

Many publications have treated this structure [6, 7] in order to find the optimized
geometry leading to the best optical properties of the device. Two models of tandem
structure are studied (see Fig. 3.3):

The conventional tandem solar cell in which materials mainly absorbing light
of shorter wavelengths acts as the front active layers to provide a window for the
back cell, while materials mostly absorbing light of longer wavelengths work as the
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Fig. 3.3 Schematic diagram of the simulated OPV tandem cell. a Normal Tandem Solar Cell
(NTSC). b Reverse Tandem Solar Cell (RTSC)

back active layers. This structure is called “Normal Tandem Solar Cell” (NTSC)
(Fig. 3.3a).

The secondmodel of tandem structure uses as frontOPVcell active layermaterials
those mainly absorbing light of longer wavelengths and as back OPV cells active
layer materials those mainly absorbing light of shorter wavelengths. This structure
is called “Reverse Tandem Solar Cell” (RTSC) (Fig. 3.3b).

So, the interest of simulations will be focused on the study of the tow following
structures:

• The device with P3HT: PCBMOPV cell as the front cell and pBBTDPP2: PCBM
OPV cell as the back cell called NTSC.

The device with pBBTDPP2: PCBMOPV cell as the front cell and P3HT: PCBM
OPV cell as the back cell called RTSC.

3.4.2 Simulation

The aim of the simulation is to optimize, in both configurations, the thicknesses of
active layers of the two subcells verifying the condition of the currentmatching. Also,
the current matching evolution as a function of the thicknesses of active layers of the
two subcells is considered. Finally, a comparison between the optical characteristics
of the two configurations is carried out in order to show the influence of the positions
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of the two subcells P3HT: PCBM and pBBTDPP2: PCBMwith respect to each other
on the optical characteristics of the tandem cell.

Like in the first section, the short-circuit current for the tow subcells is calculated
assuming 100% internal quantum efficiency. For each of the two subcells, only the
thickness of the blend active layer is chosen to be varied. The thicknesses of other
layers correspond to those found after optimization in the previous section. The two
structures are shown in Fig. 3.3. In both cases, the two subcells are separated by a
ZnO layer of a thickness of 30 nm [6, 7] which acts as the recombination contact
connecting the two subcells.
The simulation plan is presented as follows:

1. As a first step, 3D plots of JSC Front and JSC Back according to active layer
thicknesses of the top and back cells dfront and dback for the NTSC and RTSC
configurations are calculated (Figs. 3.4a and 3.5a). The thicknesses of the active
layers are varied between 0 and 200 nm with a calculation step of 5 nm.

2. The delimitation of the current matching as a function of the thicknesses of the
active layers for the two configurations is also represented in Figs. 3.4b and 3.5b,
respectively. The thicknesses of the active layers are varied between 0 and 300 nm
with a calculation step of 5 nm.

3. The evolution of the current matching value as a function of the thicknesses of
the active layers for the two configurations is presented in Figs. 3.4c and 3.5c
active layer thicknesses are varied between 0 and 200 nm with a calculation step
of 1 nm with an accuracy �JSC = abs (JSC_Top − JSC_Back) ≤ 0.05 mA/cm2

From figures, it should be noted that:

• In both NTSC and RTSC configurations (Figs. 3.4a and 3.5a), the top cell
current is proportional to the increase in the thickness of its active layer and
inversely proportional to the increase in the thickness of the back cell. How-
ever, the back cell current is proportional to the increase in the thickness of
back cell active layer and inversely proportional to the increase of the top cell
thickness.

• For the NTSC configuration and for active layer thicknesses of the top cell
above 225 nm (calculation thickness range between 0 and 300 nm), the top
cell current is greater than the back cell current regardless of the thickness
of the back cell active layer so that it is no longer possible to find a current
matching between the two cells (Fig. 3.4b).

• For the RTSC configuration, as soon as the thickness of the top cell active
layer exceeds 105 nm (calculation thickness range between 0 and 300 nm),
the top cell current becomes larger than the back cell current, regardless of
the thickness of the back cell active layer so that it is no longer possible to
find a current matching between the two cells (Fig. 3.5b).

• In the NTSC configuration, the delimitation of current matching increases
with the increase of the thickness of the top cell active layer, in this case
the P3HT: PCBM blend layer (Fig. 3.4b). The current matching value also
increases in proportion to the increase in thickness of the P3HT: PCBM layer
to reach a maximum of 10.6945 mA/cm2 for the thicknesses: 167 nm for the
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Fig. 3.4 For NTSC configuration: a 3D plots of JSC Front and JSC Back versus dfront and dback.
b Delimitation of the current matching as a function of dfront and dback. c Evolution of the current
matching value as a function of dfront and dback
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Fig. 3.5 For RTSC configuration: a 3D plots of JSC Front and JSC Back versus dfront and dback.
b Delimitation of the current matching as a function of dfront and dback. c Evolution of the current
matching value as a function of dfront and dback
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P3HT: PCBM blend layer and 131 nm for the pBBTDPP2: PCBM blend layer
(Fig. 3.4c).

• In the RTSC configuration, the current matching is limited by a small thick-
ness of the top cell active layer, in this case the pBBTDPP2: PCBM layer
(Fig. 3.5b). Its thickness is limited to about 100 nm. This configuration pro-
vides relatively lower current matching values than those proposed by the
NTSC configuration. The maximum value of the current matching, in this
case 9.5557 mA/cm2, is obtained for the thicknesses: 73 nm for the pBBT-
DPP2: PCBM active layer and 193 nm for the P3HT: PCBM active layer
(Fig. 3.5c).

3.4.3 Results and Discussion

Before explaining these findings, let us first explain the following points:

1. For both NTSC and RTSC configurations:

• The top cell is exposed directly to the light spectrum, while the back cell
receives the light transmitted by the top cell after reflection and absorption
of a part of the light spectrum by the latter (according to the values of the
refractive index and extinction coefficient of its active layer). This contributes
to weakening the current produced by the back cell.

• When the thickness of the top cell active layer increases, there is more light
absorption in the top cell, so its current will increase. At the same time,
increasing the top cell active layer thickness will decrease the part of light
transmitted to the lower cell, and its current will also decrease.

• Increasing the thickness of the active layer of the bottom cell will increase its
current due to the increase in light absorption. But the greater the thickness of
the back cell active layer, the more the cathode Al is away from the top cell,
minus the light fraction reflected by the latter to be absorbed a second time by
the top cell. So, the top cell current is inversely proportional to the increase
in the thickness of back cell active layer.

2. The pBBTDPP2: PCBM blend layer presents better optical characteristics than
that offered by P3HT: PCBMblend layer over the entire visible spectrum. Indeed,
the average value of the refractive index n = 1.815154 for PBBTDPP2: PCBM
layer is better than the average value of n = 1.896896 for P3HT: PCBM layer.
Also, the average value of the coefficient of extinction k = 0.206749 for PBBT-
DPP2: PCBM layer is better than the average value of k = 0.184112 for the
P3HT: PCBM layer (Table 3.2). As a result, we can conclude that:

• For equal thicknesses, the pBBTDPP2: PCBM layer absorbs more light than
the P3HT: PCBM layer.
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• The amount of light transmitted to the pBBTDPP2: PCBM layer (after reflec-
tion at its interface with the PEDOT: PSS layer) is greater than that transmitted
to the P3HT: PCBM layer (after reflection at its interface with the PEDOT:
PSS layer).

• The pBBTDPP2: PCBM layer absorbs light mainly in the range of 600–
800 nm but also has a significant absorption over the range of 350–600 nm,
while the P3HT: PCBM blend layer only absorbs on the range of 300–650 nm
(zero absorption over the range of 650–800 nm).

Based on the explanation provided above, the simulation results can be
interpreted as follows:

• The P3HT: PCBM OPV cell placed above the tandem structure (NTSC) will
see its optical characteristics improved in proportion to the increase in the
thickness of its active layer since it is directly exposed to light. However, the
part of the light spectrum between 600 nm and 800 nm (pBBTDPP2: PCBM
absorption range) will be transmitted to the back cell without being absorbed
by the top cell. As a result and taking into account the relatively high value
of the extinction coefficient of the pBBTDPP2: PCBM layer, the back cell
current is proportional to the increase in its active layer thickness and is not
affected by the increase of the top cell active layer thickness in such way
that for each thickness of the top cell, a thickness of the back cell giving a
current matching can be found. However, by exceeding a threshold value of
top cell active layer thickness dfront = 225 nm, it is no longer possible to find
a thickness of the back cell active layer (calculation thickness range between
0 and 300 nm) giving a current matching (Fig. 3.4b). This can be explained
by the fact that for these thicknesses, the fraction of light transmitted to the
back cell is no longer sufficient to generate a current equal to that generated
by the top cell regardless of the thickness of the back cell active layer. This
explains results presented in the figure.

• The pBBTDPP2: PCBMOPV cell placed above the tandem structure (RTSC)
will present high optical characteristics for low thicknesses of its active layer.
The lower cell (P3HT: PCBM OPV cell), meanwhile, will see its optical
characteristics diminished compared to that of the top cell since, in addition
to the reasons cited above, the solar spectrum will be partially reflected and
absorbed by the top cell before attacking the back cell. So, for top active
layer thicknesses greater than 105 nm, the top cell current will remain higher
than the back cell current regardless of the thickness of the active layer of
the latter (calculation thickness range between 0 and 300 nm). Therefore,
the current matching cannot be found for the tandem structure. This explains
results presented in the figure (Fig. 3.5b).

In summary, simulation results show that the NTSC structure is more efficient for
large thicknesses of the top cell active layer, whereas the RTSC structure is more
efficient for thin thicknesses of this layer. This is in harmony with the literature [7].
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Tables 3.3 and 3.4 present the current matching calculated with a precision of
�JSC ≤ 0.01 mA/cm2 with the corresponding thicknesses of the active layers dTop
and dBack for the two configurations NTSC and RTSC, respectively. It is easy to see
from these tables that the NTSC configuration is more efficient for thick top cells,
while the RTSC configuration is more efficient for fine top cells.

Table 3.3 gives, for the NTSC configuration, a maximum current value of
10.674627 mA/cm2 for the thicknesses dTop = 167 nm and dBack = 133 nm, and for
the RTSC configuration, a maximum current value of 9.546354 mA/cm2 is obtained
for the thicknesses dTop = 72 nm and dBack = 192 nm (Table 3.4).

Table 3.3 Currentmatching points for theNTSCconfiguration in a range of active layer thicknesses
of between 0–200 nm and �JSC = abs (JSC_Top − JSC_Back) ≤ 0.01 mA/cm2

DTop (nm) dBack (nm) JSC_Top (mA/cm
2
) JSC_Back (mA/cm

2
) �JSC (mA/cm

2
)

2 16 0.859025 0.853596 0.005429

21 37 3.527084 3.533429 0.006345

36 39 3.563764 3.557578 0.006186

45 40 3.529252 3.526965 0.002287

59 44 3.849023 3.843462 0.005561

64 47 4.204539 4.196818 0.007721

76 60 5.996526 6.001096 0.00457

79 64 6.588809 6.580282 0.008527

82 68 7.156796 7.155384 0.001412

91 77 8.376469 8.368018 0.008451

136 90 9.645963 9.648004 0.002041

145 175 10.360377 10.359192 0.001185

146 171 10.402372 10.408182 0.00581

150 162 10.506447 10.508362 0.001915

151 160 10.52563 10.53159 0.00596

153 157 10.562101 10.554645 0.007456

156 152 10.60338 10.600635 0.002745

159 147 10.632748 10.640298 0.00755

160 98 10.049382 10.04182 0.007562

161 144 10.650491 10.653257 0.002766

163 141 10.66581 10.660243 0.005567

165 137 10.668696 10.675583 0.006887

166 135 10.669505 10.677374 0.007869

167 133 10.670155 10.674627 0.004472

168 131 10.670836 10.666866 0.00397

169 128 10.659894 10.658737 0.001157

170 124 10.637069 10.635842 0.001227
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Table 3.4 Current matching points for RTSC configuration in a range of active layer thicknesses
of between 0–200 nm and �JSC = abs (JSC_Top − JSC_Back) ≤ 0.01 mA/cm2

dTop (nm) dBack (nm) JSC_Top (mA/cm
2
) JSC_Back (mA/cm

2
) �JSC (mA/cm

2
)

1 7 0.354480 0.352030 0.002450

6 22 2.088690 2.096564 0.007874

26 43 5.231499 5.228532 0.002967

28 44 5.333642 5.324951 0.008691

47 50 5.716535 5.724790 0.008255

56 155 8.664788 8.666537 0.001749

58 52 5.827432 5.820699 0.006733

59 177 9.296125 9.305737 0.009612

62 182 9.416800 9.426582 0.009782

64 135 8.340595 8.340750 0.000155

66 132 8.333205 8.324846 0.008359

68 129 8.314619 8.322295 0.007676

71 125 8.316731 8.324639 0.007908

72 192 9.537747 9.546354 0.008607

75 120 8.334149 8.338770 0.004621

79 197 9.512983 9.522675 0.009692

80 114 8.370322 8.360650 0.009672

84 109 8.385575 8.377437 0.008138

87 105 8.384643 8.382531 0.002112

90 63 6.889741 6.886543 0.003198

94 67 7.223257 7.214953 0.008304

98 78 7.871290 7.867440 0.003850

So, the NTSC configuration is more efficient than the RTSC one. This is probably
due to the fact that for the NTSC configuration, the lowest efficiency cell is placed
at the top of the tandem structure, which makes possible to better exploit its optical
properties. The back cell absorbs essentially the part of the light between 600 nm
and 800 nm. Therefore, it is little influenced by the top cell (apart from the part of
the light reflected by the latter).

The reverse (RTSC) configuration presents a disadvantage of the low efficiency
cell placed at the back position. So, the non-zero absorption profile of the top cell
in the wavelength range of 350–600 nm in addition to the reflection phenomenon
contributes to decrease the current produced by the back cell.

Figure 3.6 presents the calculated distributions of the normalizedmodulus squared
of the optical electric field |E |2 inside (a) 167–133 nm (optimized) NTSC. (c) 72–
192 nm (optimized) RTSC and the fraction of light absorbed for (b) 167–133 nm
NTSC. (d) 72–192 nm RTSC. For calculating the intensity of the electromagnetic
field in the device, two wavelengths have been selected; 500 nm and 727 nm. The
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Fig. 3.6 a and c Calculated distributions of the normalized modulus squared of the optical electric
field |E |2 inside 167–133 nmNTSC and 72–192 nmRTSC configurations, respectively (for 500 and
727 nm wavelengths). b and d Fraction of light absorbed for 167–133 nm NTSC and 72–192 nm
RTSC, respectively

first corresponds to the absorption peak of the P3HT: PCBM blend layer, and the
second corresponds to the absorption peak of the pBBTDPP2: PCBM blend layer.

It should be noted that for the two wavelengths 500 nm and 727 nm, the E field
shows a good distribution in the corresponding active layers in both configurations
(NTSC and RTSC). For the 500 nm wavelength, the E field has a good distribution
and is well absorbed in the P3HT: PCBM blend layer (Fig. 3.6a, c). The same
remarks can be made for the 727 nm wavelength in both configurations. However,
the 727 nm wave is more absorbed in the NTSC configuration (|E |2 normalized
value <1 in the pBBTDPP2: PCBM layer) than in the RTSC (|E |2 normalized value
>1 in the pBBTDPP2: PCBM layer (top cell) because of the interferences caused
by the wave reflected by the cathode Al (and transmitted by the back cell). Indeed,
because of the small thickness of the pBBTDPP2: PCBM active layer in the RTSC
configuration, there is not enoughmaterial to properly absorb the 727 nmwavelength.
In addition, the active layer P3HT: PCBM is transparent for this wavelength. So, it
will be reflected by the cathode Al toward the top cell what will amplify the wave
by interference.

Figure 3.6b, d show the absorption rate of the tandem structures in NTSC and
RTSC configurations, respectively. It is easy to see the advantage offered by the
use of this type of structure since the absorption of the light is done over the entire
spectrum of the visible. However, the NTSC structure presents a better absorption
rate with peaks reaching 80% of the incident light intensity compared to 70% offered
by the RTSC configuration.
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3.5 Concluding Remarks

In this chapter, it was chosen to optimize the tandem structure composed of OPV
cells based on interpenetrating materials P3HT: PCBM and pBBTDPP2: PCBM. At
first, the optical yield of the OPV cell based on P3HT: PCBM interpenetrating blend
was optimized (Sect. 3.1). The simulation results showed a good absorption of the
electrical field (E) with a good distribution profile over the entire thickness of the
active layer. The results were close to those available in the literature [8, 11]. After
this, a comparative study of the optical efficiency of the pBBTDPP2: PCBM blend
OPV cell with some OPV cells based on materials commonly used in the field of
organic photovoltaicswas carried out (Sect. 3.2). This study resulted in the possibility
of using the pBBTDPP2: PCBM and P3HT: PCBM blend OPV cells in a tandem
structure to widen the absorbed light range to the entire visible spectrum and thus to
improve optical efficiency.

Finally, the study of tandem structure based on P3HT: PCBM and pBBTDPP2:
PCBM blend materials was discussed. The arrangement of the two cells with respect
to each other was taken into account (NTSC and RTSC configurations). The aim
being to optimize the thickness of active layers of the two sub-cells verifying the
condition of the current matching. The simulation results showed that the NTSC
configuration is more efficient for the large thicknesses of the top cell, whereas the
RTSC is more efficient for the thin thicknesses of the top cell which is in agreement
with the literature [7]. Also, the NTSC configuration offers better optical character-
istics than that proposed by the RTSC. The simulation results showed an absorption
rate covering the entire spectrum of the visible, which presents a real advantage of
using this type of structure in order to improve the yield of OPV cells.

At the end of this chapter, it can be said that optical modeling is an effective
tool that guides the experimental in the interpretation of its measurements. It can
even be essential in the design of tandem cell structures. However, given the variety
of parameters on which the efficiency of organic photovoltaic cells depends, optical
modelingwill have to be followed by electrical modeling; this is to represent the steps
describing the organic photovoltaic conversion process. This model considers the
exciton generation (output of the optical simulation), recombination, drift, diffusion
and collection process of the electron and hole in the active BHJ layer. This will
refine the simulation results and make them closer to reality.
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Chapter 4
Theoretical Study of QuantumWell
GaAsP(N)/GaP Structures for Solar Cells

L. Chenini and A. Aissat

Abstract In this theoretical study, we simulate a compressively strained GaAsxP1−x

and tensile strain GaNyAsxP1−x−y quantum well active zones with the aim to be
inserted in solar cells. We will compare the ternary GaAsP/GaP and quaternary
GaNAsP/GaP quantum well structures (QWs) by modeling these two types of sys-
tems. We first studied the introduction effect of arsenic (As) into the host material
GaP and the optoelectronic properties of the obtained ternary alloy GaAsP. Then, we
study the additional effect of just a few percent of nitrogen (N) in this ternary alloy.
Incorporate nitrogen into the GaAsP alloy has been shown to split the conduction
band into two bands E+ and E− causing a reduction of the band gap energy. Addition
of nitrogen to GaAsP induces a redshift in the emission wavelengths and increases
the absorption coefficient.

Keywords Materials · Nanostructures · Quantum well · Optoelectronic ·
Photovoltaic

4.1 Introduction

Photovoltaic is a non-polluting, ecological, and powerful way to provide electric-
ity and supply the growing global demand for energy. Indeed, it allows the use of
a renewable energy source (the Sun) considered inexhaustible on a human scale
and converts it directly into electrical energy. The intensive development of sil-
icon semiconductor technology has predetermined their widespread distribution
observed today. In industry, the basis of technology for the silicon purification, pro-
cessing, and production has been at the highest level among all semiconductormateri-
als by now and the integration of III–V semiconductors grown on Si substrates allows
for significant cost reduction of photovoltaic with very high conversion efficiency
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[1, 2]. It is very important to search for new semiconductor in order to ameliorate
the solar cell properties [3, 4].

The dilute nitrides III–N–V form a new family of perspective alloys for optoelec-
tronic devices such as lasers, light-emitting diodes, and high-efficiency solar cells
[5–12]. The GaNAsPmaterial is one of these classes of material. Quantumwell solar
cells consist of inserting a multiple quantum well system in the intrinsic region of
a p-i-n cell in order to improve and adjust the spectral response of the cell [13–15].
A considerable number of theoretical and experimental studies have been made on
GaAsP and GaNAsP grown on Si and GaP substrates [16–27]. Previously, we have
studied the intersubband absorption coefficient in GaAsP/GaP quantum well and
verified the dependence of this parameter on the arsenic concentration and quantum
well width [28].

In this work, we have investigated compressively strained GaAsxP1−x and tensile
strained GaNyAsxP1−x−y quantumwell active zones grown on aGaP substrate. These
two structures are chosen to be inserted into solar cells in order to achieve high-
performance quantum well solar cells, that is to say, having a growth of high-quality
materials which ensures efficient and maximum light absorption. x and y are the
arsenic and nitrogen molar fractions ranged, respectively, (between (0–0.4) and (0–
0.05)).

Simulation is employed to calculate thematerial parameters and to be able tomake
a comparison between these two structures. First, we compare the lattice parameter,
band gap energy, strain, and band offset ratios of these quantum well systems. The
major importance of this approach is the simultaneous reduction of the lattice param-
eter and the band gap of the GaNAsP alloy. A very unusual property for band gap
engineering in the semiconductor alloys we have accustomed is that the reduction
of the band gap energy is generally followed by an increase in the lattice parameter.
Then, the interband transition energy at the G point and the corresponding emission
wavelength as functions of the QWs widths with arbitrary compositions of the two
structures are established. Finally, the composition effects on absorption coefficient
are also discussed.

4.2 Theoretical Model

Figure 4.1a, b illustrate the active regions of the two structures which will be studied
and compared. The first one (a) consists of a thin GaAsP layer sandwiched between
two layers of a gallium phosphide (GaP) material. In the second structure (b), a thin
layer of GaNAsP will be inserted between the two barrier layers of GaP. To get the
different parameters for both material systems GaAsxP1−x and GaNyAsxP1−x−y, we
linearly interpolate the parameters of the binary semiconductors which can be found
in Table 4.1 [29], except for the unstrained band gap energies. The interpolation
formulas will be given as [30]:

�(GaAsxP1−x ) = x . �(GaAs) + (1− x).�(GaP) (4.1)
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Fig. 4.1 GaAsP/GaP and GaNAsP/GaPstructures

Table 4.1 Parameters used in this work at 300 K

Parameters Symbol GaN GaP GaAs

Elastic constant C11 (1011 dyn cm−2) 29.3 14.05 11.88

Elastic constant C12 (1011 dyn cm−2) 15.9 6.203 5.38

Spin-orbit energy �SO (eV) 0.017 0.08 0.34

Shear deformation potential b (eV) −2.2 −1.7 −1.85

Hydrostatic deformation
potential for CB

ac (eV) −2.2 −7.14 −11

Hydrostatic deformation
potential for VB

av (eV) 5.2 1.70 −0.85

Electron effective mass me/m0 0.21 0.114 0.067

Heavy hole effective mass mhh/m0 1.27 0.52 0.55

Band gap energy Eg (eV) 3.42 2.80 1.42

Lattice parameter a (Å) 4.52 5.4508 5.6533

�
(
GaNyAsxP1−x−y

) = x . �(GaAs) + y. �(GaN)

+ (1− x − y).�(GaP) (4.2)

The band gap energy for GaAsxP1-x alloy is obtained by the following expression:

Eg(GaAsxP1−x ) = x .Eg(GaAs)

+ (1− x).Eg(GaP) − 0.19.x .(1− x) (4.3)

For GaNAsP alloy, the band gap is obtained using the anticrossing model [31,
32]:

Eg(GaNAsP) = 1

2

[
Eg(GaAsP) + EN

−
√(

Eg(GaAsP) − EN
)2 + 4C2

MN y

]
(4.4)
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The anticrossing BACmodel has been agreeably used to explain the dependences
of the lower E− and upper E+ subband energies on the nitrogen concentration. This
model is explained as the interaction of the highly localized energy level EN induced
byN atoms and the lowest conduction band of theGaAsP semiconductormatrix.CMN

is the interbandmatrix element; these twoparameters are obtained by interpolation, as
explained above; and the parameters ofGaNAs [33] andGaAsP [34] are, respectively,
equal to EGaNAs

N = 1.65 eV,CGaNAs
MN = 2.7 eV and EGaAsP

N = 2.25 eV,CGaAsP
MN =

3.16 eV.
The strain in both structures has been calculated and has the following compo-

nents:

εxx (GaAsP,GaNAsP) = a0(GaP)

a(GaAsP,GaNAsP)
− 1 (4.5)

εzz(GaAsP,GaNAsP) = −2
C12

C11
.εxx (GaAsP,GaNAsP) (4.6)

where a (GaAsP, GaNAsP) is the lattice constant of the two quantum well structures,
a0 is the lattice constant of the substrate GaP, andC11 andC12 are the elastic stiffness
constants.

The band offset ratios of the conduction and valence band of both alloys can be
given by:

Qc = Ew
c − Eb

c

Ew
g − Eb

g

(4.7)

Qv = 1− Qc (4.8)

where Ew
c and Eb

c are, respectively, the conduction band position in the quantumwell
and the barrier materials, Ew

g and Eb
g correspond, respectively, to the strain band gaps

for the quantum well and barrier alloys. The theoretical model to obtain Ew
c and Eb

c
is well explained in reference [30]. The emission wavelength is mainly determined
after calculating the transitns, Etra. The photon energy of transition is expressed as
[30]:

λ = 1.24

Etra
(4.9)

The transition energy Etra is defined as the transitions between the first subband
holes in the valence band and the first subband electrons in the conduction band.

All incident photonswith energy (Eph) equal to or greater than the band gap energy
(Eg) will be absorbed. The absorption coefficient was obtained with the help of the
following expression:

α = α0

√
Eph − Eg

Eph
(4.10)
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α0 is a constant depending on the density of states related to the absorption of
photons.

4.3 Results and Discussion

Introducing arsenic in the host material (GaP) leads to the reduction of the band
gap energy as we can see in Fig. 4.2. Arsenic is an atom with covalent radius and
electronegativity of 1.19 Å and 2.18, respectively, while nitrogen has a smaller radius
of 0.75 Å but has a high electronegativity with a value of 3.04. These differences in
size and electronegativity create a perturbation that will lead to the splitting of the
conduction band into two subbands E+ and E− as illustrated in Fig. 4.3.

The higher energy E+ increases with nitrogen concentration and decreases with
arsenic concentration. On the other hand, the lower energy E− shifts strongly toward
lower values with an increase in nitrogen concentration but decreases slightly with
increasing arsenic concentration. We have verified the change in lattice parameter
with increasing arsenic concentration for GaAsxP1−x on the GaP substrate using
Eq. 4.1 as we can see in Fig. 4.4. It is clear that adding As leads to an increase in the
lattice parameter. Figure 4.5 shows the calculated values of lattice parameter with
increasing both arsenic and nitrogen concentration forGaNyAsxP1−x−y/GaP structure
using Eq. 4.2. As can be seen from this figure, the lattice parameter increases by
adding arsenic concentration to the system, but decreases with introducing nitrogen.

Increasing the arsenic concentration leads to a decrease in the strain in the (x, y)
plane. It is found that the material undergoes compressive strain as shown in Fig. 4.6.
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Fig. 4.2 Strained and unstrained band gap energy of GaAsP material as a function of As
concentration
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Fig. 4.4 Lattice parameter of GaAsP material as a function of As concentration

Figure 4.7 depicts the calculated results of the strain of the GaNyAsxP1−x−y well
with GaP barriers. This figure reveals that strain in this structure increases with
increasing nitrogen and arsenic concentration. Area of positive values represents the
couples (x, y) which lead to a tensile strain, the negative values area represents the
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Fig. 4.5 Lattice parameter of GaNAsP QWs as a function of As and N concentrations
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Fig. 4.6 Variation of strain versus arsenic concentration of GaAsP/GaP

couples which lead to a compressive strain, and the line of “0” represents the values
for which GaNAsP can be matched to GaP.

In Fig. 4.8, we present the arsenic fraction molar dependence of conduction (Qc)
and valence band (Qv) offset ratios of GaAsP well material grown on a GaP sub-
strate. The addition of As to GaP causes changes in the band alignments. This figure
illustrates the fact that the introduction of arsenic into GaP decreases Qc whereas it
increases the Qv but Qc takes values greater than that of the Qv.
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Fig. 4.7 Two-dimensional representation of the variation of strain versus arsenic and nitrogen
concentration of the GaNAsP/GaP structure system
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Fig. 4.9 Arsenic and nitrogen dependence of Qc and Qv of GaNyAsxP1−x−y/GaP QWs

We have presented the variations of calculated conduction (Qc) and valence band
(Qv) offset ratios of GaNyAsxP1−x−y quantum well grown on a GaP substrate in
Fig. 4.9a, b. The addition of N to GaAsP causes substantial changes in the offset
ratios; increasing the amount quantities of N into GaAsP decreases the conduction
band offset ratio Qc and increases the valence band offset ratio Qv, see Fig. 4.9a, b.
We can have deeper wells, leading to much better confinement of carriers.

Figure 4.10a plots the transition energy of the compressively GaAsP/GaP QWs
as a function of well width for two values of arsenic (x = 0.15 and x = 0.35) while
Fig. 4.10bgives the correspondingwavelength emission. Increasing the quantumwell
width decreases the transition energy and increasing arsenic redshift the correspond-
ing wavelength emission. Figure 4.11a depicts the transition energy of the tensile
GaN0.005AsxP0.995−x/GaP QWs as a function of well width for two values of arsenic
(x = 0.15 and x = 0.35) at room temperature, Fig. 4.11b illustrates the correspond-
ing wavelength emission. We can see that for values of well width less than 12 Å,
both structures GaN0.005As0.15P0.845/GaP (blue line) and GaN0.005As0.35P0.645/GaP
(red line) will have approximately the same transition energy value, but when the
well width exceeds this value, increasing the arsenic concentration leads to decrease
the transition energy which means redshift the emission wavelength. When the well
thickness exceeds 70 Å, the transition energies will saturate and will have the same
values of about 1.621 eV (λ= 0.765µm) for x = 0.15 and 1.524 eV (λ= 0.813µm)
for x = 0.35, and in these cases, the quantum confinement is neglectable.

Figure 4.12a shows the dependence of the interband transition energy at T =
300 K in the tensile GaN0.02AsxP0.98−x/GaP QWs for the two values of arsenic (x =
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Fig. 4.10 Dependence of a transition energy and b emission wavelength of GaAsxP1−x /GaP (x =
0.15, x = 0.35) QWs on well width

0 20 40 60 80
Lp(Å)

1.4

1.6

1.8

2

2.2

2.4

2.6

2.8

En
er

gi
e tra

(e
V)

x=0.35
x=0.15

0 20 40 60 80
Lp(Å)

0.45

0.5

0.55

0.6

0.65

0.7

0.75

0.8

0.85

(µ
m

)

x=0.35
x=0.15

a) b)

y=0.005 y=0.005

Fig. 4.11 Dependence of a transition energy and b emission wavelength of
GaN0.005AsxP0.995−x/GaP (x = 0.15, x = 0.35) QWs on well width

0.15 and x = 0.35). Figure 4.12b illustrates the corresponding wavelength emission.
When the nitrogen concentration rises, the transition energy decreases which leads
to redshift the emission wavelength. As in Fig. 4.11, when the well width exceeds
70 Å, the transition energy becomes to be the same value of about 1.521 eV (λ =
0.815 µm) for x = 0.15 and 1.418 eV (λ = 0.874 µm) for x = 0.35.
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Figures 4.13 and 4.14 illustrate, respectively, the dependence of the absorption
coefficient on photon energy for several arsenic concentrations of GaAsxP1−x/GaP
QWs and several nitrogen concentrations of GaNyAs0.35P0.65−x/GaP QWs. Addition
of arsenic in host material increases the absorption coefficient and slightly redshift
the corresponding wavelength. Increasing the fraction of included nitrogen just in
few quantities in the GaAsP material is associated with the strong redshift of the
wavelength and increases the absorption coefficient values.

4.4 Conclusion

In this chapter, we have evaluated the potential of ternary and quaternary alloys
GaAsP and GaAsPN grown on the GaP substrate, for the development of a solar cell.
The present study demonstrates that the addition of nitrogen into the GaAsP/GaP
QWs has remarkable properties. It leads to split the conduction band into two sub-
bands which contribute to the reduction of the band gap energy. Our numerical
simulation indicates that we will have a considerable increase in the absorption coef-
ficient and redshift of the corresponding wavelength. These two material systems are
promising candidates for future quantum well solar cells.
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Chapter 5
Organic Solar Cells: A Review

M. Benghanem and A. Almohammedi

Abstract In this chapter, we present different materials, devices structures, and
different processing techniques for the fabrication of organic photovoltaic (OPV)
cells. The manufacturer of these types of solar cells uses a new process to get the
best efficiencies with low cost by using printing techniques and photoactive layers
based on polymer materials. Also, many scientific research works are presented and
some illustrations about processing techniques, such as roll-to-roll techniques, for
the design of OPV cells are presented in this chapter.

Keywords Organic PV cells · Processing techniques · Materials · Polymer solar
cells · Devices

5.1 Introduction

Organic photovoltaic (OPV) cells are considered as the third-generation solar cells
which present new material such as organic polymer and tandem solar cells. In this
work, we give a brief review of OPV cells with different classifications and appli-
cations. The structure of the device is described as well as the organic material in
the active layer of the device. The fabrication of OPV cells at low cost is possible
using new processing techniques, such as roll-to-roll technique under. The organic
solar cells present a low efficiency and short lifetimes compared to inorganic solar
cells. The organic solar cells present the advantage to be flexible, thin, lightweight,
and versatility. The next section is an overview of OPV cells. Then, we present the
working principle and device structures of organic solar cells. We describe the type
of material used in the active layer and we focus on the roll-to-roll (R2R) processing
of organic PV cells. Our contribution in the field of organic solar cells is to synthe-
size the nanocrystals of Pb-chalcogenides and study their opt electrical properties in
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combinations with low band gap polymers such as PTB7and PTB7-Th, for applica-
tions to the hybrid solar cells. Nanocrystals of Pb-chalcogenides will be synthesized
by wet chemical methods, by mixing of precursors of Pb and chalcogenides (S, Se,
Te) together at high temperature (200–350 °C). Synthesis of nanocrystals would be
confirmed by XRD analysis. HRTEM, SEM, will be employed to know the shape,
size, and morphology of synthesized nanocrystals. For optical and electrical charac-
terization, the thin films of synthesizedmaterial will be prepared in combination with
low band gap conjugated polymers (PTB7 and PTB7-Th) by spin coater and contact
electrodes deposited by thermal evaporation method. The obtained results would be
analyzed by Mathcad software to extract the important parameters such as mobility,
charge carrier density, traps, and activation energy. Finally, solar cells device will
be fabricated in bulk heterojunction device configuration and the performance of the
device will be analyzed by measuring the J-V characteristics and impedance spectra
under standard conditions.

5.2 Organic Photovoltaic (PV) Cells

Photovoltaic devices convert solar radiation directly into electricity using solar cells
such as silicon solar cells with efficiencies reach the value of 25% in research [1].
The second generation of thin-film solar cells using materials such as cadmium
telluride (CdTe) and copper indium gallium selenide (CIGS) give an efficiencies
around 19.6% for CIGS [1]. The third-generation PV cells use organic materials
or polymers. The organic solar cells are characterized by low efficiencies and short
lifetimes and present the advantage to be flexible, thin, and versatility.

There are different types of solar cells using many technologies which are dye-
sensitized solar cells (DSSC), small-molecule organic solar cells, and organic solar
cells based on polymers.

The efficiencies of polymer solar cells reached the value of 8.3% [1]. The organic
PV cells are constituted by a bulk heterojunction of polymer and derivatives of carbon
fullerene. The first scientific research on organic PV cells using small-molecule
heterojunction has been done [2]. Later, the first dye/dye bulk heterojunction PV
has been designed [3]. Also, the first polymer-C60 heterojunction PV was fabricated
in a research laboratory [4]. Many other research works have been focused on the
development of organic PV cells [5–16].

Organic PV cells using polymers present the advantage to be flexible, thin, and
also there is solution processing based on coating and printing techniques [17, 18]
such as slot-die coating [19], screen [20], gravure [21], and inkjet printing [22] on a
flexible substrate. The technology of fabrication plays an important role to reduce the
production cost such as the fabrication using vacuum-free R2R process on flexible
substrates [23].

The principle inconvenient with this solution processing is the low efficiency of
organic PV cells compared with inorganic PV cells such as silicon solar cells. In
fact, the efficiency obtained in the laboratory is about 8.3% while the efficiency of
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the PV modules is around 3.5% [1]. Theoretically, the efficiency for single-junction
cells reaches the value of 15% for tandem (multi-junction) solar cells [24, 25].

The lifetimes of organic PV cells are in excess of 1000 h of outdoor stability [26–
29]. Actually, the research focuses on efficiency and stability for the same material
constituting the organic solar cells.

5.3 Structures and Principles of Organic PV Cells

Organic solar cells are constituted by a bulk heterojunction structure which allows a
better absorption of sunlight. The bulk heterojunction is a solution between electrons
donor and acceptor. The donor is a polymer semiconductor like poly3-hexylthiophene
(P3HT) and the acceptor can be polymers, semiconductor nanoparticles, metal
oxides, or fullerenes such as PCBM in a photoactive layer [30].

In this section, we focus on fullerene material system based on the bulk hetero-
junction concept [31]. Figure 5.1 shows the bulk heterojunction in organic solar
cells.

An organic solvent ismixedwith soluble donor and acceptormaterial, and then the
solution is deposited on the substrate with conductive layers. A penetrated network
is obtained by micro-phase separation after the evaporation of the solvent. After
absorption of light, we get a large space between donor and acceptor which allow
the separation of the charge.

The transport of these charge to anode and cathode is due to the continuity of
paths to the electrodes. To increase the efficiency of organic PV cells, an adequate
combination of material using adequate treatment processes is necessary during the
phases of fabrication of OPV cells.

Figure 5.2 describes the principle of organic solar cells which is established in
four steps for bulk heterojunction (BHJ) devices [12, 32]. The four steps are exciton
generation, exciton diffusion, exciton dissociation, and charge carrier transport to
the electrodes in a BHJ solar cell:

1. Exciton generation: This step absorbs photon and allows the electron to be in the
lowest unoccupied molecular orbital (LUMO) and the hole moves to the highest
occupied molecular orbital (HOMO). This is due to the Coulomb forces forming
an exciton.

Fig. 5.1 Layer structures in
organic solar cells
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Fig. 5.2 Band diagram of
generated photocurrent

2. Exciton diffusion: The diffusion is done during the donor step to the interface of
the donor and acceptor material. The concept of the bulk heterojunction of two
mixed materials decreases the diffusion length and minimizes the decay rate of
the exciton. The size of the two phases must be smaller than the length of the
diffusion around 5–20 nm [33–36].

3. Exciton dissociation: The dissociation is done into a free electron and hole at the
interface of donor and acceptor material.

4. Charge carrier transport: The charge carriers are transported via the donor and
acceptor material. Negative charge are connected at the cathode, and the positive
charge are collected at the anode. The generated photocurrent is due to applying a
load to an external circuit. Organic materials characterized by a large absorption
range can be synthesized and then influence the first step of theworking principle.

Figure 5.3 presents the current density–voltage characteristics (J-V curve) for a solar
cell with different factors such as the open-circuit voltage (Voc in Volt), the short-
circuit current density (Jsc in mA/cm2), the fill factor FF (%), and the maximum
power point MPP.

The efficiency of power conversion (η) is the first essential parameter and
expresses the ratio of the maximum output power (PM = IMPP · VMPP) generated
by the solar cell and the input incident power of the light (Pin) on a given active area
A:
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Fig. 5.3 Characteristic J-V curve of organic PV cell

n = IMPP · VMPP

PM · A = FF · ISC · VOC

PM · A = FF.
JSC · VOC

PM

where FF is defined as:

FF = IMPP .VMPP

ISC .VOC
= JMPP.VMPP

JSC.VOC

The fill factor (FF) is a parameter which can determine the performance of the
produced solar cells. In general, the acceptable organic solar cells correspond to
the value of FF which should be greater or equal to 65%. Two other parameters
characterize the performance of solar cells which are the series resistance RS and the
shunt resistance RSh. The series resistance represents the resistance at the interface
in the layers, the conductivity of the semiconductors, and the electrodes. The shunt
resistance corresponds to the defects in the layers and should be of high value.

The organic PV cells are constituted by a bulk heterojunction active layer with
two electrodes as indicated in Fig. 5.4. One electrode is transparent, and generally,
we use sputtering or evaporator on a transparent substrate (glass or polyethylene
terephthalate) to get electrode with indium tin oxide (ITO). The last development of

Fig. 5.4 Organic solar cells devices with a bulk heterojunction active layer in normal and inverted
geometry
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Table 5.1 The role of materials in normal and inverted geometries

Normal geometry

Substrate Anode Hole transport
layer

Active layer Electron transport
layer

Cathode

Glass PET ITO PEDOT: PSS
MoO3
V2O3

P3HT:PCBM TiOx
ZnO

LiF/Al
LiF/Au

Inverted geometry

Substrate Cathode Electron transport
layer

Active layer Electron transport
layer

Anode

Glass PET
PEN

ITO
Ag-solid
Al/Cr

ZnO
TiOx
CS2-CO3

P3HT:PCBM PEDOT: PSS Ag
Ag-grid

PET = Polyethylene terephthalate; PEN = Polyethylene naphthalate; ITO = indium tin oxide;
PEDOT:PSS= poly(3,4-ethylenediooxythiophene):poly(styrenesulfonate);MoO3 =molybdenum
trioxide; V2O5 = vanadium pentoxide; P3HT = poly(3-hexylthiophene); PCBM = [6]-phenyl
C61 butyric acid methyl ester fullerene derivate); TiOx = titanium oxide; nO = zinc oxide; LiF =
lithium fluoride; Cs2CO3 = cesium carbonate; Al = aluminum; Au = gold; Ag = silver; and Cr
= chromium

organic solar cells is to get devices with intermixed layers which are bulk hetero-
junction of donor and acceptor. Actually, there are two references named normal and
inverted geometry, necessary to build organic PV cells in the laboratory.

The transparent ITO electrode acts as the anode in the normal geometry, whereas
in the inverted structure, it acts as a cathode. Table 5.1 shows the common materials
in inverted and normal geometries.

The first device structure of organic solar cells has used the normal geometry
[37, 38]. The use of vacuum for evaporating the cathode electrode on the top of the
active layer is considered as inconvenient of this structure.

So, to avoid this vacuum steps, the researchers opted for inverted geometry by
flipping the layer stack and adding a charge transport layer which gives the best
solution to the process [17].

5.4 Materials

The active photoconversion layer and the hole transport layer PEDOT:PSS are in prin-
ciple the only organic layers in anOSC.The active layer can be polymer-based, small-
molecule-based, or a hybrid organic–inorganic structure. All other layers, except the
substrate, are metals or metal oxides. Here, we briefly describe the several layer
materials and focus on the organic polymer-based photoactive layer at the end.
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5.4.1 Substrate and Front Electrode

Glass or polymeric materials such as polyethylene terephthalate (PET) or polyethy-
lene naphthalate (PEN) are the basic substrates to build on the subsequent layer
structure. PET or PEN is thin and flexible and makes it the first choice in large-scale
R2R processing. Indium tin oxide (ITO) is widely used as a transparent electrode
on glass or PET because of its excellent properties as a hole conductor. The draw-
back is the price and scarcity of indium. In addition, it uses vacuum-based processes
for deposition, which shows up in a huge embodied energy of more than 80% in
the final device [39]. Avoiding indium and finding alternative transparent conduct-
ing electrodes is highly demanding. One promising approach without using vacuum
steps is the use of printed silver grids in combinationwith highly conductive poly(3,4-
ethylenedioxythiophene) [40]. The chemical structure of PEDOT:PSS is shown in
Fig. 5.5.

5.4.2 Intermediate Layers (ILs)

The intermediate layer (IL) between the active layer and the electrodes acts as a charge
selective conductor, either blocking electrons or holes or conducting the opposite
charge and vice versa. It might also improve the alignment of the energy levels and
compensate for the roughness of the underlying surface to remove some of the shunts.
A myriad of different materials have been studied, but it is beyond the scope of this
chapter to mention them all [41]. In normal geometries, PEDOT:PSS is the most
used electron-blocking material and is dissolved or dispersed in aqueous solution. It
is spin-coated on ITO, forming a thin layer with thickness of 60–100 nm and is dried
at approximately 150 °C for 5–10 min.

Most of the R2R produced OSCs are based on inverted structures, where electron-
conducting materials are necessary as first IL. Typical materials are TiOx or ZnO.
They can easily be coated from solution-based nanoparticles or precursors of the
metal oxides. An environmental side effect is obtained by using aqueous ZnO solu-
tion, and additionally, it alleviates the inflection point in the J-V curve caused by
photodoping [42]. The layer thickness of the aqueous ZnO is in the range of 20 nm
and needs heat treatment for 5–40 min at 140 °C to become insoluble and obtain
electron-conducting characteristics.

The second IL between the active layer and back electrode acts as charge select-
ing layer similar to the first IL and has to have the opposite blocking characteristics
than the first one. In OSCs with normal geometry, a second IL is not mandatory but
materials like TiOx and ZnO improve the efficiency and act as environmental barrier,
inducing stability [43–45]. At the same time, the thin oxide layer can improve the
optical absorption by shifting the field distribution inside the cell. Hole conducting
PEDOT:PSS has been typically used in OSCs with inverted geometry, but MoO3

and V2O5 have also been reported [46]. Applying water-based PEDOT:PSS on top
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Fig. 5.5 Chemical structure of organic material used in OSC

of a hydrophobic PCBM:PCBM film, which causes dewetting and inhomogeneous
layers, is almost impossible. Therefore, a special screen-printing formulation of
PEDOT:PSS diluted in isopropanol is used for R2R coating [17]. For P3HT:PCBM-
based OSCs, the interface between the active layer and PEDOT:PSS was found to be
the weakest [47]. Delamination and thermomechanical stresses may result in poor
device performance. Annealing time and temperature increase the adhesion in this
interface.
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5.4.3 Back Electrode and Encapsulation

A metallic back electrode completes the OSC structure and acts as either anode or
cathode depending on the geometry. The most commonly used electrode material is
aluminum, silver, and gold, but calcium has been reported too. Aluminum is often
applied with a thin layer of lithium fluoride (2–10 nm), which improves contact
to the active layer. Furthermore, it protects the active layer from damage during
the evaporation [48]. In normal devices, the electrode is thermally evaporated and
therefore not well suited for R2R processes. Silver electrodes can be easily applied
by screen printing on inverted devices. The silver paste is commercially available
and easy to process, but the influence of different solvents in the ink on the active
layer has to be considered [49].

Encapsulation is necessary to prevent exposure to humidity and oxygen. A barrier
material with a sufficient oxygen transmission rate (OTR) of at least 10−3 cm3 m−2

day−1 atm−1 and a water vapor transmission rate (WVTR) of at least 10−4 gm−2

day−1 is required [50, 51]. Devices prepared on rigid substrate are typically encap-
sulated with glass or metal using epoxy. Flexible barrier foils are used for large-scale
flexible encapsulation and can be applied by laminationwith pressure-sensitive adhe-
sives (PSA) [52]. Alternating layers of inorganic oxides such as SiOx and polymers
in the barrier foil are used to achieve high OTR and WVTR.

5.4.4 Active Layer

Light absorption and charge carrier generation happen in the photoactive layer and
therefore huge research efforts are being made to develop high-performance donor
and acceptor materials. The main challenges are good stability, material abundance,
cost efficiency, and large-scale processability, although not everything is fulfilled
by one material at the moment. The following section outlines some of the more
successfulmaterials forOSCs extracted fromcountless reports. Table 5.2 summarizes
the current state-of-the-art OSC laboratory-scale devices and shows the solar cell
parameters for different materials and device structures.

The bulk heterojunction, interpenetrating network by blending donor and
acceptor material, was introduced in 1995 and showed great improvements in
charge separation and efficiencies [53]. They used 2-methoxy-5-(2-ethylhexyloxy)-
polyphenylenevinylene (MEH-PPV) as electron donor and the soluble fullerene
derivate [6]-phenyl C61 butyric acid methyl ester (PCBM) as electron acceptor in the
intermixed active layer (Fig. 5.4). A bulk heterojunction active layer with material
combinations of poly(3-hexylthiophene) (P3HT) (Fig. 5.4) and PCBM or PCBM is
state of the art and well studied. Efficiencies are in the range of 5% [37, 38]. The
mismatch of the absorption spectrum of P3HT with the solar emission spectrum
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Table 5.2 Solar cell performance parameters of state-of-the-art bulk heterojunction OSC

Structure VOC (V) JSC (mA/cm2) FF (%) PCE (%)

ITO/PEDOT: PSS/P3HT:
PCBM/Al

0.63 9.5 68 5.0

ITO/PEDOT: PSS/PCDTBT:
PCBM/BCP/Al

0.91 11.8 66 7.1

ITO/PEDOT: PSS/PCDTBT:
PCBM/TiOx/Al

0.88 10.6 66 6.1

ITO/PEDOT:
PSS/P3HT:bisPCBM/Sm/Al

0.72 9.14 68 4.5

ITO/PEDOT: PSS/PTB7:
PCBM/Ca/Al

0.74 14.5 69 7.4

Active layer is highlighted in bold

limits further improvement in efficiency. P3HT has a band gap of around 1.9 eV and
absorbs only wavelength below 650 nm. The photon flux reaching the surface of the
Earth has a maximum of approximately 1.8 eV (700 nm), and therefore, P3HT can
harvest only 22.4% of available photons [54].

A way to overcome this physical barrier is the synthesis of polymer material with
low band gaps collecting as many photons as possible. The offset of the HOMO and
LUMO levels between donor and acceptor becomes important as well, whereas the
open-circuit voltage of the device is defined by the difference between the energy
level of the HOMO in the donor and the energy level of the LUMO in the acceptor.
The lowest band gap of the two materials defines the maximum current. In the case
of PCBM as acceptor, the optimum band gap has to be in the range of 1.2–1.7 eV.
Absorption of more photons leads to potentially higher efficiencies.

The preparation of low band gap (LBG) polymers follows the donor–accep-
tor approach, in which the polymer backbone has electron-rich and electron-
poor domains. One of the most promising and efficient LBG polymers is
poly[2,6- (4,4-bis-(2-ethylhexyl)-4H-cyclopenta[2,1-b;3,4-b′]-dithiophene)-alt-4,7-
(2,1,3-benzothiadiazole)] (PCPDTBT), which is based on a benzothiadiazole unit
(acceptor) and a 4,4-bis (2-ethylhexyl)-4H-cyclopenta[2,1-b;3,4-b′] dithiophene unit
(donor). That band gap is around 1.46 eV. Reported power conversion efficiencies are
up to 4.5% in combination with PCBM and 6.5%with PCBM [55]. High efficiencies
of up to 7.1% were achieved with the LBG polymerpoly[N-9′′-hepta-decanyl-2,7-
carbazole-alt-5,5-(4′,7′-di-2-thienyl-2′,1′,3′-benzothiadiazole)] (PCDTBT) and [12]
PCBM dissolved in dichlorobenzene and 13% dimethyl sulfoxide (Chu et al. 2011).
The cell had very good characteristics with VOC of 0.91 V, JSC of 11.8 mA/cm2,
and a FF of 66%. Further LBG polymers are reviewed in detail [54, 56].

The active layer is processed out of a blend solution of donor and acceptor. In
case of P3HT:PCBM, the optimal ratio is around 1:1 [37] with concentration of
20–40 mg/ml. The range of solvents is large, but chlorobenzene or dichlorobenzene
is typically used [57]. A certain dry layer thickness is achieved after deposition of
the ink and evaporation of the solvent. The theoretical maximum JSC with a 5 μm
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thick active layer is calculated with 15.2 mA/cm2 for an IQE value of 100%. For
more realistic thicknesses of 400 nm and an IQE value of 80%, the JSC decreases to
10.2 mA/cm2 [58].

Improving the efficiency of the device is done by thermal annealing the active
layer. This can drastically change the structure and morphology of the material
[59, 60]. P3HT can crystallize when the temperature is above the glass transition
temperature. The concentration of PCBM has also an influence on the morphol-
ogy upon annealing [61]. It can improve the phase separation due to PCBM cluster
growth. Other possibilities to improve the morphology of the active layer are solvent
vapor treatment [62] and additives in the active layer ink.

Polymers are made soluble by attaching solubilizing side chains such as alkyl
groups onto the conjugated polymer backbone. They do not contribute to the light
harvesting and make the material soft, which is related to the instability of OSCs
[26]. After solution processing and drying, the side chains are useless and then
can be removed. This interesting application can be achieved with thermocleavable
materials. Thermocleavable ester groups are attached to the polymer backbone with
a branched alkyl chain as solubilizing group. After heating to 200 °C, the solubi-
lizing groups are eliminated leaving the polymer insoluble. Heterojunction devices
with poly-3-(2-methyl-hexan-2-yl)-oxy-carbonylbithiophene (P3MHOCT) and C60
showed an improved stability after thermal treatment [26]. The P3MHOCT is con-
verted to the more rigid and insoluble poly-3-carboxydithiophene (P3CT) at 200 °C,
and with further heating at 300 °C, it is converted to native polythiophene (PT)
(Fig. 5.6).

The cleaving is visible due to a color change from red over orange to purple-
blue. OSC devices prepared with P3MHOCT:PCBM showed a large improvement
in efficiency from P3MHOCT over P3CT to PT yielding at 1.5% for PT:PCBM
[63]. Thermocleaving can be seen as a breakthrough in the processing of polymers
and adopting this technique to other polymers offers several advantages such as
only having the active components are in the final layer. Detailed information about
thermocleavable polymers can be found in [13, 64, 65].

Polymer material development and new active layer concepts such as polymer–
polymer solar cells, inorganic–organic hybrid solar cells, and nanostructured inor-
ganics filled with polymer are extremely fast-moving fields of research. Tandem

Fig. 5.6 Preparation of OT via a thermolytic reaction
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OSCs improve the cell efficiency by stacking different band gaps materials on top of
each other. The challenge is not only to find good material combinations to harvest
as much photons as possible. From the processing point of view, the solvents and
solubility of each subsequent material must match to prevent negative interaction
like dissolving.

Thermocleaving and protecting the intermediate layer can improve the develop-
ment of thesemulti-junction solar cells. Covering all of the further technologies in this
chapter is not possible andwe refer the reader to extensive review reports [12, 66, 67].
For the sake of completeness, it shall be mentioned that small-molecule organic solar
cells [68, 69] are another group of organic solar cells and typically fabricated by vac-
uum processing in the preferred p-i-n structure [70, 71], employing either exciton
blocking layers, or p-doped and n-doped electron transport layers. The intrinsic active
layer is either a stacked planar heterojunction or a bulk heterojunction of donor and
acceptor materials. The acceptor is typically the fullerene C60. Donor materials used
are polyacenes [72], oligothiophenes [73], and metal phthalocyanines as benchmark
materials [69]. Copper phthalocyanine (CuPc) and zinc phthalocyanine (ZnPc) are
the most studied materials.

Red-absorbing fluorinated ZnPc (F4-ZnPc) can lead to 0.1–0.15 V higher open-
circuit voltage than standard ZnPc. Combined with green-absorbing dicyanovinyl-
capped sexithiophene (DCV6T) in a tandem cell structure, it can lead to an absorption
over thewhole spectrumwith efficiencies up to 5.6% [74]. Efficiency ofmore than 8%
in a tandem structure has already been achieved [1]. A drawback of small-molecule
OSCs is the energy-intensive vacuum processing. Recent developments demonstrate
solution-based small-molecule solar cells [75].

Efficiency of 6.7% was achieved with 5,5′-bis{(4-(7-hexylthiophen-2-yl)
thiophen-2-yl)- [1, 2, 5] thiadiazolo [3,4-c]pyridine}-3,3′-di-2-ethylhexylsilylene-
2,2′-bithiophene, DTS(PTTh2)2 as donor, and PCBM as acceptor dissolved in
chlorobenzene. The normal structured bulk heterojunction device still comprises
an evaporated Al cathode.

5.5 Roll-to-Roll (R2R) Processing of Organic PV Cells

The fabrication of organic solar cells is based on coating and printing techniques.
The advantages of organic solar cells consist of the low-cost and very big production
of such solar cells. Table 5.3 presents the performance of P3HT: PCBM solar cells, in
which the active layer is fabricated with various process technologies such as roll-to
roll (R2R) processing, slot-die [17, 19, 28], gravure [21, 76], screen printing [77],
and inkjet [22, 78].

The preparation of standard solar cells in the laboratory using spin coater or evap-
orating systems presents the inconvenience which is the small active area and the loss
of material during operation of fabrication by spin coater. The produced solar cells
with such technology are limited due to the limitation of size, limited photocurrent,
and low open-circuit voltage under 1 volts. To increase the productivity and to get
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Table 5.3 Solar cell parameters of organic solar cellswith P3HT: PCBMlayers obtained by printing
processes and coating

Process (active layer) Active area (cm2) VOC (V) ISC (mA) FF (%) PCE (%)

(a) Slot-die 4.80 3.62 6.86 44.00 2.33

(b) Slot-die 96 7.56 60.00 38 1.79

(c) Slot-die 13.2 6.48 >6 64 2.20

(d) Gravure 9.65 3.02 13.91 44.00 1.92

(e) Gravure 0.045 0.56 0.22 45.00 1.21

(f) Screen printing 1.44 0.59 21.07 29.78 2.59

(g) Inkjet 0.16 0.57 1.50 45.00 2.40

(h) Inkjet 0.09 0.628 0.9612 55.27 3.71

more output power of solar cells, we use R2R coating and printing techniques which
allow the maximum use of material without loss. In general, in this technique, we use
the inverter layer structure which allows to print the silver electrode with no vacuum.

The materials used for organic solar cells are soluble as printable ink and the used
transparent conductive electrode ITO are evaporated on the flexible substrate. Due
to the high cost of ITO and the embodied energy in organic solar cells is greater
than 80% [39], many researches focus to avoid ITO and to use instead alternative
materials like highly conductive polymers [79, 80]. For R2R processing, we use the
flexible substrate and transparent foils such as polyethylene terephthalate (PET) and
encapsulation using flexible barrier material allowing the final device lightweight
and thin.

1. Full R2R, inverted structure, module of 8 serial connected cells [17].
2. Full R2R, inverted structure, module of 16 serial connected cells, average value

over 600 modules, and max. PCE 2% [19].
3. Flatbed process, 11 serial connected cells, ITO-free, Cr/Al/Cr on flexible plastic

substrate, and evaporated Au grid [28].
4. Normal geometry, flatbed process, and 5 serial connected cells [21].
5. Inverted structure, flatbed process, single cell, and evaporated Au electrode [76].
6. Normal structure, flatbed process, and evaporated Al electrode [77].
7. Normal structure and evaporated Al electrode [78].
8. Normal structure and evaporated LiF/Al electrode [22].

5.5.1 Serial Interconnected Device Structure

Organic solar cells module based on typical R2R consists of numerous serial
interconnected single cells to get open-circuit voltages as illustrated in Fig. 5.7.

If we need 12 V in our PV system, we should connect 24 single cells with an
open circuit of 0.5 V. The total photogenerated current is equal to the photogenerated
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Fig. 5.7 Serial interconnected of 2 single cells (inverted structure) (0) substrate PET, (1) ITO, (2)
ZnO, (3) active layer, (4) PEDOT:PSS, and (5) Ag layer active area: generation of photocurrent

current of a single cell. This is due to the serial connection of identical solar cells
which give the same short-circuit current. The production process using printing
and coating allows homogeneous layer quality. During the industrial fabrication,
we avoid any changes by fixing the process conditions in order to get similarity in
the single cells. In research purposes, we can continuously change factors in R2R
process. The conductivity of the electrodematerial depends on the width of the single
cell, and upscaling reduces the photogenerated current.

The organic solar cells produced using R2R process have a stripe width of 4–
20 mm for ITO (electrode material) and calculations of the size dependence [81].
Also, the small cell width decreases the relative active area of the module and some
deposited material does not produce photocurrent. Many research [80, 82] focuses
onmonolithic design architecture with a high active to total area ratio by using highly
conductive electrode material. The simplicity of manufacturing of this kind of device
structure is an advantage since there is no required pattern.

5.5.2 Coating and Printing Processes

We describe in this section the process related to printing and coating for fabrication
of OSCs devices. In fact, due to the facilities and availability of necessary materials
and polymers for solution processing, it will be easy to transfer the laboratory-scale
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Fig. 5.8 Comparison between integrated R2R and a discrete process

spin coating process to large scale such as R2R coating and printing processes. Addi-
tive deposition of material affects the price of the production of OSC devices. The
technologies used in thin-film fabrication like photographic from industrial sectors
can be suitable for the fabrication of OSCs.

The organic solar cell is based on different layers which may need various pro-
cessing technologies, intermediate treatments, or different factors such as time of
drying and web speed. To minimize the cost of steps in vacuum process, we prefer
a structure using an inverted layer and printable electrodes. Also, it is desired to
use an integrated R2R processing on a single factory line, but the different needs
for each step allows discrete processing steps for the multi-layer OSC, as illustrated
in Fig. 5.8. An optimization and best control represent an advantage of single-step
processing. A total production can be stopped by any failure during the different
steps of the process. An optimization can be done on different available machines
of coating and printing following the needs of manufacturing. Printing methods are
adequate to R2R processing, and different technologies can be used in a plant to
fulfill the fabrication requirements for all layers, inks, and process parameters.

The principal need for the thin-film layer is homogeneity without pinholes over a
large area [10, 83–86].

5.5.3 Slot-Die Coating

Slot-die coating provides smooth layers with homogeneous thicknesses in different
directions. Figure 5.9 shows the system of coating. As it is described, the wet layer
thickness is controlled by the coating speed and the flow rate of the supplied ink.
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Fig. 5.9 Slot-die coating process (right) and the disassembled head including the stripe mask (left)

The coating head is precision engineered and it is not easy to get the same pressure
distribution along the coating width. Multi-layer structures of organic solar cells are
produced by displacing the head perpendicular to the web direction to align the
stripes of materials in each process step. By inserting the stripes masks into the
head, we get the stripes, forming a stripe-wide meniscus at the outlet of the ink. The
ink viscosity adjusts the thickness of the mask and is in the range of 08–210 μm.
Low-viscous polymer solutions for OSCs with viscosities below 20 MPa require
masks with thicknesses of 25–55 μm. Due to the different wetting behaviors of the
ink, the masks should be varied. The coating head lip is never in contact with the
substrate. Pre-coated is not influenced by contact pressure such as in other printing
technologies.

By using syringe pumps or piston, we pump the ink into the head. Higher viscous
inks above 110 mPa may require pressure vessels with flow control equipment. The
total coating process including the ink tank is a closed system which is useful for
solvents. The wet layer thickness is fixed by the ink and web speed. The final dry
layer thickness can be calculated with the following relation:

d = f

Sw
.
c

ρ

d represents the thickness in cm, f represents the ink flow rate in cm3/min, c is
the solid concentration in the ink in g/cm3, S is the web speed in cm/min, w is the
coated width in cm, and ρ represents the density of the dried ink material in g/cm3.

Typical values of coating speeds for the fabrication of organic solar cell, with
slot-die coating, are 0.4–2.5 m/min. This depends on the viscosity and the time of
drying. The maximum drying temperature is fixed by substrate. Figure 5.10 presents
a photon of slot-die coated organic solar cell modules with screen-printed silver
electrodes [87]. Slot die can also be used for the coating of silver nanoparticle ink to
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Fig. 5.10 Flexible OSCs modules fabricated by R2R slot-die coating with screen-printed silver
electrodes

form electrode layers as a substitute for ITO [20]. Nanoparticle inks can be coated
through slot-die coating technology. The coating factors and the properties of the ink
should be optimized to reach the best quality of layer.

To study the material compositions in the processing parameter space [87], R2R
slot-die coating is used as a research tool. Figure 5.11 shows the principle of dif-
ferential pumped slot-die coating using two pumps for the material screening of ink
compositions. This technology allows the material screening and characterization of
OSCs with very small amounts of material in a R2R process. This late presents an
advantage by comparison with individual spin coating. In fact, an optimization is
obtained about the material ratios like P3HT to PCBM, and best layer thicknesses
are much faster.

Fig. 5.11 Differential pumped slot-die coating for material screening of ink compositions
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5.5.4 Screen Printing

For laboratory-scale research, we can use the technique of screen printing which is
low-cost process. Also, this technique is used in the industrial process with rotary
screen printing or continuous flatbed screen printing. The principle of this process is
simple which is constituted by a screen and a squeegee. The screen has a cylindrical
form and rotates around a fixed squeegee. The screen is a woven fabric made out of
stainless steel or polyester covered with an emulsion layer. It is mounted to a metal
frame under tension. Figure 5.12 illustrates the printing process where the screen
is placed above the substrate distance by only a few millimeters. The ink is spread
by moving the squeegee which moves over the screen with a sufficient pressure
downward to the substrate. This allows the ink to left through the open areas of the
screen behind on the substrate as the screen snaps back.

The obtained wet layer thickness is high compared to other printing techniques
and the paste-like ink needs to be high viscous with thixotropic behavior. In order to
avoid the clogging of the screen, the solvent should present a low volatility due to the
exposition area of the ink to the environment. The principal factors of a screen are
the mesh number which means mesh opening and the wire diameter. The theoretical
paste volume (Vscreen) defines the wet layer thickness of the printed film. Vscreen
represents the volume between the threads of the mask and the thickness of the
emulsion. The volume of ink is influenced by process parameters, such as squeegee
force, squeegee angle, snap-off distance, and ink rheology, summarized by the pick-
out ratio, kp. The dry layer thickness d can be computed by the following relation:

d = Vscreen.KP.
c

ρ

Fig. 5.12 Principle of the flatbed and rotary screen printing process with corresponding screen
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C represents the solid concentration in the ink in g/cm3, and ρ is the density of
the dried ink material in g/cm3. Screen printing is used in the industry for graphical
applications, but also for printing of conductors for flexible electronics. Also, it
is used to print electrodes in the silicon solar cell industry. In the field of OSCs,
screen printing of the active layer polymerMEH-PPVwith an adequate rheologywas
successfully described [88]. Many scientific researches focused on screen printing
for P3HT mixtures, which show the possibility of overcoming the challenges of ink
rheology and large wet thickness [65, 77, 79].

Actually, screen printing allows the deposition of conductors like PEDOT:PSS
and especially for silver ink in full solution processes [19, 80]. Also, thin lines are
possible, which can be used to pattern grid structures with a honeycomb-like design,
as used for monolithic OSCs [82]. The silver inks can be solvent, and the influence
of different types of silver ink on the performance of OSCs has been studied [49].
Other, screen printing is used to pattern the ITO layer on PET by printing etch resist
and further etching, stripping, and washing of the ITO layer [17].

5.5.5 Gravure Printing

Generally, in order to print graphical products with high speed (up to 20 m/s), we use
the gravure printing. To get and homogenous layers with high-resolution patterning,
we use the two-dimensional process and low-viscosity ink. Figure 5.13 shows the
gravure printing process. The cells are filled in an ink bath or using a closed cham-
bered doctor blade system. This is constituted by a chambered blade (doctor blade),
a chromium-coated gravure cylinder, and a soft impression cylinder. To optimize
the printing result, we can adjust the patterned gravure cylinder by controlling the
volume (cm3/m2) of engraved cells, depth, width, density, and screen angle. The nip
pressure allows the transfer of the ink to the substrate. The excess ink is left off just
before the nip of the gravure and impression cylinder.

The pick-up volume and ink transfer rate from the cells to the substrate define
the wet layer thickness. Different parameters affect the performance of the printing
quality such as printing speed, pressure of the impression, and the ink rheology.

Fig. 5.13 Gravure printing
process
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The deposition of materials such as PEDOT:PSS and P3HT:PCBM in organic
solar cells using normal structure is recommended with gravure printing process
[21, 89].

Using high concentration of the ink (150mg/ml in o-DCB), the speed of 18m/min
is obtained in this process. For a single cell, the obtained efficiency is 2.8%, and for
the module (five connected stripes), the efficiency is 1.92%.

Also, the inverted structured solar cells with three gravure printed layers (TiOx,
P3HT:PCBM, and PEDOT:PSS) on patterned ITO-PET substrate using a speed of
40 m/min were also manufactured with success [76]. The obtained efficiency was
0.58% with a device area of 4.5 mm2.

Also, R2R gravure printing process has been used with success for organic
solar cells with P3HT:PCBM active layer [90]. The substrate was paper with a
ZnO/Zn/ZnO layer as electrode and the active layer was gravure printed with a
speed of 12 m/min. An efficiency of 1.31% (area: 9 mm2 and an illumination of
600 W/m2) has been obtained using PEDOT:PSS with R2R flexo printed process.

The fabrication of organic solar cells using first the process sheet-to-sheet to
show the suitability of the R2R gravure process and electrodes was evaporated. The
conversion to a full R2R process where all layers are gravure printed is still possible
due to the high speed and the oven length required for drying and annealing.

5.5.6 Flexographic Printing

The flexographic printing is considered as R2R printing process with a speed up
to 100 m/min by using a cylindrical plate carrying the printing pattern. The flexo
system comprises a fountain roller which allows to fill the anilox roller with ink. The
anilox roller allows a uniform thickness and equally to the printing plate cylinder.
Excess ink is scraped off and it is transferred to the substrate running between the
plate cylinder and impression cylinder, as shown in Fig. 5.14. A chambered doctor
blade inking system can be used to avoid exposure of the ink to the atmosphere.

Fig. 5.14 Illustration of the
flexographic printing process
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The flexographic printing has been used first for patterned PEDOT:PSS on top of
P3HT:PCBM as indicated in the previous research [90].

The R2R printing of transformed PEDOT:PSS was realized with a speed of
30 m/min using an anilox cylinder (volume of 25 cm3/m2) with an efficiency of
1.31%. Flexotechnic was used for pre-wetting the surface of P3HT:PCBM with
n-octanol prior to the coating of PEDOT:PSS [20]. The flexographic technic is appli-
cable to organic photovoltaics with low volatility of the inks. Chambered doctor
blade systems for the application of the ink are beneficial. It might be used for elec-
trode production, either grids or full layer, because it can produce very thin layers. In
another research work, silver grid structures (line width of 20–50 μm and distance
of 0.8–2 mm) were successfully R2R printed at a speed of 5 m/min on PET [91].

5.5.7 Inkjet

Generally, inkjet is used for office applications, and actually, it is used for graphical
applications such as R2R industrial process. One of the most applications in the
industry is the ink droplets which are generated suitable on the need.

By heating up the ink and producing a tiny bubble to allow pushing out a droplet.
The piezoelectric printhead is the most used in such applications. In order to generate
a pressure to push out a drop, the use of the reverse piezoelectric effect is very useful
as shown in Fig. 5.15.

The ideal drops are obtained by interaction of the ink and the inkjet head. In
general, the ink requires a specific voltage to drive the piezoelectric printhead. The

Fig. 5.15 Inkjet printing
process using the reverse
piezoelectric effect for
generating pressure to push
out a drop
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volume of the generated drop depends on the type of print head. The inkjet print-
ing process can reach high resolution over 1200 dpi. Inkjet ink must have a low
evaporation rate in order to avoid drying at the nozzle. The viscosity is an impor-
tant parameter and should be lower than 30 mPa. The inks are constituted by many
solvents and surfactants and the inks can either be, solvent-based, aqueous or UV
curable. Many other information used for inkjet applications have been described
[92–94]. Many researches on organic solar cells use inkjet process [78, 95–97]. The
achieved efficiency, using inkjet process, is about 3.7% [22].

5.6 Conclusion

Many companies begin working to fabricate organic solar cells which present the
advantage to be flexible but low efficiency. Some applications use such type of
solar cells and especially in building-integrated photovoltaics. Recent researches
have focused to fabricate organic solar cells with different technic such as printing
process. Some of the main research areas that have already been addressed are higher
efficiencies, improvements in operational stability and lifetime, multi-junction and
hybrid structures, low band gap polymers and controlled morphology. New organic
materials have been used in organic solar cells to get the best efficiency and good
performance. Different strategies in the development of new polymers for efficient
organic solar cells have been presented in many research. Solar cells efficiencies
around 8% that are published are manufactured with special conditions by testing
very small cell sizes. The best challenge is to achieve high efficiencies on large areas
under full R2R process. But hopefully, in the near future, the strong research efforts
will make this happen, so that organic solar cells can compete against other solar cell
technologies.
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Chapter 6
Doped ZnO Thin Films Properties/Spray
Pyrolysis Technique

F. Z. Bedia, A. Bedia, N. Maloufi, and M. Aillerie

Abstract In this contribution, the effect of different dopants (Al, Sn, and Cu) on
the structure, texture and optical properties of ZnO thin films was investigated. Al-
doped ZnO (AZO), Sn-doped ZnO (TZO) and Cu-doped ZnO (CZO) thin films
are synthesized by chemical spray pyrolysis technique on glass substrates. The so-
obtained films crystallized in hexagonal wurtzite polycrystalline structure. The pole
figures show that all the thin films have (0002) as the preferred orientation along the
c-axis with the highest level was obtained in TZO thin film. The morphology film
was significantly affected by the doping type. The transmittance spectra of all the
films point out highly transparent in the visible range with an average transmittance
higher than 80% for TZO and AZO films but with an average transmittance equal to
about 70% for CZO film. Furthermore, the optical bandgap values were determined
by the Tauc’s law and were found to be 3.30 eV, 3.28 eV and 3.27 eV for AZO, TZO,
and CZO thin films, respectively. The Urbach energy of the filmswas also calculated.
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6.1 Introduction

Zinc oxide (ZnO) has potential applications for a variety of optoelectronic devices
including photodetectors [1], light-emitting diodes (LEDs) and laser devices [2].
By else, ZnO successfully replaces tin and indium oxides as transparent conductive
films and window materials in solar cell applications due to its high optical trans-
mittance in the visible light region and due to its high stability [3]. Moreover, ZnO
films are extensively used as gas sensors because of their good sensing property and
cost-effective route of synthesis [4]. Recently, the most investigated application of
zinc oxide is in bio-sensing because of its high isoelectric point, biocompatibility
and fast electron transfer kinetics [5]. However, ZnO is a II–VI compound semicon-
ductor, and it crystallizes in wurtzite, zinc blend and rock salt structures. At ambient
conditions, the stable phase is the hexagonal wurtzite crystal structure (a ≈ 3.249 Å;
c ≈ 5.205 Å) [6]. This hexagonal structure is composed of alternating planes of
tetrahedrally coordinated O2− (1/3; 2/3; 0.38) and Zn2+ (1/3; 2/3; 0) ions along the
c-axis. Compared to other II–VI semiconductors such as ZnSe and ZnS or to III–V
compounds such as GaN, ZnO combines many advantages: (1) ZnO is a n-type semi-
conductor and its principal donor centers are usually identified as oxygen vacancies,
zinc interstitials or complex defects [7, 8]; (2) ZnO possesses a direct wide bandgap
semiconductor (3.37 eV) with a very large exciton binding energy of 60 meV at
room temperature (compared to GaN: 25 meV, ZnSe: 22 meV, ZnS: 40 meV) [9,
10]; (3) ZnO occurs in many forms such as bulk single crystal, powder, thin film,
nanowires and nanotubes. ZnO thin films were considered as an interesting alterna-
tive to replace indium tin oxide (ITO) in TCO layers owing to the low cost, natural
availability and non-toxicity of this oxide [11, 12]. Furthermore, ZnO thin films are
widely studied because they can be grown on different substrates at low tempera-
ture. These films are optically transparent in the visible spectrum. Depending on the
specific process used for their growth, ZnO films can have widely varying electrical
resistivity from 10−4 to 1012 � cm [13, 14]. Thereby, the elaboration of ZnO films
is of intense interest, and diverse processes such as sol–gel, wet chemical method,
physical and chemical vapor deposition, vapor–liquid–solid method and sputtering
are presented in the literature to grow large varieties of ZnO thin films [15–17].
Compared to other techniques, the spray pyrolysis method [18], which was initially
developed for conductive oxide deposition on solar cells applications, has several
advantages: the spray pyrolysis method allows large area deposition; it is flexible
for process modifications; it is simple and non-expensive. Furthermore, to optimize
the physical properties requested by the large panel of applications, the ZnO thin
films produced with this technique can be doped with a great variety of elements.
ZnO thin films are often deliberately doped with group III elements (B, Al, In, Ga)
and/or group IV elements (Pb, Sn). In addition, transition elements such as Cu2+,
Fe3+, Co3+, Mn2+ are also used to change the ZnO optical and electrical properties
[19]. Paraguay et al. [20] studied the relationships between microstructure and a
variety of dopants (Al, Cu, Fe, In and Sn) in ZnO films grown by spray pyrolysis.
Further studies by Han et al. [21] examined the functional properties of undoped,
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and Al-, Fe-, Ni- and Sn-doped ZnO films are prepared by co-precipitation method.
The influence of the concentration of dopants, such as Ni, Mo, V, F, Cu, Sn on the
structure and/or the optical constants of ZnO thin films, has been studied by various
research groups [22–27]. In this chapter, Al-, Sn- and Cu-doped ZnO thin films were
grown on glass substrates by the spray pyrolysis method. The microstructure of these
films was characterized by high-resolution scanning electron microscopy (FESEM).
Measurements of transmittance in the UV–VIS–NIR range were used to calculate
the optical parameters.

6.2 Experimental Process

6.2.1 Spray Pyrolysis-Based Synthesis

By spray pyrolysis process in ambient atmosphere, we have synthesized doped ZnO
thin films. The spraying setup used was a home-made system that we have developed
to perform a good spraying sample. Doped ZnO thin films have been deposited
onto the glass substrates at 350 °C. The started solution was composed of 0.08 M
of dehydrated zinc acetate (Zn (CH3COO)2·2H2O) diluted in methanol (CH3OH).
The aluminum chloride (AlCl3), tin chloride dehydrated (SnCl2, 2H2O) and copper
chloride dehydrated (CuCl2,2H2O) were added to the starting solution as a dopant.
The Al/Zn, Cu/Zn and Sn/Zn atomic ratio, estimated in the staring solution, were
used 1 wt.% for Al, Cu and Sn. It is to be noted that special care was taken for the
cleaning of the glass substrate. Glass plates were immersed in ultrasonic successive
bathes of various solutions of ethanol and acetone during 20–30 min and finally
washed by distilled water, in order to achieve the final cleaning. After this growing
phase, a post-growth treatment was carried out in order to properly finalize the films
growth procedure by eliminating residual organic products. This post-growth phase
consists to anneal the samples at 350 °C for one hour. The thickness of the so-
obtained films was determined by the Swanepoel’s envelope method [28] applied to
the transmittance data, and the average thickness of all the films is equal to 300 nm.

6.2.2 Measurements

Following the previous phase linked to the growing process, we have first character-
ized at room temperature, the quality and the structure of the so-obtained doped ZnO
thin films byX-ray diffraction (XRD). TheXRD techniquewas based on a four-circle
Brucker D8 advanced diffractometer equipped with a rotating anode using Cu Kα

radiation (λ = 1.54059 Å). The detector is a curved detector (INEL, CPS120), which
allows to measure many planes on the 120° (from 5° to 125°) in unique acquisition
time. The instrumental broadening in 2θ geometry is 0.004°. The pole figures were
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plotted to evaluate the texture of the film and provide information on the preferential
orientation distribution in the material. The measurements were carried out with a
fixed incident beam angle (ω= 23.8°), which correspond to the Bragg position of the(
1012

)
planes. The pole figureswere obtained by fitting the diffraction spectra at each

Φ
/

Ψ position for the hexagonal
(
1010

)
, (0002),

(
1011

)
,
(
1012

)
,
(
1120

)
and

(
1013

)

planes. The MTEX [29] software was used to calculate the orientation function of
the material. The morphology of the synthesized doped ZnO films was character-
ized in a high-resolution thermal field emission gun scanning electron microscope
“FESEM” Zeiss Supra 40. The transmittance (T) measurement of the films were
studied according to the UV–Visible–NIR spectrum recorded at room temperature.

6.3 Results and Discussion

6.3.1 Morphological Properties

The morphology of doped ZnO thin film was characterized by analysis of the SEM
images as shown in Fig. 6.1. SEM images ofAZO, TZOandCZO thin films show that
all thefilms are dense andnano-crystallized. For all the samples, the distribution of the
grain sizes and shapes appear uniform. Nanoparticles highly aggregated are observed
in TZO thin film with hexagonal-shaped grains, and lateral size is in the range of ~
100–150 nm, as seen in Fig. 6.1a. The morphology AZO thin film changes into a
pencil shaped with a high density of small grains, as shown in Fig. 6.1b. However, the
morphology of CZO thin film shows the appearance of granular structures composed
of small grains that appear somehow aggregated with porosity around (Fig. 6.1c).

6.3.2 Structural Properties

The crystal structure and orientation of doped ZnO thin films were investigated by
XRD with experimental parameters reported in the previous section. The diffrac-
togram of Fig. 6.2 shows sharp and well-resolved peaks, which are a clear signature
of the good crystallinity of the films. The diffractograms associated with JCPDS 36-
1451 card [30] show that all the films are polycrystalline in hexagonal wurtzite struc-
ture. No additional diffraction peaks related to other impurity phases are observed.
These results indicate that the substitution of Zn ions by Sn, Al or Cu ions does not
change the structure of ZnO film. By else, diffractograms analysis show that all the
films have multiple orientations such as

(
1010

)
, (0002),

(
1011

)
,
(
1012

)
,
(
1120

)
and(

1013
)
.

The structure of the dopedZnO thinfilms can be observed through lattice constants
calculations according to the Bragg formula λ = 2dhkl sin α. The lattice parameters
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Fig. 6.1 High-resolution
SEM micrographs of doped
ZnO thin films: a AZO,
b TZO and c CZO

a

b

c

a and c corresponding to the lattice constants can be calculated via the following
formula [31]:

1

d2
hkl

= 4

3

[
h2 + hk + k2

a2

]
+ l2

c2
(6.1)
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Fig. 6.2 XRD pattern of the Al, Sn and Cu doped ZnO thin films

Table 6.1 Calculated values of lattice parameters of AZO, TZO and CZO thin films

Thin films a (Å) c (Å) a/c u l εzz

AZO 3.245 5.201 0.623 0.379 1.975 −0.104

TZO 3.243 5.193 0.624 0.380 1.973 −0.262

CZO 3.235 5.213 0.620 0.378 1.972 +0.123

The deduced lattice parameters a and c and the a/c ratio for all the films are
summarized in Table 6.1.

Bond length (l) and positional parameters (u) are calculated using the following
formula [32]

l =
√
a2

3
+

(
1

2
− u

)2

× c2 (6.2)

u = a2

3c2
+ 0.25 (6.3)

The lattice parameters deduced change slightly with doping. This could be due
to the stress formation induced by the ionic radii difference between Zn2+ (0.74 Å),
Sn4+ (0.69 Å), Al3+ (0.53 Å) and Cu2+ (0.75 Å) [18, 33–35].

In thin film grown on glass substrate, the strain originates likely from intrinsic
rather than thermal origins [36]. This strain can be positive (tensile) or negative
(compressive) [37]. For ZnO films with wurtzite structure, the strain εzz can be
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evaluated by the biaxial strain model [38]. Along the c-axis, deduced from this
model, the εzz component is calculated by the formula [39]:

εzz = cfilm − cbulk
cbulk

(6.4)

where cbulk is the lattice constant parameter along the c-axis of ZnO film without
defect and is equal to 5.2066 Å [30], and cfilm is the lattice constant parameter c of
the film deduced from XRD measurements. According to Eq. (6.4), we calculated
the strain in various doped ZnO thin films as shown in Table 6.1. The negative strain
values εzz for TZO and AZO thin films reveal a compressive strain along the c-axis,
while the positive value of εzz forCZO thin film is due to a tensile strain.Nevertheless,
in each case, the low value of stain is linked to a slight structural defect and the high
crystallization along the c-axis.

6.3.3 XRD Pole Figures Measurements

Figure 6.3 shows the X-ray pole figures of the hexagonal-doped ZnO thin films.
Only (0002) planes have a markedly tendency to grow parallel to substrate surface.
Therefore, Sn dopant is strongly c-axis oriented. These experimental results allow
calculating, via the orientation function, the texture index of the films, which is found
equal to 1.9, 5.5 and 4.5 for AZO, TZO, and CZO thin films, respectively.

6.3.4 Optical Properties

The transmittance T (λ) spectra in the UV–VIS–NIR range (300–1100 nm) of the
series of doped ZnO thin films are presented in Fig. 6.4. The transmittance spectra
of all the films point out highly transparent films in the visible range with an average
transmittance higher than 80% for TZO and AZO thin films but with an average
transmittance equal to about 70% for CZO thin film. Nevertheless, this decrease of
the transmittance in the visible range for CZO thin film is associated to a more abrupt
UV absorption band edge shifting to shorter wavelengths than for other films.

The optical bandgap was determined from the absorption coefficient value. The
energy gap (Eg) is considered assuming a direct transition between valence and
conduction bands from the Tauc law expression [40, 41]:

(αhν)2 = A(hν − Eg) (6.5)

where A is an energy-independent constant, hν is the photon energy and Eg is the
optical energy band and α is the absorption coefficient calculated from transmittance
data [27]. We have plotted in Fig. 6.5 the characteristic (αhν)2 versus hν for all the
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a

c 

b

Fig. 6.3 X-ray pole figures of the hexagonal-doped ZnO thin films: a AZO, b TZO and c CZO
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Fig. 6.4 Optical transmission spectra of Al, Sn, and Cu doped ZnO thin films

Fig. 6.5 Plots of (αhν)2 as function of the photon energy of Al, Sn, and Cu doped ZnO thin films

films. The optical band gaps values of the films, reported in Table 6.2, are determined
by linear interpolation of the curves (αhν)2 = 0. The optical band gaps are found to
be 3.30 eV, 3.28 eV and 3.27 eV for AZO, TZO and CZO thin films, respectively.
The optical band gap of ZnO thin film changes with the doping.
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Table 6.2 Calculated values
of the optical bandgap Eg and
Urbach energy Eu of the
sprayed doped ZnO thin films

Thin films Eg (eV) Eu (eV)

AZO 3.30 91

TZO 3.28 101

CZO 3.27 98

Fig. 6.6 Urbach energy of Al, Sn, and Cu doped ZnO thin films

The optical transitions between occupied states in the valence band tail to unoc-
cupied states of the conduction band edge induce an exponential dependence of the
absorption coefficient α on photon energy near the band edge [42]. To describe this
phenomenon, the Urbach energy Eu is introduced. Eu refers to the width of the expo-
nential absorption edge deduced from inverse of the slope of the curve ln(α) as a
function of hν, as shown in Fig. 6.6 and described by:

α = α0 exp

(
hν

Eu

)
(6.6)

where α0 is constant. For these doped ZnO thin films, the Urbach energy varies with
doping and exhibits a minimum value of 91 meV for the AZO thin film (Table 6.2).
These weak values indicting that the structural disorder is lower in the films which
is confirmed the analysis done with XRD measurements.
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6.4 Conclusion

Doped ZnO thin films with Al, Sn, and Cu have been deposited on glass substrates.
They were elaborated by the simple and low-cost spray pyrolysis technique and were
studied by techniques allowing characterizations of their structural, morphological
and optical properties. The so-obtained thin films are polycrystalline with hexagonal
wurtzite structure growing along the c-direction. TZO and AZO thin films reveal
a compressive strain along the c-axis, while CZO thin film reveals tensile strain.
Nevertheless, the low values of stain are linked to a slight structural defect and the
high crystallization along the c-axis. The transmission properties of the films point
out a transparency higher than 80% for TZO and AZO thin films but an average
transmittance around 70% for CZO thin film in the visible range. The optical bandgap
and the Urbach energy change with doping. The Urbach energy exhibits weak values
of all the doped ZnO thin film corresponding to the signature of a low structural
disorder in doped ZnO thin films which is confirmed the analysis done with XRD
measurements. Finally, all characterizations confirm the high structural and optical
quality of the so-obtained doped ZnO thin films by spray pyrolysis on glass substrate
with hexagonal structure for optoelectronic devices.
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Chapter 7
New Reconfiguration Method Based
on Logic Gates for Small Dynamic
Photovoltaic Array

L. Bouselham, A. Rabhi, and B. Hajji

Abstract This chapter proposes a new method for reconfiguring the dynamic pho-
tovoltaic (PV) array under repeating shade conditions. The repeating shades are often
caused in photovoltaic installations, especially in residential installations where PV
modules can be subjected to shades occurred by nearby buildings or trees. The pro-
posed method is based on logic gates and aims to minimize the processing time in the
way that controller does not have to perform an exhaustive calculations at each shade
condition to achieve the optimal configuration of the PV generator . Simulation of
2 × 2 size dynamic photovoltaic array has been carried out. Experimental tests of 1
× 1 size Dynamic Photovoltaic array under different irradiance conditions have been
also conducted. The simulation and experimental tests have validated the proposed
method in identification of the optimal configuration with less processing time and
with an improvement in reducing power losses.

Keywords Dynamic PV array · Switches network · Irradiance equalization ·
Logic gates

7.1 Introduction

The rising demand for electricity, the depletion of conventional energy resources and
the growing concern for environmental issues have favoured the use of renewable
energy sources for electricity generation. Particularly, solar energy is acquiringmuch
acclaim due to the growth of nano-semiconductor technology with the fast declining
cost of photovoltaic (PV) cells area [1]. In addition, a PV system does not cause
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noise, which promotes its implementation in the urban area, as well as it requires
less maintenance [2]. However, despite its many advantages, the power generated
by a PV module is limited. The output power is nonlinear and highly dependent on
environmental conditions.

Due to the nonlinear output characteristics of the PV module, tracking the max-
imum power point (MPP) in various environmental conditions can be sometimes a
challenging task. The issue becomes more delicate when it is a PV generator (PVG)
with several PVmodules connected to each other and thewhole PVGdoes not receive
a uniform irradiance [3]. This situation often occurs with partial shading (PS).

PS is a frequent phenomenon which reduces considerably the output power of
a PV system. It can be caused by moving clouds, snow, tree shadow or bird dung
covering the surface of PV modules. When PS occurs, the shaded modules start to
produce less current, while the unshaded modules continue to operate at a higher
current. Therefore, the shaded modules will impose a current limitation in the string.
In addition, if they are forced to drive more current, they will be polarized in reverse,
resulting in hot spots [4].

The hot spot is an undesirable effect because it can permanently destroy the shaded
PV modules. So, the bypass diodes are connected in parallel to the PV modules in
the way to divert the current through the path provided by the bypass diode [5].
However, the power–voltage (P-V) characteristic of PVGmay heavily be influenced.
It exhibits multiple local maxima (LMs), and only one of them corresponds to the
global maximum (GM) [6]. In this case, if the MPPT technique pursues one of the
LMs instead of the GM, then the estimated power loss can go up to 70% [7].

Since the performance of a GPV under partial shading varies depending on the
location of the shaded modules in the GPV as well as the interconnection scheme of
the PV modules, a dynamic reconfiguration of PV module connections according to
the environment changes can prevent the decrease of the output power [8]. The PV
modules are rearranged so that the unshaded PV modules compensate the shaded
modules for a smoothest P-V characteristic with only one MPP, thus avoiding the
use of complex MPPT algorithm. The PVG reconfiguration will be achieved by
integrating a switching network (SN) into the PVG. The SM is controlled by an
optimization algorithm which identifies the best configuration of the PVG at each
irradiance-level variation (Fig. 7.1).

In literature, many dynamic PV array (DPVA) approaches have been reported:

• Adaptive PV array with fixed part [9, 10]: a small adaptive part of the PVmodules
is connected to a fixed part of the PV modules through the SM. At each PS
occurrence, the high current row of the adaptive part is connected to the shaded
row with the low current of the fixed part. This approach requires simple SMwith
less number of switches since only the modules of the dynamic part are relocated.
However, to effectively deal with all possible shading scenarios, a huge adaptive
bank with a large number of sensors is required.

• Irradiance categorization approach [11, 12]: the PVmodules are classified accord-
ing to their irradiance value (clear category and dark category). The dark category
is excluded from the PVG, since their power contribution is negligible.
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Fig. 7.1 Example of dynamic PV array

• Logical approach [13–17]: the optimal PVG configuration is identified by using
intelligent algorithm like genetic algorithm and particle swarm optimization.
Despite the reduced computational time insured by logical approach, however,
it requires an intense parameter to be tuned for an optimal performance.

• Irradiance equalization (IEq) approach: applicable to PV modules that are con-
nected in total-cross-tied (TCT) and the most opted reconfiguration approach for
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DPVA.Depending on the irradiance received by eachmodule, the PVmodules are
moved such that each row in the series string has the same amount of irradiance
(discussed in Sect. 7.2).

This chapter develops research for the last approach. A new adaptive reconfigu-
ration of solar panels based on the IEq is proposed. The developed method controls
the matrix of the switches by logic gates (LG), in order to ensure the optimal con-
figuration of the PVG. Some of the main contributions of this work are summarized
below:

• Simplemethod of reconfiguration applied to any small-scale PV array is proposed,
able to follow the fast variations of shading pattern by minimizing the treatment
time to achieve the optimal configuration.

• Small-scale outdoor tests under various shading scenarios are conducted. Results
have validated the performance of the proposed DPVA.

The remaining parts of the chapter are organized as follows. Section 7.2 provides
a brief review on IEq methods and the problem statement. Description of the pro-
posed control method with LG is presented in Sect. 7.3. Section 7.4 summarizes the
simulation results under MATLAB Simulink. Experimental set-up is described in
Sect. 7.5. Finally, Sect. 7.6 outlines the main conclusions.

7.2 Irradiance Equalization Approach Principal
and Problem Statement

The IEq approach introduced in [18] aims to form rows with similar average irradi-
ance values or sufficiently close to each other, depending on the existing irradiance
profile (Fig. 7.2). The optimization algorithm selects the configuration which min-
imizes the IE. Thus, by examining all possible PVG configurations, an important
processing time is needed.

The reconfiguration of PV modules is insured by a random search algorithm
and a deterministic search algorithm in [19] with the capability of reconfiguration
with non-equal module number per row. For an optimal choice of the appropriate
configuration, authors in [20] propose Smart Choice (SC) algorithm based on the
Munkres’ assignment associated with dynamic programming (DP). Both DP and
SC algorithms seek to resolve the IEq problem. The suggested configurations by
the two algorithms are compared and that minimizing the IE and the number of
switching operations NSW is maintained. However, the simultaneous execution of the
two algorithms requires a very important processing time. Authors in [21] propose
an iterative and hierarchical sorting algorithm based on IEq method. An improved
sorting algorithm is also proposed [22] in order to obtain the appropriate configuration
with less computation time and taking into account the number of NSW. However, in
some cases, just near-optimal configuration with quasi-equalized rows is achieved.
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Fig. 7.2 Irradiance equalization principal

The sum of irradiance on each row after reconfiguration is not equal but close to the
average level (Fig. 7.3):

Avg =
∑m

i=1 Gi

m
(1)

where m is the number of rows.
A configuration with quasi-equalized irradiance rows causes multiple peaks in

P-V characteristic as a fixed TCT interconnection as shown in Fig. 7.4.

Fig. 7.3 Example of quazi-equalized irradiance rows
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rows

7.3 Proposed Reconfiguration Method

The proposed method aims to achieve the optimal configuration with less treatment
time by using a LG instead of the optimization algorithm. In addition, the LG will
be activated in the way to ensure equalized rows in irradiance by keeping the same
number of PV modules by rows or by forming PVG with non-equal number of PV
modules by rows (Fig. 7.5).

For understanding purposes, we consider a GPV of size 2 × 2, interconnected
on TCT topology, throw SN of 24 single pole, single throw (SPST) switches. Each
switch is controlled by a set of LGs that receive as inputs the irradiation states (G)
of the PV panels (Fig. 7.6). Since LG admits only two states (0 or 1), irradiation is
categorized into two levels:

• Light level: G ≥ 500W/m2 corresponding to state “1”
• Dark level: G ≥ 500W/m2 corresponding to state “0”

Fig. 7.5 Principal of proposed reconfiguration method
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Fig. 7.6 Example of logic
gates reconfiguration
command

Truth table is used to identify the driven signals (S) of switches for all possible
combinations of {G1,G2,G3;G4} (Table 7.1). For each combination, the switches are
activated in the way to ensure equalized rows in irradiance as shown in the example
depicted in Fig. 7.7.

The logical expression of each output to activate the switches is deduced using
the Karnaugh chart as follows:

S11 = S13 = S12 = S14 = G1.G2 + G2 ⊕ G3 ⊕ G4 + G1 · G2 · G3 · G4

S21 = S23 = S22 = S24 = G1 · G3 · G4 + G2 + G1 · (G3 ⊕ G4)

S31 = S33 = S32 = S34 = G1 · G2 · G3 + G1 · G3(G2 ⊕ G4) + G1 · G3 · G4

S41 = S43 = S42 = S44 = G1 · G2 · G4 + G1 · G3 · G2 · G4 + G4 · G3 · (G1 ⊕ G2)

7.4 Simulations for 2 × 2 Size Dynamic PV Array

To check the effectiveness of the proposed logic gates reconfiguration method, MAT-
LAB simulations of 2× 2 size DPVA have been conducted. The Perturb and Observe
(P&O) algorithm is used as MPPT. The simulated diagram is shown in Fig. 7.8. For
comparison purpose, the basic IEq algorithm (B-IEq) and the sorting algorithm that
are already developed (S-IEq) are used.

Simulation response of the proposed DPVA under the repeating PS conditions is
shown in Fig. 7.9. In total simulation time of 80 ms, from 0 to 20 ms is the DPVA
response to the shade-1 test, 20–40 ms is the response to shade-2 test, 40–60 ms is
the response to the shade-3 test and 60–80 ms is the response to the shade-4 test.

During shade-1 test, the PVG produces 681Wwith the proposedmethod however
the PVG output power has been reduced to 453 W. This result is justified by that the
proposed method success to configure the PVG with equalized rows or rows with
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Fig. 7.7 Example of switches stats before and after reconfiguration and their corresponding scheme
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Fig. 7.8 Simulated diagram in MATLAB/Simulink
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Fig. 7.9 Response of proposed DPVA scheme under repeating PS conditions

current values close to each other, whereas the B-IEq and S-IEq methods fall into
the quazi-equalization situation, where 48% of power is lost.

At 20 ms, the B-IEq and S-IEq methods keep the same previous power value
since just one PV module is shaded for this shade test. However, the PVG output
power had been increased to 635 W with the proposed method. Total time taken is
10 ms to identify the reconfiguration solution and for theMPPT to track theMPP. An
overshoot is observed from shade-1 test to shade-2 test due to the duty cycle search
of its new value.
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For the shade-3 and shade-4 tests, the same remarks as the shade-1 can be made.
Compared to theB-IEq andS-IEqmethods, an improvement of power loss is achieved
by the proposed method estimated at 18%.

7.5 Experimental Test of 1 × 1 Size Dynamic PV Array

To demonstrate the feasibility of a DPVA as well as the proposed reconfiguration
method, simple experimental tests of 1 × 1 size DPVA are conducted. The GPV is
made up of two PV panels which they are connected to each other in series or in
parallel depending on the irradiation value received by each module:

• If G1 = G2, the PV panels are connected in series
• If G1 �= G2, the PV panels are connected in parallel

The switching from one connection to the other is ensured by three relays as
shown in Fig. 7.10. The Truth table which identifies the driven signals of relays for

Fig. 7.10 Block diagram of
experienced GPV

Table 7.2 Truth table for 1 × 1 GPV

G1 G2 R1 R2 R3

0 0 1 0 1

0 1 0 1 0

1 0 0 1 0

1 1 1 0 1
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all possible combinations of {G1,G2} is depicted in Table 7.2. The logical expression
of each driven signal (R) for relays is deduced as follows:

R1 = R3 = R2 = G1 ⊕ G2

Photographic view of the test set-up is shown in Fig. 7.11. A brief description of
test set-up components is given in Table 7.3.

As shown in Fig. 7.11, the Dspace card is used as a controller. It collects data from
each sensor, identifies the best solution and sends high/low logic signals to control

Fig. 7.11 1 × 1 DPVA experimental test set-up

Table 7.3 Description of
experimental test components

Component Specifications

PVG 2 PV modules, each rated for 300 W

Boost converter Ce = 330µF, L = 1mH,Cs = 1100µF

Sensors Differential probes GE 8115
Current clamps i30s

Controller Dspace CLP1104

SN 3 Relays HF115F-Q

Load Resistive load 25 �
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the relays. In addition, it defines the appropriate value of the duty cycle according to
P&O MPPT. The used PV modules are installed in the roof of a chalet.

The robustness of the PVG to switch from one configuration to another is tested
by creating artificial shading on one of the PV panels at different time intervals
(Fig. 7.12).

Figure 7.13 describes the behaviour of the three relays. With the existence of
shading, the architecture is configured in parallel. In this case, the relays R1 and

Fig. 7.12 Artificial shading
created on the PV panels
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R3 are closed. Otherwise, the architecture is configured in series and only the relay
R2 which is closed. With the transition from a parallel configuration to a serial
configuration, the current increases.

As shown in Fig. 7.14, with the transition from a parallel configuration to a serial
configuration, the current increases. As a transition from a serial configuration to
a parallel configuration, the current decreases. The same situation applies to the
voltage, except that the voltage is affected by the response time of the relays. A
delay is observed in the voltage response when switching from one configuration to
another.

To sum up, at each shade test, the controller is able to detect PS condition, identify
the reconfiguration solution and stabilize quickly the MPPT. In fact, fast processing
time ensures the good monitoring of fast repeating PS conditions. However, the
treatment time depends on the speed of the processor chosen for the task. Moreover,
the identification of the reconfiguration solution depends in addition to the processing
time of the controller, to the propagation time of the LGs which is generally very
fast.

7.6 Conclusion

This chapter proposes a new DPVA reconfiguration method based on logic gates.
The aim of this work is to avoid the quazi-equalized rows in irradiance after recon-
figuration. The proposed method reconfigures the GPV with the same number of
PV panels per row or by an unequal number of PV panels per row. Moreover, the
proposed method uses logic gates to activate the switches in order to minimize the
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processing time and thus ensure the new optimal configuration even if rapid vari-
ations of shade have occurred. MATLAB simulations of 2-by-2 DPVA are carried
out. A significant improvement in reduction of power losses is achieved, estimated
at 18% compared to the basic IEq algorithm and the sorting IEq already proposed.
Further, experimental tests of 1 × 1 size DPVA are conducted. Results validate the
effectiveness of the proposed method to identify the optimal configuration under
variable irradiance conditions. However, the proposed method should be applied to
small PV systems. As the inputs of logic gates depend on irradiance state of each PV
panel, the identification of the logical expression of each driven signal for switches
in a large PV scale becomes complicated task.
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Chapter 8
Energy Storage and Photovoltaic Systems

S. Blaifi

Abstract The storage in renewable energy systems especially in photovoltaic sys-
tems is still a major issue related to their unpredictable and complex working. Due to
the continuous changes of the source outputs, several problems can be encountered
for the sake of modeling, monitoring, control and lifetime extending of the storage
devices. Therefore, several storage devices were introduced in the practice such as
pumped hydro, compressed air, flywheel, super capacitors and electrochemical stor-
age. However, the electrochemical storage especially the storage by battery bank is
still the most used in PV systems. According to the performances and the features
needed in such systems, two batteries types can be distinguished, namely lithium-ion
and lead-acid-based batteries. Likely, there is a consensus that the lithium battery
presents a better performances comparing to other types such as the high energy
density, the low self-discharge current and the low maintenance. However, the major
disadvantage of these batteries type is their high-cost which somewhat has slow down
their progress for the large-scale applications. From there, the storage using lead-
acid battery type is still widely used for the reason of its low cost and the ease of its
maintenance. However, its complex electrochemical and electrical behaviors besides
the random working of the PV systems make it as one of main issues for the sake of
modeling, control and lifetime extending. In this chapter, we provide description of
dynamic batteries behavior, encountered problems in the PV systems with solutions
proposal in terms of modeling and control.

Keywords Energy storage · Battery modeling · Lead-acid batteries · State of
charge (SOC) · State of health (SOH)
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8.1 Introduction

Energy supply for the remote areas that lacked of electrical network is one of themain
concerns for the scientist researchers where certain autonomy is strongly needed.
Unlike each system connected to the public network such as grid connected PV
systems, the stand-alone PV systems are completely separated either in the form of
isolated micro-grid or a simple stand-alone chain. These systems type have particu-
larity in which they can continue to provide the energy in the case of lack of solar
irradiation therefore, their name is usually related to the term energy storage. The
storage in PV systems remains a major problem due to their unpredictable behavior.
Several energy storage systems have been introduced in the practice however, the
storage by battery is still widely used due to its low cost and its simple maintenance.
However, the continuous changes of metrology conditions give a random change
in the battery inputs (current and temperature) which make it complex in terms of
modeling, control and real-state estimation. From there, in this chapter, a suitable
battery modeling for PV systems is amply highlighted as well as the suitable state
of charge estimation method. The adequate charging mode for these systems is also
provided.

8.2 Electrochemical Storage

Electrochemical storage is the keep of electrical energy by transforming on electro-
chemical form to be provided to the load when needed. These storage systems are
composed of three main parts namely, positive and negative electrodes isolated by
electrolyte. Because of their low cost, the rechargeable batteries are commonly used
for the storage of electrical energy. The battery can be formed of one or more cell
collected in serial of parallel according to the desired sizing; each cell is composed
of electrodes (anode and cathode) and electrolyte on liquid, solid or other form.
The batteries are reversible systems which can behave as load in the charge process
and as source in the discharge process. However, two main drawbacks are presented
by the battery which somewhat limit its progress, the first is the complex electrical
behavior that makes it difficult to be modeled, and the second is the capacity degra-
dation wherein it can be unqualified after a certain lifetime. The recent researches
are mainly focused on these two problems in order get a maximum lifetime and pro-
vide an accurate behavior prediction. From the material that the battery is composed,
they exist several types such as Nickel–cadmium, nickel hydride, Lithium-ion and
lead-acid battery...etc.
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8.2.1 Nickel–Cadmium (NiCd)

This type of battery is formed of nickel hydroxide and metallic cadmium as elec-
trodes, whereas the electrolyte is composed of the aqueous alkali solution. This type
presents good performances in terms of the low maintenance and the high robust-
ness. However, these batteries are not environmentally friendly from the fact that
the cadmium and the nickel are toxic metals. Moreover, the memory effect can be
appeared in this batteries type wherein their capacity decreases if they are usually
recharged after partial discharge, as well as they present a high self-discharge current.
The NiCd batteries are usually used for the starter systems and standby service.

8.2.2 Nickel–Metal Hydride (NiMH)

This batteries type is similar to the Nickel–cadmium, whereas it contains hydrogen-
absorbing alloy in the negative electrode instead the toxic cadmium which makes it
friendlier for the environment. These batteries present other advantages such as the
low internal resistance and the high cycle durability. However, the high self-discharge
current rate and the memory effect are still appearing in nickel–metal hydride-based
batteries.

8.2.3 Lithium-Ion (Li-Ion)

For this batteries type, the electrodes aremade of lithiummetal oxide such as LiCoO2

and LiMO2 and graphitic carbon. The electrolyte is made of dissolved lithium salts
such as LiClO4. This batteries type is widely used in several electronic applications
such as: smart phones, camera, laptop…etc. The lithium-ion batteries provide several
advantages comparing to the other types, namely the high energy density, deepest
discharge and lowest self-discharge current. The electrolyte in gel form makes this
batteries type immune from leaking. However, the Li-ion-based batteries are very
affected by the deeps discharges which accelerate considerably their capacity degra-
dation. Also, these batteries are very affected by overcharging wherein they can be
fully damaged after a high charging mode. As well as, an electronic pack is required
for the monitoring of this batteries type that makes it relatively costly.

8.2.4 Lead-Acid Battery

Owing their low cost, these batteries technologies are the most used in the large-scale
systems especially the PV systems. The positive and negative electrodes are made of
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leaddioxide (PbO2) andof lead (Pb) respectively,whereas the electrolyte is composed
of the sulfuric acid. The electrolyte takes part in the reaction of electrodes which is
an important advantage of these designs. Lead-acid-based batteries present relatively
a low self-discharge current and accept a deep discharge. As well as, the memory
effect does not appear in this type of batteries. However, the lead-acid batteries have
a limited lifetime comparing to other types wherein their capacity decreases with the
cycling time. Moreover, they should be recycled as the lead is a toxic material.

Likely there is a consensus that the lithium-ion batteries present a better perfor-
mances according to other types however, their high cost has slowdown their progress
especially in the large-scale applications. Consequently, the storage in photovoltaic
stations is still practically done by using lead-acid battery.

8.3 Electrical Behavior of Lead-Acid Battery

In the charge and the discharge processes, the lead-acid battery passes through differ-
ent areas which can affect significantly its lifetime. Wherein, for a nominal current
(usually the current provided at 10 h), the battery crosses the charge, overcharge and
saturation areas in the 16 h of chargingmode, and passes through the discharge, over-
discharge and exhaustion areas in the second 16 h of discharging mode. Figure 8.1
illustrates a charge/discharge voltage behavior of one element for nominal current.
On the other hand, the working temperature is an important factor in the battery
behavior. Where, its voltage can change by 5mV if the working temperature changes
by 1 °C. Moreover, the electrolyte temperature increases when the battery achieves
the overcharge area. In addition, its lifetime can be strongly affected by the work-
ing temperature wherein the useful battery lifetime decreases by half if the working
temperature increases by 10 °C [1–4].

Fig. 8.1 Working areas
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8.3.1 Charging and Discharging Areas

• Charge area

In this area, the battery stores the energy provided by an external source in electro-
chemical form, where its voltage and its state of charge increase. This working area is
handled as best in terms of battery health preservation. Indeed, no liberation of H2O
from electrolyte in this zone which involves the favorable operating of the battery.
The maximum limit of this zone is when the voltage reaches the gassing level (and
SOC <= 95%) [1–4].

• Overcharge area

The overcharge area is the zone limited between the gassing and the saturation
levels wherein the battery starts to be saturated. In this area, the battery starts to
liberate the H2O from the electrolyte by gassing form which influences its charge
density. The continuous operating in this zone affects considerably the battery health
therefore, the charging source should be disconnected. Actually, the levels of these
areas (gassing and saturation) change as function the operating temperature and the
charging current which makes their estimation more complex [1–4].

• Saturation area

In this area, the battery is fully saturated and cannot accept more energy where
the voltage stabilizes at its value and the current decreases until tends to zero. The
continuous working in this area affects strongly its health therefore, the charging
source should be isolated immediately [1–4].

• Discharge area

In the discharge process, the battery behaves as source to provide the energy to the
load. Like the charging zone, this zone is handled as better in terms of battery health
preservation. The limit of this area is when the voltage is higher than 90% of its
nominal value whereas, the SOC indicator is more realistic to represent the provided
energy in this zone relying on the discharge current value [1–4].

• Over-discharge

In this area, the battery is near to be empty and starts to discharge rapidly. The
limit of this zone is when the voltage is lower than 90% of its nominal value. The
continuous operating under this level affects considerably the battery health therefore,
the discharging load should be disconnected [1–4].

• Exhaustion

This area starts when the voltage reaches 70% of its nominal value, wherein the
battery is completely empty. It is very dangerous for the battery health, and it can be
damaged if it is continually forced to operate in this area therefore, the discharging
load should be isolated immediately [1–4].



144 S. Blaifi

• Transition area

Due to the battery internal resistance, in the transition from the charging to discharg-
ing mode and vice versa, a voltage difference is appearing. Wherein, the internal
resistance of the battery can be determined by measuring this gap.

In the light of the aforementioned description, the accurate estimation of battery
operating areas can play an important role in the working control which prolong and
enjoy its lifetime [1–3].

8.4 Lead-Acid Battery Bank Modeling for PV Systems

The meaning of the battery bank term is the battery cells array associated in serial
and in parallel to obtain the desired sizing on the voltage and the current. Among
the different batteries types exist in the practice, the lead-acid battery remains the
most used in PV systems due to its several advantages such as the low cost and the
ease of manufacturing. However, the modeling of this batteries type is still a critical
issue for this application wherein the battery is subjected to a continuous change of
meteorology conditions. From there, many models of battery have been proposed
in the literature based on different approaches such as: electrochemical, analytical
and electrical. Whereas, the suitable approach for the PV systems application is
the electrical.

8.4.1 Battery State of Charge (SOC) Estimation Methods

8.4.1.1 Definition of SOC Indicator

For any batteries type, the stored charge can be expressed by percentage indicator
which called state of charge (SOC). This indicator gives an information about the
quantity of amperes stored in the battery by electrochemical manner (Q(t)) according
to its instantaneous capacity (C(t)). In the fact, the SOC is considered as the best
indicator which provide the actual state of the battery in terms of operating areas.

SOC(t) = Q(t)

C(t)
(8.1)

Consequently, several methods of battery SOC estimation have been introduced
in the literature which based on different approaches. It is worth noting that these
proposed methods are applicable for any type of batteries especially for lead-acid
technology [1–4].
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Fig. 8.2 Stabilization
voltage

8.4.1.2 Classification of SOC Estimation Approaches

The main existing approaches of SOC estimation can be classified into three ways
namely, direct measurement, mathematical methods and adaptive systems. On the
other hand, each way may be combined with other to form hybrid estimation in the
purpose to associate the advantages of each method to provide an optimal result.

Direct Measurement

This approach is based on the measure of physical characteristics of the battery
such as the terminal voltage, open circuit voltage and the battery impedance. These
methods give an accurate estimation of the battery SOC however, their first drawback
is that they are not dynamic methods in which they involve the disconnection of the
battery from the system. Then, these methods are recommended for the estimation
of the initial battery SOC.

1. Open circuit voltage method

As expressed by Eq. (8.2), this method is based on a linear approximation between
the SOC and the open circuit voltage VOC. This approximation provides an accurate
estimation of battery SOC however, as shown in Fig. 8.2, the open circuit voltage
which gives the real information about the battery SOC is the stabilization voltage
which is obtained when the battery is disconnected from the load and the source for
a period longer than two hours, which consists of main drawback of this estimation
method. Hence, this approach is not considered as dynamic method [5].

VOC(t) = a1 × SOC(t) + a0 (8.2)

where a0−1 are parameters identified by two point knowing the value of VOC(t) at
SOC(t) = 100% and other point.
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2. Terminal voltage method

The terminal voltage approach proposed by Anbuky et al. [6] is based on the dis-
charge voltage drop caused by the battery internal impedance. In the fact that the
battery electromotive force (EMF) varies proportionally with the terminal voltage
and approximately linear with the battery SOC, the battery terminal voltage can be
approximately linear with the battery SOC. This method has been validated for dif-
ferent discharge current andworking temperature however, at the over-discharge area
when discharge voltage starts to decrease rapidly, this method presents a significant
estimation error [7].

3. Impedance method

Thismethod consists ofmeasuring of battery impedance by applying a low frequency
AC signal to give knowledge of certain parameters which depend on the battery
SOC. This approach requires a wide range of impedance experiments to identify and
use of impedance parameters for the estimation of battery SOC. On the other hand,
impedance spectroscopymethod is employedwhich consists ofmeasuring the battery
impedances under wide range of AC frequencies for different charge and discharge
currents. Then, the SOC is indirectly concluded by measuring several impedances at
various SOC values [8].

Mathematical Methods

These methods are based on equations to estimate mathematically the battery SOC
where the current is used as input of these equations. Themost commonmathematical
methods have been employed are Coulomb counting method and modified Coulomb
counting method. These approaches can be used for SOC estimation of any battery
type however, their first drawback is the cumulative error during the sum calculation.

1. Coulomb counting method

As expressed in Eq. (8.3), this method consists of counting the sum of the incom-
ing and the outgoing amperes pass from and to the battery added to the initial state
of charge SOC0, according to its instantaneous capacity C(t) given in the empiri-
cal expression (8.4) provided by Shepherd [9]. Wherein, Ctcoef, Acap, Bcap and αc

are empirical parameters, Cnominal the battery the nominal capacity given by manu-
facturer, Inominal is the battery nominal current taken for 10 h (n = 10), T ref is the
reference temperature [1–4].

SOC(t) = SOC0 + 1

C(t)

t∫

0

I (t)∂t (8.3)

C(t) = Cnominal · Ctcoef

1 + Acap

(
|I (t)|
Inominal

)Bcap
(1 + αc(T − Tref)) (8.4)
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Inominal = Cnominal

n
(8.5)

These expressions can be modified by considering the degradation of capacity,
self-discharge current and the battery state of health [3].

2. Modified Coulomb counting method

In the fact, this method is an improvement of the conventional Coulomb counting
method by introducing a corrected current to enhance the estimation accuracy. As
given in Eq. (8.6), it consists of defining a modified current Ic(t) expressed by two
degrees polynomial relationship.

IC(t) = k2 I (t)
2 + k1 I (t) + k0 (8.6)

where k0–2 are parameters which can be identified based on experimental data.
Consequently, the battery SOC is expressed later by Eq. (8.7):

SOC(t) = SOC0 + 1

C(t)

t∫

0

Ic(t)∂t (8.7)

The modified Coulomb counting method shows a better accuracy compared to
the conventional method according to the experimental results [10].

Adaptive Systems

With the enhancement of artificial intelligence, several adaptive systems have been
introduced in the literature based on non-parametrical estimation models such as
artificial neural network (ANN), fuzzy neural network (FNN) and Kalman filter,
where the nonlinear behavior of the battery SOC can be estimated. It is known
that the non-parametrical model is extracted based on the real data therefore, their
accuracy is related on the richness of this data in terms of scenarios [11]. On the
other hand, the adaptive systems can be automatically adjusted to response to the
complex changes due to many chemical factors [12].
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Fig. 8.3 Neural network architecture of battery SOC estimation

1. Artificial Neural network (ANN)

Due to its good ability to represent the nonlinear functions, the ANN is the most
popular network type prevailed in the non-parametrical modeling. This approach is
also applied to estimate the battery SOC where the model is built based on historical
battery data to provide a relationship between a direct measured variables and the
SOC. In which, the robustness of the obtained model relies strongly on the richness
of the dataset [11].

As illustrated in Fig. 8.3, the architecture used to estimate the SOC is formed
of three layers namely, input layer, hidden layer and output layer. The input layer
contains three neurons for the measured battery variables namely, voltage, current
and temperature, the hidden layer contains g neurons, and the output layer contains
one neuron for the SOC [13].

According to the training approach, two types of ANN have been employed for
SOC estimation namely, back propagation (BP) neural network and radial basis func-
tion (RBF) neural network. An accurate SOC estimation can be achieved however,
the first drawback of these methods is the need of significant dataset [14].

2. Fuzzy logic method

The fuzzy logic methodology is also employed for the estimation of battery SOC
which can give powerful means of modeling the complex systems especially the bat-
tery behavior. Salkind et al. [15] have proposed an experimental method to estimate
the battery SOC with the use of fuzzy logic model to analyze the outcomes given by
impedance spectroscopy and Coulomb counting-based methods.
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The employment of fuzzy logic is also appeared for SOC estimation in the
approach provided by Singh et al. [16] where AC impedance and voltage recovery
measurements have been used as inputs of the fuzzy logic model. Singh et al. [17]
have developed a fuzzy logic models for both available capacity and SOC estima-
tion through the measure of the impedance at only three frequencies. A developed
coulomb counting method is proposed by Malkhandi et al. [18], where the time-
dependent variation has been compensated by using a learning system in which a
fuzzy logicmodel has been used for the SOCestimation as component of this learning
system.

3. Fuzzy neural network (FNN)

This approach provides a non-parametric model associated with fuzzy logic model to
predict any complex andnonlinear behavior. TheFNNhas been introduced for several
applications such as the FNN controller. This technique is also used by Lee et al. [19]
for the battery SOC estimation modeling wherein a FNN with B-spline membership
functions is used with an adjustment using genetic algorithm optimization algorithm.

4. Kalman filter (KF)

This estimator is based on the real-time measurement to predict a non-measurable
variable. This approach has also been used for the battery SOC prediction. The
KF-based method has been introduced by Xu et al. [20] for an accurate real-time
estimation of the battery SOC.

In light of the previous description, it can appear that the coulombcountingmethod
presents a good suitabilitywithPVapplicationswherein it canbe applied for a random
variation of the current.

8.4.2 Battery Voltage Modeling

In this section, a battery modeling will be proposed by using CIEMAT model. This
model has been developed for the PV applicationswhich takes into account all battery
characteristics such as state of charge (SOC), level of energy (LOE), instantaneous
capacity (C) and the voltage output versus the current and the temperature [1–4].

8.4.2.1 Battery Cell Equivalent Circuit

Based on the simple representation illustrated in Fig. 8.4, the battery cell is rep-
resented by an open circuit voltage V oc and internal resistance Rb resulting from
the electrochemical energy stored in the battery cell and the different loss inside it,
respectively.

The battery cell open circuit voltage varies as function the battery state of charge,
where the stabilizing open circuit voltage can provide clear information about the
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Fig. 8.4 Battery cell
equivalent circuit

battery cell SOC, whereas the internal resistance varies as function charge/discharge
current, state of charge and working temperature. Also, the terminal battery cell
voltage given in Eq. (8.8) varies according to the working areas [1–4].

Vbat = Voc ± I · Rb (8.8)

where: the current I is positive in the charge process and negative for the discharge.

8.4.2.2 Temperature Effect

The temperature is an important factor in the battery cell behavior, where theworking
temperature can affect strongly its lifetime and its output behavior such as voltage
and capacity. Typically, the battery cell voltage decreases 5 mV if the electrolyte
temperature increases by 1 °C. Moreover, the temperature of the battery cell elec-
trolyte increases in the full charge areas such as overcharge and saturation. On the
other hand, according to rule of thumb, the useful battery cell lifetime increases by
half if the working temperature decreases by 10 °C. Hence, a cooling system should
be installed with the battery bank [1–4].

8.4.2.3 Battery Cell Capacity (C)

The capacity is a characteristic that consists of the quantity of current that the battery
cell is able to provide and absorb during a specific time. Equations (8.9) and (8.10)
express the evolution of this characteristic as function the charge/discharge current
and the temperature. Where, Ctcoef, Acap, Bcap, αc are empirical parameters which
will be identified, Cnominal is the nominal capacity taken generally for 10 h (given by
manufacturer). T ref is the temperature of reference taken 25 °C [1–4, 9].

C(t) = Cnominal · Ctcoef

1 + Acap

(
|I (t)|
Inominal

)Bcap
(1 + αc(T − Tref)) (8.9)

Inominal = Cnominal

n
(8.10)
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Fig. 8.5 Variation of the capacity versus the current and the temperature

Figure 8.5 describes the evolution of battery capacity versus the current and the
temperature.

8.4.2.4 State of Charge (SOC) and Level of Energy (LOE)

The state of charge (SOC) provides information about the battery charge by percent-
age form. The method used in this model is the Coulomb counting method which
provides dynamic estimation of this indicator.

As described in Eq. (8.11), the SOC is obtained by the sum of incoming and
outgoing amperes from and to the battery cell divided on its instantaneous capacity.
Besides, the initial state of charge SOC0 should be also considered.

SOC(t) = SOC0 + 1

C(t)

t∫

0

ηc(t)I (t)∂t (8.11)

The Coulomb efficiency ηc is a factor that describes the charge efficiency. This
factor is considered in the charge process (I > 0) to express the energy loss inside
the battery. Equation (8.12) shows the evolution of this factor where Acmt and bcmt

are empirical parameters.
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Fig. 8.6 SOC and LOE simulation for different temperatures

ηc = 1 − exp

⎛
⎝ acmt(

I
Inominal

+ bcmt

) (SOC(t) − 1)

⎞
⎠ (8.12)

The level of energy (LOE) describes as percentage the energy stored in the battery
cell. It consists of the sum of the incoming and the outgoing amperes from and to
the battery cell divided on the maximal capacity (I = 0, and T = [−40, +40]).
Equations (8.13) and (8.14) show the variation of this indicator.

LOE(t) = LOE0 + 1

Cn(t)

t∫

0

ηc(t)I (t)∂t (8.13)

Cn = max(C)
∣∣I=0
T=[−40,+40] (8.14)

Figure 8.6a, b shows the temperature effect on the SOC and LOE, respectively.
Figure 8.7 illustrates the evolution of the Coulomb efficiency during the charge and
the discharge processes.

8.4.2.5 Internal Resistance

The internal resistance of the battery cell is a characteristic that describes the loss of
energy inside it. The materiel constituting the electrolyte, the electrodes and connec-
tions presents a resistance that influences considerably on the battery cell behavior.
This characteristic varies strongly as function theworking temperature. Severalmeth-
ods exist to measure this resistance such as the current pulse, the period of rest and
milli-ohmmeter-based method. Equation (8.15) shows an empirical expression of
the battery cell internal resistance wherein P1 to P5 and AT are empirical parameters
[1–4].
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Fig. 8.7 Coulomb efficiency evolution during the charging process

Rb =
(

P1
1 + I (t)P2

+ P3
(1 − SOC(t))P4

+ P5

)
(1 − αT(T − Tref)) (8.15)

Surface graphs in Fig. 8.8a–c illustrate the variation of the battery cell internal
resistance versus the current and the temperature for different states of charge.

8.4.2.6 Output Voltage

As is aforementioned, the battery passes through different areas during the charge
and the discharge modes in which each area is expressed by empirical equation of
voltage.

In the charge area (I > 0), the battery cell accepts the energy provided by the
source and stores it in electrochemical form. The empirical expression (Eq. 8.16)
describes the evolution of the battery cell voltage in this area. Where, P1c to P5c,

V boc, Kboc, and αrc are empirical parameters to be identified.

Vc = (Vboc + KbocSOC(t)) + I (t)

Cnominal

(
P1c

1 + I (t)P2c
+ P3c

(1 − SOC(t))P4c
+ P5c

)

(1 − αrc(T (t) − Tref)) (8.16)

The overcharge area starts when the battery cell reaches 95% of its charge. At
this level, the battery cell begins to be saturated and liberates the hydrogen that is
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Fig. 8.8 Variation of the
internal resistance versus the
current and the temperature.
a SOC = 80%, b SOC =
50%, c SOC = 30%
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known as gassing voltage level. As is expressed in Eq. (8.17), the value of gassing
level varies as function the charge current and the working temperature. Where, Agas,
Bgas and αgas are empirical parameters to be identified.

Vg(t) =
[
Agas + Bgas ln

(
1 + I (t)

Cnominal

)](
1 − αgas(T (t) − Tref)

)
(8.17)

If the battery cell continues to charge, it can achieve the saturation level, where
it cannot accepts more energy. This area is very dangerous and affects strongly its
lifetime, and therefore, the charging source should be disconnected immediately.
Equation (8.18) shows the evolution of the voltage at this level. Where, Afonse, Bfonse

and αfc are empirical parameters to be identified [1–4].

Vec(t) =
[
Afonse + Bfonse ln

(
1 + I (t)

Cnominal

)]
(1 − αfc(T (t) − Tref)) (8.18)

Figure 8.9a, b illustrates, respectively, the variation of both gassing and saturation
levels versus charging current and working temperature.

The voltage in the overcharge area is described in Eqs. (8.19)–(8.21)where SOCVg

is the battery cell state of charge corresponds to the gassing voltage level, Aτcs, Bτcs

and Cτcs are empirical parameters of the time constant to be identified.

Vsc(t) = Vg(t) + (
Vec(t) − Vg(t)

) · exp
[

−(
SOC(t)C(t) − SOCVg(t)C(t)

)
I (t)τ (t)

]

(8.19)

τ(t) = Aτ sc

1 + Bτ sc

(
I (t)

Cnominal

)Cτ sc
(8.20)

SOCVg = SOC
∣∣
Vc=Vg (8.21)

Equation (8.22) expresses the evolution of battery cell voltage in the discharge,
over-discharge and exhaustion.

Vdc = (Vbodc − Kbodc(1 − SOC(t)))

− |I (t)|
Cnominal

(
P1dc

1 + |I (t)|P2dc + P3dc
SOC(t)P4dc

+ P5dc

)
(1 − αrdc(T (t) − Tref))

(8.22)

In the transition from charge to the discharge or vice versa, the battery cell presents
the “coupe de fouet” phenomenon which consists of a fast voltage variation where
V c at I = 0 �= V dc at I = 0. To avoid the discontinuity at this point in the dynamic
working, a linear function is introduced as is described in Eq. (8.23).
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Fig. 8.9 Variation as function charging current and working temperature. a Gassing voltage,
b saturation voltage
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Fig. 8.10 Variation of battery cell voltage for the charge and the discharge

Vcdc = Vc|Iδ − Vdc|Iδ
2Iδ

I + Vc|Iδ + Vdc|Iδ
2

(8.23)

in which, Iδ is a small current that defines the transition band when Ibat < |Iδ |.
Figure 8.10 shows the evolution of battery cell output voltage during the charge

and the discharge for different working temperatures.

8.5 Model Parameters Extraction

In order to improve the accuracy of the aforementioned model, the empirical param-
eters can be identified using automatic parameters extraction process. For this end,
suitable algorithm is introducednamely, genetic algorithm (GA). It consists of opti-
mization process based on minimizing the error (cost function) between the real data
and model output wherein 21 empirical parameters given in Table 8.1 are included.
In which, the former parameters (introduced by Copetti et al. [4]) will be improved.

Table 8.1 Values of the CIEMAT model parameters

Cnominal = 110 Ah P1dc = 4 VAh P1c = 6 VAh Afonse = 2.45 V

n = 10 h P2dc = 1.3 P2c = 0.86 Bfonse = 2.011 Vh

Ctcoef = 1.67 P3dc = 0.27 Vh P3c = 0.48 VAh Aτ sc = 17.3 h

αc = 0.005° C−1 P4dc = 1.5 P4c = 1.2 Bτ sc = 852 h

βc = 0° C° P5dc = 0.02 Vh P5c = 0.036 Vh Cτ sc = 1.67

Acap = 0.67 acmd = 20.73 Agas = 2.24 V αrdc = 0.007 °C−1

Bcap = 0.9 bcmd = 0.55 Bgas = 1.970 Vh αrc = 0.025 °C−1

Vbodc = 2.085 V Vboc = 2 V αgas = 0.002° C−1 Iδ = 0.0001 A

Kbodc = 0.12 V Kboc = 0.16 V αfc = 0.002 °C−1
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Simulation ofGAhas been done using the algorithmparameters given inTable 8.2.
The characteristics of both PVmodule and battery used in the experiment are summa-
rized in Table 8.3. The parameters are regrouped into two groups. First group as given
in Table 8.4 contains temperature independent parameters, and the second group as
depicted in Table 8.5 contains temperature dependent parameters. Thus, parameters

Table 8.2 GA parameters
taken in program

GA parameters Value

Number of cycle 100

Population length 500

Crossover probability 0.7

Mutation probability 0.2

Table 8.3 PV modules and
battery characteristics

PV module characteristics Battery’s
nominal
parameter

DC Lamps

Voc = 21.8 V Impp = 7.67
A

Vbat = 12 V V = 12 V

Isc = 8.17 A Pmpp =
135 W

C10 = 110
Ah

P = 11 W

Vmpp =
17.7 V

Table 8.4 Extracted
Temperature independent
parameters

Parameters Extracted value Parameters Extracted value

SOC0 0.7597 P1dc 0.406 VAh

P1c 7.234 Vah P2dc 3.041

P2c 0.667 P3dc 1.218 Vh

P3c 0.078 VAh P4dc 0.7812

P4c 0.492 P5dc 0.484 Vh

P5c 0.7421 Vh Vbodc 2.148 V

Vboc 1.781 V Kbodc 0.1270 V

Kboc 0.5313 V Bcap 0.513

Acap 3.351

Table 8.5 Extracted
temperature dependent
parameters

Parameters Extracted value

αc 0.0081 °C−1

Ctcoef 1.7871

αrdc 0.0197 °C−1

αrc 0.43−1
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of the first group are identified for a fixed temperature, whereas parameters of the
second group are identified separately.

After running GA for 100 cycles (Table 8.2 and Fig. 8.11a, b) using real measure-
ments of 2 days taking one sample every 1 min. The following results are obtained
wherein, Fig. 8.12a–e show the current provided by PV panel, the ambient temper-
ature, both matching and mean error between the simulated model results and real
measurements, respectively.

The obtained parameters by GA are shown in Table 8.4, for temperature
independent parameters and Table 8.5 for dependent temperature parameters.

Fig. 8.11 PV system and data acquisition. a Parameters extraction process by GA, b experimental
bench
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Fig. 8.12 Simulation and experimental results: a battery current measurement provided by PV
module, b ambient battery temperature measurement, c measured and simulated battery voltage,
d error between measured and simulated battery voltage, e the evolution of mean error

For the sake of more validation of the developed model in real conditions, real
data measurements provided by PV modules (current and temperature) for different
days are taken as battery input to compare the measured terminal battery voltage
with that given by both the developed and the former CIEMATmodels. A simulation
was done with the lead-acid battery model taking the new extracted parameters after
applying a GA and for a real current and temperature measure provided by the PV
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panel in different regimes (charge and discharge). We note that the energy provided
by the PV system varies randomly due to the continuous change of radiation and
temperature which gives a validation of the model in real condition. Figure 8.13(1–
3) shows both the current provided by PV model that passes through battery and
ambient temperature for three measurements in different days. Figure 8.14 shows
the simulation provided by the improved battery model with extracted parameters
usingGA, compared to the experimentalmeasurement and the simulationmodelwith
parameters given by CIEMAT in Table 8.1. It is obviously found that the improved
modelwith newextractedparameters presents a goodmatchingwith themeasurement
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Fig. 8.13 Battery current and ambient temperature measurements provided by PV modules, Test
1: three days, Test 2: four days, Test 3: four days
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Fig. 8.14 Battery voltage measurements of three experiments and simulation results obtained by
genetic algorithm extracted parameters and by former parameters
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Table 8.6 Mean error simulated versus measured voltage

Simulation 1 2 3

Mean error with parameters given by CIEMAT (%) 1.54 1.84 1.52

Mean error with parameters extracted by GA (%) 0.50 0.48 0.46

comparing to the model with the former parameters and gives a lowest mean error
as depicted in Table 8.6 wherein comparison between the mean errors obtained
by simulation with parameters extracted using GA and simulation results from the
former parameters is presented.

8.6 Conclusion

In this chapter, we have provided a highlight regarding the energy storage related to
PV systems. The battery behavior has been amply highlighted beside the battery state
of charge estimation methods. Moreover, a suitable modeling of the battery in PV
systemshas beenprovided aswell as parameters extractionbyusing real outdoormea-
surement. Furthermore, charging control methods and controller’s technologies have
been explained. In light of the aforementioned description, it is obviously found that
the modeling using CIEMAT model with parameters improvement gives promising
results in terms ofmatchingwith realmeasurement. Also, PWM-based controller can
be the adequate choice for the PV systems due to its advantage such as the possibility
of MPPT integration using a single converter.
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Chapter 9
The Flexibility in Power System
with High Photovoltaic Penetration
into Extra-High Voltage Level

S. Impram, S. Varbak Neşe, and B. Oral

Abstract The governments are adopting the use of renewable energy sources in
electricity generation due to reasons such as the increasing climate change and energy
supply security concerns and the rise of energy demand. Therefore, the share of
variable renewable sources, especially solar energy, in total installed power capacity
increases day by day. The power systems with the integration of solar energy sources
transform. A power system to cope with high shares of variable solar generation
needs to be flexible. In this chapter, the power system flexibility concept, the effect
of variable renewable energy penetration, especially power plants on power systems
flexibility, are examined. In addition, simulation studies are carried out for PV power
systems penetration into extra-high voltage levels, necessary regulations for grid
codes are determined, and solution methods are presented.

Keywords Power system stability · Photovoltaic power systems · Power grids ·
Power system stability · High-penetration photovoltaic

9.1 Power System Flexibility

Flexibility in power systems is the ability to provide supply–demand balance, main-
tain continuity in unexpected situations, and cope with uncertainty on the supply–
demand side. The flexibility concept has changed in parallel with the historical
development of power systems.

Initially, the flexibility in power systems was defined as the ability of the sys-
tem generators to react to unexpected changes in load or system components [1].
Uncertainty and availability concepts are introduced on the supply side as a result
of the increasing penetration levels of power generation from variable and hardly
predictable sources such as wind energy (WE) and solar energy (SE), besides con-
ventional generation systems. Hence, the flexibility of power systems has become a
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concept that needs to be redefined. Therefore, new methods and management needs
have emerged in order to provideflexibility in power systemswhere renewable energy
(RE) penetration has increased.

Recently, the flexibility concept in power systems has taken place in the literature
in a different way by organizations such as the International Energy Agency (IEA)
and the North American Electric Reliability Corporation (NERC). Also, authors
and groups have made their definitions in academic studies [2]. The IEA explains a
power system as flexible, if it can, within economic boundaries, respond quickly to
high fluctuations in supply and demand, ramping down a generation when demand
decreases and upwards when it increases for scheduled and unpredictable events [1].

In the regenerated concept, besides the uncertainty on the demand side, there is
also uncertainty on the supply side. In some references, flexibility is described as the
ability of a power system to use its resources in order to respond to net load changes
that are not served by variable generation [3–5]. According to a similar definition,
flexibility is the ability of the power system to accommodate the net load changes
by adjusting the in of adjustable loads or the output of generation units at certain
time intervals [6]. In the study conducted by the Institute of Energy Economics at
the University of Cologne on behalf of IEA [7], the flexibility concept defined as
the capability to balance rapid changes due to RES generation and forecast errors.
In another report of IEA [8], the capacity of the power system to modify generation
and consumption in response to expected and unexpected variability is expressed as
flexibility.

The supply and demand of the power systems are kept in balance, and the planning
is done without the restriction of load changes. The necessary generation units are
started up to provide balance by forecasting the loadbehavior [9]. Fromanoperational
perspective, flexibility is the potential of the generation to be deployedwithin a certain
period [10]. Bucher et al. [11] define operational flexibility as the ability of the power
system to damp the disturbances (such as generator trippings due to forecast errors
or changes in the power injection) in order to protect the safe operating condition.
Technically and economically, flexibility is the ability to cope with variability and
uncertainty in both supply and demand while keeping reliability at a satisfactory
level with a reasonable cost over various periods [12, 13].

9.1.1 Stability

A power system must be stable for proper and uninterrupted operation. The stability
of the power system is defined as the ability to restore the operating balance after
being subjected to a physical disturbance [14]. System stability is divided into three
categories: rotor angle stability, voltage stability, and frequency stability.

Rotor angle stability is related to the ability of the synchronous generators that
remain connected to the system after a failure. The occurred failure may cause loss of
synchronizationwith other generators as distorting the rotor angle in somegenerators.
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The transient stability, another form of rotor angle stability, includes system sta-
bility after major faults, such as loss of generation, line switching, or changes in load.
The time range for this type of stability is usually 3–5 s and can be up to 10–20 s for
large systems. The synchronization loss of a synchronous generator is influenced by
many factors such as grid, generator and load parameters, grid structure, magnitude,
and location of the fault [14, 15].

Frequency stability is the ability to keep system frequency constant after a failure
that causes an imbalance between generation and consumption. The frequency sta-
bility problem is often related to insufficient equipment response, poor coordination
between control and protection equipment, or insufficient generation reserves.

Voltage stability is the ability of the system to maintain a constant voltage level
in all busbars under normal conditions and after a failure. The main reason for this
instability is that the power system cannot meet the reactive power demand. Imbal-
ances in voltage can cause rejection of loads from the system, faults in transmission
lines, loss of synchronism in some generators, and voltage collapse [14].

One of the most important parameters for the synchronization of power systems
is the system inertia. As the power system, inertial response decreases, its sensitivity
to frequency deviations increases [15]. RE plants do not contribute to the system
inertia as they are connected to the grid utilizing power electronic components and
electrically separated from the grid. On the other hand, SE systems do not contribute
to inertia in any way due to their physical structure and reduce the system inertial
response [16].

9.1.2 Flexibility Parameters

Flexibility in conventional power systems is ensured by providing reserves and gen-
eration planning. Demand in such systems is highly predictable; hourly changes can
be balanced with regulation and load tracking reserves. A reserve is also kept for
unexpected generation outages or transmission line failures.

In modern power systems, besides the conventional generation units, there is
variable generation (VG) with shares depending on the level of penetration. Con-
ventional generation plants track changes in net load. The net load is the load that
cannot be met by a variable sourced generation. Depending on the penetration levels
of the variable RESs, the net load may have different properties than the normal load.
Increased variability and different ramping models are examples of these features.
Such features produce more flexibility need [17, 18]. Generation flexibility in power
systems is based on the three basic parameters, absolute power output range (MW),
ramping rate (MW/min), and energy level continuity (MWh), as shown in Fig. 9.1
[6, 17, 19, 20].

• The absolute power output range is the difference between the installed power
of a plant and the minimum power that it can operate in a stable condition. The
largeness of this difference can provide flexibility in wider system conditions.
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Fig. 9.1 Three dimensions of flexibility: power range, ramp rate, and continuity [17]

• The ramp rate shows how quickly the power plant can change its output power.
The sources that have a high ramp rate are more flexible.

• The energy level continuity shows the duration of a certain power output level
that the source can provide. The sources with a long duration increase flexibility
by meeting demand under long-term faults or outages.

In power systems, the flexibility of all components is preferred. These components
are classified into four categories [21].

• In a flexible generation, power plants should have a high ramp rate and be able to
be operated at a low output power.

• Flexible transmission lines should be able to access various balancing sources to
provide adequate capacity in case of congestion. Interconnections with neighbor
power systems and the use of smart grid technologies improve system flexibility.

• The instant and direct control of demand response, storage, and flexible distributed
generation should be achieved using smart grids for demand-side sources.

• Several practices can increase the flexibility of the existing system. Some of
them are making decisions in near real-time, use of more sophisticated weather
forecasts, and collaborating better with neighboring systems.

However, the flexibility indicators in a power system are changes in load, weather
forecast errors, outages of generation plants or transmission line equipment, and
generation from variable RE [22]. Also, in the report of the NERC’s Integration of
Variable Generation Task Force (IVGTF), three key features have been identified
that need to be considered when assessing the flexibility requirements in the power
system [23]. These are the magnitude of net load changes, the time interval over
which these changes occur, and the frequency of ramping events. Thus, it is aimed
to be able to distinguish periodic ramps and unpredictable ramps and to provide the
required flexibility for balancing a net load ramp in a certain time interval by using
the available resources properly [5].
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9.1.3 Renewable Penetration Effects on Power System

The need for sudden, high ramping, and frequent start-ups caused by the intermittent
and variable nature of the electricity generation from RES, coupled with the net load
changes, causes difficulties for conventional generation units [12, 13].

The variability concept is considered differently at every stage of planning and
operation. While the net load changes do not play an important role in long-term
resource planning, the diurnal cycle of weather conditions is a major factor in the
day ahead operation plan [13]. In the time interval (ms) that can be defined as a very
short term, some control systems are required due to the instantaneous changes in
the RE generation. These are control systems for low-voltage ride through (LVRT)
[24] active and reactive power, voltage, and ramp rate [25, 26].

The operational flexibility type depends on the time scale. While more frequency
control and reserves are needed in the seconds to minutes time interval, there is a
need of increased ramping capability for minutes to hours and planning flexibility
for hours to a day ahead time interval [13]. The flexibility time interval and variable
generation effects from the system planning perspective are shown in Fig. 9.2 [13].

In the case of a large proportion or all of the demand is supplied byRESgeneration,
the base load plants must reduce or completely stop their generation. However, these
plants should be re-dispatched tomeet the demandwith a decrease inRESgeneration.
This case constitutes a big problem since the start-up times of coal or nuclear power
plants are too long [26]. As a result of exposure of these plants to excessive cycling,
more wear and tear, metal fatigue, corrosion, and erosion are expected in the medium
term, especially in the components where there are high temperatures and pressure
[27–29]. This condition leads to an increase in operation, maintenance, and fuel
costs and a decrease in the life of the plants. Also, the plant outages for maintenance
purposes are more frequent [26, 27, 30]. In the long term, it will be a transition to
low-carbon solutions in base load plant technologies with carbon law and limitations.
It is also important that these are more flexible than existing technologies [26].
VRE penetration levels of countries at the end of 2018 that are an indicator of
rapid transition are given in Fig. 9.3 [31]. Existing power system flexibility makes
it easy to integrate PV electricity initially, but integrating larger shares will require

Fig. 9.2 Effects of variable generation on the flexibility timeline
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Fig. 9.3 VRE shares in total electricity generation by countries, 2018

greater flexibility. Higher power system flexibility enables more PVPP integration.
IEA classified VRE integration according to shares is shown in Fig. 9.4 [31]. In
phases 1 and 2, VRE integration management is easy and made by existing power
system flexibility. In addition, policy-makers attention contributes to integration. In
phases 3 and 4, VRE penetration is large. Hence, in these phases, flexibility can be
required and achieved by implementing demand-side response (DSR), expanding
grid interconnections, raising hydropower capacity, using CSP and other thermal
plants flexibly, and eventually expanding storage from pumped storage hydropower
and batteries. In phases 5 and 6, weather conditions and the time difference between
demand and generation are the primary impediments for integration [31].

Innovations are needed in the planning and operation of transmission networks.
The main purpose of the existing transmission lines is to transmit the energy from the

Fig. 9.4 Six phases of VRE integration and the four pillars of flexibility
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regional generation units to the load centers. However, the distance and voltage levels
are increasing with the installation of RES plants far away from the load centers at
the endpoints of the network.

On the other hand, the RES generation, which is distributed over a broader area,
decreases the variability of total generation, and this advantage can be utilized with
correct planning [32]. The increase in penetration levels requires finding the optimal
network topology. The network topology has a serious impact on transmission line
losses and overall system performance in the case of a fault [33].

9.2 The Growing PV System Penetration Effects on Power
System

Since PV systems started to become widespread, they were used as small and dis-
tributed systems, and they were connected to the network at the distribution level
until 2009. However, a PV system was connected to the transmission system for the
first time in the USA in 2009 [34]. In addition, interest in the connection of PVs to
high and extra-high voltage lines has increased, and in countries such as the USA,
China, India, Germany, and Spain, the installation of PVs connected to high voltage
lines has been realized [35, 36].

9.2.1 Impact of PV Systems on Power System Stability
and Flexibility

AstudyonPVsvoltage and reactive power responseswas performedby theCalifornia
Independent System Operator (CAISO) [37] for various connection types. It has
been indicated that overvoltage problems are inevitable due to the high share of
PV connected to the sub-transmission network in the study. It was also pointed out
that in a system with PV, Static Var Compensators (SVCs) caused higher transient
overvoltages. The main reason for this was stated as the injection of reactive power
for several cycles into the system by the SVCs due to their low operating speed after
the clearance of the fault. According to the steady-state analysis that was performed
for PV penetration by Eftekharnejad et al. [38], the most affected system parameters
are voltage magnitudes. Overvoltages occurred in the transmission line busbars,
especially at 20% and some other penetration levels. In a system with high PV
penetration after transient events, larger voltage drops were found after a fault. Also,
the disconnection of a large part of the rooftop PV systems resulted in increased
voltage fluctuations and damping times as the penetration levels increased. In another
study, the effects of centralized and distributed PV systems on the steady-state voltage
stability of the Ontario power system were investigated. Various penetration levels
with an installed power of up to 2000 MW have been examined. The results showed
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that the distributed PV could greatly improve voltage stability compared to the central
systems [39].

In studies performed for transient stability, the effect of penetration levelwasfirstly
investigated at a 5–30% range. The results show that improving the system stability
for penetration levels above 10% of PV depends on the fault ride through (FRT)
capabilities of these power plants [37]. Eftekharnejad et al. [38] investigated the
effects of rooftop and large-scale PV systems penetration on a large interconnected
power system. For this purpose, PV penetration levels of up to 50% were examined
by reducing the share of conventional generation. Analyzes have shown that high
PV penetration levels have both positive and negative effects on the system transient
stability. In addition, PV penetration levels, system topology, type, and location of
the fault are key factors for the nature of the effect (positive or negative).

Furthermore, the disconnection of a large proportion of rooftop PV causes devi-
ations in the rotor angles of nearby synchronous generators (SGs) and voltage fluc-
tuations. In another study, the effects of large-scale and distributed PV integration
on the transient stability of the Ontario power system have been examined. Critical
clearing time (CCT) indication was used to evaluate the system’s dynamic stability
performance. A three-phase short-circuit fault for 80 ms in the 500 kV transmission
line in the Toronto area has been tested. The results show that central PV power
plants with voltage and reactive power control do not change the system’s dynamic
stability. On the other hand, an increase in distributed PV penetration levels improves
transient performance [39].

Studies have also been conducted on the effects of PV penetration on small-signal
stability. Liu et al. [40] examined the effects of the location and penetration level of
PV generation on the two-area power system. The results show that the effect of the
high PV penetration level is positive or negative, depending on the state of the SGs
that are displaced. In another research, a 3-SG 9-bus test system was used, and the
system was modified with the real-time data of the Indian network. The effects of
variables such as solar irradiation, temperature, load, and configuration have been
investigated. An increase in rotor modes has been observed in the integration of PV
into the network and in the same way with increasing solar irradiation. Furthermore,
the damping of the modes has also increased with increasing load, while there is
a decrease with increasing generation [41]. Du et al. [42] used a single-machine
infinite bus power system in their study. Analyzes show that PV generation affects
small signal stability by interacting with conventional generation due to the lack of
rotating components. However, there are not any additional oscillation modes added
to the system. This effect varies depending on the operating conditions of the system
since the contribution of the damping torque of the PV power plant can be positive
or negative. After a certain critical operating condition, the effect of PV generation
on the system small signal stability becomes negative. Eftekharnejad et al. [43], in
another study, used large-scale PVs and rooftop PVs, which are aggregated at the
voltage level of 69 kV. According to the results, there is a significant reduction in
damping ratio as large conventional generators are displaced, while penetration level
increases from 30 to 40%. The increase in penetration level causes a decrease in the
system inertia resulting in a decrease of critical modes damping of the system.
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In the studies of PV penetration in terms of frequency stability, Alquthami et al.
[44] have assessed penetration levels of 5, 10, and 20% while keeping SGs in the
system. Simulations show that the system frequency stability is adversely affected at
20% penetration level. In another study carried out in a two-area power system, the
authors used a real-time simulation model of 4 × 50 MW PV system. In this study,
automatic generation control (AGC) was applied to allow the maximum penetration
level by adjusting the output power of the generators since SGs are not disconnected.
Increased penetration level in one region of the system led to positive effects in
both regions, such as faster damping of frequency oscillations and lower magnitude
(overshoot) of oscillations [45].

In a systemwhere a significant amount of SGs is disconnected, the control systems
and their coordination are affected as well. Besides, fault state characteristics exhibit
different features. The fault current of SGs is 5–10 times the nominal current, while
it is roughly two times for inverter-based systems and decreases with time. This
case sometimes prevents the protective relays from detecting the fault conditions in
inverter-based systems [46, 47]. On the other hand, the inverters can avoid the thermal
overloading of the network components by the rapid response to network imbalances.
Another advantage of inverters is that their fault currents can be programmed [46].

9.2.2 Modeling and Simulation

In this section, simulations are conducted in order to analyze the impacts mentioned
above transmission connected PV systems on power system stability. DIgSILENT®

PowerFactory is used as a software tool for modeling of a PV system, power sys-
tem, and application of transient stability analysis. This calculation software is a
computer-aided engineering tool for the analysis of transmission networks, distri-
bution networks, and industrial power systems. It is an advanced, integrated, and
interactive software package to use in planning and operating optimization, which
are the main objectives of power and control systems. Many transmission and distri-
bution system operators, research centers, and universities around the world use this
simulation software.

In many regions, generation plants from RESs are integrated into networks, lead-
ing to significant structural and topological changes in power systems. The enlarge-
ment and increasing complexity of power systems require various engineering and
analysis studies in terms of industrial and commercial applications during the plan-
ning and operation. Inefficient planning and operating of a network lead to cost
loss.

PowerFactory software offers a wide range of power systems analysis. Its func-
tions include load flow analysis, optimal load flow, short circuit analysis, network
congestion analysis, power quality and harmonic analysis, network reduction, arc
flash analysis, techno-economic analysis, small-signal analysis, and system stability
analysis. It also has a big library that includes components such as line conduc-
tors/cables, loads, generators, transformers, busbars, relays, and breakers. In this
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way, it is possible to create a model with components that are accepted or commonly
used according to international standards.

In order to observe the response of the transmission system to increased PV
system penetration, dynamic simulation results of the model should be examined.
The transient simulation functions in the software analyze the dynamic response of
large and small-scale systems in the time domain. Thus, it enables detailed modeling
of complex and large transmission systems considering electrical and mechanical
parameters [48].

9.2.2.1 The Test System

The test system, which is used for the simulations, is a built-in transmission system
model of DIgSILENT. Various shares of VRE are simulated, adding additional PV
systems and an aggregated dynamicmodel,which represents a large-scale PVsystem,
is used in the simulation. As the output power of PV systems varies with solar
radiation, power system behavior during these fluctuations is evaluated.

In order to observe the effect of increased PV systems penetration into the
extra-high voltage level on the power system, simulations were performed in the
transmission line model of DIgSILENT (Figs. 9.5, 9.6, 9.7, 9.8 and 9.9).

• This system consists of four regions, 13 substations, and 25 busbars.

Fig. 9.5 General view of generation and load busbars in the regions
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Fig. 9.6 Single line diagram of northeast region

Fig. 9.7 Single line diagram of northwest region
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Fig. 9.8 Single line diagram of southeast region

Fig. 9.9 Single line diagram of southwest region
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• Energy transmission is carried out at 400 kV level through 25 lines.
• There are 18 SGs, 3 WE, and 4 PV systems as RES for electricity generation.
• It reflects the diversity of thermal power plants in a real power system, with the

fact that SGs fuels are nuclear, coal, natural gas, and liquid fuels.
• The total installed capacity of the system is 9918 MW with 8568 MW thermal,

750 MW wind, and 600 MW solar.
• According to these values, the ratio of RE to the installed power is 13.6%. On the

other hand, the total demand is 6050 MW [48].

Each SG in the system has automatic voltage regulator (AVR), power system
stabilizer (PSS), and turbine governor. The turbine governor helps regulate the system
frequency by regulating turbine speed and hence power. It controls the amount of
steamgoing into the turbine and the amount of gas going into the combustion chamber
in the gas turbines, depending on the power and speed error [49]. The main function
of PSS is to damp the generator rotor oscillations in the range of 0.1–2.5 Hz at the
system, which are called electromechanical oscillations by Kundur [50]. The output
signal of the PSS, a feedback controller, is added to the summing point at the input
of the AVR [51]. Finally, the task of the AVR is to control the voltage and reactive
power change by acting on the excitation system of the generator. In cases such
as fault and overload in the system, the generator excitation voltage is regulated
by AVR to ensure that the end voltage is kept within limits allowed by the system
stability [52].

9.2.2.2 Case Studies

The existing RESs in the system are predominantly in the southwest region. Assum-
ing that the resources in the region are more efficient, this region has been selected
to add PVs. It is also important to note that the existing RES and the added PVs are
directly connected to the transmission system at 400 kV voltage level via transform-
ers. Considering that RE will replace conventional systems, SG that is equivalent to
installed power of added PVs has been disabled. In some cases, disabled conventional
is not equal to the added power due to single units and high power of generators.

It is assumed that the existing PVs in the model does not generate during the
simulation. The power output of each RES is 115 MW. The solar systems existing
in the DIgSILENT PowerFactory software were used to model the PVs. The solar
panel model that has 500 kW power and 0.9 power factor was used for PVs. The total
power of power plants can be increased by entering the number of parallel inverters
in the solar panel. In the solar panel model, there are solar radiation and temperature
inputs, active and reactive power control, and control of active power drop for high
frequency. The output voltage of the solar panel is 0.4 kV. In order to connect to the
transmission system without using two set up transformers, the output voltage of the
PVs is assumed as 16.5 kV. For this reason, 16.5/400 kV transformers are used for
the connection of PVs in the DIgSILENT transmission system model.
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The reason for choosing themodel that allows easy operation and high penetration
levels is to observe the initial stage of challenges at VRE penetration into extra-high
voltage level for the interconnected system. The range of 5–10% penetration levels
is considered as low level. So, in this part, the higher penetration levels are observed.
The required PVs were added to reach 15, 20, and 30% penetration rates that will be
investigated. In a power system, protective devices take actions after 11–30 min time
range for the necessary operations in frequency imbalances. Therefore, protective
devices have been deactivated to examine the power system response clearly. Also,
the outputs of the added PV power plants were changed every 15 min to simulate
solar energy variability. The total simulation time is 1 h and 15 min, and added plants
are running at full power for the first 15 min. The plants operate at 75, 50, and 25% of
nominal power for each following 15-min periods, respectively. At the 60th minute
of the simulation, the power output of the added plants is zero.

Under normal operation conditions, frequency is stable at 49.999 Hz, and the
voltage value is stable at 0.999 pu for busbar SW_03-BB1 that is in the PVPP region.
These results show that the system is stable under normal operation conditions, and
the model reflects a real power system operation. Load flow analysis under normal
operation condition is shown in Fig. 9.10. As in the load flow analysis figure, there
is no overloaded transmission line in the network.

In case 1 (15% solar energy): To reach 15% solar energy, the installed PV capacity
of the system needs to be increased by 150MW in total. Therefore, two 75MW solar

Fig. 9.10 Load flow analysis of the model under normal operation conditions
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power plants were included in the system. Besides, a 450 MVA natural gas-fired
thermal plant was deactivated.

In case 2 (20% solar energy): For the next level, 20% to be tested, the addition
of 650 MW PV to the system is required. 2X250 MW and 2X75 MW solar power
plants were added to busbars in the southwest region. At the same time, 592 MVA
natural gas-fired SG was also deactivated.

In case 3 (30% solar energy): Finally, the 30% PV share was tested. In order to
achieve this ratio, 1650 MW PV is added to the system. 6X250MVA and 2X75MVA
PV were equally distributed to busbars in the southeast. In addition, two coal plants,
each with a power of 592 MVA and a natural gas-fired power plant with a power of
450 MVA, were deactivated. The total power of the disabled SGs is 1634 MVA.

For power systems, the frequency band is normally accepted as 49–51 Hz (±2%)
and the voltage band as 0.9–1.1 pu (±10%) for normal conditions in grid codes. For
all examined penetration levels in the power systemmodel, voltage values of busbars
in all four regions and system frequency values are given in Tables 9.1 and 9.2.When
the table is examined, it is seen that busbar voltages for all penetration levels are in
the range of 0.9–1.1 pu limit values. One important point to consider when evaluating
this situation is that supply 9918 MW and demand 6050 MW in the model under
normal operating conditions. The power system model operates under conditions
where supply can easily meet demand. In addition, at all penetration levels, system

Table 9.1 Busbar voltages in southwest, southeast, and northwest regions in the power system
model for all case studies

PVPPs
output
power
(%)

RE
penetration
rate (%)

SW_03-BB1 SE_01-BB1.2 NW_01-BB

Time (s) Voltage
(pu)

Time (s) Voltage
(pu)

Time (s) Voltage
(pu)

100 15 453.850 1.001 457.180 0.999 440.450 1.012

100 20 408.220 0.999 409.637 0.999 373.317 1.012

100 30 283.900 0.989 437.580 0.997 342.580 1.007

75 15 1351.322 1.001 1345.982 0.998 1316.472 1.012

75 20 1312.202 0.998 1289.722 0.998 1259.052 1.012

75 30 1169.632 0.991 1326.132 0.996 1228.332 1.008

50 15 2251.392 1.001 2251.262 0.998 2221.892 1.012

50 20 2224.652 0.998 2206.292 0.997 2147.582 1.011

50 30 2116.852 0.991 2228.612 0.994 2139.292 1.007

25 15 3167.522 1.001 3111.352 0.998 3154.192 1.011

25 20 3040.352 0.998 3055.802 0.996 3033.252 1.011

25 30 3047.412 0.990 3064.073 0.991 2997.132 1.006

0 15 4046.232 1.000 4059.592 0.998 4064.842 1.011

0 20 3969.922 0.997 3949.932 0.995 3921.902 1.010

0 30 3949.842 0.986 3986.132 0.988 3958.122 1.002
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Table 9.2 Voltage of northeast busbar and frequency in the power systemmodel for all case studies

PVPPs output
power (%)

RE penetration
rate (%)

NE_04-BB SW_03-BB1

Time (s) Voltage (pu) Time (s) Frequency (Hz)

100 15 448.490 1.002 419.090 49.996

100 20 423.607 1.002 362.600 49.999

100 30 364.930 0.999 306.250 49.998

75 15 1345.972 1.002 1351.242 49.982

75 20 1259.052 1.002 1312.192 49.943

75 30 1273.072 0.999 1289.812 49.834

50 15 2251.402 1.002 2251.352 49.966

50 20 2147.502 1.001 2241.812 49.873

50 30 2153.292 0.999 2139.222 49.528

25 15 3119.502 1.001 3127.422 49.955

25 20 3086.842 1.001 3034.562 49.771

25 30 3212.242 0.997 3041.782 49.233

0 15 4065.012 1.001 4064.902 49.941

0 20 4025.382 1.000 4029.872 49.665

0 30 3958.292 0.995 3921.922 48.888

frequency is in the range of 49–51 Hz normal condition limit values even while
VRE-based generation is at the lowest generation level. Even in lack of VRE-based
generation at 15 and 20% levels, frequency iswithin the normal condition limit values
range. In lack of VRE-based generation at 30% penetration level, frequency is out
of normal condition limits with 48.888 Hz.

In addition, smaller power systems such as the used model require a narrower
frequency band for disconnection, for example, Malta and Canary Islands. For the
most of a year, the normal frequency range on Malta is in the range of 49.5–50.5 Hz.
In the Canary Islands, frequency is in range of 49.85–50.25 Hz [53]. In case lack of
VRE-based generation at 20% penetration level, normal operation limit values are
exceeded with 49.233 Hz. In addition, the voltage response of all busbars and fre-
quency response of the system for the highest penetration level of 30% are presented
in Figs. 9.11, 9.12, 9.13, 9.14 and 9.15.

9.3 Grid Codes and Operation

The regulations required for the reliable, stable, and low-cost operation of a power
system are called grid codes. These codes cover the obligations of the transmission
system users and other users who are connected to the distribution system but affect
the transmission system. They also consist of the plant design and operation rules that
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Fig. 9.11 Frequency response of SW_03-BB1 busbar in the southwest region

Fig. 9.12 Voltage response of SW_03-BB1 busbar in the southwest region
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Fig. 9.13 Voltage response of SE_01-BB1.2 busbar

Fig. 9.14 Voltage response of NW_01-BB busbar
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Fig. 9.15 Voltage response of NE_04-BB busbar

they must comply with, the issues to be observed for operating system considering
the conditions related to transmission system planning and system security [54].

These codes have traditionally been developed for the connection of synchronous
generator-based power plants to the grid. On the other hand, although the share of
RES for electricity generation at first was very low compared to conventional power
plants, it has increased recently. Therefore, to operate the power system stable, there
was a need to prepare codes for RE generation plants.

Currently, the standards required for the integration of RESs are national. As
taking into account the past experiences and practices of other countries, countries
update grid codes when necessary. Grid codes in different countries are similar since
the basic objectives are the same.

Although they are generally similar, grid codes may vary in content or the
requested values for various reasons. How the network is managed throughout the
country, the development level of generation from RE, power system characteristics,
and the different operators can be shown as examples of these reasons [55].

According to technical requirements, voltage tolerance is normally within±10%
of the nominal value. On the other hand, the frequency tolerance is much less and in
the range of ±2% in large interconnected systems. Apart from the given tolerances,
the plants must remain connected to the system for a certain period of time depending
on the fault magnitude. These determined time intervals allow duration for the system
operator to take action against faults.
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The technical requirements that should be added to the grid codes according to the
penetration level of the variable RESs determined by the International Renewable
Energy Agency (IRENA) are listed in Fig. 9.16 [53].

Since the wind power plant (WPP) is a more common and mature technology,
the focus is on the connection of them to the grid. Only countries like Germany,
Denmark, Spain, and Italy are looking for specific technical requirements for PVs.

The development of grid codes should be carried out in coordination with energy
policies. Otherwise, problems may arise in terms of operating the system. In Ger-
many, for example, in the period of low PV shares, it was mandatory for the power
plants connected to the low voltage (LV) network to be disconnected when the sys-
tem frequency was above 50.2 Hz. However, with the rapid increase in PV power
systems, the requirement for disconnection has become a threat to system stability.
This requirement, which was added to the early grid codes, was later corrected by

Fig. 9.16 Technical requirements according to variable renewable energy penetration
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incentive programs as it was not suitable for a high share of variable RES. Disconnec-
tion of the PVs with tens of GW power in the event of high frequency can cause the
system to collapse. Updates in 2012 brought a gradual power reduction in proportion
to frequency, and incentives were needed to adapt existing power plants to the codes
[53].

9.3.1 Fault Ride Through (FRT) Requirements

One of the most important conditions added to the grid codes with the increasing
share of variable RESs is FRT. In case of faults such as short circuit, the voltage
drops below its normal value until the fault is cleared. Conventional generators help
to minimize the spread of voltage collapse by injecting high current into the grid and
staying in the circuit in such faults.

In case of a low share of RE plants, the shutdown of plants does not affect system
stability when the voltage sags below a certain value. However, when their shares
in generation increase, a power loss exceeding the capacity of primary reserves may
be experienced due to shutdown of many power plants. This case causes consecu-
tive faults in the system. Therefore, most of the current grid codes require variable
RE power plants to remain active for a period in the event of voltage collapse and
contribute to the regulation of voltage after fault [53].

FRT requirements of PV power plants (PVPP) during fault are shown in Fig. 9.17
[56]. In the figure, there are three main regions about the voltage values during the

Fig. 9.17 FRT requirements
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fault and duration of FRT. Vn represents nominal voltage value, V 0 indicates lower
limit at voltage collapse, V 1 indicates safe voltage reached after clearing the fault.
Area A is the state where PVPP works continuously. In area B, PVPP must remain
connected to the system for a certain period and maintain its normal generation. It
must provide maximum voltage support by adding sufficient controlled reactive cur-
rent to help stabilization of voltage. In area C, PVPP does not have to stay connected
to the grid, and disconnection is allowed [56].

FRT requirements have differences according to the country (Denmark, China,
Spain, Romania, South Africa, USA, Germany, Turkey);

• V 0 voltage: 0–0.20 pu, t1 time: 0.15–0.625 s.
• V 1 voltage: 0.85–0.90 pu, t2 time: 0.5–3 s.

9.3.2 Voltage and Frequency Limits

Power system frequency is an indicator of the balance between generation and con-
sumption. Any variation in planned generation or consumption causes system fre-
quency to deviate from its nominal value.A sudden increase in load sets off a decrease
in frequency, and generation must be increased by primary control to reach its nom-
inal value again. Low-frequency values are the result of unexpected shutdowns of
generation plants. On the other hand, excessive frequency is caused by a decrease in
load or an unexpected increase in generation.

The grid codes require that the PVPPs are operated continuously within voltage
and frequency values that constitute the normal operation conditions. Besides, it is
requested that plants remain in operation for a certain period outside these condi-
tions [57]. Voltages and frequency deviations outside the given tolerances and VRE
generators are expected to ride through, are shown in Fig. 9.18. They are assigned as
high-voltage ride through (HVRT), low-voltage ride through (LVRT), and frequency
ride through (FRT) requirements [58].

In Denmark, voltage fluctuations (0.9–1.1 pu) of up to ±10% at grid connection
point are normal operation conditions. The normal operation frequency is in range
of 47–52 Hz for PVPPs and 49.5–50.2 Hz for WPPs. The minimum duration of FRT
for PVPPs is not specified [59, 60]. The normal operation voltage for Spain is in
the range of 90–111.5% of specified levels. The nominal operation frequency is in
range 47.5–51.5 Hz as in Germany. According to voltage and frequency values, the
minimum FRT duration is 3 s below 48 Hz [61]. The frequency range of normal
operation is between 49.5 and 50.2 Hz for China. The PVPP must also withstand
frequencies of 48–49.5 Hz for 10 min. If the frequency is higher than 50.2 Hz, PVPP
must remain connected for 2 min, after which it must shut down [56].
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Fig. 9.18 Typical operation ranges (for a 50 Hz system)

9.3.3 Active Power and Frequency Control

Active power control is the ability of RESs to adjust their active power to a specified
level by a specific ramping ratio. These requirements are required to ensure that
system frequency remains constant to prevent overloading of transmission lines and
to reduce the effects of the dynamic operation of the RESs [57].

Active power control inWPPs and PVPPs must be able to keep up with variability
in energy sources. Active power control is presented as three main requirements.
These are absolute power restriction, delta power restriction, and ramp rate restriction
(Fig. 9.19) [56].

The absolute power limitation is used to keep power at connection point at max-
imum power limit determined by set values transmitted by the operator. The main
reason for this is to prevent network overloading in critical situations. Absolute gen-
eration in the USA is known as power outage [56, 59, 60]. Delta power constraint is
used to limit the output power of the plant to the desired value below its current active
power. In this way, it is possible to reserve upwards if necessary and is a percentage
of the absolute power that PVPP can normally provide. This reserve helps to have
future control of PVPP when frequency or voltage deviation occurs [56, 60]. Ramp
rate constraint determines the change rate of active power at power output changes
or required reference values. Thus, rapid active power changes that can affect sys-
tem stability are prevented. PVPP must meet these requirements despite radiation
changes and cloud coverage [56].
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Fig. 9.19 Active power control constraints for PVPPs

9.3.4 Reactive Power and Voltage Control

With adaptations made in grid codes, the RESs need to contribute to voltage regu-
lation of system such as conventional power plants. Power plants must be capable
of exchanging reactive power with the system to adjust the voltage at the point of
common coupling. Under normal operation conditions, the voltage level at the point
of common coupling can be increased by injecting reactive power into the system or
decreased by drawing reactive power from the system [57].

There are two main difficulties in control of the connection voltage of RESs to
the grid. First, the voltage must be kept in the dead band specified by the system
operator. The second is the obligation of the plant to comply with the operator-
specified capability curve between reactive power and active power. There are several
methods for voltage control. These are voltage control, power factor control, and
reactive power control. The voltage regulation controls voltage value depended on
the “droop” function. Here, “droop” is voltage variation that occurred due to reactive
power change. Power factor regulation controls reactive power depending on active
power value. Finally, reactive power control regulates reactive power at connection
point independently of active power. Power plants should be able to control reactive
power and voltage by the methods mentioned above [56].

9.4 Providing Flexibility

The flexibility requirements on the supply side of the power system can be met by
part-loaded operation of power plants connected to the system, load following, and
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quick start/shutdown time. In cases of the load increment, part-loaded plants can
contribute as load following and reserve. However, their contribution depends on
ramp-up rates and the capacity difference between their maximum capacity and their
actual generation. Likewise, in cases of load reduction, their contribution as load
following and reserve also depends on ramp-down rates and the difference between
their actual generation and minimum stable generation [12]. The evaluation of flex-
ible and inflexible plants determined according to the variables mentioned above is
given with dimensions presented in the IEA report [62], and typical characteristics
of existing generation plants are shown in Table 9.3 [62]. Technologies that are pro-
viding flexibility to the power system should be evaluated with these dimensions.
This case leads to different profiles for technologies, and it is necessary to consider
whether a particular technology is useful for integrating the high share of VRE and
how it is being evaluated. The fuel type may not be an indicator that a plant is
flexible. The design characteristics of different gas and coal plants can lead to very
different performance profiles. A flexible coal plant can provide lower minimum
generation levels and better ramp capability than an inflexible combined-cycle gas
turbine (CCGT).

Similarly, different turbine types in hydroelectric power plants can perform differ-
ently in terms of providing flexibility. However, safety regulations in nuclear power
plants may block generation. At the same time, start-up times of nuclear plants are
two hours from hot state to two days.

Table 9.3 Characteristics of
flexible and inflexible plants
according to IEA

Technology Mini stable
output (%)

Ramp rate
(%/min)

Lead time,
warm (h)

Gas CCGT
inflexible

40–50 0.8–6 2–4

Gas CCGT
flexible

15–30 6–15 1–2

Steam
turbine
(gas/oil)

10–50 0.6–7 1–4

Coal
inflexible

40–60 0.6–4 5–7

Coal flexible 20–40 4–8 2–5

Lignite 40–60 0.6–6 2–8

Nuclear
inflexible

100 0 –

Nuclear
flexible

40–60 0.3–5 –
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Fig. 9.20 Demand-side
management classes

9.4.1 Demand-Side Management

In a power system, many factors in the supply-side will increase flexibility, and the
demand side can also contribute to flexibility [63]. The more special case of demand-
side management is the demand participation, i.e., is the ability of the end consumer
to control their devices and reprogram their operation [64]. It can be classified as
increasing (valley filling, load growth), reducing (peak shaving, conservation), or
re-scheduling (load shifting) of electricity demand (Fig. 9.20) [65].

The system operators ensure that the period in which demand is increasing coin-
cides with the time of high generation from RESs. With this method, electricity
consumption is not reduced; only the consumption is shifted to a more convenient
time in terms of network operation [64]. In this way, demand-side management acts
as a reserve. This condition is especially evident when low demand time and high
generation time are the same [66].

When peak load and VRE generation are high, a decrease in VRE output power
is a major problem for the system. In this case, the system can be eased by reduc-
ing consumption with demand-side management [67]. However, Strbac’s research
[66] stated that demand-side management could compete with conventional methods
about supplying reserves in a system contains a high amount of unpredictable wind
energywith only inflexible generation. The contribution of demand-sidemanagement
is lower in a system that contains flexible plants.

9.4.2 Flexible Coal, Natural Gas, and Nuclear Plants

Coal plants are used as base load power plants, which will operate for maximum
time with constant output power throughout the world. While the flexibility level of



9 The Flexibility in Power System with High Photovoltaic … 191

the existing coal plants can be increased by renewing used technology, new plants
can be designed more flexible [68]. The undesirable effects of gained flexibility
on coal power plants are low efficiency resulting from continuous start–stop and
ramping, increased cost, shorter equipment life, and more maintenance requirement.
Manufacturers are also looking for new solutions to mitigate these effects [28].

Nuclear power plants are base load plants with the least flexibility, according to
many groups. The majority are designed to operate at full power and to be stopped
only for fuel replacement or periodicmaintenance. However, flexibility can be gained
to these power plantswith the necessary design and operation style [8, 69]. According
to the International Atomic EnergyAgency, most of the existing nuclear power plants
have a power output range of 50–100% of reactor thermal power and ramping rates
of up to 5%/min. However, these features are not a part of their daily operations
[69]. Only certain countries have experience in designing and operating in a wide
flexibility range of nuclear power plants. In France, some nuclear power plants can
change their output power from 30 to 100% in 1 h and from 60 to 100% in 30 min
under load tracking mode [8, 69]. The USA has increased the installed capacity of
pumped hydraulic power plants to solve this flexibility problem. When the demand
is low, a part of the generation of nuclear power plants is directed to these plants so
that stored energy is used when demand is high [70].

With natural gas power plants, which are used as base load ormedium-level power
plants, flexibility can be gained to the system at a certain rate. The most common
are CCGTs due to their capacity diversity, high efficiency, and low energy costs.
The new generation of high-performance CCGTs is much faster than conventional
CCGTs with a start-up time of 40 min. However, gained flexibility causes wear on
mechanical components, as in other plants, it requires more frequent maintenance
and increases operating costs [71].

9.4.3 Flexible Cogeneration Plants

Cogeneration plants are important to ensure high RES penetration rates. Correct
heating and cooling applications can be flexibility sources. However, cogeneration
plants are not flexible due to their generation planned for heat load in many coun-
tries [62]. Flexibility can be given to cogeneration plants by changing operations and
equipment [72, 73]. Changes in the operating methods according to heat load, elec-
tricity demand, or existing generation of cogeneration plants or use of heat storage
tanks with electric boilers can be given as examples [73].

Denmark is one of the countries that have the largest cogeneration system in
Europe, with a 50% rate in electricity generation [74]. Furthermore, cogeneration
plants are operated flexibly in the country with highWE penetration. These operating
modes are shown in Fig. 9.21 [62].

Cogeneration plants use fossil fuels to meet demand in case of high heat demand
and medium/low generation from RES (Mod 1). In the case of the high generation
from RES and low heat demand, the output of the cogeneration plant can be reduced.
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Fig. 9.21 Operating modes of wind power and cogeneration plants in Denmark

A part of the demand can be met by heat storage if necessary (Mod 2). In cases
of generation from RESs exceeds demand, electrical energy can be used in elec-
tric boilers to meet heat demand, can be stored as heat, or can be used for both.
(Mod 3) [62].

9.4.4 Renewable Energy Generation Curtailment

Due to the variability and predictability issues of variable generation, the integration
of wind and solar power may be limited. When wind power and PV systems cause
transmission or operational constraints, the system operator may be forced to accept
less wind and solar power than what is available. This event is called curtailment
[75]. The low capacity factor of WPP affects transmission line design. Due to their
variable structure, the time of usage at installed power is limited in their integration
[76]. Therefore, the renewal of the transmission line for the entire installed capacity is
often not an economicalmethod. Therefore, if there are supply constraints, generation
curtailment can be a more economical solution [75, 76].

In addition, congestion due to insufficient transmission line capacity or regional
network restrictions requires system operators to use resources at higher prices. Due
to differences in construction times, VREs can be built before required transmis-
sion line projects. So, their generation may be curtailment until the transmission
line infrastructure is commissioned. In this case, generation curtailment at regular
intervals can be a more economical solution than expanding the transmission line.

The minimum output power of thermal power plants is also one of the reasons
for generation curtailment. If VREs cannot meet the downward reserve requirement
of the system, thermal power plants undertake this task. To provide reserves, power
plants increase their power levels and reduce the share of generation from RE. How-
ever, this is not a problem for modern wind and solar power plants. In addition to
thermal power plants, hydroelectric power plants may also be subjected to a limit on
their output power due to environmental reasons and irrigation problems.

On the other hand, generation curtailment is also applied in the distribution system
to prevent high penetration levels and feedback (generation more energy than feeder
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consumes). Feedback can cause voltage control problems due to the variability of
RE. If the infrastructure is not designed or adapted for such an operation, it is a
problem for feedback protection devices.

Finally, asynchronous generation levels need to be limited, especially in small or
island systems, tomaintain system frequency and stability.ModernWPP and PVs are
connected to the grid through power electronic elements. Since these plants replace
synchronous generators that contribute to system inertia, serious fluctuations may
occur at system frequency in case of failure [75].

Many power systems around the world with high RE rates encounter generation
curtailment problems. At the end of 2017, the installed capacity of RE is 619 GW in
China so that is the leader. Of this value, 341 GW is hydroelectric, 164 GW is WE,
and 131 GW is PV. China, the leader in renewable energy, is the country that faces
the most serious problem of renewable curtailment [77]. The structural reasons for
this problem are weak network, clustering ofWE resources in remote areas, high coal
plant ratio, and lack of adequate market mechanisms. Unfavorable tariff guarantee,
unreasonable dispatch priorities, lack of required grid codes, and low wind forecast
accuracy are operational challenges [78].

In China, the generation curtailment problem began in the Inner Mongolia region
in 2009 and spread throughout the country in 2010. Generation curtailment in solar
energy occurred in 2013. Between 2013 and 2016, there was an average of 15%
solar energy generation curtailment across the country. Between 2011 and 2015,
an average of 15% WE generation curtailment was across the country. This rate
increased to 43% in the northern regions of China in 2016 [79]. In China, WE
generation curtailment, on average, was 17% in 2016, according to data from the
National Energy Administration (49.7 TWh) [80].

Wind and solar power are showing rapid growth in China. In 2018, China added
a 44.26 GW solar PV. By increasing about 20 GW of WE, total installed power
reached 184 GW at the end of 2018. It means that China accounts for 52.9% of
wind and solar capacity additions, which now show that wind and solar are the main
sources in electricity generation. Importantly, the generation from wind and solar
PV continues to increase, while curtailment levels are decreasing. In 2018, wind
generation increased by 20% annual, while curtailments decreased by 5 points to
7%. In the same period, the generation from solar energy increased by 50%, while
curtailments decreased by 2.8 points and were 3% [81].

In 2016, an island system, Ireland and Northern Ireland, 227 GWh generation
curtailment was occurred from 7620 GWhWE generation. This value was decreased
by 215 GWh compared to the previous year. 52% of these curtailments were caused
by problems in the system and 48% due to regional network problems. Ireland had
increased the asynchronous penetration limit in the system from 50 to 55% in March
2016, and 60% started testing in November 2016 [82]. Significant improvements
have been achieved in generation curtailments in Italy between 2009 and 2014.
In these years, generation curtailment has not occurred in solar energy; the 10.7%
curtailment in WE in 2009 decreased to 0.8% in 2014. This reduction was achieved
through investments to compensate for the insufficiency of the transmission line
between south and north, which is one of the main reasons for curtailment.
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On the other hand, there was no significant curtailment in Denmark and Portugal
that have high WE penetration. In Portugal, according to codes, curtailment from
renewable generation is not allowed except for technical problems. For the 317 h in
whichdemandwas exceeded in2016,Denmarkdidnot need togeneration curtailment
by using interconnections with neighboring countries [75]. In Germany, the amount
of unused energy due to generation curtailment increased by three times in 2014
and 2015 compared to the previous year. In 2015, compensation for curtailment was
estimated at 478 million euros [83].

RE generation curtailment can be considered as one of the indicators of flexibility.
The high amount of curtailment indicates that the system has not the flexibility to
use variable RESs in its proportions. With increasing penetration levels, curtailment
problems may increase, and this can be a deterrent reason for new investments.

9.4.5 Strengthening and Expanding Transmission Lines

Strengthening of the transmission line is an important factor in RESs integration to
network with the contribution of increasing flexibility. These contributions are such
as balancing energy generation spread over a wide area, providing access to remote
regions where RE generation is intensive, facilitating exchange with neighboring
countries, and connecting to international energymarkets is an important factor in the
integration of RESs in the network [68]. Reserves and load diversity in the planning
and operation of transmission lines help to balance variable renewable generation.
As the balancing region expands, the variability rate of RE decreases and thus can
increase power system flexibility [84].

There are also some difficulties in RESs integration into the network [85]. Due
to the nature of wind and solar, problems are caused by the fact that RES are spread
over a wide geographical area. A significant generation or demand increment in a
region causes uncertainties in transmission line planning. Besides, a WPP project in
the remote region cannot be financed without access to the transmission line. The
plan, license, and construction period of a transmission line can last up to 5–10 years.
Also, the transmission line cannot be constructed without proving the necessity of
the line for the operation of WPP. It is a disadvantage that the manufacturer pays for
a transmission line in advance, and the inclusion of new manufacturers in this cost
is a controversial topic [85, 86].

From an economic point of view, it is costlier to connect remote RESs to the net-
work than conventional systems [85]. To operate the transmission line economically,
the price difference between the high-priced zone and the low-priced zone must be
higher than annual investment and operation costs. To achieve this, it is desirable to
carry a large amount of energy by low-cost transmission [86].

Technically, there are problems with network topologies and connection types.
Efficient and inexpensive network connection “spaghetti” occurs where each power
plant in a remote region has connected the network on its own (Fig. 9.22a). The
scale efficient network extension (SENE) structure (Fig. 9.22b), where a region is
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Fig. 9.22 Transmission line topologies for connection of generation in a remote area

connected to the consumption center by a high-voltage line, is more useful when
power plants that can be built later are considered. Another option is created by
adding a center to the SENE approach (Fig. 9.22c [85]). An additional high direct
voltage (HVDC) line may be required if there are thousands of MW generation in a
particular region [85].

InGermany, the intensity of generation fromWEis in the north,whereas consump-
tion intensity is in the south. This high amount of long-distance transmission causes
bottlenecks in the network. Power transmission is carried out through transmission
lines of neighboring countries (Poland, Czech Republic, Netherlands, and Belgium)
instead of the national transmission line to eliminate this problem [87]. Malek et al.
[88] pointing to this problem stated that, with the increase of wind and solar energy
generation in Germany, congestion would be observed, especially in Austria and
Poland networks. With the decommissioning of nuclear power plants (8386 MW by
2022) and conventional power plants, the southern generation will be significantly
reduced. Additional transmission line capacity will be required in areas where con-
ventional power plants, RES, and storages (e.g., Scandinavian countries) are located
to ensure supply security in this region. Therefore, Germany plans to commission
two long-distance HVDC transmission lines (Fig. 9.23) in 2025 [87–89].

The European Network of Transmission System Operators (ENTSO-E) launched
a European-wide project in 2010 called the Ten Year Network Development Plan
(TYNDP) with national and regional investment plans. Especially in line with tar-
gets determined by the European Union, it is aimed to provide more economic RE
integration [89].

According to ENTSO-E Network Development Plan 2018 report, in 2030 scenar-
ios, it is that 48–58% of the demands will be met from renewable energy sources.
It will reduce CO2 emissions by 65–75% compared to the 1990s. Thus, to improve
the flexibility of the system, 166 transmission projects consisting of an overhead
line, subsea, and underground cables have been proposed. For this, an investment of
approximately EUR 114 billion is proposed. Also, the importance of interconnec-
tions between the Member States for further integration of the VRE is emphasized.
It was stated that if the nominal transmission capacity of the interconnected mem-
bers was below 30% of the peak load, the options for additional interconnections are
required. Regarding the security of supply and RES integration criteria, the exist-
ing interconnection grid shows additional needs for interconnection development to
be the most urgent in Spain, Great Britain, Ireland, Italy, Greece, Finland, France,
Romania, and Poland in all scenarios [90].
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Fig. 9.23 Routes for a
transmission line that
required strengthening of
Germany [89]

Social opposition also creates delays in the construction of new transmission lines
[91]. Dynamic evaluation of transmission capacity and better control of power flow
and more efficient use of existing lines are an alternative solution. Nearly, all of the
transmission line capacity is used with the equipment providing power flow control
such as phase changer, HVDC transmission lines, and flexible alternating current
transmission systems (FACTS). Consequently, strengthening of the transmission line
is inevitable at higher penetration levels [92].

9.5 Conclusions

The main purpose of power system operation is to balance supplied energy with
electricity demand. Short, medium and long-term targets in order to achieve this
purpose are as listed below:
Ensuring power quality, i.e., voltage and frequency stability, (from milliseconds
to minutes),
The generation must meet planned demand for a certain time, and generated
electrical energy must be provided to reach load (from minutes to hours),
The ability of generation and transmission capacity will be to meet demand in
all regions of the system, forming necessary generation centers and transmission
lines according to demand (from weeks to seasons).

This part of the book explains the flexibility requirement of the power system to
accomplish the main purposes of the system regarding the aforementioned targets,
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while the share of variable renewable energy sources, especially PVPPs, is increasing
in the generation side of the power system.

With the increase in VRE investments, power system flexibility has taken a differ-
ent dimension, and a power system transformation has taken place. With the increase
in variability and uncertainty rates, conventional flexibility has left its place to a con-
cept that encompasses all resources enabling efficient and reliable power system
operation. With costs decrease and the increase in VRE investments in the world, the
expansion of solar energy systems is accelerating.

In this study, tests for extra-highvoltage lineswere performedon an internationally
validated simulation program. The results obtained for different PVPP penetration
rates show that voltage values at all penetration levels are within normal operation
condition limits, i.e., there is no voltage unbalance. On the other hand, when the
frequency values are examined, the normal operation band range of large-scale power
systems is exceeded in lack of VRE-based generation at 30% penetration level.
This is realized for the normal operation band of small-scale power systems at 20%
penetration.

Grid codes are required for the successful integration of VRE. For power systems
operation, VRE generation causes challenges that contrast with conventional gener-
ation. As response to these challenges, VRE is rapidly evolving with the provision of
technologies such as generation, storage and control systems, and ease of new opera-
tional applications for power systems. These technological and operational advances
provide greater flexibility for electrical network operation and greater VRE share.
While new technologies are being used and new operational practices are adopted,
some rules need to be set for all actors in order to guarantee ensuring electrical service
for consumers. For successful integration of VRE into the grid, all three components
need to be considered: technology, operation, and regulation. Existing grid codes
have traditionally been developed to allow power plants connection to grid accord-
ing to synchronous generators. In order to avoid any problems related with electrical
system operation, it has become more important to develop grid codes for power
plants that use renewable generation as their main source. Studies about grid codes
are carried out on four headings as (a) fault ride through requirements, (b) voltage
and frequency deviation boundaries, (c) active power and frequency control, and (d)
voltage and reactive power control.

Power systems flexibility is not limited only power plant operation, so the solution
is not just generation flexibility. In order to ensure voltage and frequency stability of
power system, demand-side management, flexible operation of power plants, gen-
eration curtailment, strengthening and expanding transmission lines solutions are
required in addition to loading and load shedding process in the generation stage.

In particular, two headings stand out from the solution proposalsmentioned above.
The first of these is interconnects that make VRE integration into the energy system
easy and cost-effective as reliably. Interconnections allow the resources of flexibility
to be shared among different countries. A wider geographic area will also soften
VRE generation variability and reduce uncertainty. The second is the use of storage
systems that ensure maximum existing energy usage. Storage systems are also very
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open to development in terms of both the technological and usage of generation
centers for storage.
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Chapter 10
Photovoltaic Plant Output Power
Forecast by Means of Hybrid Artificial
Neural Networks

E. Ogliari and A. Nespoli

Abstract Themain goal of this chapter is to show the set up awell-definedmethod to
identify and properly train the hybrid artificial neural network both in terms of number
of neurons, hidden layers and training set size in order to perform the day-aheadpower
production forecast applicable to any photovoltaic (PV) plant, accurately. Therefore,
this chapter has been addressed to describe the adopted hybrid method (PHANN—
Physic Hybrid Artificial Neural Network) combining both the deterministic clear sky
solar radiation algorithm (CSRM) and the stochastic artificial neural network (ANN)
method in order to enhance the day-ahead power forecast. In the previous works, this
hybridmethod had been tested on different PVplants by assessing the role of different
training sets varying in the amount of data and number of trials, which should be
included in the “ensemble forecast.” In this chapter, the main results obtained by
applying the above-mentioned procedure specifically referred to the available data
of the PV power production of a single PV module are presented.

Keywords Artificial Neural Networks · Day-ahead forecast · Computational
Intelligence · PHANN

10.1 Introduction

In the last decades, power production from renewable energy sources has spread
around the world, due to the increasing demand for electricity and the necessity to
progressively phase out from traditional technologies, based on the exploitation of
fossil fuels. Global warming and the progressive reduction of fossil fuels availability
have brought nations to sign global contracts in order to diminish the emissions of
greenhouse gases at worldwide level [1].

In particular, photovoltaic plants, among the renewable energy sources (RESs),
constitute the reference technologies on which governments leverage to achieve this
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shift to renewable energy. As a drawback, these sources are affected by a high level
of uncertainty and variability, introducing, therefore, new difficulties in ensuring
grid stability and managing their production. For this reason, nowadays, the demand
for reliable forecasting methods has increased significantly, leading the researchers
to experiment new methods and procedures, in particular related to the forecast of
solar plants production, that provided in 2017 2% of the global power output, with
398 GW of installed capacity generating over 460 TWh of energy [2]. For the future
years, renewable power capacity is set to expand by 50% between 2019 and 2024,
led by solar PV. This increase of 1200 GW is equivalent to the total installed power
capacity of the USA today [3]. Solar PV alone accounts for almost 60% of the
expected growth, with onshore wind representing one-quarter [4].

The main goal of the work performed was to identify a procedure to improve the
PV power forecast accuracy by means of an hybrid artificial neural network. The
analysis has been based on the preprocessed data collected at the Solar Tech Lab, at
Politecnico di Milano, during the years 2017 and 2018. An hybrid ANN has been
set up on these available data in order to obtain a set of 40 forecasts (trials) with the
aim to perform the post-processing work of ensemble forecast.

10.2 Photovoltaic Power Forecast

The prediction of energy, which was often applied to the electric loads, is a typical
application of time series analysis methods. Instead, the energy supply forecasting is
a more recent topic which is closely related to the spreading of RES and their unpre-
dictable weather dependency. For instance, one of the major sources of variability
in photovoltaic power production is related to moving clouds and solar position,
together with weather systems [5]. The variability associated to solar position is
completely deterministic and can be computed by adopting suitable equations and
programs, while the uncertainty associated to clouds is mostly stochastic, because
the existent models are not able to predict precisely their time evolution since it is
affected by too many variables, and their dynamics have not been modeled exhaus-
tively yet. In addition, the accuracy of the forecast strongly depends on the variability
of theweather conditionswhich are occurring in a given location and thismay change
from year to year.

Consequently, the models for power forecasting can be classified according to
different criteria: forecast horizon, model type and forecasting technique [6].

In recent years, several power forecasting models related to PV plants have been
published. The existing solutions can be classified into the categories of physical, sta-
tistical and hybridmethod [7] as depicted in Fig. 10.1 [8]. Some of thesemodels were
at first oriented to obtain solar radiation predictions [9, 10], while other works present
models specifically dedicated to the forecasting of the hourly power output from PV
plants [11, 12]. Nowadays, themost applied techniques tomodel the stochastic nature
of solar irradiance at the ground level and thus the power output of PV installations
are the statistical methods. In particular, regression methods are often employed to
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Fig. 10.1 Energy forecasting classification

describe complex nonlinear atmospheric phenomena for few-hours ahead forecast
and specific soft computing techniques based on artificial neural network (ANN)
are used for few-hours power output forecast [13]. Some other papers use physi-
cal methods reporting the comparison of the results obtained with different models
based on two or more forecasting techniques [14]. Nowadays, the most important
forecasting horizon is 24 h of the next days. Only a few papers describe forecasting
models which used to predict the daily irradiance or directly energy production of
the PV plant for all the daylight hours of the following day [14–16].

RES energy production forecasting methods are commonly divided in differ-
ent categories: physic, stochastic and hybrid. An analysis of the state-of-the-art
approaches is proposed in [8]. Physical models are based on mathematical equations
which describe the ability of PV systems to convert the introduced meteorological
resources into electrical power [9, 14]. These models can be very simple, if based
only on the global solar radiation, or more complicated if they include additional
parameters. In fact, it is not easy to predict PV module energy production since it
depends on several parameters. The conversion process is affected by solar radia-
tion, cell temperature, the presence of shadow [17] and the load resistance.Moreover,
information provided by manufacturer is usually limited and only at nominal oper-
ating conditions. The major disadvantage of these models is that they have to be
designed specifically for a particular plant and location.

Statistical methods are based on the concept of persistence or stochastic time
series. When developing these approaches, it is assumed that an algebraic link exists
among the parameters affecting the plant power production. These links can be used
to forecast future values or patterns based on the previous values of the time series
under consideration and/or other time series variables. The stochastic category of
solar forecasting methods includes data-driven techniques that are developed by
fitting the parameters of the model function in a training phase with input and target
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data. Regressionmethods often employed to describe complex nonlinear atmospheric
phenomena include the autoregressive moving averages (ARMAs) method, as well
as its variations, such as the autoregressive integrated moving averages (ARIMAs)
method [10, 13]. The performance of these models is very good for few-minutes to
few-hours ahead forecasts [10, 18]. Nonlinear methods, such as the Takagi–Sugeno
(TS) fuzzy model [19] and wavelet-based methods [20], have been shown superior
to linear models.

Nowadays, the most common way to forecast the future values of a time series is
the use of machine learning methods [21]. The reviewed literature shows that ANN
methods have been successfully applied for forecasts of fluctuating energy supply.

These methods learn to recognize patterns in data using training datasets, and this
is the main drawback: Historical data of both the weather forecast and the actual
power production are needed to train the machine learning methods. Some studies
showed that ANNmodels usingmultivariate, such as sun duration, temperature, wind
speed, and relative humidity, can achieve much better performance than that using
univariate [22].

Furthermore, the ANN methods are iterative procedures with a stochastic base:
In fact, at the first iteration, weighted links among neurons are randomly set; then,
they are optimized during iterations in order to minimize the error. For this reason,
the resulting forecast depends on the specific trial (which is the result of a single
forecast). Therefore, different trials can provide slightly different results within the
same forecast. Usually the final trend of the forecast is the arithmetic average of the
different trials led in a single run. This is called “ensemble method.”

Any combination of two or more of the previously described methods is a hybrid
model. The idea is to combine different models with unique features to overcome
the single negative performance and finally improve the forecast. Recently, some
papers show that all these methods need a phase of preprocessing the input datasets
in order to increase the forecasting accuracy [23]. Thesemodels have been introduced
to solve the weaknesses of individual methods and to enhance their strengths and
accuracy. These combinations are called hybrid, blended, combined or ensemble
methods. Hybrid models blend two or more techniques in various steps in order to
deliver a single forecast. This combination can be obtained in two different ways:
by blending two or more statistical techniques (hybrid-statistical) or from joining a
statistical technique to a PV performance model (hybrid-physical).

Table 10.1 shows a possible timescale of RES energy forecasting. It includes very
short-term, short-term,medium-term and long-term forecasting [24]. The forecast up

Table 10.1 Timescale classification for RES forecasting

Horizon Range Application

Very short Few sec.–30′ Control and adjustment actions

Short 30′–6 h Dispatch planning; load gain/drop

Medium 6 h–1 day Generator on/off; operational security; electricity market

Long 1 day–1 week Unit commitment; reserve requirement; maintenance schedule
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to 24-h ahead or even more is needed for the power dispatching plans, the optimiza-
tion operations of grid-connected RES plants and control of energy storage devices.
Usually, the medium-term forecast is requested for the electricity market. The most
common forecast horizon term for PV systems is 24-h ahead. Table 10.1 is set up
with reference to wind power forecast, but it can be also applied with reference to PV.
Anyway, forecasting term limits are not strictly defined, and some different specifi-
cations may be granted depending on the application of the forecasting model [15].
In this work, the “day-ahead” energy forecasting of multiple PV plants is considered,
that is, the forecast of the hourly power produced in a day from a PV plant done 24
up to 48 h in advance.

10.3 Artificial Neural Networks

Artificial neural network is a machine learning technique that aims at mimicking the
human brain and its neurons, through a fundamental unit, the perceptron, a concept
introduced by Frank Rosenblatt in the period between early 1940 and late 1950 [25].
The structure of an artificial neural network [26] imitates those of the biological
neural networks typical of the nervous system, composed of billions of neurons.

The human brain is a complex system, not linear and functioning as many pro-
cessors in parallel, able to modify the connections among the neurons based on the
acquired experience (i.e., able to learn). Another important characteristic of the brain
is to be fault tolerant that means to continue functioning, even if a neuron (or some
of its connections) is damaged, with degraded performance.

A good artificial model simulating the human brain should have such character-
istics. A network made of simple elements is realized so as to be able to create a
distributed system, highly parallel, capable to learn and able to generalize (i.e., to
produce signals in output also in case of inputs never met before during the phase of
the neural network training).

The artificial neuron, the basic unit of this network, has typically many inputs
and only one output. Every input has a certain associated weight, which gives the
conductivity of the correspondent input channel. The weighted total of the inputs of
a neuron determines the neuron activation.

In order to train an artificial neural network, an input training set is supplied. Then,
the output elaborated by the network for every input should be compared with the
actual value. Evaluating the error (the difference between the two of them) weights
are adjusted until the output given by the network produces an error which is under
a certain fixed threshold.

10.3.1 Neuron Modeling

An artificial neuron, as shown in Fig. 10.2, is formed by n channels in input (called
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Fig. 10.2 Structure of an artificial neuron characterized by n inputs, weights, bias and by one output
and a threshold

x1, x2, …, xn) each one having a weight W i (which is a real number). The absolute
value of a weight represents the connection force through the corresponding channel.
IfW i is positive, we speak of “stirring up channel,” while ifW i is negative, we speak
of “inhibitory channel.”

The output of the neuron is calculated applying the activation function (also called
“transfer function”) to the weighted amount of the inputs (also called “net”).

The weighted amount of the inputs (called “a” for “activation level”) is defined
as follows:

a =
n∑

i=1

wi · xi (10.1)

Consequently, the output of a neuron is expressed as follows:

y = f (a) = f

(
n∑

i=1

wi · xi
)

(10.2)

In the model shown in Fig. 10.2, we have also a bias having the effect of reducing
the input value to the activation function, such bias (marked with b) influences the
neuron output, which becomes:

y = f (a) = f

(
n∑

i=1

wi · xi − b

)
(10.3)

The activation function gives back the output of an artificial neuron on the basis
of the activation level supplied in input (generically marked with f in the equations).
The output produced can be a real number belonging to a certain interval (i.e., [0,
1]) or an integer belonging to a discrete set (i.e., {0, 1} or {−1, 1}) depending on
the activation function applied [27].
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Among many activation functions, the sigmoid function (logistic function) has
been adopted in this work:

y = f (a) = 1

1 + e−a
(10.4)

This (10.4) is one of the most utilized activation functions (together with the
threshold functions) and can take on different shapes. Finally, continuous and differ-
entiable activation functions are preferable for gradient-following algorithms. Acti-
vation functions spanning positive and negative values tend to expedite the rate of
convergence, assuming a solution exists.

10.3.2 Error Indexes

In order to correctly define the accuracy of the prediction and the related error, it
is necessary to define the indexes that can be used to evaluate the performances of
the forecasting model. Some of these definitions come from statistics and are well
known. In addition, technical papers present many of these indexes; therefore, here,
we report some of the most commonly used error definitions. In this study, all the
errors are referred only to the prediction in the daylight hours.

The normalized rootmean square error NRMSE, based on themaximumobserved
power output Pm,h:

nRMSE =
√∑N

h=1|Pm,h−Pp,h|2
N

max
(
Pm,h

) · 100 (10.5)

The weighted mean absolute error WMAE, based on total energy production:

WMAE =
∑N

h=1

∣∣Pm,h − Pp,h

∣∣
∑N

h=1 Pm,h

· 100 (10.6)

In view of a more useful summary evaluation, additional performance metrics are
proposed, aiming at providing a ranged value between 0 and 100% of the forecast
accuracy.

For instance, the normalized mean absolute error NMAE, based on net capacity
of the plant C:

NMAE =
∑N

h=1

∣∣Pm,h − Pp,h

∣∣
C

· 100 (10.7)
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where N represents the number of samples (hours) considered: Usually, it is referred
to a day, a month or a year. For this indicator, the rated power of the PV system was
considered as C.

Furthermore, moving straight from NMAE definition, newer error metrics were
proposed. The enveloped-weighted mean absolute error EMAE [28] is defined as:

EMAE =
∑N

h=1

∣∣Pm,h − Pp,h

∣∣
∑N

h=1 max
(
Pm,h, Pp,h

) · 100 (10.8)

where the numerator is the sum of the absolute hourly errors, as in WMAE, while
the denominator is the sum of the maximum between the forecast and the measured
hourly power.

Finally, the objective mean absolute error (OMAE) [29] to take into account the
variation of the theoretical maximum irradiation measurements throughout the year:

OMAE =
∑N

h=1

∣∣Pm,h − Pp,h

∣∣
∑N

h=1 G
CS
POA,h

GSTC

C
· 100 (10.9)

where

• GCS
POA,h is the solar irradiance on the plane of the array given by the clear sky solar

irradiance model (CSRM) as it is described in [30, 31].
• GSTC is the solar irradiance at standard test conditions (equals 1000 W/m2).

It is possible therefore to rewrite the OMAE highlighting the existing relationship
with the former indicator NMAE:

OMAE = NMAE
GSTC∑N

h=1 G
CS
POA,h

N · 100 (10.10)

It is worth highlighting that the forecast accuracies are not comparable site by site
or hour by hour unless normalized. As a consequence, a benchmark is presented [32]
and the skill score (SS) that measures the obtained improvement with respect to the
persistence method [33] has the following formula:

SS = 1 − nRMSE

nRMSEpers
(10.11)

Therefore for a perfect forecast SS is equal to 1; otherwise, a forecast output which
is similar to the persistence forecast, that is, to consider the last measurements equal
to the expected ones, will make SS resulting closer to 0.

As a general comment, it can be stated that NMAE is largely used to evaluate
the accuracy of predictions and trend estimations. In fact, often relative errors are
large because they are divided by small power values (for instance, the low values
associated to sunset and sunrise): In such cases, WMAE could result very large and
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biased, while NMAE, by weighting these values with respect to the capacity C, is
more useful. The NRMSE measures the average magnitude of the absolute hourly
errors. In fact, it gives a relatively higher weight to larger errors, thus allowing to
emphasize particularly undesirable results. Finally, it is noticeable how these final
metrics are limited between 0 and 100%, providing an immediate indication on the
magnitude of the daily diagnostic error.

10.3.3 Artificial Neural Network Setting Up

The main problem primarily consists in choosing how many neurons are in the
layers and their possible layout in order to increase the forecast accuracy. Neurons
in the input/output layers are fixed by the problem to be solved, while characterizing
neurons in the hidden layers it is controversial, since the hidden neurons are regarded
as the processing neurons in the network.

In addition, to have a small number of hidden layers might increase the speed of
the training process; instead, a large number of hidden layers could extend it.

In order to properly characterize the number of neurons in the layers, there are
different rules suggested in the literature from the tiling algorithm to the rule of thumb.
More in general, many techniques are inspired by a “trial and error” basis consisting
in a sensitivity analysis in order to achieve the minimum of the forecasting error by
changing step by step a single parameter and observing the obtained result. Hence,
there are two main symmetrical techniques from the already mentioned algorithm
for selecting this parameter:

• “growing”: the number of neurons in the hidden layers starts from a small number.
Then it is gradually increased;

• “pruning”: the number of neurons in the hidden layers starts from a large number,
and then it is decreased by erasing the less significant components;

Usually, the initial number of hidden neurons h is selected in accordance with:

h = (i − o)

2
(10.12)

where i is the number of input and o is the number of output. Then, by choosing one
of the previous methods, the best selection of hidden neurons could be set to achieve
promising results for the network.

Besides theoretically speaking the nonlinearity of ANN increases with its size,
whichmeans simplifying that both themore complicated (nonlinear) the input/output
relationship is, the more layers an ANN will need to model it, and that the greater
the number of neurons per layer is, the more accurately ANN will be able to identify
input/output relationships. However, for the most common applications, a single
hidden layered ANN is able to accomplish the desired task as larger ANN are harder
to train.
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In order to perform the forecast, historical data are provided to theNeural Network
Toolbox™ in MATLAB software [34], R2018a, MathWorks®, Natick, MA, USA,
and grouped as: “training,” “validation” and “test” dataset. Each group fulfills three
specific tasks:

1. The training set includes sampleswhich are employed to train theANN. It should
contain enough different examples (days) to make the network able to generalize
its learning for future forecasts.

2. The validation set contains additional samples (i.e., days not already included in
the training set) used by the network to check and validate the previous training
process.

3. The test set is composed by the days forecasted by the network.

When dealing with the past measurements and historical weather forecast, it is
reasonable to find a strategy in order to wisely assess and set up the forecasting
method. In this work, a “roll-up moving window” approach has been adopted, as
showed in Fig. 10.3. Namely, the training and validation set are made by the hourly
samples belonging to the Nd days before the test set is provided (forecast day xd)
considering data as if they were in a temporal loop. Usually, the whole dataset
consists of one year of data; therefore, it happens to employ samples in the training
or validation, which are chronologically occurred after the test set. However, in
order to keep the same amount of samples within the same training window size, this
approach is preferable in order to avoid poorly trained networks for the first days of
the dataset.

In this work, the moving window covers almost an entire year of available data,
thanks to the implemented roll-up approach: The k days following the one selected

Fig. 10.3 Roll-up moving window technique
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(forecast day xd) are treated as belonging to the previous year, in order to obtain an
entire available year. For example, if forecast day xd is considered to be the 30th of
June, the hourly samples belonging to the days starting from the 1st of July to the
31st of December are added before the days from the 1st of January to the 29th of
June, in order to have a full year.

As it was shown here [28], it is worth to randomly shuffle the hourly samples
belonging to the whole dataset each time the train and validation processes are per-
formed and soon after to make an ensemble arithmetic average of the obtained output
of the network. Therefore, in this work, after a sensitivity analysis [35], these ANN
features were set:

• neurons in the first hidden layer: 11,
• neurons in the second hidden layer: 5,
• training and validation shares: 90 and 10% (excluding the test set),
• activation function: sigmoid,
• number of trials in the ensemble forecast: 40.

10.4 Physical Hybrid Artificial Neural Network

Hybrid models have been introduced to solve the weaknesses of individual methods
and to enhance their strengths and accuracy. These combinations are called hybrid,
blended or combined methods. Hybrid models mix two or more techniques in dif-
ferent steps of the process in order to deliver a single forecast. This combination can
be obtained in two different ways: by blending two or more statistical techniques
(hybrid-statistical) or from joining a statistical technique to a PV performance model
(hybrid-physical). TheANNstochasticmethod here has been hybridizedwith a deter-
ministic algorithm as the clear sky solar radiation model (CSRM) [31] in order to
improve the overall performance. The CSRM for the next 24 h given as an additional
input to the ANN together with the weather forecasts improves the sunrise and the
sunset hours forecast and to exclude night time with null power output. Figure 10.4
shows the scheme of the Physical Hybrid Artificial Neural Network (PHANN)which
has been adopted.

Historical data must be always validated, since unreliable data increase the odds
of higher errors in the forecast. The preprocessing step initially includes the control
of the coherence among the main variables measured in the PV plant, such as the
solar radiation, the PV output power and the above-mentioned deterministic model
of the solar radiation computed according to the geographical coordinates of the PV
plant site.

Thus, the aim of using CSRM in this preliminary step is not only to determine the
time span of the forecast between the sunrise and the sunset of each day, but also to
validate the reliability of each sample. In this work, fifteenminutes data are available,
and Fig. 10.5 shows the flowchart which has been used, as already explained in a
previous work [36]. First, it starts acquiring the values of Gk

CRSM,1/4h , G
k
m,1/4h and
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Fig. 10.4 PHANN scheme

Fig. 10.5 Flowchart applied for data reliability employing clear sky algorithm
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Fig. 10.6 Forecast performed by ANN (left) and by PHANN (right) in red. In gray, 40 trials of the
ensembles are displayed and in blue, the actual measured power for day 8 of 2017

Pk
m,1/4h which are the clear sky solar radiation, the measured solar radiation and the

PV output power, respectively, in the kth quarter of an average hour sample.
Then, by comparing the other two variables, when the CSRM is positive, the

reliability coefficient of the sample RELk
1/4h is equal to 1 if all the conditions occur

at the same time; otherwise, it is equal to 0. When Gk
m,1/4h is greater than 0 at the

same timewhen Pk
m,1/4h is equal to 0, the reliability coefficient of the sample RELk

1/4h
is equal to 1.

Lastly, if RELh , the hourly average of the four reliability coefficients in the same
hour, is greater than 0, the hth hourly sample is considered in the next training and
forecasting steps, otherwise not. Secondarily, there must be always correspondence
between the number of samples and the time instant of the measured data and those
provided by the Meteorological Service.

In the same paper [18], it is shown the improvement in the forecast after the
PHANN for some significant days. For instance, in Fig. 10.6, a comparison between
the day-ahead forecasts for the same day (01/15/2017) performed by the ANN (red
line on the left) and by the PHANN (red line on the right) is provided. As it is
possible to see, by comparing the relevant error indicators, PHANN forecast was
more accurate than the purely stochastic ANN (without CSRM).

Deterministic forecasting models usually are based on a few atmospheric param-
eters. Therefore, they strongly depend on the accuracy of the data provided by the
weather forecast services. Instead, stochastic methods are more flexible because
they are able to infer relationships existing among different parameters affected by
inaccuracy and the actual variable to forecast.

A meaningful example of the weather forecast accuracy is shown in Fig. 10.7.
Here (on the left), for a single PVmodule, the daily power forecast performed by two
deterministic algorithms on the basis of the weather forecast given 72 h in advance is
displayed. On the right, the actual power of 29 PVmodules is depicted, and it is clear
that the weather forecast was highly inaccurate for that day (03/10/2017). Weather
forecasts provided much closer to the day of interest are more accurate. On the other



216 E. Ogliari and A. Nespoli

Fig. 10.7 (Left)Daily power forecast for onePVmodule performedby twodeterministic algorithms
based on the weather forecast for 03/10/2017 given 72 h in advance. (Right) The actual power values
during that day of 29 PV modules

hand, in order to join the day-ahead electricity market, there is a hard time limit to
perform the forecast.

We employ an hybrid tool PHANN, combining deterministic algorithm (CSRM)
and stochastic forecasting method (ANN), to partly overcome the inaccuracy of the
weather forecast, as it will be shown later, which is at the moment an unavoidable
barrier in the day-ahead PV plant power forecast.

10.5 Case Study

The data on which is based the first part of the present work have been collected
at the SolarTech Lab, in the energy department at Politecnico di Milano, located at
latitude 45.502941° N and longitude 9.156577° E. The laboratory is equipped with
29 modules, of different typology: Ten of them are made by Si-monocrystalline,
eleven Si-polycrystalline and five hybrid technology. All the modules have a tilt
angle of 30° (0° representing a horizontal module parallel to the ground) and an
azimuth angle of −6° 30′, assuming 0° being the south direction and positive angles
moving westward. Each PV module is equipped with a micro-converter connecting
it to the electric grid, allowing them to work independently and generally speaking
always at their maximum power point.

Ameteorological private company provides the weather forecast, while the actual
environmental conditions are monitored through the meteorological station which
is equipped with: solar irradiation sensors (a DNI sensor and two pyranometers
measuring the total and diffuse irradiance on the horizontal plane), temperature-
humidity sensors, wind speed and direction sensors and rain collector [37]. The
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dataset with the forecast meteorological quantities was composed by the following
information:

• Dry bulb air temperature—T amb (°C),
• Global horizontal irradiation—GHI (W/m2),
• Global irradiation on the plane of the array—GPOA (W/m2),
• Wind speed—Ws (m/s),
• Wind direction—Wd (°),
• Atmospheric pressure—AP (hPa),
• Precipitation—PR (mm),
• Cloud cover—CC (%),
• Cloud type—CT (low/medium/high).

Together with these forecast quantities, the measured DC power production
PDC [W] for the corresponding time interval is available. The dataset refers to the
monocrystalline PV module Aleo Solar 285 W and to the year 2017, displayed
in Fig. 10.8. It has been at first cleaned from the days with faulty or missing
measurements, resulting in 269 available days in 2017 and 225 available days in
2018.

The previously described Physical Hybrid Artificial Neural Network (PHANN)
has been trained on these datasets. First, the network has been trained on the mea-
sured data, to assess the performance of the network and the relative importance
of the meteorological error on the final forecast. Specifically, the input dataset was
composed by the following information of recorded parameters:

• Dry bulb air temperature—T amb (°C),
• Global horizontal irradiation—GHI (W/m2),
• Global irradiation on the plane of the array—GPOA (W/m2).

Fig. 10.8 Panoramic view of the Solar Tech Lab. The Aleo Solar PV module is highlighted
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After, ANN has been trained on the meteorological forecast related to the year
2017, running 40 parallel trials in order to be able to perform a subsequent ensemble
analysis, to lower the stochasticity of the results.

10.6 Results and Discussion

First, it is reasonable to wonder how much the weather forecasts inaccuracy could
affect the PV output power forecast of the chosen method. In order to estimate this
error, the choice to include the best possible weather forecasts was adopted. In this
case, the accuracy of theweather forecasts employed in the current analysis bymeans
of the error metrics when applicable. As the measurements available were the dry
bulb ambient temperature (T amb) and the solar irradiation on the plane of the array
(GPOA), these two parameters were compared with the values in the weather forecasts
for the year 2017. OMAEwas obviously not applicable in the Tamb forecast as it deals
with the solar irradiation values. And likewise with NMAE, the net capacity of the
plant C expressed in the former Eq. (10.7) would bemeaningless. As a consequence it
has been changed as NMAE* where theMAE has been normalized by the maximum
measured given parameter (Xm,h): NMAE* = MAE/max(Xm,h)·100

NMAE∗ =
∑N

h=1

∣∣Pm,h − Pp,h

∣∣

max
(
Pm,h

) · 100 (10.13)

The results of this preliminary analysis are summed in Table 10.2. As it can be
seen the weather forecast inaccuracy of the parameters employed in the forecast
process will affect the output of the forecasting method differently.

As deterministic methods are directly connecting weather parameters to the
desired power output according to a physical model of the PV system, it is rea-
sonable to infer that the inaccuracy of the PV power forecasted by means of this
class of forecasting models will be in the same order of magnitude of the inaccuracy
of the weather forecasts provided as input to the physical model.

On the other hand, machine learning techniques have the strength and flexibility
of inferring the existing links among the above-mentioned parameters by acquiring
them from data. In our case by analyzing the PV power output forecast provided by
PHANN, which has been trained with the actual measured values in the PV plant,
we obtain the results which are summed in Table 10.3. It is noticeable how all the
error metrics are considerably lowered if compared to the previous ones.

Table 10.2 Weather forecasts accuracy versus actual measurements, year 2017

nRMSE WMAE NMAE* EMAE OMAE

T amb 13.4 19.57 4.04 14.67 n.a.

GPOA 35.44 89.15 4.81 28.64 18.57
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Table 10.3 Performance of the PHANN forecast trained with actual measurements, year 2017

NRMSE WMAE NMAE EMAE OMAE

PHANN(m) 2.22 5.08 0.58 4.68 2.09

We can presumably infer that PHANN learned the inaccuracies in the weather
forecasts by coupling them, in addition to the CSRM, to the actual power of the PV
plant. This kind of comparison has been deeply assessed in the previous works [38,
39]. The here obtained results highlight how much the meteorological forecast error
affects the final prediction of the power production.

Moving forward in the current analysis, it is possible to compare the error metrics
related to the forecast obtained by means of three different methods: the persistence,
the purely stochastic ANN and the hybrid PHANN.

The forecast has been performed on the available days, for the year 2017 and 2018
with the roll-up moving window techniques and they are assessed, with the metrics
previously exposed, which are shown in Table 10.4.

Persistence method, which is commonly adopted as the benchmark, committed
considerably the highest error which has been calculated. This is easy to understand
as we are dealing with the day-ahead forecast, and weather conditions might be
strongly different from one day to the following with more than 24 h in advance.
Consequently, this kind of method is preferable for the short- or very short-term
forecast rather than the day-ahead forecast.

Here, we can also notice which PHANN trained with the measured (Table 10.3)
data shows a NMAE significantly lower (82.3%) with respect to the one trained on
the forecast meteorological data, pointing out the importance of an accurate weather
forecast provided as input. The reported additional error metrics are in agreement
with what has been stated above.

The average improvement scored by PHANN against ANN on both of the years
is related to a general trend which can be seen in Fig. 10.9. Here, on the left, it is
noticeable how generally PHANN is better forecasting in more days of 2018 than
ANN. On the right, the one of best daily PHANN forecast is reported. The same
trend is confirmed in the year 2017.

Table 10.4 Different forecasting methods comparison in different years

Year Method nRMSE WMAE NMAE EMAE OMAE SS

2017 Persistence 34.26 84.35 5.61 32.47 21.65 0

ANN 18.75 46.31 4.17 27.19 15.48 0.45

PHANN 18.07 43.73 3.96 26.09 14.79 0.47

2018 Persistence 41.47 113.53 5.34 39.15 20.32 0

ANN 26.32 62.26 3.77 32.35 14.37 0.36

PHANN 26.07 61.89 3.67 31.83 14.1 0.37
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Fig. 10.9 Daily EMAE comparison (on the left), ANN in blue and PHANN in red, the relevant
mean values are also added. One day comparison (on the right) where PHANN in red is scoring
better than ANN in yellow, with respect to the actual measured power Pm in blue

10.7 Conclusion

This chapter was focused on the arrangement of a hybrid method (PHANN—Physic
Hybrid Artificial Neural Network) combining the stochastic ANNmethod as well as
the deterministic clear sky solar radiation model (CSRM).

The setting up of this method, which is repeatable for any PV plant, allowed to
identify the best settings in terms of: number of neurons, neurons layout and training
set size in order to perform the day-ahead power production forecast with a particular
attention to the assessment of the forecasting accuracy.

This method was validated with data recordings from a real PV plant in Milan,
Italy, for two consecutive years (2017 and 2018). Concerning the setting up of the
method and the day-ahead forecast accuracy, it can generally be inferred that the
here presented hybrid method (PHANN) better performs the day-ahead forecast if
compared to pure stochastic models (ANN) and the persistence. Nevertheless, these
forecasts are strongly affected by the weather historical data accuracy used to train
them; therefore, it is possible that a properly trained network could still provide an
inaccurate profile due to the weather forecasts inaccuracy.
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Chapter 11
XSG-Based Control of an Autonomous
Power System

N. Chettibi and A. Mellit

Abstract This chapter deals with the control strategy for a stand-alone photo-
voltaic/wind/battery energy generation system. The goal is to examine the perfor-
mance of the power system under several conditions of generation and demand. A
centralized power management system is established to supervise the power flow
between the generation units and user loads. Local controllers of the renewable
sources and storage system are designed based on classical control methods. The
overall system is simulated in the MATLAB/Simulink environment, using Xilinx
System Generator (XSG) tool, for possible implementation of generated VHDL
(Hardware Description Language) code on a reconfigurable Field-Programmable
Gate Array (FPGA) card. The simulation results are provided in order to demonstrate
the accuracy and feasibility of the designed control scheme.

Keywords Photovoltaic · Wind turbine · Battery · Load demand · Power
management · Control · Xilinx system generator

11.1 Introduction

In the last decades, much more interest is given for Hybrid Energy Generation Sys-
tems (HEGS) designed for different applications (water pumping, residential applica-
tion, grid-connected systems, etc.). The HEGS based on Renewable Energy Sources
(RES) (photovoltaic, wind, hydraulic, etc.) looks very promising since they can pro-
duce a clean energy without pollutants emissions. In stand-alone HEGS, the use
of energy storage devices (like batteries, ultra-capacitors, flywheel, etc.) is of main
interest in order to ensure an interruptible power supply of end-user’s loads (of type
AC and/or DC) [1].

The intermittent nature of RESs (solar and wind powers) together with irregular
variation of load demand leads to power unbalance between the generation units and
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customers. In order to ensure a coordinated control of the power flow among HEGS
components, a Power Management System (PMS) should be carefully designed.
Its principal goals are to ensure continuous satisfaction of consumers’ demand, to
stabilize the renewable power generationwith the highest efficiency and to extend the
storage’s lifetime [1, 2]. It gives the appropriate power set-points for local controllers
of power generation units [2].

A large number of research works have been done in the topic of control of HEGS
operating in stand-alone mode or grid-connected mode. Ref. [3] presents an energy
management system for a water pumping system making use of PV and wind power
sources with battery storage bank. A study of a HEGS composed of a wind turbine,
a solar array, a microturbine and a battery storage system is performed in [4]. The
authors have applied several control approaches like feedback linearization method
and fuzzy logic in addition to a centralized PMS that supervises the power flow in
the multisource system. Three power management algorithms are proposed in [5] in
order to ensure the autonomy of hybrid PV/wind/battery system applied for water
pumping. The management strategy of a grid-connected hybrid wind, photovoltaic
and flywheel energy storage system for residential applications is presented in Ref.
[6]. In [7], a PMS and a predictive control scheme are proposed for a hybrid AC/DC
microgrid. A hardware in the loop simulation is performed to demonstrate the effec-
tiveness of the presented control strategy. In Ref. [2], a validation of a two-level
energy management strategy proposed for a PV-fuel cell-battery-based DC micro-
grid is performed. Sharma et al. in [8] have proposed and validated experimentally
a dynamic PMS for autonomous hybrid PV-FC-battery-supercapacitor microgrid. In
Ref. [9], a fuzzy logic-based PMS is suggested for the supervision of a stand-alone
PV-FC-electrolyzer-battery-based hybrid system. An investigation on the control of
autonomousmicrogrid is performed in [10]with an appropriate strategy for the power
flow management. Based on RT-LAB real time simulation platform, the authors in
[11] have performed a hardware in the loop simulation of a PMS designed for a DC
microgrid.

The main goal of this chapter is to design and control an autonomous hybrid
PV/wind/battery power system. Hence, simple local controllers are designed to har-
vest the maximum power from the renewable energy sources as well as to manage
the operating mode of the battery storage system. A central PMS is developed to
ensure the proper operation of the stand-alone system with variable generation and
load conditions. The control system is constructed by the means of XSG tool that
allows the generation of VHDL code. The goal is to realize an experimental set-up
of the hybrid system based on a FPGA platform.

11.2 Architecture and Control of the HEGS

The structure of the hybrid power system under study is shown in Fig. 11.1. It
consists of four Wind Turbine Generators (WTG) (For total power of 2.4 kW), three
photovoltaic strings mounted in parallel (for nominal power more than 2.24 kW)
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Fig. 11.1 Configuration of the hybrid power system under study

and a bank of lithium-ion batteries. The PV Generator (PVG) is interfaced with
the DC bus through a boost converter. Each WTG is composed of a vertical axis
wind turbine (WT) feeding a Permanent Magnetic Synchronous Generator (PMSG),
which is interconnected to the DC link through a diode rectifier and a controlled
boost converter.

11.2.1 Control of the PV Array

The well-known single diode model [1] is adopted in this study for the modelling
of the multi-string PV array (see Fig. 11.2). It consists of NP strings connected in
parallel where, each one is composed of NS modules connected in series. The output
current of each PV string can be calculated according to [1]:

Fig. 11.2 Single diode
model of a PV cell
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Fig. 11.3 Adopted IncCond algorithm [12]

I = IPH − IS

[
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(
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aKT

(
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NS
+ I RS

))
− 1

]
(11.1)

I and V are the PV string current and voltage, IPH is the photocurrent, IS is the
saturation current, q is the electron charge, K is the Boltzmann constant, a is the
diode ideality factor and T is the temperature. RS is the series resistance.

In order to ensure an optimal operation of the PVG under varying climatic condi-
tions, a maximum power point tracking (MPPT) algorithm has to be implemented. In
this work, the incremental conductance (IncCond) method [12] is chosen to accom-
plish theMPPT task (see Fig. 11.3). The IncCond gives at the output the correct value
of the duty cycle for the boost converter that interfaces the PVG. The block scheme
of the XSG-based IncCond controller is illustrated in Fig. 11.4. Our design goal
here is to minimize the FPGA’s resources consumption by the IncCond controller by
avoiding the implementation of division operations.

11.2.2 Control of the Wind Power System

The aerodynamic power generated by the vertical axis wind turbine can be calculated
according to the following formula [13]:
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Fig. 11.4 XSG-based control circuit of boost converter
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where ρ, VW , R and H are the air density, the wind speed, the radius and height of
the turbine, respectively. The power coefficient CP [13]:

CP(λ) = −0.2121λ3 + 0.0856λ2 + 0.2539λ

λ is the tip speed ratio. The electromagnetic torque Te of the PMSG is expressed
as [13]:

Te = 3

2
p
((
Lsd − Lsq

)
Isq Isd + φ Isq

)
(11.3)

Such that: p is the number of pole pairs; Φ is the magnetic flux; Lsd , Lsq, Isd , Isq
are, respectively, the d-axis and q-axis inductances and currents of the PMSG. The
MPPT control of the wind turbine generator is performed using the perturbation and
observation (P&O) algorithm [14]. The control scheme adopted for the control of
the boost converter interfacing the diode rectifier is presented in Fig. 11.5. The P&O
algorithm increments or decrements the set-point of the boost converter’s inductance
current (IL ) based on the change in the mechanical power and rotational speed as
presented in Fig. 11.6.

11.2.3 Control of the Battery Storage System

Abidirectional buck-boost converter is used to interface the battery bankwith the DC
link. The charge/discharge process of the storage system is supervised by regulating
the output power to its reference provided by the PMS. A PI regulator is so used to
minimize the power error and to determine the correct duty ratio of the Pulse Width
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Begin

Calculate Pt(k)

Iref(k) = Iref (k-1)+ΔI

ΔPt=Pt(k)-Pt(k-1)
Δωt=ωt (k)- ωt (k-1)

Yes   No 
ΔPt>0

Δωt >0 Δωt >0

Iref (k) = Iref (k-1)+ΔI Iref(k) = Iref (k-1)-ΔI Iref (k) = Iref (k-1)-ΔI

Pt(k)=Pt(k-1)
ωt(k)= ωt(k-1) 

Return

No  No  Yes  Yes  

ΔPt=0

Fig. 11.6 Perturbation and observation-based MPPT algorithm [14]

Fig. 11.7 Control scheme of the bidirectional converter interfacing the battery bank

Modulation (PWM) signals applied to the switching devices. The adopted control
scheme is illustrated in Fig. 11.7.
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11.2.4 Control of the Inverter

The three-phase inverter has to supply the power at the load side with the same
magnitude and frequency of the AC loads voltage [15]. For this goal, the control
scheme presented in Ref. [15] is adopted for the control of the autonomous inverter
as presented in Fig. 11.8. The vector of the inverter output voltage is regulated in the
rotating frame (dq) through PI regulators. The d-axis and q-axis current references
(i*d and i

*
q) are generated at the output of the d-axis and q-axis voltage controllers [15].

The inner current control loop is established based on PI controllers with elimination
of d- and q-axis coupling effect [15].

The d-axis and q-axis components of the load voltage (vd and vq) can be expressed
in function of the current components (id and iq) as follows:

{
vd = vid − Rid − L did

dt + ωLiq
vq = viq − Riq − L diq

dt − ωLid
(11.4)

R, L are the resistance and inductance of the first-order filter. vid and viq are the
d-axis and q-axis components of the inverter output voltage. The d-axis and q-axis
references of the inverter voltage have to be calculated as:

{
vid = vd + (KP · � id + KI ∫ � iddt) − ωLiq
viq = vq + (

KP · � iq + KI ∫ � iqdt
) + ωLid

(11.5)

where KP and KI are the proportional and integral gains of PI controller. �id and
�iq are, respectively, the instantaneous errors of the d-axis and q-axis currents:

{
� id = i∗d − id
� iq = i∗q − iq

(11.6)

Fig. 11.8 XSG-based control scheme of load-side inverter
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The voltage components (vid ,viq) are then transformed into the natural frame (abc)
in order to be used by the PWM block. The details of the inverter control scheme
developed using the XSG tool are given in Fig. 11.8.

11.2.5 Power Management System

According to the values of the power demand, the generated power and the state of
charge (SOC) of battery, the central PMS decides on the value of the power reference
(Pbref) of the storage system. The minimum and maximum values of the SOC of the
battery bank are defined as: SOCmin = 20% and SOCmax = 80%. The net power (Pnet)
is calculated as the difference between the load power and the power generated by
renewable PV and wind power generators: Pnet = PLoad−(PPV + PWT).

In this study, the AC loads are categorized into two types: critical and non-critical
loads. The critical loads must still connected regardless the generation and demand
conditions. In the case where SOC < SOCmin and the renewable generators cannot
meet the load demand, the non-critical loads can be disconnected in order to guarantee
the continuous supply of critical loads. The operatingmodeof the storage is so defined
according to the following supervision rules:

Rules 1: if SOC < SOCmin and Pnet = 0 then charge batteries bank.
Rules 2: if SOC > SOCmin and Pnet = 0 then idle mode of batteries bank.
Rules 3: if SOC < SOCmax and Pnet < 0 then charge batteries bank.
Rules 4: if SOC > SOCmax and Pnet < 0 then idle mode of batteries bank.
Rules 5: if SOC < SOCmin and Pnet > 0 then charge batteries bank.
Rules 6: if SOC > SOCmin and Pnet > 0 then discharge batteries bank.

More details on the adopted PMS are given in Fig. 11.9. Also, Fig. 11.10 illustrates
the PMS designed using the XSG blocksets.

11.3 Simulation Results

In order to validate the performance of the HEGS under study, two simulations are
performed for two scenarios. The system parameters are given in Table 11.1.

Case 1: Variable load, constant generation and SOC < SOCmin:

In this scenario, the HEGS is studied for stable climatic conditions (STC conditions
and constant nominal wind speed VW= 15 m/s). The initial state of charge of the
battery bank is considered 15%, and the load demandvaries as described inFig. 11.13.

In this case, the RESs operate at their optimum power points that correspond to
the nominal climatic conditions. As can be seen from Fig. 11.13, the RESs generate
sufficient power to charge battery bank and to supply theAC loads. The PMS changes
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Fig. 11.9 Adopted PMS algorithm

Fig. 11.10 Implemented PMS based on XSG tool
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Fig. 11.12 Simulation results of the XSG-WTG controller for nominal wind speed VW = 15 m/s

Table 11.1 Simulation parameters

PV module MSX-83 Value WTG parameter Value

Maximum power (Pmax) 83 W Height of turbine 2 m

Voltage at maximum power (VMPP) 17.1 V Radius 0.5 m

Current at maximum power (IMPP) 4.85 A Stator resistance 1.137 �

Short-circuit current (Isc) 5.27 A Stator inductance 2.7mH

Open-circuit voltage (Voc) 21.2 V Magnetic flux 0.14 Wb

Number of cells in series 36 Pole pairs 17
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Fig. 11.14 Simulation results of the XSG-IncCond controller under varying irradiance

the value of the power set-point of the battery bank in order to work it continuously
in the charge mode. On the other hand, it can be seen from Figs. 11.11 and 11.12 that
the XSG-based controllers performwell with high precision and a big similarity with
the results obtained using the classical Simulink-based controllers. The quantization
errors are acceptable but surely can be enhanced.

Case 2: Variable load, variable generation and SOCmin < SOC < SOCmax:

In the second simulation case, the HEGS undergoes to a variable irradiation level
and random wind speed. The load demand varies as shown in Fig. 11.16, whereas
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test case

the initial SOC of battery bank is considered 56%. It is obvious from Figs. 11.14
and 11.15 that the local controllers of the PVG and WTG perform wells and ensure
continuous tracking of the MPPs irrespective of meteorological conditions change.
The XSG-based controllers give acceptable results with high accuracy and good
tracking performance. A report on the total consumption of the FPGA’s resources by
the developed controllers is given in Table 11.2. On the other side, with reference to
Fig. 11.16, it can be observed that the PMS works correctly and gives for each step
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Table 11.2 VIRTEX 6 FPGA resource utilization

FPGA component Controller

PVG Battery PMS Inverter

Slice LUTs 0% (238) 0% (30) 0% (153) 0% (2354)

Slice registers 0% (155) 0% (75) 0% (1) 0% (1915)

Bounded IOBs 5% (66) 6% (75) 12% (151) 23% (283)

BUFG/BUFGCTRLs 3% (1) 3% (1) 3% (1) 3% (1)

LUTs-FF pairs 1% (4) 1% (2) 0% (0) 29% (970)

DSP48E1s – – – 14% (124)

change the correct power reference. In this case, the battery storage bank operates in
the discharge mode in order to respond to the load demand.

11.4 Conclusions

In this chapter, a study on the control structure of autonomous hybrid energy gen-
eration system is performed. For possible implementation on a FPGA platform, the
centralized PMS and local controllers of both renewable generators and battery bank
are constructed using the XSG tool. The fixed-point format is so adopted to represent
the system data and to perform different mathematical operations. The simulation
results show satisfactory performance of the digitalized control scheme under differ-
ent conditions of operation. Minimal quantization errors and high order of precision
are attained with the control structure established using the XSG tool. These results
demonstrate the correctness of the XSG design that can be tested now in real time
using a FPGA card without risk of damage of the power system.
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Chapter 12
Photovoltaic Model Based
on Manufacture’s Datasheet:
Experimental Validation for Different
Photovoltaic Technologies
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Abstract In this chapter, three different commercialized photovoltaic (PV) tech-
nologies—polycrystalline silicon (poly C–Si), copper indium gallium selenide
(CIGS) and cadmium telluride (CdTe)—are investigated in terms of several aspects.
APVmodel based onmanufacture’s datasheet has been presented. Its originality con-
sists in the using of a simple procedure which takes only the datasheet parameters
into account to identify the series resistance (Rs) of solar cells. Moreover, the ideality
factor (n) value is adapted to fit the solar cell technology. Both the identified Rs and
n values have been used within the solar cell block provided by MATLAB Simscape
toolbox to model different PV modules having different technologies, as well as to
predict their characteristics (current–voltage (I–V) and Power–Voltage (P–V)). A
test facility is employed to carry out the required tests for assessing the PV model.
Obtained experimental results under different climate conditions are compared with
simulated ones. The comparison is carried out by evaluating four statistical errors
with a view of measuring the accuracy of the proposed model in predicting the I–V
and P–V characteristics.
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12.1 Introduction

Substantial rise in global energy demand together with the continuous depletion
of conventional energy sources are motivating researches around the word seeking
sustainable, green and more efficient energy sources. Green energy sources seem to
be considered as an effective optimal pathway for future development efforts and
efficient solution to cope with the environmental problems caused by conventional
sources such as air pollution and global warming [1].

The primary energy source of photovoltaic (PV) systems is the sunlight, and its
conversion to electric energy involves neither moving parts nor fuel burning. Various
advantages such as noiseless, maintenance free, inexhaustible and environmentally
friendly will stand out by using PV-based conversion system [2]. However, its main
drawback, that is initial installation cost, is being addressed by extensive researches
focusing on developing cheap PV technology with acceptable conversion efficiency.
This leads to a continuous decrease in the average PV module [3]. According to a
recent study conducted by Bloomberg New Energy Finance (BNEF), typical utility-
scale PV systems were estimated at being 25% cheaper per MW in 2017 than they
were in the year of 2015. This makes the number of installed PV plants and invest-
ments across the word rapidly increasing. In 2017, China has already invested $86.5
billion to improve its solar power generation. This was 58% higher than in 2016,
with an estimated of 53 GW of PV capacity installed—up from 30 GW in 2016.
Moreover, 2.1 GW of new PV capacity was installed in Germany [4], which corre-
sponds to around 2% of total new PV capacity worldwide. It is worth mentioning that
today, China still dominates with an estimated of 65 GW of PV power generation.
With reference to IEA, the overall capacity of PV installations around the world is
about 500 GW [5]. In 2019, around $9 billion has been invested by the global PV
industry, with Chinese manufacturers claiming a share of around 85% regarding PV
modules production capacity expansions. Such investments will further drive down
cost, meanwhile, stimulating demand around the world in future.

Depending on the location with respect to the equator and the environmental
conditions, the amount of solar energy harvesting per square meter can reach 1 kW.
In some regions where solar irradiance rates are high while wide area of land is
available (e.g., South Asia, Southeast Asia and Sub-Saharan Africa), if that amount
of energy could be converted directly into electricity with 100% efficiency, it would
be a real solution to the current world’s energy consumption and the future energy
demand [6]. Solar irradiance can be used directly through solar cells. Based on PV
effect, the solar cells produce DC electricity when they are illuminated. Due to the
obvious advantages of PV sources, various applications based on PV generation
systems have been put into practice, starting from powering satellites to domestic
water heating. PV plant can be used either as a standalone PV system (i.e., where
grid utility is not available) or as grid-connected PV source. Currently, different PV
technologies are available due to global efforts in research and development on the
subject [7]. The most common PV technologies are crystalline silicon (C–Si) and
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thin films. However, each technology presents merits and demerits from different
aspects including technical and economic.

Modeling of PV generator (which can be solar cell, module, string or array) is cen-
tral for design, use and control. An accurate model allows (1) predicting the energy
yield of PV generators having different configurations of PV modules (e.g., series-
parallel, bridge-linked, total-cross-tied, etc.) [8], (2) evaluating the performance of
maximum power point trackers [9], (3) performing loss analyses under static and
dynamic environmental conditions (e.g., calculating both static and dynamic effi-
ciencies of the whole PV system under different climatic conditions), (4) analyzing
the integration of PVgenerations toACandDCdistribution systems [10].Many tech-
niques have been proposed in the literature to model PV generators. For instance,
the techniques proposed in [11] are developed for determining the I–V and P–V
characteristics. However, those characteristics are not immediately determined as
additional steps are required for the computation of several parameters [12]. Some-
times the calculated parameters are sensitive to the climate conditions (e.g., the air
humidity) as in [13]. The iterative method presented in [14] is sensitive to the initial
solution which results in convergence failure.

Furthermore, even good initial guess cannot ensure convergence. Straightforward
methods have the advantage to require less computation, and an example of these
methods is developed in [15]. They are based on an analytical function that depends
on the solar cell temperature and the irradiance level to compute current, voltage
and power at the maximum power point (MPP). It can be noticed that such methods
simplify the computation by avoiding the iterative process, but the accuracy is much
lowered. Somemodels ignore the internal resistance to simplify the computation, and
the obtained results show that accuracy is acceptable as in [16]. Other techniques have
been developed to handle the fact that some PV parameters such as efficiency, fill
factor and open-circuit voltage are climate change dependent. To this, polynomial
regression [17] and artificial neural networks (ANN) have been investigated [18].
Both approaches are typically based on the power rating as input parameter. In
addition, the advantage arises from the fact that they can be employed without the
need for detailed knowledge about the system under study.

However, the disadvantage of using such approaches is that a large database of
climatic and electrical data is needed to be collected in order to model the system.
Genetic Algorithm (GA) [19], Particle Swarm Optimization (PSO) [20], Differential
Evolution (DE) [21] and Artificial Neural Network (ANN) [22], etc., have been
also employed to find the equivalent circuit parameters. A critical review of various
modeling approaches including analytical models, classical optimization methods
and soft computing techniques under different working conditions is presented in
[23]. In the other hand, different softwares are used for the implementation and
simulation of PV generators such as MATLAB, Maple, Pspice and SABER.

In light of the previous analysis, one can find that PV model should be at once
efficient, accurate and easily to be applied by designers. Moreover, it is much better
if the developed PV model uses only the data provided by the manufacture to model
any configuration of PV parts (solar cells, bypass diodes, etc.). For this purpose,
the present work describes a simple PV model based only on the manufacture’s
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datasheet to model different PV modules having different technologies. It consists
to use a simple procedure to identify the series resistance of solar cells, in addition
to the ideality factor value which is adapted to fit the solar cell technology. The PV
model uses MATLAB Simscape toolbox (blocks of solar cells, bypass diodes and
physical networks) that offers the freedom to modify the configuration of solar cells
and bypass diodes by playing on the physical connections between them.

The chapter is organized as follows, Sect. 12.2 discusses the recent progress
and the challenges associated with C–Si and thin-film technologies. Section 12.3
presents the PVmodel for predicting the I–V and P–V characteristics of different PV
module technologies. In Sect. 12.4, several experimental test results accompanied
with several statistical error analyses, to validate experimentally the described PV
model, are presented.

12.2 PV Module Technologies

Nowadays, solar cells with C–Si or thin-film technologies are very familiar from
use viewpoint. They comprise a wide portion of installations worldwide. However,
both technologies face challenges and present merits and demerits. These challenges
include materials optimization, efficiency improvement and cost reduction. There-
fore, in the following, the C–Si and thin-film technologies are compared in terms
of various parameters. Since the release of C–Si and thin-film technologies to the
market, research seeking for better efficiency has never been stopped. The evolution
of efficiency improvement for each PV technology since 2009 can be found in [24].

12.2.1 Crystalline Silicon (C–Si) Technologies

The leader in PV industry and applications is C–Si technology. Silicon is a material
with a gap energy of 1.1 eV, which be found in more than 90% of PV production
[25]. PV modules with C–Si solar cells have been the focus of research since the
1950s, and currently, they cover around 85% of the PV market [26]. Depending on a
long-term field testing for reliability and a high volume manufacturing facilities, C–
Si PV industry is regarded as themature one. The theoretical maximum efficiency for
this technology is about 29% [27], with world record efficiency of 26.1 and 22.8%
for mono C–Si and poly C–Si, respectively [28]. This technology is expected to
survive for a multiple decades due to its significant merits in economic and technical
aspects. According to Fig. 12.1, mono C–Si technology retains the highest efficiency
in comparison with thin-film technologies (i.e., based on either CdTe or CIGS).
Furthermore, the rise in efficiency for C–Si (poly C–Si and mono C–Si) and CIGS
is low with respect to that of CdTe.

Poly C–Si solar cells are the next class of C–Si technologies. In fact, the major
advantage of poly C–Si is the cost reduction compared tomono C–Si class. However,
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Fig. 12.1 Simscape implementation of: a ‘Q.Pro 230Wp’ PV module b PV system c integrated
blocks in subsystem 2

this cost reduction resulted in a low conversion efficiency. Poly C–Si benefits from
thematurity of theC–Si industry. Thereby, it is cheaper in themarket as its fabrication
process is faster andmuch easier than the other existing silicon technologies [29]. The
average price of PVmodules with poly C–Si technology is down about 14% per year
(US$ 0.6/Watt achieved in 2014) [30]. In the last decade, poly C–Si and mono C–Si
account for most of the market shares in PV manufacturing industry. Furthermore,
poly C–Si PV modules are widely used in all kind of applications thanks to their
trade-off between the low cost and the average power efficiency [31]. However, it is
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worth noting that poly C–Si and mono C–Si suffer from some limitations: (1) the
relative high cost involved in the fabrication compared to thin films, (2) the weight
and rigidity of modules, (3) the poor performance under high temperature and low
insolation levels [32].

12.2.2 Thin-Film Technologies

Great interest has been devoted to the investigation of new alternative materials and
device processing technologies in order to overcome some of the C–Si technology
limitations. This has leaded to new technologies which expand rapidly, especially,
thin-film technologies.

As reported in [31], thin-film technologies’ production in 2015 has been increased
by an estimated 25%. Nowadays, these technologies are held the most remainder
portion of the PV market after C–Si.

The contributions of thin film lie in the no need for expensive semiconductor
substrates and the reduced amount of active semiconducting material used in each
solar cell. In manufacturing of thin-film solar cells, the used film thicknesses are
typically around hundreds of nanometers to a few micrometers to absorb nearly all
the incoming insolation.On the other hand, the thickness required inC–Si technology
solar cells is about hundreds of micrometers; this resulted in the price advantage
of thin-film solar cells. Moreover, thin films can be deposited onto a variety of
inexpensive supporting substrates such as plastic, glass and foil.

Thin-film technologies are commercially available on the PV market either cad-
mium telluride (CdTe), copper indiumgallium selenide (CIGS) or amorphous silicon.
This latter is not sufficient to offset the advantages of the other thin-film technology;
therefore, it is rapidly receding.

12.2.3 Cadmium Telluride CdTe

CdTe regarded as one of the first semiconductors that was used in thin-film technolo-
gies to improve the low efficiency experienced with amorphous silicon. Furthermore,
the tremendous research targeting CdTe is to create a balance between performances
and cost, making it essential in achieving high conversion efficiencies. The CdTe is
a robust semiconducting material, and this is because it has a remarkable tolerance
toward the high processing temperatures [25]. At present, PV modules with CdTe-
based thin-film technology are one of the fastest-growing segments of commercial
module production [33]. Therefore, CdTe-based thin-film technologies now firmly
established as the basis for the market-leading thin-film PV module technology as
well as the most cost effective to manufacture. As discussed in [34], the cost of CdTe
PV modules has now been dropped below one US$-per-watt. As a result, the cost of
power generation is rapidly approaching grid parity.
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The glass substrate plate that layered the CdTe compound has a high optical
absorption coefficient in order to enable light to reach the semiconductor layer more
efficiently; as a result, only a low level of irradiance is needed to produce power
[32]. PV modules based on CdTe technology are commercially available nowadays
with conversion efficiency ranged between 7% and 12% on average. However, the
tremendous improvements of this technology have increased its cell efficiency record
to 22.1%.

From Fig. 12.1, the path toward high efficiency for CdTe has been quicker than
the other considered technologies, which results in latest achieving efficiency almost
equal to that of poly C–Si one.

It is important to note that CdTe-based thin-film solar cells have a simple struc-
ture of the two-component absorber layer (i.e., contain only cadmium and tellurium).
However, telluriumhas a limited supply,whichmakesCdTe-based thin-filmPVmod-
ules not as a real solution for large-scale deployment. Likewise, the cadmium is a toxic
material which is dangerous to both industrial operators and outdoor applications.
Therefore, it must be treated carefully in its handling and disposal. Consequently,
further improvements in conversion efficiency as well as in material and interface
properties of CdTe solar cells are needed.

12.2.4 Copper Indium Gallium Selenide, CIGS

CIGS technology is regarded among themost popular thin-film technologies. It offers
inherent advantages of thin film for cost reduction and high absorption coefficients
(i.e., with a band gap of 1.68 eV). Copper, indium, gallium and selenium [Cu (In,
Ga) Se2] are the main materials that compose this semiconductor type.

A key stage in the fabrication of CIGS solar cells is to choose the appropriate
substrate in order to create a compromise between the desired performances and the
processing conditions. Thin CIGS films can be deposited onto a variety of flexible
(e.g., mostly metals, ceramics, special polymers, etc.) and rigid (e.g., soda lime
glass, etc.) substrate materials. However, the used substrate material has to be chosen
considering its availability in large quantities, the compatibility with the subsequent
deposition steps (i.e., withstanding to different chemical and physical properties as
well as to the high temperature level during themanufacturing process), cost effective,
robustness and lightweight. The considered technique that still under way for the
development to produce large commercialization of CIGS PV modules on flexible
substrates, is the roll-to-roll (R2R) production technique. The moderate efficiency
associated with CIGS-based thin-film PV modules ranges from 10 to 15%, with
record conversion efficiency of 23.4% [28].

Applying a flexible substrate to CIGS thin film allows obtaining a large-scale
flexible PV plant and opens new fields of applications (e.g., coated on the existing
surfaces or integrated with building components such as roof tiles).

By comparing C–Si and thin films, C–Si technologies are the most suitable for
the large-scale deployment considering their abundance and the ratio efficiency to
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price, specifically, mono C–Si PV technology which is more efficient but relatively
more expensive than poly C–Si one. However, in hot places, CIGS or CdTe is more
recommended.

12.3 Photovoltaic Modeling

An improved PV model based on MATLAB Simscape toolbox for obtaining the
I–V and P–V characteristics is developed. The modeling tools consist of physical
component blocks (i.e., solar cell blocks, bypass diode blocks, etc.) and physical
networks. In Simscape environment, solar cells and bypass diodes can be seamlessly
used to model PV modules (i.e., built by interconnecting individual solar cells), PV
strings (i.e., built by connecting PV modules in series to get a sufficient voltage) or
arrays (i.e., built by connecting PV strings in parallel to get a sufficient current) [35].
Simscape physical networks are employed to connect together any configuration of
PV parts as well as to transmit power between them.

The solar cell block provided by Simscape is comprised of a parallel combination
of current source, a single diode and parallel resistor (Rp); the latter is connected in
series with a resistance Rs. The solar cell current I is given by

I = Iph − I0

(
exp

(
q(V + Rs I )

KnT

)
− 1

)
− (V + Rs I )

Rp
(12.1)

whereV and I represent the solar cell output voltage and current, respectively.Rs is the
series resistance of a single solar cell, which has usually a small value representing
the contact resistance. However, the parallel resistance Rp possesses a very large
resistance that models the leakage current of the P-N junction. q [C] is the charge of
an electron (1.602 × 10−19). Iph is the light current, I0 is the saturation current, n is
the diode ideality factor, K [J/K] the Boltzmann’s constant (1.38 × 10−23) and T is
the cell temperature. So, to characterize a solar cell block, the block-parameters of
solar cell require both climatic and electrical parameters are required. The climatic
parameters which are the temperature [°C] and the irradiance [W/m2] can be obtained
by measuring them with the appropriate sensors. The electrical parameters are the
open-circuit voltage (VOC), the short-circuit current (ISC), the ideality factor n and
the series resistance Rs. The VOC and ISC values are obtained from PV module’s
datasheet. However, n and Rs are not provided.

The previous works to obtain the series resistance by using trial and error method
are presented in [36, 37]. However, to model a PV plant with different parameters
of PV modules, it is a difficult task to find an accurate Rs for each module. In [38],
Rs is determined by evaluating the derivative of the model equation at VOC point,
which leads to significant computation efforts. An iterative algorithm is used in [39]
that is based on the minimization of (dP /dVMPP = 0) to find an optimal value of the
adjustment factor (α). Once this latter is reached, the Rs can be calculated. Another
approach based on optimization is presented in [40] where the determination of Rs
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Table 12.1 Ideality factor for
different PV technologies

Technology Ideality factor

Poly C–Si 1.3

CdTe 1.5

CIGS 1.5

value is carried out by evaluating an expression based on unknown factor and the
parameters reported in the datasheet. However, this approach is very sensitive to ini-
tial solution as it uses the Newton–Raphson method to determine an unknown factor
within the expression of Rs. In the same context, the authors in [41] have employed
a binomial search routine to seek the optimal value of Rs within an estimated inter-
val. However, the use of this optimization method made the determination of Rs a
complex task.

A complicated function of series resistance is solved iteratively in [42] by using
a typical series resistance of the PV module as a starting point. However, the model
needs additional information besides the standard data provided by the manufac-
turer’s datasheet. Considering the aforementioned drawbacks, designers of PV sys-
tems often find difficulties in applying suchmodels. On the other hand, inmanymod-
eling techniques, the ideality factor is not adapted to fit the modeled PV technology.
Therefore, it is taken as a random value from the range 1 < n < 2.

In the following, a contribution for rendering the Simscape-based PVmodel based
only on the manufacture’s datasheet is made. Therefore, for each technology of
PV modules, a specific ideality factor value is used. Poly C–Si, CdTe and CIGS
ideality factors are given in Table 12.1. Moreover, an expression uses the available
information in the manufacturer’s datasheet to forwardly calculate the value of series
resistance Rs which has been adopted.

The Rs calculation is based on the computation of the fill factor which is
determined as follows:

V_ MPP[p.u] = VMPP

Voc
(12.2)

I_MPP[p.u] = IMPP

Isc
(12.3)

FF[] = V_ MPP[p.u].I_ MPP[p.u] (12.4)

whereVOC 9 [V] and ISC [A] are the open-circuit voltage and the short-circuit current,
respectively. FF [] is the PV module’s fill factor at STC.

The solar cell’s series resistance Rs [�] [43] is calculated as:

RS = VOC

ISC
.RSN (12.5)
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RSN [] is the normalized solar cell’s series resistance that is determined as shown
below [44]

RSN = 1− FF

FFN ,25
(12.6)

where FFN,25[] is the normalized fill factor when the solar cell temperature is 25 °C
and given as:

FFN ,25 = vOCN,25 − ln(vOCN,25 − 0.72)

vOCN,25 + 1
(12.7)

where VOCN,25 [] is the normalized open-circuit voltage at temperature of 25 °C
which is calculated as [43]:

vOCN,25 = VOC

V t,25.NS
(12.8)

where Vt,25[V] is the junction thermal voltage of the solar cell at 25 °C, and Ns [] is
the number cells of the PV module.

Finally, the junction thermal voltage of the solar cell at 25 °C is given by;

V t,25 = k.(25+ 273)

q
(12.9)

where k [J.K−1] and q [C] are the Boltzmann’s constant and the electron charge,
respectively.

Figure 12.1a shows the Simscape implementation of the PV module ‘Q.Pro
230Wp’ connected to a system for sweeping acquiring the I–V and P–V charac-
teristics; its main partis:

• Subsystem 1: contains the implemented Q.Pro 230Wp PV module illustrated
in Fig. 12.1b; it is composed of 60 solar cells connected together by physical
networks. Each solar cell has been characterized according to the electrical char-
acteristics reported in Table 12.2 as well as the ideality factor values reported
in Table 12.1. Equations (2–9) have been used to compute the solar cell’s series
resistance.

• A variable resistor and ramp block: used to sweep the I–V and P–V
characteristics.

• Current and voltage sensors: employed to measure I and V, respectively. The
measured I and V are acquired and saved by Subsystem 2.

• Subsystem 2: used to acquire and save the measured data. Its main blocks are
shown in Fig. 12.2c.

• Solver Configuration block: used to determine the unknown variables for the
entire modeled system; it can be connected anywhere on the physical network
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Table 12.2 Electrical characteristics of the used PV modules

Designation Q.Pro 230Wp First Solar FS-272 Q.Smart 95Wp

Maximum power (PMPP) [W] 230 72.5 95

Voltage at Pmax(VMPP) [V] 29.24 66.6 62.1

Current at Pmax (IMPP) [A] 7.95 1.09 1.53

Short-circuit current (ISC) [A] 8.59 1.23 1.68

Open-circuit voltage (VOC) [V] 36.95 88.7 78

Cells number NS (cells) 60 116 116

Bypass diodes number 3 None 1

Technology Poly C–Si CdTe CIGS

FirstSolar FS-272
Q.Smart 95Wp

Q.Pro 230 Wp

Data loggers used for climatic condition and electrical 

data

Pyranometer

Module temperature sensor
DC–DC converter and load

Fig. 12.2 Test facility to measure the electrical characteristics of the used PV modules at Trieste
University, Trieste, Italy

circuit by creating a branching point. It is imperative to fine-tune the solver param-
eters before running the simulation in order to avoid warning or error message.
The solver parameters are chosen as follows: the step type is fixed step, the solver
type is Runge–Kutta and fixed step size is 0.001.
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12.4 Results and Discussions

12.4.1 Experimental Data Analysis

Anumber ofmeasurements have been carried out at the test facility of Trieste Univer-
sity, Italy. To this, the three PV modules, namely Q.Pro 230Wp (Poly C–Si technol-
ogy), Q.Smart 95Wp (CIGS technology) and First Solar FS-272 (CdTe technology),
have been considered. The electrical specifications of these modules are reported in
Table 12.2. Different experiments are conducted at different working conditions for
each of the above modules. The I–V characteristic of each PV module is recorded
by sweeping the output voltage from zero to VOC.

The test facility is shown in Fig. 12.2, where three PVmodules aremade available.
It comprises also two data loggers (type E-Log, MW8024-02/10 produced by LSI
Lastem S.r.l) for climatic and electrical data; they are connected to a computer for
the data to be collected and saved. DC–DC converter (type Solar Magic produced
by National Semiconductor Ltd) connected to a resistive load. One ISO9060 first
class thermopile global radiometer type C100R DPA153 (produced by LSI Lastem
S.r.l) installed on the same frame carrying PV modules(the daily uncertainty for this
device is less than 5%, the sensitivity is 30÷45 µV/(W/m2) and the flat spectral
response range is (305–2800 nm)). Three module temperature contact probes (type
DLE 124 by LSI Lastem S.r.l) have an accuracy of ± 0.15 °C. Three shunts type
SHP300A60-Compact (produced by Hobut Ltd) calibrated with an accuracy better
than 0.01%. Fast measurements of the I–V characteristics are carried out by varying
the duty cycle of the DC–DC converter from the minimum to its maximum value.
At this time, both the climatic (irradiance and temperature) and electrical data (PV
current and voltage) are simultaneously acquired and stored in the computer.

12.4.2 Experimental Validation of Simscape-Based PV Model

The validation of the Simscape-based PV model is carried out to show its effec-
tiveness in predicting the I–V and P–V characteristics for different PV technologies
(i.e., poly C–Si, CdTe and CIGS). Therefore, First Solar FS-272, Q.Pro 230Wp and
Q.Smart 95Wp models are implemented according to the electrical characteristics
reported in Table 12.2 as well as the ideality factor values reported in Table 12.1.
Equations (2–9) have been used to compute the solar cell’s series resistance for
each PVmodule. The obtained values (Rs_First Solar FS-272= 0.1402�,Rs_Q.Pro
230Wp= 0.0094 �,Rs_ Q.Smart 95Wp= 0.0565 �) are used to parameterize solar
cells. Simulation is done using the recorded climate conditions. The obtained I–V
and P–V characteristics of Simscape-based PV model have been compared to those
measured for the same weather conditions.

Figures 12.3, 12.4, 12.5, 12.6, 12.7 and 12.8 show the simulated versus the mea-
sured data of the I–V and P–V characteristics for each PV technology. It can be
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Fig. 12.3 Experimental data (dotted line), Simscape model (solid line) for PV module FS-272
operating at G = 920 W/m2 and T = 56 °C a I–V characteristic b P–V characteristic

Fig. 12.4 Experimental data (dotted line), Simscape model (solid line) for PV module FS-272
operating at G = 470 W/m2 and T = 30 °C a I–V characteristic b P–V characteristic

Fig. 12.5 Experimental data (dotted line), Simscape model (solid line) for PV module Q.pro
operating at G = 980 W/m2 and T = 55.5 °C a I–V characteristic b P–V characteristic
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Fig. 12.6 Experimental data (dotted line), Simscape model (solid line) for PV module Q.pro
operating at G = 480 W/m2 and T = 36.5 °C a I–V characteristic b P–V characteristic

Fig. 12.7 Experimental data (dotted line), Simscape model (solid line) for PV module Q.smart
operating at G = 995 W/m2 and T = 56 °C a I–V characteristic b P–V characteristic

Fig. 12.8 Experimental data (dotted line), Simscape model (solid line) for PV module Q.smart
operating at G = 347 W/m2 and T = 30 °C a I–V characteristic b P–V characteristic
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noticed that there is a good agreement between the simulated and the measured
electrical characteristics.

In order to measure the accuracy of the developed Simscape-based-PV model in
predicting the P–V and I–V characteristics of each technology under the considered
climatic conditions, several statistical error tests are used to characterize the degree of
matching between the simulated and the measured characteristics. These statistical
error tests are given by the following expressions:

The root mean square error (RMSE)

RMSE[W ] =
√√√√ 1

N

N∑
k=1

(
Ppv_ mea(k) − Ppv_ sim(k)

)2
(12.10)

The correlation coefficient (R2)

R2[%] =

⎡
⎢⎢⎢⎣1−

N∑
k=1

(
Ppv_ mea(k) − Ppv_ sim(k)

)2
N∑

k=1

(
Ppv_ mea(k)

)2

⎤
⎥⎥⎥⎦ × 100 (12.11)

The mean percentage error (MPE)

MPE[%] = 1

N

N∑
k=1

(
Ppv_ sim(k) − Ppv_ mea(k)

Ppv_ mea(k)

)
× 100 (12.12)

The deviation from the measured values (Dev)

Dev[] =

N∑
k=1

Ppv_ sim(k) −
N∑

k=1
Ppv_ mea(k)

N∑
k=1

Ppv_ mea(k)

(12.13)

where
Ppv_mea(k) [W] is the kth measured value of the PV output power, Ppv_sim(k) [W]

is the kth simulated value of the PV output power andN [] is the number of simulated
or measured points.

Table 12.3 shows, for each PV module and for given climate conditions, the com-
puted statistical errors. One can notice that the RMSE values are relatively low,
ranging between 0.311 and 1.246W. Furthermore, the deviations from the measured
values are the range that is [−0.0125, 0.0118]. The correlation coefficient values
are greater than 99.8% regardless the technology of the module and the weather
conditions. Moreover, the absolute values of the MPE are always less or equal to
0.057%. Upon the analysis of these results, it can be concluded that the proposed
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Table 12.3 Comparisons between simulated and measured P-V curves of each used PV
technologies

PV
module

Technology G
(W/m2)

T
(°C)

RMSE
(W)

R2

(%)
MPE (%) Dev []

First
Solar
FS-272

CdTe 920 56 1.2462 99.82 −0.057 −0.0125

470 30 0.7937 99.85 0.0357 0.0118

Q.Pro
230Wp

Poly C–Si 980 55.5 0.5976 99.99 0.0031 0.00064

480 36.5 0.5762 99.99 0.0236 0.0045

Q.Smart
95Wp

CIGS 995 56 0.5767 99.98 −0.0123 −0.0022

347 30 0.3118 99.97 0.0185 0.0050

Simscape-based PV model offers a good performance in predicting the electrical
characteristics (i.e., current, voltage, power) of different PV technologies, particu-
larly, a PVmodule having polyC–Si technology. The latter has the highest correlation
values (99.99%) and the lowest |MPE| and |Dev, 0.0031 and 0.00064, respectively.
Likewise, the obtained static errors of CIGS PV module lead to say that Simscape-
based PV model can offer satisfactory prediction for this technology. However, the
predicted electrical characteristics of CdTe PV module present the poorest perfor-
mances compared to the remaining. This has the lowest correlation (99.82%) and the
highest |MPE| and |Dev| (0.057 and 0.0125, respectively).

12.5 Conclusion

In this chapter, a survey of the recent progress on the most commercialized PV
technologies (i.e., C–Si and thin film) has been presented. Mono C–Si technology is
the leader in both PV applications, industrial and building integrated. Furthermore,
it is considered as the most suitable for the large-scale deployment. On the other
hand, thin-film technology suffers from the low conversion efficiency. However, it
is expected to be increased in the future. Turning now to the second part of this
chapter where a simple PV model based on Simscape for predicting the electrical
characteristics of different PV technologies has been implemented. Then, it has been
experimentally tested under different working conditions. Assessment criteria based
on four statistical errors have been calculated to precisely evaluate the Simscape-
based PV model. It has been shown that the presented Simscape-based PV model
offers a satisfactory accuracy of prediction. This model is more appropriate for users
due to its simplicity, and it can be implemented easily.

Acknowledgements The authors would like to thanks Dr. V. Lughi, from Trieste University, Italy,
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Chapter 13
Recent Applications of Artificial
Intelligence in Fault Diagnosis
of Photovoltaic Systems

A. Mellit

Abstract This chapter presents a brief survey on the recent applications of artificial
intelligence (AI) techniques in fault diagnosis of photovoltaic (PV) systems.AI-based
methods are mainly used to identify and classify the type of faults that can happen in
PV systems, particularly in DC side (PV array). The methods will be presented and
discussed in terms of complexity implementation, possible faults detection, identifi-
cation and localization capability. Faults localization in large-scale PVplants remains
challenging issue, and to date, no AI-based method was applied and verified exper-
imentally, except few methods recently developed based on aerial images (Infrared
Thermography) inspection. It is believed that this chapter can help researchers in
academic institutions to get an idea regarding the actual application of AI techniques
in this topic.

Keywords Photovoltaic plants · Artificial intelligence techniques ·Machine
learning · Deep learning · Fault diagnosis

13.1 Introduction

As reported in [1], the installed PV capacity around the world at the end of 2018 was
about 500 GW. The same source [1] indicated that all of the PV systems installed
throughout the world are currently able to cover about 3% of global electricity
demand. PV plants are subject to a number of different types of faults and failures
(for example in the PV modules, in the wiring, inverter, and protection equipment),
their yield can drop significantly, especially in desert regions (e.g., Sahara) where the
operating conditions are extreme [2]. Thus, faults in PV systems may cause a huge
amount of energy loss (Fig. 13.1a) as well as risk of fires (Fig. 13.1b), particularly
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Fig. 13.1 a Sandstorm effect on the PV arrays. b Fire hazards in a PV plant

in hot climate. In general, faults in PV arrays are mainly caused by dust, sand accu-
mulation, mismatch, crack and ageing of PV modules. In order to keep the operation
of a PV plant reliable, efficient and safety, a monitoring system (MS) including an
automatic diagnosis method is indispensable [3].

Over the recent years many fault diagnosis techniques have been developed in
the literature [4]. These techniques should be able to detect, identify and locate the
position of the fault. For a small-size PV system, up to 10 kW (domestic application),
it is relatively easy to diagnose the system using manual or semi-automatic methods.
However, the localization of faults in large-size PV plants (utility-scale applications)
is quite challenging issue.

The application of artificial intelligence (AI) techniques in PVs was shown the
ability of such techniques to solve some problems such as: sizing and optimiza-
tion (e.g., genetic algorithm (GA)), output power forecasting (e.g., neural networks
(NNs)), control (e.g., ANNs and Fuzzy Logic (FL)) and maximum power tracking
(FL) [5]. Nowadays, AI-based methods for fault detection, identification and local-
ization in PV systems have attracted many researchers, due to the promising results
of AI in this field. The main objective of this chapter is to present a short review
on the recent application of AI techniques, including machine learning (ML) and
recently deep learning (DL) in fault detection, identification and fault classification
of PV systems.

The chapter is organized as follows: The next section presents a general introduc-
tion to machine learning and deep learning; Sect. 13.2 reports PV systems, including
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monitoring systems (MSs), different type of faults and available fault diagnosismeth-
ods. Application of AI techniques in fault detection, identification and classification
is provided in Sect. 13.3.

13.2 Artificial Intelligence Techniques

There are many definition of AI, the most used definition is ‘imitating intelligent
human behaviour’, which is already a much stronger definition, and it can classify
[6]: (1) systems that think like humans, (2) systems that act like humans, (3) systems
that think rationally and (4) systems that act rationally. Several intelligent computing
technologies are becoming useful as alternate approaches to conventional techniques
or as components of integrated systems. There are different branch of AI techniques
and the main branch of AI used in PV applications are: Evolutionary algorithms
(includingdifferentmeta-heuristicmethods such asGeneticAlgorithm (GA), Particle
Swarm Optimization and Ant Colony Optimization), machine learning (including
support vector machine (SVM), k-nearest neighbour (k-NN), linear regression (LR),
decision trees (DT), and naïve Bayes (NB)), NNs (includingMLP, RNN and RBFN),
FL, hybrid systems that combine two or more branch of AI (e.g., ANFIS, ANN-GA,
etc.) and Deep learning (DL). Figure 13.2 shows the link between AI, ML and DL.
As reported in [7], major progress in AI will come through systems that combine
representation learning with complex reasoning.

13.2.1 Machine Learning

ML is the domain of study that gives computers the ability to learn without being
explicity [7]. As shown in Fig. 13.2ML is a subset of AI that can provide systems the

Fig. 13.2 Link between
artificial intelligence,
machine learning and deep
learning

Artificial intelligence

Machine learning

Deep learning
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Fig. 13.3 Types of machine learning

ability to automatically learn and improve from experience without being explicitly
programmed. It focuses mainly on the development of computer programs that can
access data and use it to learn for themselves [7].

There are various ML algorithms such as linear regression, logistic regression,
decision trees, naive Bayes, random forest, support vector machine, K-nearest neigh-
bour, extreme learning machine, K-means clustering, Bayesian modelling and Q-
learning. In point of view leaning, ML algorithms can be classified into four major
algorithms (see Fig.13.3) [8]: (1) supervised learning, (2) unsupervised learning, (3)
reinforcement learning and (4) semi-supervised learning. The first type of the algo-
rithm tries to model relationships and dependencies between the target prediction
output and the input features.

In the second type (unsupervised learning), no training labels for the training
samples, the algorithm try to use techniques on the input data to mine for rules,
detect patterns and group the data. It is mostly used to project high-dimensional data
into low-dimension for visualization purposes.

Reinforcement learning has an agent that learns how to behave in an environment
by taking actions and quantifying the results. If the agent makes a correct response, it
gets a reward point, which boosts up the agent’s confidence to takemore such actions.
The last type of learning (semi-supervised) is a combination between supervised and
unsupervised, it consists of a small amount of labelled data and a large amount of
unlabeled data, so labelled data are used for supervised, while unlabeled data for
unsupervised learning during the training phase.

13.2.2 Deep Learning

It can be defined as seeking to provide knowledge to computers through data, observa-
tions and interacting with the world [9]. That acquired knowledge allows computers
to correctly generalize to new settings. As shown in Fig. 13.2, DL is part of a larger
family of ML methods based on learning data representations. DL is a relatively
new advancement in ANN programming and represents a way to train DNNs, as
traditional ANN method suffered from problems such as over-fitting, diminishing
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gradients [8]. As defined in [10], an ANN is a massively parallel-distributed pro-
cessor made up of simple processing units that has a natural propensity for storing
experiential knowledge and making it available for use.

In the last fewyears,DLhas led to very goodperformance on avariety of problems,
such as visual recognition speech recognition, natural language processing, pattern
recognition, automatic translations, self-driving cars, medical diagnosis and financial
prediction, automatic trading, but the application ofDL in PV systems is very limited.
The main DL algorithms used in PV applications are: (1) deep convolutional neural
network (DCNN) and long short-term memory (LSTM).

• Deep Convolutional neural network is a specialized kind of ANN for processing
data that has a known grid-like topology. DCNNs are simply ANNs that use
convolution in place of general matrix multiplication in at least one of their layers
[10]. Figure 13.4 shows a general architecture of DCNN.

• Long short-term memory is a kind of RNNs, the main drawbacks of RNNs practi-
cally fail to handle long-term dependencies. The LSTM [6] is capable of handling

Fig. 13.4 Architecture of
a Deep learning neural
network
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Fig. 13.5 Architecture of a LSTM neural network

these long-term dependencies. Figure 13.5 shows a simplified architecture of a
LSTM neural network.

13.3 Photovoltaic Systems

PV systems consist mainly of a PV array, batteries, converters, inverters and protec-
tion devices. There are three main types of photovoltaic systems: (1) stand-alone, the
batteries are always used (indispensable) and can be employed particularly in remote
areas (isolated sites, such as Sahara). (2) hybrid PV systems, in this type more than
one renewable (e.g., wind) or conventional (e.g., hydraulic) sources can be integrated.
(3) grid-connected PV systems, these kind of systems are the most used for industrial
and grid applications. In point of view capacity, PV systems can be classified as small
scale (up to 10 kW) for domestic applications, medium scale for industries (less than
1 MW) and large-scale utility grid (up to 10 of MW).

13.3.1 Monitoring PV Systems

The main tasks of Monitoring PV systems (MPVSs) [11] include the monitoring of
the meteorological and electrical data, in order to control and supervise the PV plant
in real time. Figure 13.6 shows a simplified block diagram of a MPVS.

Advanced MSs should integrate the Internet of Things (IoT) technique, to check
the performance and the system evolution in real time. Recently, efforts have
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Fig. 13.6 Simplified schematic of a PV monitoring system

been focused on the integration of IoT in order to develop smart-monitoring sys-
tems for remote sensing of PV plants [12, 13]. As reported in [14], PIC or ARM
Cotex-M3 Processor-based system can be used in large size plants with industrial
aspects.

13.3.2 Faults in Photovoltaic Arrays

As reported in [4] faults in a PV array can be grouped into two main categories:
permanent and temporally. Permanent faults are, for example, delamination, bub-
bles, yellowing, scratches and burnt cells. So, this category of faults can be cleared
simply by replacing the faulty modules. Temporal faults are basically due to partial
shading effects, dust accumulation (soiling), dirt on PV modules and snow that can
be removed by operators without replacing the faulty PV module [15]. The most
catastrophic faults are: arc, ground and line-to-line faults, and other faults that have
a negative impact on the system are: hotspot, bypass and blocking diodes faults [16].

13.3.3 Faults Diagnosis Techniques

Several fault diagnosis methods have been proposed, and the main features that can
characterize suchmethod are: to detect the malfunctions quickly, input data (climatic
and electrical data) and selectivity (ability to distinguish between different faults).
They can be globally classified into two main categories:
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Fig. 13.7 Simplified diagram of fault diagnosis-based thermal image processing

(a) Methods-Based on image processing

These methods can be used for detecting most common defects on PV modules
(e.g., discoloration, browning, surface soiling, hot spot, breaking and delamination).
Drones are mainly used to localize and identify faults based on some advanced image
processing algorithms, includingDL.Thesemethods are able identify and localize the
faults, however, sophisticated equipment or instruments are needed, such as thermal
cameras and drones. Figure 13.7 depicts a simplified diagram of a fault diagnosis
method based on thermo-photography.

(b) Electrical methods

Electrical methods can be used for detecting and diagnosing faulty PV modules,
strings and arrays including arc fault, grounding fault, diodes fault, and line to line
fault. Some electrical-based fault diagnosismethods rely on some type of PV systems
model to detect various types of faults. Electrical methods can be also classified
globally into three groups:

• Statistical and signal processing approaches

Statistical and signal processing methods are mainly based on the analysis of the
waveform signals; for example, time domain reflectometry, speared spectrum time
domain reflectometry and earth capacitance measurement. These methods can be
used to detect and localize faults; however, they are not able to identify all type of the
faults. These techniques are not automatic and they are suitable for small-size PV
plants.

• Methods-based I-V characteristics analysis

These methods are based on the analysing of the I-V curves of the PV arrays (See
Fig. 13.8). A data-acquisition system is required in order to collect and store I-
V curves, and then, based on the measured values of solar irradiance and solar
cell temperature, simulated I-V curves can be plotted based on an accurate model
(e.g., one diode model or other improved versions). Based on the measured and the
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Fig. 13.8 I-V curves of a PV array

calculated maximum power, this method compares some points from the I-V curves
in order to get an idea on the type of the faults (i.e., decease in Isc and Voc, variation
onVmpp and Impp,multiple local maximum power points). However, in some cases,
these methods are not able to identify faults that have the same symptoms [4]. They
can localize some type of faults only in very small-size PV plants, and it requires
many sensors to localize faults at PV module level.

• Methods-based artificial intelligence technique

These methods include machine learning and recently deep learning. In these meth-
ods, MPVSs are indispensable to collect different data, such as meteorological and
electrical data from PV systems. Figure 13.9 shows the principal working of these

Fig. 13.9 Block diagram of fault diagnosis-based AI techniques
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methods. These methods are able to classify and identify faults. They can be used
to distinguish between faults that have the same symptoms, i.e., it can be got the
same faulty I-V curves, but the origin of the fault is completely different. It should
be noted that the identification accuracy depends mainly to the amount of the data,
data quality and the used techniques [4].

13.4 Fault Diagnosis Based AI Techniques

This section is aiming at showing only fault diagnosingmethod-based AI techniques.
Recently, many papers have been published on the application ofAI in fault diagnosis
of PV systems. Generally, these methods use as input some meteorological and
electrical parameters or thermal images, in order to identify and classify the faults,
so a database is needed to run these methods. They use also a large dataset of thermal
or infrared images to identify faults in large-size PV plants. Table 13.1 lists some
selected applications of AI techniques in fault diagnosis, detection and localization
in PV systems.

With reference to the above Table 13.1, the following points can be highlighted:

• It can be clearly observed that a remarkable progress on the using of AI techniques
in fault diagnosis of PV systems, from 2003 to 2019. Researchers are more and
more attracted by machine learning and recently deep learning. It has been shown
that supervised learning is the most widely used algorithm.

• Most advanced methods-based machine learning require a dataset of electrical
parameters, such as measured currents and voltages, in some cases meteorolog-
ical data are also needed (Such as solar irradiance, air temperature, and other
parameters).

• Themost investigated techniques in this field are neural networks and fuzzy logic,
mainly used for fault classification in order to distinguish between faults that have
the same signatures and classify type of faults. Overall, developed methods-based
AI technique have been validated by simulation using MATLAB.

• The most available fault diagnosis techniques have been evaluated offline and
only for small-size PV plants. In addition, most investigated faults are the ones
appeared in a PV array (e.g., short-circuit, open-circuit and hot spot).

• Real-time implementation and cost of such technologies should be considered.
To date, a very limited number of methods-based AI technique are verified at
laboratories by developing a laboratory-scale prototype.

• The accuracy of the designed fault diagnosis-based AI depends mainly on the
quality and the amount of the used data. Therefore, data should be carefully pre-
treated and analysed. In addition, an appropriate learning algorithm should be
also selected based on the solving problem (e.g., classification, identification or
localisation).
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Table 13.1 Reviewing papers on the fault detection, identification and localization of photovoltaic
systems based on AI techniques

References Year Comments

[17] 2003 Expert system-based learning method is developed in order to diagnosis a
PV system. The designed technique is used to diagnose the shading
effect. The method was simulated and validated experimentally. In point
of view complexity, we can say that the method is simple and effective
but only in the case of shedding effect

[18] 2009 Fault diagnosis method-based neural network is developed, for some
permanent faults. The method is applied for a small-scale grid-connected
PV system, and it can be implemented easily with a medium cost

[19] 2010 An artificial neural network is used to build an intelligent fault diagnosis
in a small-scale PV system. The proposed method can detect some
temporally fault accurately with less time. The system is relatively easy to
implement

[20] 2011 A kind of neural networks named Bayesian belief network is developed to
detect temporally and permanent faults in a grid-connected PV system.
The method was simulated for offline application. The method is focused
more on data-collection. At this stage, the method is not able to diagnosis
the fault. An expensive instrument is required to achieve this method

[21] 2011 A fuzzy logic approach was used to detect fault in a PV module. The
method is relatively easy in point of view implementation, but it costs as
the system needs more sensors to localize the faults

[22] 2011 An automatic detection fault-based fuzzy logic is developed and showed
it ability to identify more than 90% of fault conditions in a PV array. The
method can be used for temporally and permanent faults

[23] 2012 A fuzzy logic classifier is designed to detect an increase in series
resistance (Rs) and verified experimentally. Results showed a good
detection rate over a wide range of irradiance levels. But the technique
needs more skill in point of view implementation

[24] 2014 Support vector machine (SVM) and k-nearest neighbour (k-NN)
approaches are used to detect and classify short circuit in a PV array. The
method was tested and simulated under MATLAB/Simulink. Only short
circuit is investigated, but the method requires more knowledge in
machine learning

[25] 2014 An extension neural network fault diagnosis method is used to identify
whether the PV power generation system is operating normally or a fault
has occurred. The method is relatively easy in point of view
implementation. Validated and tested experimentally PV array. It can be
used for both type of faults (permanent and temporal)

[26] 2015 Fuzzy logic is applied for evaluating the diagnostic rules. The designed
method can be used for detecting partial shading, increased
series-resistance losses and potential-induced degradation in a PV system.
The main characteristic of the methods is fast and low computation. It can
be used for both type of faults (permanent and temporal)

(continued)
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Table 13.1 (continued)

References Year Comments

[27] 2015 An intelligent technique-based neural network was designed to identify
faults in a PV system. The technique has been verified experimentally,
and the highest probability of detection was 86%. It can be used for
temporally fault detection

[28] 2015 A cost-effective algorithm-based a cascade fuzzy logic for detecting arc
fault in a PV system is developed, the method is verified by simulation for
a permanent fault

[29] 2016 A neural network-based model is designed to detect fault in a PV array.
The method was tested for a temporal fault, which is shading effect. The
method is relatively easy to implement and it was validated under
MATLAB/Simulink for a PV array

[30] 2016 A fuzzy logic technique for fault detection in a PV array was developed.
The designed algorithm is able to discriminate between the most
frequently occurring PV module faults, such as increased series losses,
bypass diode and blocking diode with good accuracy (90–98%)

[31] 2017 A method based on theoretical I-V curves analysis and FL classification
system for fault detection in DC side of a 1.1 kWp grid-connected PV
system was developed. The investigation fault is partial shading effect
on PV modules. The method is relatively easy to be implemented and it
was also verified experimentally

[32] 2017 An approach based on machine learning and I-V curves is developed to
detect and classify permanent and temporally fault in a PV system. The
method was validated under simulation-based MATLAB/Simulink using
experimental data

[33] 2018 A multiclass fuzzy logic model based MATLAB/Simulink is designed to
classify some permanent faults. The method was tested using an emulator
system. The results showed that the model is able to classify the
investigated faults with good accuracy

[34] 2018 A fuzzy logic and a radial basis function networks are used and compared
in order to detect fault in PV systems. Both methods were used to detect
and classify permanent and temporally faults

[35] 2018 A method based on C-means clustering fuzzy logic was designed to
detect short-circuit, open circuit, partial shading and other faults. The
method was tested and simulated offline

[36] 2019 Fuzzy logic approach is used to detect different hot spot type in a PV
arrays. Extensive simulation and experimental-based tests have been
carried out and the method showed good accuracy

[37] 2019 A fault diagnosis technique combines a long short-time memory (LSTM)
network and softmax regression classifier is designed. The
LSTM network is used to extract features, and the last one is used as
input to a regression classifier. The model is used to test hot spot and
line-to-line faults with good accuracy

(continued)
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Table 13.1 (continued)

References Year Comments

[38] 2019 A deep conventional neural network is used to diagnose faults in PV
array, the investigated faults are line-to-line and the current and the
voltage are converted into electrical 2D graph to feed the DCNN. The
method was used only for fault classification with good accuracy

[39] 2019 Machine learning and thermography was used to classify hot spot fault in
PV modules. The method outperforms the classification approaches and
provides good results. But, the method is relatively expensive due to the
used equipment

13.5 Conclusions

In this chapter, the literature on fault diagnosis of PV systems using AI techniques
(from 2003 to 2019) is briefly reviewed. It should be pointed that AI techniques
have recently attracted many researchers working in this field, and many efforts have
been deployed in order to design and implement new advanced methods for fault
diagnosis of PV systems.

Accurately identification the cause or the nature of the fault, multiple faults, and
the fault localization remains a challenging issue, particularly in large-size PV plants.
Few attempts have been carried out using thermal images (collected by a unmanned
aerial vehicle, e.g., drones) to localize defects in PV array. It should be noted that
fault diagnosis accuracy using machine learning algorithms is relatively not scalable,
particularly with a large size database. However, deep learning algorithms are the
most appropriate in this case, due to their capability to manage a huge number of
data. The application of AI techniques in fault diagnosis of PV systems, particularly
deep learning, will continue to progress in the near future.
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