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Abstract. Brain tumor segmentation plays an important role in clin-
ical diagnosis for neurologists. Different imaging modalities have been
used to diagnose and segment brain tumor. Among all modalities, MRI
is preferred because of its non-invasive nature and better visualization
of internal details of the brain. However, MRI also comes with certain
challenges like random noise, various intensity levels, and in-homogeneity
that makes detection and segmentation a difficult task. Manual segmen-
tation is extremely laborious and time consuming for the physicians.
Manual segmentation is also highly dependent on the physician’s domain
knowledge and practical experience. Also, the physician may not be able
to see details at the pixel level and may only notice the tumor if it is
more prominent and obvious. Therefore, there is a need for brain tumor
segmentation techniques that play major role in perfect visualization
to assist the physician in identifying different tumor regions. In this
paper, we present recent advancements and comprehensive analysis of
MRI-based brain tumor segmentation techniques that used conventional
machine learning and deep learning methods. We analyze different pro-
posed conventional and state-of-the-art methods in chronological order
using Dice similarity, specificity, and sensitivity as performance mea-
sures.
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1 Introduction

The goal of automated or semi-automated brain tumor segmentation methods is
to detect and accurately segment the abnormal regions within the brain. Brain
tumors are mainly divided into two grades: Low Graded Glioma (LGG) and
High Graded Glioma (HGG) [2]. LGG is less aggressive in nature while HGG
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is more aggressive in nature. Patients diagnosed with LGG have 5 years while
patients diagnosed with HGG have 1 year of life expectancy on the average
respectively [17]. The possible ways for treating the brain tumor are chemother-
apy, radiations, and surgery. In clinician practice, neurologist manually seg-
ments the abnormal regions at each slice of MR imaging modalities [12,23,33].
This manual segmentation is subjective, prone to error, time consuming, costly
and highly dependent on the neurologist’s experience. Therefore, automated
or semi-automated framework for accurate brain tumor segmentation is highly
demanded. Such system could help in timely detection of tumor and also guides
treatment planning. In this regards, different researchers attempted different
Machine Learning (ML) techniques in order to develop system, which can address
these demands, act as intelligent assistant and also enhance the neurologist effi-
ciency [23].

In the light of literature, different ML techniques have been used for brain
tumor segmentation task that can be divided into two categories: Conventional
ML based techniques and Deep Learning (DL) based techniques. All conven-
tional ML techniques follow below mentioned typical steps: pre-processing, fea-
ture extraction, feature selection, training classifier and post processing. At pre-
processing step, different image processing techniques are applied in order to
reduce the noise and improve the quality of the features, which directly affect
the segmentation result. At features extraction step, domain pertinent hand-
crafted features are computed that directly map the domain knowledge. At fea-
ture selection step, different dimensionality reduction techniques are applied in
order to reduce feature vector dimension that results in reduced training time, no
overfitting, and increased classification accuracy. At training step, the selected
classifier is trained using the selected feature vector. Finally, at post-processing
step, the results of the classifier are further processed to achieve better results.

Recently, deep learning based techniques achieved record shattering state-of-
the-art results on verity of computer vision and biomedical image segmentation
tasks [1]. Taking inspiration from these results, different biomedical researchers
suggest novel CNN architectures for brain tumor segmentation using MR images.
These CNN architectures are based on 2D or 3D convolutional kernels and
obtained state-of-the-art results [3,4,8,20,21].

In this paper, we have comprehensively summarized recent ML techniques
that are employed specifically for brain tumor segmentation task from year 2010
to 2017. We have categorized ML techniques into two sub-categories: conven-
tional and DL techniques, which can be seen in Fig. 1. Each sub-category is fur-
ther divided based on the technique being used. We analyzed different proposed
conventional and DL state-of-the-art methods that are using Dice similarity,
accuracy, error rate, specificity, and sensitivity as performance measures.

The rest of the paper is organized as follows: Sect. 2 presents in detail differ-
ent machine learning techniques used for brain tumor segmentation, which are
further categorized into conventional and DL techniques. In Sect. 3, we evalu-
ate and discuss the methods that are mentioned in Sect. 2. Lastly in Sect. 4, we
conclude the discussion.
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2 Conventional and Deep Learning Techniques

The number of research publications dedicated to brain tumor segmentation
has been grown significantly in the last few decades. The observation captured
the increasing demands for fully or semi-automated segmentation methods that
could provide complementary information and play an insolent assistant role
that aid the neurologist in enhancing quality of treatment. In order to address
these requirements, different neuro-computing researchers proposed different ML
techniques and achieved promising results.

Fig. 1. Proposed Taxonomy: It is the proposed categorization that is used in this
work.

2.1 Conventional Techniques

The conventional machine learning (ML) techniques employed for brain tumor
segmentation consist of Support Vector Machine (SVM), Random Forest (RF),
k-Mean and fuzzy C-Mean. These ML techniques are further classified into two
categories: Classification and Clustering algorithms.

2.2 Classification

Most of the classification based ML techniques perform central pixel classification
to segment brain tumor using MR images. Following are the classification based
techniques that are used for brain tumor segmentation:

SVM Based Techniques

Arikan et al. [7] proposed semi-automated hybrid method of SVM and interac-
tive seed selection based method for brain tumor segmentation. At pre-processing
step, they used anisotropic diffusion filter for noise removal in the MR images.
Then, random seeds selected from pre-processed MR images to train SVM clas-
sifier. For performance evaluation, they used publicly available Medical Image
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Computing and Computer-Assisted Intervention (MICCAI) Brain Tumor Seg-
mentation benchmark (BRATS) dataset. They selected four patients from MIC-
CIA BRATS-2015 dataset to evaluate the performance of their proposed method.
Their proposed method achieved average Dice Similarity (DS) of about 81%
compared with ground truth.

Vaishnavee et al. [31] coped with brain tumor segmentation challenge using
SVM and Self Organizing Map (SOM) techniques. At pre-processing step, his-
togram equalization was performed. The four features (i.e. mean, intensity, num-
ber of occurrences and variance) were computed to train classifier. At second
step, they employed SOM clustering in order to localize and segment abnor-
mal brain clusters. Moreover, they also performed the classification of brain
MR images into different intra-tumor classes. In order to perform this classifi-
cation in sub-tumor types, Gray Level Co-occurrence Matrix (GLCM) texture
features were computed that were then followed by Principle Component Anal-
ysis (PCA) as dimensionality reduction step. Proximal Support Vector Machine
(PSVM) classified the MR image in one of three classes: either normal, benign,
or malignant.

Rathi et al. [25] addressed brain tumor segmentation as pixel classification
task. Their approach computed three features: intensity (i.e. mean, variance,
standard deviation, median intensity, skewness, and kurtosis), texture (i.e. con-
trast, correlation, entropy, energy, homogeneity, cluster shade, sum of square
variance) and shape (i.e. circularity, irregularity, area, perimeter and shape
index). PCA and Linear Discriminant Analysis (LDA) were used to reduce the
dimensionality of the computed feature matrix. The SVM was trained to clas-
sify each pixel as white matter, gray matter, cerebrospinal fluid (CSF), tumor
or non-tumor. The experiment was conducted on 140 brain MR images taken
from Internet Brain Segmentation Repository (IBSR).

Zhang et al. [35] fused multi-spectral MR images and addressed the challenges
in much efficient and effective way. Their work resulted in reduce computational
cost, faster inference and less segmentation error. In their framework, they rede-
fined feature extraction, feature selection and introduced additional adaptive
training step. Three features (Intensities, texture information and wavelet trans-
form) were computed in different kernel windows that propagate across multi-
spectral images. During the training stage, SVM was retrained until the feature
set got consistent. The SVM pixel classification was then forwarded to region
growing algorithm, which further performed the refinement of the tumor bound-
aries. Their obtained result justified the fusion of multi-spectral MRI images and
the two step classification.

Reddy et al. [26] computed three features (Local Binary Pattern (LBP),
Histogram of Oriented Gradients (HOG) and Mean Intensity (MI)) in neighbor-
hood pixels. These three features were concatenated to train SVM as pixel level
discriminative classifier. Then, the result of SVM was smoothed with Gaussian
filter in order to generate the confidence surface. The confidence surface con-
tained the likelihood of each pixel as tumor or non-tumor. The incorporation of
the confidence surface with level set and region growing segmentation algorithm
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achieved promising dice similarity score and outperformed the original version
of both algorithms without confidence surface as prior.

Table 1. SVM based methods for brain tumor segmentation. All the results are shown
in % unit. SG stands for Self-generated, where B- is used for BRATS in dataset field.
The acc., R.call, and TE is used for accuracy, Recall, and Total Error respectively.

Ref. Technique Dataset Dice R.cal Acc. TE Year

[7] Random seed selection-SVM B-2015 80 – – – 2016

[31] PSVM B-2015 – 90 – – 2015

[25] Multi-Kernel SVM SG – – – 7.6 2010

[35] PCA based SVM IBSR – – 97.8 – 2012

[26] SVM & Guassian Filter SVM SG 69 – – – 2012

RF Based Techniques

Following are the RF based techniques proposed for brain tumor segmentation.
Ellwaa et al. [11] proposed a fully automated MRI-based brain tumor segmen-

tation method, which used iterative random forest. The accuracy was improved
by iteratively selecting the patient that possessed the detailed information from
dataset, which was used to train random forest classifier. The method was vali-
dated on BRATS-2016 dataset. The criteria of selecting the patient with highest
information helped them to achieve promising results.

Lefkovits et al. [16] proposed a RF based discriminative model for brain
tumor segmentation using multi-modal MR images. The discriminative model
was used to establish the optimal parameters. These determined optimum
parameters were used to fine-tune RF. The fine-tuned RF obtained the opti-
mized tumor segmentation. They used BRATS-2012 and BRATS-2013 datasets
for validation of their framework. Their method showed comparable results to
other proposed methods on BRATS 2012 and BRATS-2013 datasets.

Meier et al. [19] proposed a RF based discriminative model using highly
discriminative features. At pre-processing step, MedPy was used for intensity
standardization, which was used to harmonize the sequence intensity profile.
The voxel wise features were extracted for training the random forest, which
was based on intensities values. The classifier was trained easily and consistently
performed well on a large range of parameters.

Reza et al. [27] proposed an improved brain tumor segmentation method that
computed textural features on multi-modal MR images. They used BRATS-
2013 and BRATS-2014 datasets to validate their method. Mean and median
(statistical validation) were calculated to check the efficiency of the proposed
method. They performed pixel level classification using random forest classifier.
In order to obtain further improved results, they used binary morphological
filters on obtained segmented MR images to get precise contours. Moreover, the
smallest objects were removed using connected components algorithm during
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post-processing. The holes in the tumor regions were also detected and filled,
using connected neighbor intensities.

Abbasi et al. [5] proposed an automated 3D model for brain tumor detection
and segmentation. For preprocessing, bias field correction and histogram match-
ing was used and then ROIs (Region of Interests) were identified and separated
from the background of the FLAIR image. They used HOG and LBP for learning
features. The RF was used to segment brain tumor on BRATS 2013 dataset.

Table 2. Random Forest (RF) based methods for brain tumour segmentation. Dice
similarity of all the methods are shown in % unit. SG stands for self-generated, morph.
stands for morphological filters, where B- is used for BRATS.

Ref. Technique Dataset Complete Core Enhanced Year

[11] Iterative RF B-2016 82 72 56 2016

[16] RF B-2013 82 - - 2016

[19] RF SG 84 66 39 2015

[27] RF with Morph. B-2014 81 66 71 2012

[5] RF B-2013 83.8 76 76 2012

2.3 Clustering

Clustering based techniques are also used for the detection and localization of
abnormalities within brain MR images. Following are most recent researches
based on clustering technique for brain tumor segmentation using MR images.

Singh et al. [29] proposed an unified approach of fuzzy C-Mean and level-
set segmentation algorithm to delineate the brain tumor and region of interest
(ROI). Their proposed method comprised of two steps. At first step, fuzzy c-
mean applied to divide the brain MR images into different clusters. At second
step, level-set algorithm applied to initial contour in order to delineate the abnor-
mal regions in MR images. Their cascaded strategy that comprised of distinct
approaches obtained promising results.

Eman et al. [6] proposed a novel combination of k-Mean and fuzzy C-Mean
(KIFCM) for brain tumor segmentation. Their proposed method comprised of
five steps: pre-processing, clustering, extraction, contouring, and segmentation.
At pre-processing step, median filter employed to reduce random noise and brain
surfer was used to extract the brain area. At clustering step, KIFCM applied
to obtain the clustering results. At extraction and contouring step, they first
applied threshold and then smoothed the thresholded output with de-noising
operation. Finally, level-set was employed to contour the tumor area in MR
image. Their proposed method was computationally efficient and outperformed
k-Mean, Expectation Maximization and fuzzy C-Mean individually.

Kaya et al. [14] proposed a PCA based technique for brain tumor segmenta-
tion using only T1-weighted MR images. Five common PCA based techniques
were used to reduce the dimensionality of feature vector in k-Means and fuzzy
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C-Mean clustering algorithm. The reconstruction error and Euclidean distance
errors was used to evaluate their method. The Probabilistic PCA outperformed
others four PCA method.

Verma et al. [32] proposed a method for brain tumor segmentation, which was
based on mountain clustering technique. They improved the mountain clustering
algorithm in their proposed research; their method was comparable with well-
known k-Means and fuzzy C-Mean clustering techniques based on the cluster
entropy. Their method performed well and presented minimum average entropy
(0.000831) against k-Means (0.000840) and fuzzy C-Mean (0.000839) algorithm.

Selvakumar et al. [28] proposed a combined fuzzy C-Mean and k-Mean clus-
tering method to segment the brain tumor pictured in MR images. In pre-
processing phase, skull striping and de-nosing operations were performed. At
the segmentation step, first brain tumor was segmented uing k-Mean, then
the segmented result was proceeded to fuzzy C-Mean to perform final segmen-
tation of tumor regions. Their proposed method extracted the features using
these two clustering algorithm that was further used for approximate reasoning.
Their method showed the shape and exact spatial location of the tumor, which
enhanced to diagnosing of infected tumorous brain region. They used amount of
the area as evaluation metric that was calculated from clusters to find the stage.

2.4 Deep Learning (DL) Techniques

We classified the CNN based techniques for brain tumor segmentation in two
categories: 2D-CNN and 3D-CNN.Which are discussed below.

2D-CNN Techniques

Chang et al. [9] proposed a fully CNN based architecture for brain tumor seg-
mentation with Hyperlocal Local Features Concatenation (HLFC). The fully
convolutional network had five convolutional layers with nonlinear activation
functions. Bilinear interpolation unsampled the output of last convolution layer
to the original input sized image. Hyperlocal feature concatenation reintroduced
the original data in the network by concatenation operation across channels,
which was used to produce the segmentation map with two narrow size (3 × 3)
convolutional filters after concatenating hyperlocal features and bilinear inter-
polated image. They validated the proposed method on BRATS-2016 dataset.
Their method was computationally efficient and able to complete segmentation
task on an optimized GPU in less than one second.

The patch wise learning of CNN model ignore the contextual information of
the whole image. To overcome this issue, Lun et al. [18] presented a CNN based
fully automated method for brain tumor segmentation using MR images. Their
method incorporated with multi modalities MR images and used global features
based CNN model. Local regions were in the form of central pixel labeled patch,
which was extracted by cropping image with 30 × 30 kernel. These patches were
used for training the model. They adopted a re-weighting scheme for loss layer
in CNN to elevate the imbalance label problem. Their method was validated on
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BRATS-2015 dataset. Their global features based re-weighting method outper-
formed the prior patch wise learning method.

Pereira et al. [23] proposed an automated CNN based method for brain tumor
segmentation using four MR weighted modalities (T1, T1c, T2 and FLAIR).
They used fixed size 3 × 3 convolutional kernels. The fixed size convolutional
kernel enabled them to develop a deeper CNN with more non-linearities applied
and fewer weightes. For intensity correction, they used N4ITK method. They pro-
posed separated architectures for High Graded Glioma (HGG) and Low Graded
Glioma(LGG). They validated their method on BRATS-2013 and BRATS-2015
dataset. The deeper CNN model with fixed smaller size convolutional kernels
obtained highest dice similarity on all sub-tumoral compartments.

Xiao et al. [33] segmented brain tumor in MR images using DL. They inte-
grated the stacked denoising auto-encoder into segmentation procedure. In pre-
processing phase, the patches of each MRI were extracted and to obtained the
gray level sequence of image patches. The deep learning based classification
model use extracted gray level image patches as input and performed classi-
fication. Then classification results were mapped on to the binary image. In
post-processing phase, they used morphological filters to smoothened the edges
and filling the gaps in tumor region. After post processing, they got fined tumor
segmentation results.

Havaei et al. [12] proposed a cascaded two-pathway CNN architecture by
extracting smaller and larger sized patches at the same time respectively. The
cascaded CNN processed smaller and larger contextual details of the central pixel
simultaneously. Patches of size 33 × 33 and 65 × 65 were extracted for local and
global pathway of CNN to classify the label of the central pixel respectively. Their
novel two pathways CNN architecture processed the local and global detail of
the central pixel and obtained near state-of-the-art results.

Davy et al. [10] proposed a fully automated brain tumor segmentation app-
roach based on local structure prediction with CNN and k-Means. Similarly,
Rao et al. [24] extracted multi plane patches around each pixel and trained four
different CNNs each taking input patches from a separate MRI modality image.
Outputs of the last hidden layers of those CNNs are then concatenated and used
as feature maps to train a random forest (RF) classifier.

Table 3. 2D-CNN based techniques for brain tumor segmentation. All the results are
presented in dice similarity (Complete, Core, and Enhanced tumor regions) and accu-
racy, shown in % unit. SG stands for self-generated, morph. stands for morphological
filters, where B- is used for BRATS.

Ref. Technique Dataset Comp. Core Enhan. Acc. Year

[9] HLFC based CNN B-2016 87 81 72 - 2016

[18] SegNet B-2015 75 77 76 - 2016

[23] 2D-CNN B-2015 78 65 75 7.6 2016

[33] CNN with morph. SG - - - 98.04 2016

[12] Cascaded 2 pathway-CNN B-2013 88 79 0.73 - 2017
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3D-CNN Techniques

Kamnitsas et al. [13] proposed 3D-CNN architecture for brain tumor segmen-
tation, named DeepMedic. DeepMedic was previously presented for lesion seg-
mentation. Moreover, their 3D-CNN architecture was extended with residual
connection to investigate the lesion effects. BRATS-2015 dataset was used for
validating their method. Their results showed that the DeepMedic with residual
connection performed well then the simple DeepMedic CNN architecture.

Kayalibay et al. [15] worked on segmentation of medical imaging data using
3D-CNN. Their proposed method was the combination of 3D convolutional
filters and CNN. They applied their method to segment brain tumor in MR
images. Moreover, they also employed their method to segment bones in hand
MR images. Their method was trained and tested on each modality separately.
The fused the modality wise CNN output which helped to obtained promising
results. Their method obtained comparable dice similarity score on the BRATS-
2013 and BRATS-2015.

Yi et al. [34] segmented glioblastoma using three-dimensional CNN. The
convolutional layers in their architecture were combined with the Difference of
Gaussian (DoG) filters to perform the 3-dimensional convolution operation. They
used BRATS-2015 dataset that contained 274 tumor samples. They used dice
similarity to measure the quality of the segmentation of their proposed method.

Urban et al. [30] proposed a 3D-CNN architecture for the multi-modal MR
images for glioma segmentation. Multi-modality 3D patches, basically cubes of
voxels, extracted from the different brain MRI modalities are used as inputs to
a CNN to predict the tissue label of the center voxel of the cube. The proposed
network achieved promising results across three tumors but due to the 3D-CNN
that was based on 3D patches the overall network computational burden was
more when compared to 2D patches based 2D-CNN methods.

Nie et al. [22] proposed fully automated 3D-CNN based technique for brain
tumor segmentation using T1, Diffusion Tensor Imaging (DTI) and functional
MRI (fMRI) MR modality. Different pre-processing technique applied on each
MR modality i.e. intensity normalization were applied on T1, tensor modelling
applied on DTI and for fMRI frequency specific BOLD (blood oxygen level-
dependent) fluctuation power were calculated. They used 3D-CNN as features
extractor and SVM performed the final prediction.

3 Performance Evaluation and Discussion

We created a separate table for each category that is proposed for brain tumor
segmentation. Each table further presents the detailed results of techniques used
under same category. For instance, Tables 1, 2, 3, and 4 presents the detailed
results of techniques based on SVM, RF, 2D-CNN, and 3D-CNN respectively.
Furthermore, the tables also summarize their research technique, dataset and
performance measurement matrices that is used to quantify technique’s effec-
tiveness. Different technique are using different performance measure criteria.
Some of these are dice similarity, precision, accuracy, total error, and entropy.
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Table 4. 3D-CNN based techniques for brain tumor segmentation. All the results are
presented in dice similarity (Complete, Core, and Enhanced tumor regions) and accu-
racy, shown in % unit. SG stands for self-generated, morph. Stands for morphological
filters, where B- is used for BRATS.

Ref. Technique Dataset Comp. Core Enhan. Acc. Year

[13] DeepMedic with RC B-2015 89.6 76.3 72.4 - 2016

[15] 3D-CNN B-2015 85 72 61 - 2017

[34] 3D-CNN B-2015 89 76 80 2016

[30] CNN with DoG B-2015 87 77 73 - 2016

[22] 3D-CNN with SVM SG - - - 89.9 2014

Conventional ML techniques relied heavily on the handcrafted features that
attempt to model the domain knowledge. On the other hand, DL techniques
have the unique capability to learn increasingly complex hierarchy of features in
extremely unsupervised fashion, which were impossible to represent with hand-
crafted features. These additional features basis enabled the DL based technique
to outperform conventional ML techniques, Particularly, Convolutional Neural
Network (CNN) performed well on a verity of vision and biomedical image seg-
mentation tasks.

Another ML technique that is extensively used for brain tumor segmentation
are clustering based techniques.These technique are semi-automated and requires
neurologist intervention in order to generate the fully clustered tumor regions.
However, these technique are heavily dependent spatial information distribution
of MR images (i.e. intensity, texture etc.). Such dependencies often cause to
deviate the result of the clustering based techniques.

3D-CNN based techniques attempt to model three dimensional details of
the three dimensional MR images using 3D convolutional kernels and obtained
promising results. However, there is a disadvantage of using 3D-CNN for medical
image segmentation task. Because in medical field, there is always a challenge
of scarcity of labeled data. In order to address this challenge, 2D-CNN archi-
tectures that process 2D patches are introduced. The 2D-CNN based techniques
obtained comparable results to 3D-CNN. However, 2D-CNN only process the
local contextual information that result in decreased accuracy compared to 3D-
CNN.

4 Conclusion

In this paper, we presented the comprehensive review of ML based techniques
used for brain tumor segmentation. We classified the ML techniques into two
broad categories: conventional and deep learning based techniques. The conven-
tional techniques are further classified based on ML algorithms that are being
used. While deep learning based technique are classified into 2D-CNN and 3D-
CNN techniques. However, CNN based technique outperformed conventional
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ML based technique and obtained state-of-the-art results on brain tumor seg-
mentation. 3D-CNN based techniques are far demanding computationally and
inappropriate for biomedical image segmentation task. On the other hand, 2D-
CNN architectures are specifically designed for medical segmentation task that
address the limited available data challenge and are less demanding compu-
tationally. Furthermore, 2D-CNN method also achieved comparable results to
3D-CNN.
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