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24.1	 �Introduction

The brain is a complex, plastic, electrical network operating at multiple scales. 
There is a growing body of evidence suggesting that large-scale networks underlie 
both integration and differentiation processes that are fundamental for information 
processing. For instance, putatively simple cognitive tasks such as object recogni-
tion have been shown to involve networks that include the bilateral occipital, the left 
temporal, and the left/right frontal regions [1]. Neuropsychiatric disorders ulti-
mately result from network dysfunctions that may arise from the abnormality in one 
or more isolated brain regions but produce alterations in larger brain networks (see 
[2–4]). Because of these observations, networks are natural targets of therapeutic 
interventions [5].

Interest in neuromodulation has increased in recent decades and it is now consid-
ered a promising tool for the management of conditions that range from psychiatric 
diseases to chronic neuropathic pain and epilepsy. Transcranial electrical current 
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stimulation (tES1) or transcranial current stimulation (tCS), as it is also known, is a 
safe [6], tolerable, noninvasive brain stimulation technique. Its origins follow the 
history of the discovery of electricity itself. Work in the twentieth century using 
low-intensity currents culminated in the investigation of weak direct and alternating 
currents by Nitsche and Paulus [7], who demonstrated that by applying a direct cur-
rent through the scalp, the excitability of brain tissue can change up to 40%, as 
revealed by transcranial magnetic stimulation (TMS).

By passing electrical currents through the scalp and into the brain, tES generates 
electric fields that can alter brain function by coupling to neurons. A weak electric 
field can shift the neuronal membrane operating point, in a way that will make the 
cell more or less excitable, or, equivalently, more or less likely to fire given some 
inputs. This means that an electric field can immediately alter the way that the 
exposed part of the brain processes information, leading to longer-term changes 
through plasticity. Thus, by shifting the operating point of neurons, tES electric 
fields can affect the way parts of the brain participate in tasks (motor, cognitive, or 
others), and through plasticity mechanisms, contribute to its rewiring. tES com-
prises a number of different techniques: transcranial direct current stimulation 
(tDCS), alternating current stimulation (tACS), and random noise stimulation 
(tRNS) [8]. While other temporal waveforms are possible, the common elements of 
tES are the weak character of currents (typically below 2 mA) and spectral support 
below a few hundred Hertz (extremely low frequencies, <300 Hz). In tACS, the 
stimulation currents have a sinusoidal time dependence (as in AC current). 
Amplitude, frequency, and relative phases across stimulation electrodes can be con-
trolled. tACS stimulation may provide a powerful way to couple to the oscillatory 
behavior of the brain, which is at present an active research field in basic and clini-
cal neuroscience. In tRNS, a less explored tES modality, the stimulation current is 
varied randomly. Its main effects appear to be excitatory.

tES is similar, in terms of physical principles, to transcranial magnetic stimula-
tion (TMS), or electroconvulsive therapy (ECT), as all operate through the induction 
of electric fields in the brain. However, compared to TMS and ECT, in tES the gen-
erated electric fields are orders of magnitude weaker (see Figs. 24.1 and 24.2). TMS 
creates quite strong and brief electric field pulses that actually cause neuron firing 
(action potentials). A repetitive TMS (rTMS) session for depression delivers 3000 
TMS pulses each ~0.2 ms wide, which sum to ~1 second of total effective stimula-
tion (rounded, the precise number depends on pulse shape) with a peak field strength 
of ~150 V/m. Multiplying time of effective application and peak electric field gives 
a rough measure of dose of of 150 V⋅s/m that can be compared to other stimulation 

1 Abbreviations used: ASL arterial spin labeling, BCM Bienenstock, Cooper, and Munro plasticity 
theory, CSF cerebrospinal fluid, ECT electroconvulsive therapy, EEG electroencephalography, EN 
epileptogenic network, fMRI functional MRI, GM grey matter, HBM hybrid brain model, MEG 
magnetoencephalography, MRI magnetic resonance imaging, NIRS near-infrared spectroscopy, 
NMM neural mass model, SEEG stereographic EEG, tACS transcranial alternating current, tDCS 
transcranial direct current, tCS transcranial current stimulation, same as tES transcranial electrical 
stimulation, tRNS transcranial random noise stimulation, STDP Spike Timing Dependent Plasticity, 
TMS transcranial magnetic stimulation, WM white matter
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Fig. 24.1  Electric field distribution in the cortical surface induced by tDCS (left column), TMS 
(central column), and ECT (right column). The top row shows the magnitude of the E-field, the 
middle row the normal component (positive/negative when the E-field is directed in/out of the 
cortical surface) and the bottom row the magnitude of the tangential component of the E-field. 
Typical electrodes/coils and stimulation intensities were used to calculate the E-field: multichannel 
montage with PiSTIM electrodes (1  cm radius, cylindrical Ag/AgCl electrodes) with a total 
injected current of 1.0 mA in the tDCS model; Magstim’s 70 mm figure-8 coil at 67.7 A/μs for the 
TMS calculations (the value reported in the literature for the RMT using this coil, [9]); bipolar 
montage (frontoparietal right unilateral, FP-RUL configuration) with 5 cm diameter cylindrical 
electrodes and a 800 mA current in the ECT model. All E-field values are reported in V/m. The 
head model in which the simulations were run is common for all cases

techniques. ECT generates strong peak electric fields of about 400 V/m with current 
of ~800 mA [10] applied over timescales of about a few tenths of a second, with 
delivered charges of the order of a few hundred mC. tES induces weak electric fields 
that gently modify neuronal oscillations during relatively long times (20 minutes or 
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more), with ~0.5 V/m peak field, or a dose of 600 V s/m and delivered charges of 
the order of 1200 mC [11]. In all cases, multiple sessions are employed for thera-
peutic results. See Table 24.1 for a comparison of dosing between these techniques. 
To note that, since the therapeutic mechanisms of action are not well understood for 
any of them, our dosing comparison remains indicative.

Traditionally, tES has been applied using two large sponge electrodes on the 
scalp. However, newer systems use several small, EEG-like electrodes. Aided by 
realistic modeling, multielectrode tES can be used to produce controlled, precise 
electric fields in the brain, resulting in more specific electric field distributions and 
less variable effects [8, 12, 13]. tES is naturally combined with the measurement of 
EEG since both technologies rely on the electrical nature of the human brain. EEG 
can be used to study changes induced by tES, comparing the effects across groups 
or pre- and poststimulation. Similarly, tES is also often combined with fMRI, ASL, 
and NIRS, for example, for the study of brain networks pre-, during- and 
post-stimulation.

Fig. 24.2  Magnitude of the electric field induced by tDCS (left column), TMS (central column), 
and ECT (right column) in an axial slice cutting through the GM and WM. The location of the slice 
with respect to the coil/electrodes is shown in the figures’ insets. The parameters of the electrodes 
and coil are the same as described in Fig. 24.1. All E-field values are reported in V/m. The head 
model in which the simulations were run is common for all cases

Table 24.1  A comparison of different stimulation dose metrics based on peak field and time of 
application – but not area – using representative numbers in each case (for ECT and rTMS as used 
in depression)

Metric (units) tES rTMS ECT
Peak field in cortex, Epeak (V/m) 0.5 150 400
Injected current (mA) 1 - 800
Summed pulse Duration, T (s) 1200 1 0.2
Charge delivered, Q (mC) 1200 – 160
Amplitude-duration, Epeak × T (V s/m) 600 150 80
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Research with tES includes basic neurophysiology and cognitive neuroscience. 
Basic research with tES (and its combination with other techniques) has the goal 
of deciphering the way the human brain works. By altering the operating points of 
neural networks, information can be gathered on fundamental mechanisms. This 
provides the means for realizing causal studies rather than correlation-based ones. 
Clinical applications of tES have been studied for almost two decades. The most 
mature ones are in fibromyalgia, major depression without drug resistance and in 
addictions/cravings (with probable efficacy, Level B evidence [14]), but many oth-
ers are being developed, including epilepsy, chronic neuropathic pain, tinnitus, 
major depression with drug resistance, brain cancer, and cognitive remediation in 
neurodegeneration. Clinical applications of tES rely, mostly, on its plastic effects 
(those that remain after treatment is over). Under the hypothesis that brain function 
depends on its connectivity, neuromodulation aims to rewire the brain to achieve 
therapeutic effects.

Today, tES montages are optimized on the assumption that the effects can be 
directly quantified from the measurement of the electric field on the cortex, as we 
discuss more in-depth below. However, we know that such “passive electrical” 
physical models cannot fully describe the complex physiological phenomena that 
underlie brain function and stimulation effects (the physics of life). As neuroscience 
moves from a correlation-based science to a model-driven one, computational mod-
els of the brain (physics of electric fields and of their interaction with complex, 
active neuronal networks) will play a key role in the development of novel mecha-
nistic understanding and computational optimization strategies for brain stimulation.

In this chapter, we will focus on the treatment of disorders with oscillatory sig-
natures. On the one hand, epilepsy is characterized by hypersynchronous oscilla-
tions stemming from the hyperactivation of one or more foci. Drug-resistant 
epilepsies represent not only a considerable challenge for the health care system but 
also a tremendous burden at the individual, family, and community levels. They are 
characterized by an epileptogenic network (EN) interconnecting distant brain areas 
located in one of the two hemispheres. There is a large body of evidence suggesting 
that patient-specific ENs [15] are responsible for the generation and spread of sei-
zures through synchronization processes that interconnect neuronal assemblies with 
altered excitability [16]. Such networks are the potential targets for therapy. 
Depression manifests alterations in the alpha (~10 Hz) [17–19] and gamma fre-
quency EEG bands [20]. Similarly, patients with PTSD also display alterations in 
the alpha and gamma band, characterized by intrinsic sensory hyperactivity (i.e., 
suppressed posterior alpha power, localized to the visual cortex—cuneus and precu-
neus) and increased gamma activity in the prefrontal lobe as compared to patients 
with generalized anxiety disorder and healthy control subjects [21]. Finally, patients 
with schizophrenia [22, 23] and autism spectrum disorder (ASD) [24, 25] as well as 
neurodegenerative disorders such as Alzheimer’s disease (AD) and frontotemporal 
dementia (FTD) [26], all present disturbances in the gamma frequency band, with 
additional involvement of slower frequencies (e.g., theta) and their coupling. These 
disturbances often manifest themselves in different systems or networks and arise 
from different neuropathological substrates. Models able to incorporate the 
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complex physiology of the healthy brain—and its variation when pathology arises—
are needed to develop disease-modifying therapies.

We discuss below how hybrid models can be used to represent such patholo-
gies to develop in silico treatment optimization strategies through the combina-
tion of tES and drugs. When informed by the relevant patient data, such models 
can, for instance, define individual stimulation frequency in tACS, taking into 
account (1) individual brain anatomy and cortical folding, (2) the location of cor-
tical and subcortical oscillators, (3) cortical columnar organization and the cor-
responding layer-specific generators for activity in different frequency bands, (4) 
layer-to-layer interplay supporting cross-frequency coupling (e.g., theta-gamma 
coupling), (5) distribution/location of inhibitory and excitatory neuronal popula-
tions (e.g., GABAergic interneurons targeted via gamma-tACS in the case of AD 
and Schizophrenia), and many other features currently not accessible via canoni-
cal modeling work. Here, we comment on some of the efforts currently being 
made in this direction, supporting the adoption of hybrid models by the clinical 
community.

As we will see, the use of HBMs enables what may be called tES 3.0, where tES 
1.0 refers to the early use of sponges, with bipolar montages and targets defined on 
electrode space, and tES 2.0 to the current use of multielectrode systems with tar-
gets defined by the electrical field on the cortex [27]. tES 3.0 is the unfolding vision 
of EEG-guided multielectrode systems with personalized hybrid-model-driven tar-
geting and optimization.

24.2	 �Realistic Physical Modeling of Passive Tissues

The electric field (abbreviated as E-field) induced in the brain by tES is the mecha-
nistic link to the concurrent effects of stimulation [8]. Although some in vivo tech-
niques are available to measure the E-field, they either require invasive methods [28, 
29] or rely on complex setups, which currently cannot be implemented in any prac-
tical manner [30, 31]. The only method currently available to predict the E-field 
distribution in the brain with a high spatial resolution is numerical modeling of 
Maxwell’s equations in conductive media. Modeling approaches for tES have 
matured over the last few years, now offering the possibility of generating subject-
specific models of the distribution of the E-field in the brain for any montage [13]. 
These models can also be combined with optimization algorithms, to guide mon-
tage design in order to target specific regions or networks more efficiently.

The distribution of the E-field in the head is governed by well-known equations 
that apply to electrostatic phenomena: the E-field (in units of volts per meter, V/m) 
can be obtained by taking the gradient of the electrostatic potential (Φ in units of 
volts, V), which obeys Laplace’s equation [32]. These equations can be solved ana-
lytically for simple head geometries, like concentric spheres [32], but not for more 
complex shapes. For the latter, numerical techniques such as the finite element (FE) 
method—a method that is commonly used in tES E-field calculations [13, 33]—
need to be employed.
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359

Different pipelines are available to generate head models and obtain the solution 
with FE analysis [13, 34, 35], but they all follow essentially the same basic steps (see 
Fig. 24.3). The first step is creating a realistic geometric representation of the head 
tissues. This is usually done by relying on structural MRIs of the subjects, which are 
then segmented into the most important tissues (Fig. 24.3a): scalp, skull (sometimes 
with representations of air sinuses and separation between spongy and compact 
bone, [36]), cerebrospinal fluid (CSF, including the ventricles), gray matter (GM), 
and white matter (WM). Most pipelines rely on at least a T1-weighted MRI, which 
should not have any type of crop and offer enough neck coverage to guarantee accu-
rate calculations for lower electrode positions [37]. Guidelines for optimizing the 
MRI sequences for segmentation purposes are available and it is crucial to follow 
them, as they minimize misclassifications of tissues during segmentation, which can 
impact E-field predictions [38]. These segmented tissue masks are then used to create 
triangulated surfaces of the different tissues. The latter renders the tissue interfaces 
as smooth, which is realistic from an anatomical perspective [39]. In the FE method, 
this geometry is then further discretized into smaller shapes called finite elements 
(usually tetrahedra) comprising the finite element mesh. At this stage, realistic repre-
sentations of the electrodes are also added to the head model [40] (Fig. 24.3a). The 
FE method calculates Φ within each finite element based on the values at the vertices 
of the finite elements (nodes of the mesh). The E-field can then be derived from the 
gradient of Φ. This calculation requires knowledge about the currents in each elec-
trode, as well as the electrical properties of the tissues (Fig. 24.3b). Biological tissues 
in the low-frequency range (i.e., below 1 kHz) can be represented as linear (ohmic) 
materials characterized by their electrical conductivity (σ in Siemens per meter, 
S/m). To date, there is still a wide range of electrical conductivity values reported in 
literature [41], and their estimation is an active area of research. One important prop-
erty of the linear nature of biological tissues is that no phase differences arise between 
the waveform of the injected scalp current (in the case of tACS and tRNS) and that 
of the E-field in the tissues. This notion has been confirmed in in-vivo recordings 
[28]. Certain tissues, like white matter, have anisotropic conductivity profiles due to 

Fig. 24.3  Typical steps involved in the creation of a head model for tES calculations. (a) Creation 
of the head model geometry from the anatomical data (T1w-MRI). (b) Numerical calculations of 
the E-field, which requires the specification of the electrical conductivities of each tissue (in units 
of S/m) and the currents of the electrodes. (c) Visualization of the E-field distribution in both the 
cortical surface (the magnitude of the E-field is shown in the figure, in V/m) and as a vector plot in 
a coronal slice through the WM and GM. Anodes are shown in red and cathodes in blue
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constraints imposed by the alignment of fibers in charge flow in the brain [42]. This 
can also be included in the model, provided that diffusion-weighted MRIs are avail-
able for the subject being modeled [43].

The results of these calculations can be visualized as maps of the spatial distribu-
tion of the E-field displayed on the cortical surface (see Fig. 24.3c). Since the E-field 
is a vector, either the magnitude or a component of the field along a specific direction 
is normally displayed. Regarding the E-field components, most published studies 
focus on the component normal to the cortical surface (En), which is thought to be the 
most determinant one to predict the polarization of pyramidal cells, which are aligned 
perpendicularly to the cortical surface [13, 27, 44]. These field values can also be 
averaged over cortical patches. Since it is likely that many neurons are affected by 
the E-field distribution of tES, these surface averaged values may be more appropri-
ate to quantify the effects of a specific montage. In some studies, current density 
values (J, in units of Ampères per meter squared, A/m2) are presented, instead of the 
electric field [45]. This is another vector which, for isotropic tissues, is defined as the 
product of the electrical conductivity by the electric field vector. The range of values 
of J (or E) is uncorrelated with the ratio of injected current by the electrode surface 
area, which is also mistakenly referred to as current density [46].

Computational head models have been used to study the basic properties of the 
E-field distribution in tES [12, 47], alternative electrode designs [48], or the influ-
ence of head lesions in the E-field distribution [49, 50]. These studies usually model 
the E-field distribution induced by specific montages used in trials in a retrospective 
manner. In recent years, however, models have also been combined with optimiza-
tion algorithms to guide montage design [27, 51]. These optimization approaches 
take as input a target region in which a target E-field value is specified. The optimi-
zation algorithm then determines the montage, involving a pool of many electrodes 
in predefined positions (like the ones of the 10–10 EEG system, [52]) that better 
approximates the target E-field distribution. These optimization algorithms are typi-
cally combined with multichannel montages containing many small electrodes to 
generate more controllable E-field distributions [12, 47]. The optimization proce-
dure can be conducted in a personalized way, using the computational head models 
created for each subject in the study. This is particularly important given the consid-
erable intersubject variability in the E-field distribution due to anatomical differ-
ences [53]. Optimization-based montage design is ideally suited to target single 
ROIs as well as distributed brain networks, with the target maps being generated 
from the functional data, such as resting-state fMRI networks or the EEG data [54].

24.3	 �Physiological tES Models Across Scales

Since tES, depending on the montage used, can induce an electric field in the brain 
that can span across several brain regions, it is an absolute requirement to evaluate 
the effects of this electric field on neural elements. One major challenge is to under-
stand and integrate how tES-induced electric field interacts with brain tissue at dif-
ferent spatial scales, from the single neuron or synapse level, to the large-scale 
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circuit level. Progress on that issue is especially important since understanding the 
fundamental mechanisms of tES might involve identifying the repercussions from 
the effects at one level (cellular) to the other (network). A related issue is under-
standing how an electric field of low magnitude (on the order of 1 V/m) can modu-
late brain tissue activity despite not being able to induce spiking (see [55] for a 
review). In order to understand how modulation of activity at the cellular level 
induces deregulations of oscillatory activity at the network level, which are associ-
ated with some neurological disorders, these issues need to be addressed.

At the single-cell level, it has been shown that the tES-induced electric field 
depolarizes the neuron membrane by approximately 0.2 mV per V/m of the in situ 
electric field [56]. Assuming a maximal value of an in situ electric field of 1 V/m, 
this implies that the membrane of neurons is depolarized by 0.2 mV, which is sig-
nificantly lower than the depolarization required to induce spiking (on the order of 
20 mV). These weak membrane perturbations may be seen to affect the function of 
dendrites, soma, axon hillock, and axon terminals in different ways. For example, 
modulation of cell firing patterns will be affected by polarization at the soma and 
axon hillock, while at axon terminals synaptic release may be affected. A few mod-
eling studies have proposed that such global, weak polarization changes can impact 
spike timing and phase synchronization in  local networks through nonlinear 
network-amplification effects [57]. Those cellular-scale results have direct implica-
tions to understand tES effects: spike timing is indeed crucial in the induction of 
synaptic plasticity changes, for example, through the Spike Timing Dependent 
Plasticity (STDP) rule [58]. It has been suggested that changes in spike timing of a 
few milliseconds, accumulated over several minutes, might induce gradual changes 
in synaptic weights due to the properties and asymmetry of the STDP rule, in line 
with the reported lasting effects of tES [59]. Furthermore, phase synchronization of 
firing in networks is a more subtle, but important effect, since it may explain changes 
in the amplitude of spontaneous, endogenous oscillations following tES [60]. 
Increasing/decreasing the phase synchronization of spiking from numerous neurons 
would result in an increase/decrease of the endogenous oscillation by modulation of 
coherence. Interestingly, support for this idea has emerged from experimental 
recordings in animals and humans [61–63].

A few studies have also investigated the brain-scale effects of tES. For example, 
a modeling study investigating the effects of alpha-frequency tES on simulated 
whole-brain activity and associated scalp EEG [64], pointed at a maximal effect of 
tES when the stimulation frequency was the same as the endogenous oscillation 
(alpha frequency), with an effect rapidly fading when the difference between the 
endogenous and stimulation frequencies increased. Therefore, one challenge and 
opportunity of tES seems that it can only modulate endogenous oscillations (and not 
induce de novo activity, since tES cannot induce spiking), possibly by matching the 
stimulation frequency close to the endogenous frequency and entraining activity. 
This could greatly improve the design of tES by targeting specific rhythms associ-
ated with the desired function. Overall, it appears that candidate mechanisms of tES 
have been identified at several scales, which could explain at least partly the reported 
effects in animals and humans. However, a unified model of the tES mechanism is 
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still lacking, a major challenge that could be addressed through the use of hybrid 
brain models (HBMs), which are reviewed in the next section.

24.4	 �The Architecture of HBMs

Today, model-driven optimization for multichannel transcranial stimulation is based 
on the physical features of the subject’s brain, such as head geometry (extracted 
from MRI images) and tissue conductivities, as mentioned in previous sections. 
Nevertheless, there is a clear need to expand the horizon of optimization to more 
sophisticated models that also represent physiological information of the subject. In 
this section, we will explain how to combine the physical and physiological data of 
the individual brain in order to create a personalized computational model and 
design more refined personalized optimization strategies—in other words, how to 
design a Hybrid Brain Model.

In the framework where the brain is represented as a network, coupled mathe-
matical differential equations (either ordinary or partial) can be used to describe the 
spatiotemporal dynamics of brain activity and traveling waves [65], at the level of 
one node or of larger-scale networks, corresponding to multiple coupled nodes. 
Traditionally, two main classes of models have been used to derive these differential 
equations. On the one hand, spiking neuron models such as the Hodgkin-Huxley 
model [66] describe the detailed dynamics of individual neurons. On the other hand, 
neural mass models (NMMs) such as the Wilson-Cowan model [67] provide effec-
tive theories of neural systems. The former, a more detailed class of models, is 
appropriate for representing single-cell recordings in animals or brain slices, but 
their state variables do not directly—at least without very large computational 
demands—capture the functional activity recorded with macroscopic level tech-
niques such as Electroencephalography (EEG), Magnetoencephalography (MEG) 
or mesoscopic Local Field Potential (LFP) measurements. In contrast, NMMs are 
more useful for modeling brain activity at larger spatial and temporal scales, since 
they describe the mean activity of whole neural populations. While providing a 
lower level of detail, their parameters emerge from microscopically measurable 
quantities, such as dendritic time constants and mean excitatory/inhibitory postsyn-
aptic potentials, and they are able to represent the physiology of the brain as 
observed by macroscale measurements.

An HBM is essentially a physically-situated network in which NMMs constitute 
the nodes. Depending on the data available or the scale of the model, network nodes 
can represent either single columns, cortical patches, or whole-brain areas (see the 
extended review by Breakspear [68] for a detailed discussion on the choices of 
dynamical equations). Accordingly, network edges or links are needed to describe 
appropriately the links between nodes. For example, to model whole-brain dynam-
ics [67], coupling strength is often defined in proportion to the number of white 
matter tracts (structural connectivity) between brain areas using the well-known 
human connectome [69]. However, functional or effective connectivity can also be 
used to define these links [70–72].

G. Ruffini et al.



363

As mentioned above, one of the advantages of HBMs is that they can make a 
connection with macroscopic measurements. For example, the activity of NMM 
nodes in the HBM can be used to simulate cortical dipole source activity field J(x,t), 
where x denotes a cortical source location and t, time. Since the NMM network is 
embedded in a known physical matrix that describes its electrical characteristics, 
the dipole field can be mapped to EEG electrode space activity using the “lead field” 
forward map [64, 73, 74]. Similar methods can, in principle, be used to model MEG 
or fMRI. The effects of tES can be represented on the grounds of known or hypoth-
esized interaction mechanisms. The lambda-E model [8, 27, 64, 75, 76], for exam-
ple, posits that the main effect of tES is to modulate the polarization of pyramidal 
cells in a manner proportional to the electric field component parallel to the cells’ 
main axis (from apex to soma). Similarly, TMS’s effects are assumed to be mostly 
due to electric field magnitude and are known to cause neuron spiking from strong 
depolarization. All these effects are readily represented in an NMM and, in conse-
quence, in a HBM. All that is required is to calculate the electric field on the realistic 
head model. The effects of drugs on neurons can also be represented if their physi-
ological mechanisms are known [77, 78]. For example, in the case of antiepileptic 
drugs [79], some molecules decrease the excitability of pyramidal cells (e.g., 
voltage-gated sodium channel blockers such as carbamazepine, or voltage-gated 
calcium channel blocker such as Zonisamide) or modulate cellular connectivity 
(GABA-A enhancers such as Clobazam, or NMDA antagonists such as Felbamate). 
HBMs can also represent network plasticity and the plastic impact of tES [76]. 
Plastic phenomena can be adapted in these models by encoding known Hebbian 
mechanisms (“cells that fire together, wire together, cells that fire apart, wire apart”) 
such as BCM or Oja’s rules [80]. To first order, their implementation will include 
the change connectivity constants within the NMM nodes (local scale) as a function 
of the history of the activity of the model, across them (large network or structural 
scale), or both. Other parameters can be modified as well.

The personalization of a model starts by using individual MRI (anatomy) and 
DTI (connectivity) data (see Fig.  24.4). DTI and MRI are used to connect the 
NMMs, to have information about physiological connections, anatomy, and physi-
cal distance between brain regions, and to represent macroscale electrical phenom-
ena. Bansal et al. [81] and Aerts et al. [82] review recent research on personalized 
whole-brain models. The former is related to the study of structure-function rela-
tionship in human brains, while the latter focuses on the impact of network lesions. 
The majority of the studies cited in these reviews only use the structural connectiv-
ity brain data derived from DTI to personalize whole-brain models. Moreover, most 
of the models in those studies are based on static model parameters, failing to repro-
duce some meaningful features on individual brain dynamics.

Crucially, since they can be used to simulate and predict measurements, in addi-
tion to the structural data, HBMs can ingest physiological measurements (e.g., 
EEG, SEEG, fMRI, and EN)—much as weather or climate models do. Physiological 
data are used to adjust the desired parameters of the model. The most currently used 
approaches fit the data in the form of Functional Connectivity (FC) profile between 
regions [73, 83], but others can be used. That is, parameters are adjusted so that 
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model generated FC across cortical regions matches that inferred from dense EEG 
measurements (after cortical mapping, see [73] and [5], for example). More specifi-
cally, the EEG data can be processed to extract functional connectivity from the 
power envelope in a given frequency band [74, 75], which can then be matched with 
NMM activity at each parcel [73].

24.5	 �Tailoring and Adapting Interventions

As we have seen, today, tES montages are optimized on the assumption that the 
effects can be directly quantified from the knowledge of the electric field on the 
cortex. For example, a neurologist may want to reduce the excitability of a brain 
region under the assumption that this will lead to beneficial plastic network effects. 
In order to do so, it suffices to demand for the electric field to be adequately intense 
and properly oriented with respect to the cortical surface (pointing out, to be spe-
cific). However, such an approach ignores the complexity of nonlinear network 
interactions associated with brain physiology. Specifying a target function in such a 
manner is equivalent to making crucial assumptions about mechanisms and cascade 
effects at the system level. A more natural way of doing so would be to simply state 
“I want to disconnect this node from this network” in an epileptic patient, for exam-
ple, or “I would like to increase gamma activity in these regions” (in AD, for exam-
ple), and let a physiologically grounded algorithm take care of the analysis and 
solution. This is the vision of hybrid modeling: helping the clinician focus on the 
causes of the disease, presumably at the connectivity (micro or macro) level, and 
finding a computational grounded solution. Moreover, accurate modeling combined 

Subjects' data Modeling Therapy Design

Adaptive Therapy

Clinical applications

DTI/EN
Physiological
Brain Model

Biophysical
Brain Model

Hybrid
Brain Model

tCS Model

Optimization

Diagnosis Treatment

EEG
MRI

S/EEG

Fig. 24.4  Workflow for the creation of hybrid-model-driven tES optimization. The DTI and ana-
tomical MRI data are combined to create a finite element biophysical model (FEM), which is then 
personalized using EEG and/or SEEG (S/EEG), EN, and other data to reflect both biophysical and 
physiologic characteristics—from excitation/inhibition balance to plastic potential (long-term 
effect physiological model). The personalized hybrid brain model can be used to generate EEG and 
to simulate the effects of brain stimulation. As a result, personalized diagnosis and treatment can 
be applied, such as optimized stimulation protocols. Since tES protocols are typically multises-
sion, the EEG data collected over time (e.g., at patient’s home, using telemedical solutions) can be 
used to refine models and adapt the stimulation protocols (target map, dosing)
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with regular patient monitoring, big data, and artificial intelligence approaches 
could pave the way for “adaptive therapeutics”, where the individual patient data are 
used to refine tES parameters on a daily/weekly/monthly basis (see Fig.  24.4). 
Future implementations of hybrid models may allow the prediction of structural/
functional brain changes induced by a given therapy, and, combined with the incom-
ing patient data, “correct” the therapeutic trajectory accordingly.

From the large body of evidence that is accumulating regarding the effects of tES 
on brain activity, some possibilities of future developments of this technique are 
emerging. Since dynamic tES appears to mediate its effects mainly on endogenous 
rhythms, by matching the stimulation frequency with those endogenous rhythms, 
one possibility would be to characterize the function to be targeted in terms of asso-
ciated neural oscillations. This would provide the temporal characteristics of the 
stimulation to be applied. To go further, mapping the functional network associated 
with the targeted function, and deriving corresponding multi-site tES montages 
through hybrid models, would provide the spatial characteristics of the stimulation 
protocol. By combining both types of information, tES could provide a spatiotem-
poral modulation of function-specific neuronal activity. That being said, what are 
the neurological disorders that could benefit the most from this “tES 3.0” strategy? 
First of all, conditions where the pattern of altered metabolic/functional activity is 
widespread—such as dementias in primis. In the case of Alzheimer’s disease, multi-
site tES could be optimized to tackle hypometabolic regions [84], areas affected by 
amyloid and tau deposition [85], as well as nodes of mostly affected brain func-
tional networks (e.g., default mode network) [86]. Moreover, recent evidence points 
toward specific alterations of high-frequency activity within the gamma band, 
involving dysfunction of GABAergic parvalbumin (PV+) inhibitory interneurons. 
This specific neurophysiological substrate requires, among other aspects, the opti-
mization of stimulation solutions able to entrain gamma activity, and potentially do 
so by leveraging cross-frequency coupling dynamics [87], or via precise modeling 
of the interaction between PV+ cell(s) and pyramidal cells (PV+ ↔ PV+ inhibition 
circuit, PV+ ↔ pyramidal cell circuit). A hybrid model accounting for such circuitry 
could suggest different simulation solutions based on the proportion of residual 
interneurons and pyramidal cells, which might differ across regions (due to protein 
deposit and atrophy) and disease state.

Differently, psychiatric conditions not involving neurodegeneration tend to pres-
ent a more local pattern of alteration, such as in the case of subgenual and prefrontal 
lobe changes in depression and cerebellar-prefrontal changes in schizophrenia. 
However, even though alterations might be more focal, other disease-specific fac-
tors come into place and make novel tES solutions equally needed. For instance, 
differential alterations of prefrontal GABA-A and GABA-B circuitry have been 
documented in schizophrenia, suggesting future therapeutic interventions to focus 
more on modulation of GABA-B dynamics for optimal cognitive remediation [88]. 
While such neurotransmitter-level targeted modulation is more intuitive for drug-
based interventions, hybrid tES models accounting for intracolumnar dynamics 
could eventually identify cell-class specific targets and the corresponding optimal 
therapies.
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24.6	 �Conclusions

By using hybrid models to represent brain activity and the impact of tES, better 
optimization algorithms can be developed. This methodology is widely applicable 
beyond tES to other brain stimulation modalities. By forcing the field to quantify 
mechanisms and etiology in computational models, advanced algorithms can pro-
vide novel and powerful solutions. At the same time, technological advances pro-
vide more tolerable and flexible experimental protocols. Already today, hybrid, 
wireless tES/EEG systems allow for the recording of EEG signals and stimulation 
using the same system and the same electrodes. Both for basic and clinical research 
applications, tES studies typically involve multiple stimulation sessions, because 
the effects of tES are cumulative. For this reason, the field benefits from the exis-
tence of controlled and safe home deployment solutions, allowing subjects to par-
ticipate in studies without the need to visit the research lab or hospital on multiple 
occasions. The same solutions, collecting EEG and allowing for remote protocol 
modifications, will eventually provide the means for adaptive interventions in 
telemedicine.
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