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Preface

Four editions of this book appeared in last four years:

• Information Technology for Management in 2016 (LNBIP 243)
• Information Technology for Management: New Ideas or Real Solutions in 2017

(LNBIP 277)
• Information Technology for Management: Ongoing Research and Development

in 2018 (LNBIP 311)
• Information Technology for Management: Emerging Research and Applications

in 2019 (LNBIP 346)

Given the rapid developments in information technology and its applications for
improving management in business and public organizations, there was a clear need for
an updated version.

The present book includes extended and revised versions of a set of selected papers
submitted to the 17th Conference on Advanced Information Technologies for
Management (AITM 2019) and the 14th Conference on Information Systems Man-
agement (ISM 2019) held in Leipzig, Germany, during September 1–4, 2019. These
conferences were organized within the Federated Conference on Computer Science and
Information Systems (FedCSIS 2019).

FedCSIS provides a forum for bringing together researchers, practitioners, and
academics to present and discuss ideas, challenges, and potential solutions on estab-
lished or emerging topics related to research and practice in computer science and
information systems. Since 2012, proceedings of the FedCSIS are indexed in the
Thomson Reuters Web of Science, Scopus, IEEE Xplore Digital Library, and other
indexing services.

AITM is a forum for all in the field of business informatics to present and discuss the
current issues of IT in business applications. It is mainly focused on business process
management, enterprise information systems, Business Intelligence methods and tools,
decision support systems and data mining, intelligence and mobile IT, cloud com-
puting, SOA, agent-based systems, and business-oriented ontologies.

ISM is a forum for computer scientists, IT specialist, and businesspeople to
exchange ideas on management of information systems in organizations, and the usage
of information systems for enhancing the decision-making process and empowering
managers. It concentrates on various issues of planning, organizing, resourcing,
coordinating, controlling, and leading the management functions to ensure a smooth
operation of information systems in organizations.

For AITM 2019 and ISM 2019, we received 45 papers from 24 countries across all
continents. The quality of the papers was evaluated by the members of Program
Committees by taking into account the criteria for papers relevance to conferences
topics, originality, and novelty. After extensive reviews, only 10 papers were accepted
as full papers and 12 as short papers. Finally, 13 papers of the highest quality were



carefully reviewed and chosen by the chairs of the two conferences, and the authors
were invited to extend their research and submit the new extended papers for con-
sideration to the LNBIP publication. Our guiding criterion for including papers in the
book was the excellence of publications indicated by the reviewers, the relevance of
subject matter for improving management by adopting information technology, as well
as promising scientific contributions and implications for practitioners. The selected
papers reflect state-of-the-art research work that is often oriented toward real-world
applications and highlight the benefits of information systems and technology for
business and public administration, thus forming a bridge between theory and practice.

The papers selected to be included in this book contribute to the understanding of
relevant trends of current research on and future directions of information technology
for management. The first part of the book focuses on information technology
assessment for future development, the second part presents methods and models for
designing information technology, and the third part explores various aspects of
information technology implementation.

Finally, I and the authors hope readers will find the content of this book useful and
interesting for their own research activities. It is in this spirit and conviction we offer
our monograph, which is the result of intellectual effort of the authors, for the final
judgment of readers. We are open to discussion on the issues raised in this book, as
well as look forward to the polemical voices, or even critical, as to the content and
form.

January 2020 Ewa Ziemba

vi Preface
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Perceptions Towards the Adoption
and Utilization of M-Government Services:

A Study from the Citizens’ Perspective
in Saudi Arabia

Mohammed Alonazi1,2(B), Natalia Beloff1, and Martin White1

1 Informatics Department, University of Sussex, Brighton, UK
{M.Alonazi,N.Beloff,M.White}@sussex.ac.uk

2 Prince Sattam Bin Abdulaziz University, Al-Kharj, Saudi Arabia

Abstract. The government of Saudi Arabia has adopted M-Government for the
effective delivery of services. One advantage of adding the M-Government chan-
nel to government services is that it offers unique opportunities for real-time and
personalized access to government information and services through the advantage
of wireless technology. However, a low adoption rate of M-Government services
by citizens is a common problem in Arabian countries, including Saudi Arabia,
despite the best efforts of the Saudi government. Therefore, this paper explores
the determinants of citizens’ intention to adopt and use M-Government services,
in order to increase the adoption rate. This study was based on theMobile Govern-
ment Adoption and Utilization Model (MGAUM) that was developed to improve
adoption. Data was collected from 1,882 Saudi citizens, and the final sample con-
sisted of 1,286 valid responses. The result of the descriptive analysis presented
in this paper indicates that all the proposed factors in our MGAUM model were
statistically significant factors in influencing citizens’ intention to adopt and use
M-Government services, and thus help to increase the adoption rate. Perceived
Usefulness, Perceived Ease of Use, Perceived Mobility, Social Influence and Per-
ceived Compatibility were particularly influential on citizens’ intention, whereas,
Perceived Trust, Culture, Awareness, Citizens Service Quality and SystemQuality
were also influential to some degree.

Keywords: E-Government ·M-Government · Saudi Arabia ·Mobile technology

1 Introduction

Governments from across the world have digitized their services to citizens through
mobile technologies and the Internet, which has arguably improved communication
between citizens and their governments, to provide better access to services and infor-
mation as well as improving government accountability, transparency and public gover-
nance [1–3].Mobile government (M-Government) has also beenwidely implemented by
developing service delivery channels that use wireless and mobile technologies [4, 5]. In
this study, M-Government is thus defined as the use of mobile technology to deliver and

© Springer Nature Switzerland AG 2020
E. Ziemba (Ed.): AITM 2019/ISM 2019, LNBIP 380, pp. 3–26, 2020.
https://doi.org/10.1007/978-3-030-43353-6_1
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improve E-Government services and information to citizens, commercial organisations
and all government agencies. Previous studies have either regarded M-Government as
separate to E-Government or as an extension or replacement of it [5, 6]. Kushchu and
Kuscu [4] note that as it offers the public a valuable extra means to access services and
information, it can be considered an advance in government service delivery. Although
E-Government andM-Governmentwork on the same principle, the latter is distinguished
by features that are particular to it:

• Mobility is the main advantage for citizens utilizing M-Government services, as
citizens can access the network from anywhere and at any time [7].

• Citizens can instantly receive messages from government service providers on their
mobiles [8].

• The mobile phone has recently become the primary way people communicate over
distance in many countries; and has thus arguably become a part of everyday life for
many people [9, 10]. Therefore, being able to access government services via mobile
devices might be the best route for citizens.

• Accessinggovernment services and informationon their phonesmeans citizens neither
have to visit the service provider in person nor go home to use their computer in order
to do this [8, 10].

• Access to the Internet may depend on economic factors, i.e. the extent of Internet
access in a particular country, and how many citizens have access to computers
providing mobile services can overcome these limitations [4, 6].

AnM-Government system provided bywireless technology, will give citizens oppor-
tunities for personalized access to government services and information in real time
[7, 11]. This is especially beneficial for users in remote areas as M-Government services
have the advantages of being affordable and easily and immediately accessible. Further,
a relatively low level of digital literacy is required to operate them successfully [7, 12].
Given these features, the adoption of an M-Government system benefits both citizens
and governments.

TheMobileGovernmentAdoption andUtilizationModel (MGAUM)has beendevel-
oped as a framework from which to analyse factors affecting adoption and use of
M-Government services [13]. This study aims to investigate and understand Saudi
citizens’ perceptions towards the adoption and utilization of M-Government services
in developing countries, particularly Saudi Arabia, in order to increase the adoption rate
of M-Government services. The remainder of this paper consists of the following sec-
tions: Sect. 2 outlines background and context, Sect. 3 covers the research methodology;
Sect. 4 contains a descriptive and statistical analysis of the findings, Sect. 5 contains the
research discussion and Sect. 6 is the conclusion.

2 Background and Context

Despite M-Government systems being available for several years, citizens’ adoption of
e-government services in general and M-Government services in particular still falls
below expectations [1, 2, 14, 15]. Furthermore, in Saudi Arabia, like in most developing
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countries, M-Government implementation is still in its infancy and there are many chal-
lenges related to implementation, adoption and use [1, 16, 17]. Factors such as the rate
of mobile device and Internet penetration and their security, reliability and effectiveness,
affect how successful a government will be at implementing M-Government and user
adoption and accounts for global variation [11]. However, there is a lack of research that
allows a clear understanding of how factors such as these might impact the adoption and
use of M-Government services. This study rectifies this problem by providing a theoret-
ical model purposely developed to carry out empirical research in this area. The results
of this research will yield new insights about the key factors influencing the adoption of
Saudi M-Government, which will be invaluable to policy makers who require strategies
that will result in faster and more efficient adoption of M-Government services; as well
as providing new information for researchers in the field and the ICT industry.

Research carried out in a number of different areas such as Malaysia and rural China
[12, 18, 19] have made use of adaptations of the Technology Acceptance Model (TAM)
and provided examples of how a number of social, cultural and technical factors can
usefully be included in the TAM to provide insights into the influences on citizens’
intention to utilize M-Government systems to access services and information. Cultural
and technological factors like culture, trust and lack of necessary infrastructure have
been demonstrated to be significant by comparative studies of M-Government adoption
in developing and developed countries [20, 21].

The adoption of M-Government in Arab countries, however, still requires further
research. Studies conducted in these areas [21–25] have revealed that factors such as
trust, citizens’ perceptions of the compatibility of M-Government with their lifestyles,
culture, awareness and the quality of the system are significant. Further, these studies
show that there have been no empirical studies of M-Government adoption in Saudi
Arabia that includes factors like compatibility or culture. Similarly, there are no studies
that take the quality of both technical and human factors into account or that investigate
the issues from the viewpoint of the providers in addition to the intended users. There is
clearly a need to carry out further research into Saudi M-Government adoption. In order
to analyse factors that affect users’ adoption and use of M-Government, the researcher
has developed a model called the Mobile Government Adoption and Utilization Model
(MGAUM). The Mobile Government Adoption and Utilization Model (MGAUM) has
been developed as a framework from which to analyse factors affecting adoption and
use of M-Government services [13].

3 The Research Methodology

The study was conducted in Saudi Arabia; and the questionnaire was distributed to Saudi
citizens (public users) who were at least 18 years old, irrespective of whether they had
used mobile government services or not.

3.1 The Research Instrument

The research instrument (questionnaire) was distributed electronically (via Email, Twit-
ter and WhatsApp) and manually in different cities in Saudi Arabia. This method is
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opportunistic, and the questionnaire was distributed to public users in government agen-
cies, someuniversities and public areas such as parks, coffee shops, and shopping centres.
The main reason behind the questionnaire being distributed electronically and manually
was to get broader and more comprehensive results. Questionnaires given to participants
manually were to be collected by the researcher who would also be on hand if the par-
ticipant has any questions. Once incomplete questionnaires had been eliminated from
the survey, the total valid responses constituted a sample of 1,286 Saudi citizens. SPSS
was used to analyse the survey study data.

The survey questionnaire contains 76 items (Appendix), details and justifications for
all questionnaire items and associated hypotheses can also be found in the first author’s
PhD thesis [70]. All questionnaire items are developed and modified from items used in
previous research into both E-Government and M-Government [26–35]. All items were
measured with a 5-point Likert scale (“Strongly agree”, “Agree”, “Neutral or do not
know”, “Disagree” and “Strongly disagree”). To ensure enough data had been collected
to conduct a thorough analysis, the questionnaire had to be relatively lengthy. Question-
naires were distributed manually which contributed to achieving a higher response rate
and meant that the researchers could clarify points for the participants if necessary.

3.2 Reliability and Validity of the Study

To be considered reliable, a research instrument needs to produce similar results if used
in comparable conditions and be relatively free of errors [38, 39]. As part of the pilot
study for this research, Cronbach’s Alpha was chosen to assess the reliability of the
questionnaire, as the internal consistency of the constructs used in the questionnaire had
to be established; in other words, the extent to which items measured the same things
when referring to a specific independent or dependent construct, and how these related
to each other. Cronbach’s Alpha is the test that is most commonly used to calculate and
evaluate internal consistency, and thus reliability [40]. Cronbach’s Alpha operates with a
scale of 0 to 1, with 1 being the highest reliability, a value for independent and dependent
variables of 0.6 is considered to be adequate [41]. Table 1 indicates the Cronbach’s Alpha
study results for the complete research instrument, and demonstrates that the reliability
of each of the constructs (independent and dependent variables) lies within the range of
what is thought of as acceptable in academic research.

If a research instrument measures what the researcher intended, it can be said to
be valid [42], and its validity is thus the extent to which it does this and provides the
information required [43]. Face and content validitywere chosen to be investigated rather
than construct or criterion validity. Face validity is designed to establish the extent to
which the purpose of the instrument is clear even to a lay personwith only basic education
[44]. There is a high level of face validity if the questionnaire items are unambiguous and
clear; if the items are seen as difficult to understand or confusing, then the face validity is
low [44]. The face validity of each item was ascertained in the pilot study to ensure that
the model’s factors measured what they were intended to measure; and items deemed
to lack sufficient clarity, unambiguity or relevance were deleted or revised accordingly.
Six academics, with expertise in this field, were requested to review the items in the
research instrument; and their reviews of the content of the study demonstrated that all
the items had a high degree of face and content validity.
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Table 1. Internal consistency of the study survey instrument (Appendix)

Measured variable Number of items Cronbach’s Alpha

Perceived Usefulness (PU) 7 .898

Perceived Ease of Use (PEOU) 4 .862

Social Influence (SI) 3 .779

Perceived Compatibility (PCOM) 2 .868

Perceived Trust (PT) 7 .715

Culture (CULT) 5 .616

Awareness (AW) 4 .842

Perceived Mobility (PM) 3 .776

Citizens Service Quality (CSQ) 8 .920

System Quality (SQ) 7 .745

Intention to use M-Government (ITU) 4 .894

4 Research Findings

This section provides an overview of respondents’ demographic characteristics: age,
education level, occupation, use ofmobile and the Internet, knowledge ofM-Government
before participating, experience and how they rate using M-Government.

4.1 Respondents’ Demographic Data

Table 2 illustrates that of the final sample 813 participants were male (63.2%) and
473 were female (36.8%). The highest percentage of participants was in the 18–30 age
group, the largest number held a bachelor’s degree and over half the participants (46.7%)
were government employees. All participants had Smartphone devices, with a large
majority using mobiles and the Internet in daily life (96.4% and 93.3% respectively).
Approximately three-quarters of the respondents (76.7%) have some knowledge about
M-Government services in Saudi Arabia, whereas 22.9% had no knowledge. More-
over, the majority of participants (90.5%) already used M-Government services, but
9.5% had never used it. Also, the survey asked the participants who had already used
M-Government services to rate their general experience. The result showed that 40.3%
were very satisfied, 44.3%were satisfied to some extent,with only 5.9%not satisfiedwith
M-Government services. Furthermore, 22.6% of participants reported that the require-
ments of the intendedM-Government serviceswere not clear and 26.6%of them reported
that the system quality of M-Government services was not good.
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Table 2. Demographic data, adopted from [35]

Variables # %

Gender

Male 813 63.2

Female 473 36.8

Participants’ age in years

18–30 692 53.8

31–54 512 39.8

46–60 76 5.9

Over 60 6 .5

Participants’ education level

Secondary school or less 222 17.3

Diploma 330 25.7

Bachelor’s degree 484 37.6

Master’s degree 183 14.2

Doctorate degree 67 5.2

What is your occupation?

Unemployed 110 8.6

Student 462 35.9

Governmental employee 600 46.7

Private sector employee 88 6.8

Self employed 26 2.0

What kind of mobile device do you have?

Smartphone 58 100

Non – Smartphone (Traditional phone) 6 .5

What brand of mobile device do you have?

iPhone – IOS 974 75.7

Samsung – Android 237 18.4

Windows phone 6 0.5

Nokia 3 0.2

Others brand of mobile, mention it please 60 4.7

How often do you use the mobile?

Daily 1234 96.0

Two or three times a week 34 2.6

Two or three times a month 12 .9

(continued)
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Table 2. (continued)

Variables # %

How usually do you use the internet

Everyday 1209 94

Several days a week 54 4.2

Several days a month 17 1.3

Did you know what is the meaning of M-Government before
participating in this Questionnaire?

Yes 986 76.7

No 294 22.9

Have you ever used any Saudi mobile government service
(Application/Website) such as Absher services for ministry of Interior,
Ministries of education and universities?

Yes 1164 90.5

No 116 9.0

How do you rate your experience of using M-Government in general

Very Satisfactory 518 40.3

Satisfactory to some extent 570 44.3

Not satisfactory 76 5.9

What are the reasons that made your M-Government experience
unsatisfactory (You can choose more than one answer?

The requirements of the intended m-Services were not clear 290 22.6

System quality not good 342 26.6

I did not get the expected results 153 11.9

The difficulty of using M-Government services 268 20.8

4.2 The Measures of Central Tendency

A single value that describes a set of data is a measure of central tendency and can
be expressed as a mean, median or mode. As central tendency sums up an entire set
of differing values, the researcher needs to use the mean, median or mode according
to what is most appropriate for the specific conditions being described; although the
mean, which is the sum of all the values divided by the total number of values, is the
most common measure of central tendency [21, 22]. In the current study, the mean was
considered the most appropriate way to calculate central tendency, Eq. 1.

Equation 1:

x̄ = X1+ X2+ X3+ . . .+ Xn

n
(1)
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4.3 Likert Scale

Indeed, themean, alongwith standard deviation to describe variability are the descriptive
statistics recommended for use with a five-point Likert scale, which was chosen as the
main instrument in this study’s questionnaire [47]. The reason behind the choice of a
Likert scale is that it is recommended as being the simplest and most practical way to
measure strength of opinion; and a review of the literature shows that is most commonly
and successfully employed in Information System (IS) research [48–51].

In the course of data analysis, the individual items in the Likert scale are combined
into a single composite score/variable which measures the intended aspect either as
a sum or the mean of the combined items [52]. Thus, the Likert scale is an interval
measurement scale.

Weighted averages were calculated for the Likert scales, from Strongly Agree = 1
to Strongly Disagree = 5, so that the tendency of the composite scores could be ascer-
tained. The numbers entered into SPSS are thus said to represent ‘weight’ and the
weighted averages for the scale needs to be calculated to understand means. This is
accomplished by dividing the distances between the scale values (4 in a 5-point Likert
scale) by the number of values (5). Thus, the period length is 4/5 = 0.80, which is used
to calculate the weighted averages [53, 54].

The weighted average categories for each result are shown in Table 3; and each result
is interpreted with the degree of influence for each factor calculated accordingly.

Table 3. Weighted averages for 5-point Likert scales

Weighted average Result Result interpretation

1–1.79 Strongly agree Very influential

1.80–2.59 Agree Influential

2.60–3.39 Don’t know or neutral Neutral or do not know

3.40–4.19 Disagree Uninfluential

4.20–5 Strongly disagree Very uninfluential

4.4 Descriptive Analysis of Data

The data collected was analysed with reference to each of the constructs in theMGAUM
[13]. Participants’ attitudes, intentions and behaviour towards adopting and using Saudi
M-Government services were explored by means of responses to statements for which
Likert scores could be calculated. Table 4 summarizes the results of the descriptive
analysis with an interpretation of all results.
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Table 4. Weighted averages for 5-point Likert scales.

Factors Items Mean S.D. Result interpretation

PU 7 1.3900 .49876 Very influential

PEOU 4 1.5733 .61942 Very influential

CULT 5 1.9997 .69224 Influential

PT 7 2.3586 .62882 Influential

SI 7 1.6516 .62692 Very influential

PCOM 2 1.5638 .66208 Very influential

AW 4 2.1763 .87356 Influential

CSQ 8 2.0852 .69808 Influential

SQ 7 1.8891 .54653 Influential

PM 3 1.5625 .57052 Very influential

5 Research Discussion

A descriptive analysis for each factor proposed in the MGAUM is given in order to
explain their impact on citizen’s’ intention to adopt and use M-Government services
in Saudi Arabia. Table 4 summarizes the results of the descriptive analysis with an
interpretation of all results.

Perceived Usefulness (PU): The PU factor in the MGAUM model was measured by
asking Saudi citizens (public users) seven questions (items); all were designed, to gather
users’ perceptions about the potential advantages and usefulness of usingM-Government
services.

It was important to determine what users’ perceptions were about the usefulness of
M-Government, the advantages that they would gain from using M-Government ser-
vices and how this influenced their behavioural intention. Accordingly, these questions
measured different aspects of usefulness and benefits including accomplishing trans-
actions with the government more quickly, saving time, effort and money; whether
M-Government makes communication between government agencies and citizens eas-
ier and the usefulness of reminders of important dates for conducting government
transactions in sufficient time via text message, email and the mobile application.

The vast majority of participants (93.9%) agreed that using mobile government ser-
vices would be useful in daily life. Moreover, (94.4% and 96.0% respectively) of partic-
ipants believed that using mobile government services would enable them to accomplish
government transactions more quickly as well as saving them time, money and effort and
enable them to perform transactions when far from their location. Approximately 89.6%
of participants believed that using M-Government services would make communication
between a government agency and citizens easier through text message, applications and
e-mail; andover 94.2%agreed that usingmobile government serviceswould remind them
of important dates in order to conduct or receive government transactions in sufficient
time or at the right time.
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Table 4 summarises the results of the descriptive analysis with an interpretation
of the result for the Perceived usefulness based on mean and standard deviation. The
factor was interpreted as significantly influential on citizens’ intention to adopt and
use M-Government services; and that use of M-Government services would increase
when users perceive their benefits. This indicated that governments should take into
consideration the requirements and needs of users to be met before implementing any
services. There many aspects to the advantage of using services via mobile devices
especially applications; the first is that user experience will be better in terms of ease of
use, saving time and effort and being easy to access. Secondly, using features on mobile
devices that are not found on the website, such as reminders, location and camera add
value to services.

The findings of this study are consistent with those reported in the literature, for
example, Abdelghaffar andMagdy [55] empirically investigated factors that might affect
the adoption of M-Government services in developing countries, especially in Egypt,
another Arab nation. They found that perceived usefulness was a significant factor in
predicting participants’ intention to use M-Government. A study conducted in Taiwan
by Hung et al. [3] also revealed that perceived usefulness was critical in the acceptance
of M-Government services.

Perceived Ease of Use (PEOU): Four items (questions) were used to measure partic-
ipants’ perceptions about the ease of using M-Government services; and how PEOU
would impact on users’ intention to use these services. The vast majority of partici-
pants (93.7%) agreed that learning to use mobile government services would be easy for
them. Moreover, 92% also believed that interactions with M-Government to access its
services would be clear and understandable. Approximately 86.2% believed that using
M-Government services does not require a lot of skill and effort as well as being easy
to use.

The total score for the PEOU factor was 1.5733 (Table 4), which indicated that
PEOU is very influential on users’ intention to adopt and use M-Government services.
The result suggests that the user experience is the first step in adoption; and if a user
finds M-Government services easy to use and that it saves time and effort, then this
impacts positively on his/her behavioural intention to adopt and use them. If services
are easy to use, and people do not have to rely on asking for help from another person to
use the application, the number of users will increase. Thus, PU and PEOU are essential
factors in theMGAUM, and any theoretical framework which seeks to analyse intention,
adoption and use ofM-Government in the Saudi context or similar contexts in developing
countries. The findings for this factor are with line with previous studies conducted by,
Liu et al. [12] and Shanab and Haider [56]. These authors also found that PEOU is an
important factor in determining intention to use.

Culture (CULT): The concept of culture is complex and multi-dimensional, and con-
tains many different aspects, for example, religion, social structure, language, political
institutions, education and economic philosophy [57]. The behavioural intentions of
Arab users are very much influenced by social values, interpersonal relationships and
other issues related to religion [58]. Therefore, in this research, we argue that many
cultural aspects need to be investigated and analysed to see how culture impacts on
users’ intention to adopt and use M-Government services in Saudi Arabia. CULT was
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measured by five items relating to central cultural aspects including image, resistance
to change and interpersonal social networks (wasta or connection or nepotism).

With respect to the influence of Image, participants were asked if they felt that
using M-Government services would enhance their social status and make them feel
more sophisticated; and a vast majority (82.2%) agreed that it would. Moreover, (85.2%
and 87.9% respectively) of participants believed that using mobile government services
would reduce the influence of interpersonal networks (wasta) and prevent any negative
influence on their transaction by uncooperative employees.

Concerning resistance to change, participants were asked whether they preferred
dealing with government agencies face-to-face rather than using M-Government ser-
vices; and whether visiting agencies to track their transactions was better than tracking
them online. The result showed 27.2% of participants agreed that face-to-face dealings
were better, 17.4% of them were neutral, and 55.4% disagreed entirely. Furthermore,
21.8% of participants agreed that visiting agencies to track transactions was preferable
to online tracking, while 64.4% disagreed and 13.8% were neutral. The composite of
the CULT factor was 1.9997, a result that indicated that CULT is influential on users’
intention to adopt and use of M-Government services (see Table 4).

The influence of cultural factors on intention to use corresponds with findings
by other studies in the literature. For example, Alghamdi [28] revealed that social
and cultural aspects were significant influences on Saudis’ intention to adopt and use
E-Government systems from both citizens’ and employee’s perspectives. Moreover,
revealed that national culture HMBP [59] positively influenced the use of E-Government
services. Naqvi and Al-Shihi [60] also revealed that one of the main barriers to Omanis
adopting E-Government were cultural rather than technical issues.

Perceived Trust (PT): This factor was measured for Saudi citizens (public users) with
seven items (questions)measuringdifferent aspects of PT such as risks to privacy (sharing
and storing personal information), security and trust.

Participants were asked if they felt that the Internet was not safe to be used for
dealing with the government. More than a third of participants, 41.0% believed that the
Internet was safe, while 33.3% believed it was not safe, and 25.7% were neutral. This
indicates that participants did not know or were uncertain about whether the Internet was
not safe to be used for dealing with the government. By contrast, 73.9% of participants
agreed that mobile government services were a safe and trustworthy environment in
which to conduct government transactions, 20.8% and 5.3% were neutral or disagreed
respectively. This indicates that citizens’ perceptions about the security and trust of
M-Government services environment are highly positive, and this would possibly have
a positive influence on citizens’ intention to use M-Government services.

However, participants did not know or were uncertain about whether providing per-
sonal information was safe (42.6% agreed, 19.8% neutral and 37.6% disagreed) and
whether their data could be misused when stored by M-Government systems (33.0%
agreed, 24.3% were neutral and 42.8% disagreed). The total score for PT was 2.3586,
indicating that PT is influential on intention to use M-Government. This finding is in
line with numerous studies: Phonthanukitithaworn and Sellitto [61], Ahmad and Khalid
[62] and Carter and Belanger [63] that have noted that perceived trust was a significant
factor.
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Social Influence (SI): Three items (questions) were used to measure how the SI factor
in the MGAUM model influenced Saudi citizens (public users). This factor addresses
users’ perception of the effect of social influence and how this would encourage intention
to adopt and use M-Government services. A large majority (80.5%) agreed that people
important to themwould think that they should usemobile government services, whereas
15.8% of them were neutral, and 3.7% disagreed.

Moreover, 89.3% of participants said they would be encouraged to use
M-Government services by their families and friends. Furthermore, the vast majority
of participants (92.3%) intended to use M-Government services because it was the cur-
rent trend. The composite of the SI factor was 1.6516, which indicates that SI is very
influential on users’ adoption and use (Table 4). The results found by the social influence
factor is consistent with previous studies revealed by Ahmad and Khalid [62] and Liu
et al. [12]. This investigation demonstrates that in a context like Saudi Arabia, where
communities are very close, SI is a very important factor to include in the MGAUM,
interestingly the desire to be seen by significant others as ‘following the trend’ was
revealed as a powerful incentive in this context.

Perceived Compatibility (PCOM): wasmeasured by two items (questions) in this sur-
vey for citizens (public users). This factor focuses onhowusers perceive the compatibility
of M-Government services with their lifestyle and behaviour, and how this affects and
encourages their intention to use M-Government services.

The vast majority of participants believed that using M-Government services would
fit well with their lifestyles as well as being the way they liked to conduct government
transactions (91.4% and 89.7% respectively). The total score for PCOM was 1.5638
(Table 4), which indicates that this factor is very influential on users’ intention to use.
This indicates that a high level of compatibility with the innovationwould increase users’
intention to adopt and use it. This finding is in line with other studies in the literature that
showed that a high level of compatibility with an innovation increased users’ intention
to adopt and use it Almuraqab [22] and Phonthanukitithaworn and Sellitto [61]. This
study, which unlike other previous studies, included a high number of Saudi female
participants, demonstrates how using M-Government is perceived as compatible to a
lifestyle where using mobiles occurs daily. In a society where contact between sexes is
sensitive related to religious and cultural reason, conducting government transactions
on their phones arguably gives Saudi women both privacy and removes the need for any
face-to-face interactions with male government officials.

Awareness (AW): is the first stage where user’s experience a new service offered by
the government. Four items (questions) were used to measure the impact of aware-
ness on Saudi citizens’ intention to use M-Government services. In addition, partici-
pants were asked about which advertising methods could affect citizens’ awareness of
M-Government services and encourage their intention to adopt and use. For this ques-
tion, a 5-point Likert scale with the options ‘Very influential’ to ‘Very uninfluential’ was
used.

Many participants (76.7%) believed that they had a good level of knowledge about
the benefits, features and services of M-Government, 14.9% were neutral, and 8.4%
did not. Almost 68.6% of participants agreed it was easy to find out if a government
agency offered its services via mobile devices, 17.0% of participants were neutral and
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14.4% disagreed. Furthermore, 68.8% of participants agreed with the statement: “I have
received enough information and guidance on how to use mobile government services”,
while 14.9% disagreed and 16.3% were neutral. A similar result was obtained regarding
whether participantswere satisfiedwith the current awareness campaigns and advertising
about M-Government services in Saudi Arabia; as 66.6% were satisfied, 16.4% were
neutral and 17.0% were not satisfied.

AsTable 4 shows, it is likely thatAWpositively influences citizens’ intention to adopt
and use M-Government services. These findings are consistent with those of previous
studies Abdelghaffar andMagdy [55] and Al-Somali et al. [64]. A study by Shareef et al.
[21] noted that the lack of awareness could increase the digital divide and lead to the
failure of E-Government.

Public awareness could be enhanced in variousways including interactive advertising
and social media campaigns as well as traditional advertising methods such as news-
papers, brochures, TV, messages on public transport and in subways. Participants rated
advertising methods (shown in Fig. 1) as follows: social media (73.3%), advertisements
in public areas (69.7%), TV and radio channels (61.0%), government agencies’ web-
sites (54.5%), email and text messages (58.6%) and finally, newspapers and magazines
(39.2%).

Fig. 1. Awareness of advertising campaigns

Therefore, our research results indicate that the government needs to raise awareness
about the main goals of M-Government, the availability M-Government services and the
advantages and benefits gained from the use of M-Government services to conduct var-
ious transactions. Public awareness could be enhanced in various ways including inter-
active advertising and social media campaigns as well as traditional advertising methods
such as brochures and advertisements on TV, public transport and in newspapers. Cur-
rent research suggests that increasing the awareness would significantly contribute to
increasing citizens’ willingness and intention to adopt and use M-Government services.
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Citizen Service Quality (CSQ): Three main service quality dimensions were used to
measure service quality in this study, i.e. reliability, responsiveness and empathy. Eight
items (questions) were thus designed to measure customers’ evaluation of the overall
experience of services and go some way to explaining the difference between users’
perceptions and their expectations of the services offered by the government. because
deliveringhigh-qualityM-Government services by the governmentwould help to achieve
higher levels of citizen engagement, participation and willingness to useM-Government
services.

Participants were asked to what extent that they believed that M-Government service
providers give ‘a prompt servicewith a good response’.Many participants, 75.6% agreed
they did, 19.2% were neutral, and 5.2% disagreed. Similarly, most participants believed
that M-Government service providers offered helpful assistance through SMS.

Moreover, the participants were asked whether they believed that information pro-
vided through M-Government services was accurate. 76.4% agreed it was, while 19.9%
were neutral and 3.7% disagreed. Furthermore, 69.4% of participants believed that
M-Government service providers showed a sincere interest in solving citizens’ prob-
lems, whereas 24.8% were neutral, and 5.8% disagreed. The result indicates that CSQ
is influential on users’ intention to adopt and use M-Government services (Table 4).
These findings echo those of Al-Hujran et al. [2] that the service quality dimension
(including responsiveness, reliability, and empathy) have significant impacts on citizen
satisfaction; and CSQ is one of the significant predictors of Jordanian citizens’ inten-
tion to use an E-Government service. Also, Wang [65] conducted a study in Taiwan
indicating that service quality dimensions have a direct effect on both satisfaction and
behavioural intention in Taiwan’s medical tourism industry. This study confirms that
CSQ is an influential factor in this context when applied to M-Government.

System Quality (SQ): Seven items (questions) were designed to measure the quality
level of the system, including the technical aspects that are recognised by users, and
which can affect their willingness and intention to adopt and use M-Government ser-
vices. Regarding whether the speed of launching M-Government services applications
or websites (pages, graphics, option. etc.), would affect participants’ intention to use it,
79.1% agreed it would, 13.5% were neutral and 7.5% disagreed.

Moreover, more than 81.6% of participants believed that M-Government was easy
to navigate (to move between screens and pages) and that it provided good navigation
functions; in contrast, 14.2% were neutral and only 4.2% disagreed. In respect to the
existence of technical errors, such as applications crashing, links not working and unre-
sponsiveness, (application/website), as well as the bad layout and unattractive interfaces
of M-Government services 79.7% and 73.3% of participants respectively, agreed that
these elements would reduce their willingness to use it. Regarding the compatibility of
M-Government services with mobile devices such as GPS and camera, the vast majority
86.2% of participants agreed that services should be compatible. Furthermore, 80.2%
and 76.8% respectively believed that M-Government services provided fast responses
to their enquiries as well as up-to-date information. The composite of the SQ factor
was 1.8897, which indicated that SQ is influential on users’ intention to adopt and use
M-Government services (Table 4).

The positive relationship between System Quality and intention to use services cor-
responds to findings in other studies in the literature, i.e. whenever the system quality
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of M-Government services increases, citizens’ intention to adopt and use them will also
increase. For example, Athmay et al. [66] revealed that system quality had a strong influ-
ence on the intention to use E-Government services; and Baabdullaha et al. [67] found
that system quality was one of the main factors that significantly impacted on actual use
behaviour.

Perceived Mobility (PM): This factor was measured by three items (questions). Par-
ticipants were asked about their perceptions of the importance of accessing information
and being able to use M-Government services whilst on the move. The result showed
that the vast majority (89.8%) of participants expected to be able to use M-Government
services anywhere and at any time when required. Almost the same percentage reported
that they foundmobile government services were easily accessible, portable and easy-to-
use on different models of Smartphone. Participants were also asked if they considered
it important to get critical alert notifications on their mobiles from government agencies
via text or email regarding passport renewal, traffic penalties and emergency cases whilst
they were on the move; and 94.6% agreed it was. The composite of the PM factor was
1.5651, which indicates that PM is a very influential factor influencing the intention to
adopt and use M-Government services and show that citizens in Saudi Arabia value the
ability to constantly access government services and information from any location. The
findings for this factor are consistent with previous studies by Yen and Wu [69] and
Wang [65], where they focused on Chinese citizens.

The statistical analysis and discussion above allow us to estimate the most influential
factor for increase the intention to adopt and useM-Government services is SaudiArabia.

6 Conclusion

Achieving a high rate of adoption and acceptance of M-Government services is consid-
ered as a challenge to a government because it faces several issues related to adoption,
implementation and use; hence this research is introduced. The researchers constructed
the MGAUM model to identify factors revealed by the literature and personal profes-
sional experience to be likely to influence Saudi citizens’ intention to adopt and use
M-Government services.

The result of descriptive analysis presented in this paper indicates that all the pro-
posed factors in MGAUM model (PU, PEOU, CULT, SI, PCOM, PT, AW, CSQ, SQ
and PM) were statistically significant factors in influencing Saudi citizens’ intention to
adopt and use M-Government services and when properly addressed could increase the
adoption rate of M-Government services.

This study is part of on-going research, and thus, the results of this quantitative
data study will be compared with the results of a qualitative data study in which man-
agers in eight Saudi ministries were interviewed about their opinions and experiences of
M-Government’; in order to expand understanding of the impact of the factors discussed.

We intend the results to provide a valuable insight into the main factors that influence
citizen intention to adopt and use M-Government services in Saudi Arabia; which will
be useful for researchers, the ICT industry and for policymakers who are keen to find
strategies that result in quicker and more efficient take-up of such services.
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This study added several contributions to theory and practice in the field of
M-Government adoption and use. Firstly, this research developed the Mobile Govern-
ment Adoption and Utilization Model (MGAUM) to analyse factors that affect users’
adoption and use of M-Government. MGAUM integrates the Technology Acceptance
Model with a number of social, cultural and technological factors, taken from other
recognized theoretical acceptance models that have been identified as key factors in the
literature. Secondly, the MGAUM is empirically tested and validated by collecting and
analysing primary data from the citizens’ perspectives. Thirdly, this is one of the first
few studies investigating the adoption and utilization ofM-Government in Saudi Arabia.

There are however limitations to this study due to issues of time available and distance
of target population aswell as lack of relevant literature andSaudi cultural issues involved
in male researchers approaching female participants. For this reason, we recommend
that further research is conducted into the relationships between the demographic data
such as age, gender, education, income and experience of using mobile devices and
the factors in the MGAUM in order to explore the influence of each on adoption and
use of M-Government services. Female researchers would be better able to explore
Saudi women’s attitudes to M-Government adoption. The MGAUM could also be used
to investigate attitudes to M-Government adoption in other Gulf countries or adapted
to investigate and analyse factors that can impact Saudi citizens’ adoption and usage
of different interactive systems and electronic system such as m-banking, m-learning
system, cloud computing services and m-commerce.

Appendix

See Table 5.

Table 5. Questionnaire items with associated codes and references [70].

Constructs Items Reference

Code Statement Adopted from

Intention to
Use

INT1 “I intend to use mobile government services in
the future”

[26]

INT2 “I intend to use mobile government services
frequently”

INT3 “I will use mobile government services to
perform governmental transactions”

INT4 “I would recommend that others use mobile
government services”

(continued)
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Table 5. (continued)

Constructs Items Reference

Code Statement Adopted from

Perceived
Usefulness

PU1 “Using mobile government services would be
useful in my daily life”

PU2 “Using mobile government services would
enables me to accomplish governmental
transactions more quickly”

PU3 “I think that using mobile government services
save my time, money and effort and enables
me to perform transactions that are not close
in my location”

PU4 “Using m-government services would make
the communication between a government
agency and citizens more easy through text
message, its applications and e-mail”

[28]

PU5 “The ability to perform governmental
transactions (24 h/7 days) will encourage me
use m-government services more”

PU6 “I think using m-government services would
save me multiple visits to different agencies
when performing my transactions”

PU7 “I believe that using mobile government
services will remind me of important dates for
conducting government transactions in
sufficient time or at the right time”

[25]

Perceived
Ease of Use

PEOU1 “Learning to use mobile government services
would be easy for me”

[26]

PEOU2 “I believe my interaction with mobile
government services to access government
services would be clear and understandable”

PEOU3 “Using mobile government services does not
require a lot of skills and efforts”

PEOU4 “I believe that mobile government services are
easy to use”

Social
Influence

SI1 “People who are important to me would think
that I should use mobile government services”

[30]

SI2 “The use of my family members and my
friends for mobile government services will
encourage me to use it”

SI3 “It is the current trend to use mobile
government services”

[31]

(continued)
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Table 5. (continued)

Constructs Items Reference

Code Statement Adopted from

Perceived
Compatibility

COM1 “I believe that using mobile government
services will fit well with my lifestyle”

[32]

COM2 “I believe that using mobile government
services will fit well with the way I like to
conduct my governmental transactions”

Perceived
Trust

PT1 “I feel that the Internet is not safe to be used
for dealing with government”

[28]

PT2 “I feel that mobile government services is a
safe environment and trustworthy to perform
my governmental transactions”

PT3 “I would hesitate to provide personal
information (such as my address, my
income… etc.) through mobile government
systems”

PT4 “I trust mobile government services to notify
me of important information regarding the
status of my governmental transactions, in
sufficient time by text messages or through its
applications”

[29]

PT5 “I expect that mobile government services will
not take advantage of me and will protect my
privacy such as my personal information and
address”

[28]

PT6 I feel that my data that is stored in mobile
government systems can be misused

PT7 “I think that government agencies in Saudi
Arabia can be trusted to provide trustworthy
mobile government services”

Culture CULT1 “Using mobile government services will make
me feel more sophisticated and will enhance
people’s perception about me”

CULT2 “I believe that mobile government systems
would reduce the influence of interpersonal
networks (WASTA) on processing individuals’
transactions”

CULT3 “I feel that dealing with the government
agencies face to face is better than using
mobile government services”

(continued)
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Table 5. (continued)

Constructs Items Reference

Code Statement Adopted from

CULT4 “I feel that visiting agencies to track my
transactions is better than tracking them
online”

CULT5 “Using mobile government would prevent the
negative influence of some uncooperative
employee on my transaction”

Awareness AW1 “I feel that I have a good knowledge about
mobile government services benefits, features
and services”

AW2 “I think it is easy to find out if government
agency offered its services via mobile devices”

AW3 “I have received enough information and
guidance of how to use mobile government
services”

AW4 “In general, I am satisfied with the current
awareness campaigns and advertising about
mobile government services in Saudi Arabia”

Perceived
Mobility

PM1 “I expect that I would be able to use mobile
government services at any time, and
anywhere, when I need it”

[33]

PM2 “I would find mobile government services to
be easily accessible, portable and easy to use
on different models of Smartphone’s”

PM3 “It is important to me to get critical alert
notification on my mobile from government
agencies during mobility via text or email
regarding passport renewal, traffic penalties
and emergency cases”

Citizens
Service
Quality

SERQ1RES1 “I believe that mobile government services
providers give a prompt service with a good
response”

[34]

SERQ2RES2 “Mobile government services provider offers a
helpful assistance through SMS”

SERQ3RES3 “I believe that mobile government services
providers is always willing to help customers”

SERQ4REL1 “Mobile government services provider
provides easy to use tools for checking on the
status of an ordered service”

SERQ5REL2 “Mobile government services provider
delivers on its undertaking to do certain things
by a certain time”

(continued)



22 M. Alonazi et al.

Table 5. (continued)

Constructs Items Reference

Code Statement Adopted from

SERQ6REL3 “I believe that information provided through
mobile government services is accurate”

SERQ7EMP1 “Mobile government services provider shows
a sincere interest in solving some citizen
problems”

SERQ8EMP2 “Mobile government services provider
understand my specific needs”

System
Quality

SYSQU1 “The speed of launching the m-government
services application m (pages, graphics,
option…. etc.) will affect my willingness to
use it”

[28]

SYSQU2 “I believe that mobile government service
(application/website) is easy to navigate “to
move between screens and pages “and
provides good navigation functions”

[35]

SYSQU3 “The existence of technical errors while using
mobile government service
application/website would reduce my
willingness to use it for my transactions. Such
as crash application, links not working and
unresponsive”

[28]

SYSQU4 “Bad layout and unattractive interfaces of
mobile government service
(application/website) would reduce my
willingness to use its services”

SYSQU5 “I think m-government services
(applications/website) should be compatible
with devices features such as GPS and
camera”

[36]

SYSQU6 “I think mobile government service
(application/website) will provides fast
responses to my inquiries”

[35]

SYSQU7 “I think that mobile government service
(application/website) provide up-to-date
information”

[37]
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Abstract. The main aim of this article is to identify customers’ opinions con-
cerning the place, role and influence of electronic marketing tools on making
purchases on the Internet. The authors have applied the division of e-marketing
into its traditional and electronic forms, on desktop computers andmobile devices,
which was significant due to diversified opinions of clients concerning its use. The
studies have been carried out with the application of a CAWI method examining
a convenient, randomly selected sample of clients who are active in the Internet.
The studies were aimed at evaluating specific e-marketing media and techniques
which, in the customers’ view, influenced shopping on the Internet. In particular,
the respondents commented on the advantages, disadvantages and benefits result-
ing from the application of e-marketing on mobile devices. The conclusions and
recommendations from the study may contribute to better use of these factors in
order to facilitate consumers’ purchases, not only in the Internet.

Keywords: i-marketing · m-marketing · Evaluation of electronic marketing

1 Introduction

The primary objective of this paper is to present the impact and significance of elec-
tronic marketing (e-marketing) in the purchasing process, based on the opinions of a
selected group of potential clients. It is another study conducted as part of a series of
research analysing a similar group of respondents in the situation where the opinions
on e-marketing are largely diversified, and a dynamic development of mobile devices
may be observed. Simultaneously, it should be noted that the study is of supplementary
nature in relation to comprehensive studies undertaken by the authors examining the
quality of websites and mobile applications.

Electronic marketing is understood in this paper as a combination of all components
related to information technologies, especially the Internet, in order to increase the will-
ingness of potential customers to make purchases [1]. It is associated with many tools
which aremainly applied on the Internet [2] as well as new sales and payment techniques
[3, 4]. It encompasses a wide range of themes connected with, for example, the evalu-
ation of the possibilities of new devices (smartphones, tablets), users’ response to new
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marketing forms and tools, the development of new e-marketing tools, etc. Kaznowski
[5] believes that it is a significant part of the marketing strategy of an organisation. On
the other hand, it is the result of a combination of modern marketing theories, use of
information technologies [6] as well as the product of project management, in particular,
change and risk management [7]. In order to create a marketing strategy related to the
promotion of products and services via the Internet, it is necessary to carry out a project
consisting in, amongothers, building an e-shoppingwebsite and devisingmarketing tools
which would help to promote this website on the Internet. For a marketing strategy to be
successful, we should collect and examine the opinions of potential clients regarding the
media and marketing techniques. If we consider all the above comments, then electronic
market will represent all the above-mentioned marketing activities aimed at meeting
operational, tactical and strategic goals with the application of the Internet infrastruc-
ture [8, 9]. At this point it is important to note that currently the so-called mobility is
one of the fastest developing phenomena. At present, mobile marketing is an essential
part of electronic marketing. Due to the fact that it is perceived as all (advertising and
promotional) activities using the functionalities of mobile devices [10, 11] it is difficult
to distinguish between advertising available in browsers and special, dedicated smart-
phonemobile applications [12]. According toAMMA(TheAmericanMobileMarketing
Association), mobile marketing is understood as any form of marketing, advertising or
promotional activity addressed to clients and transmitted via the mobile channel [13].
This definition of the phenomenon is the one applied in the present article. In addition,
m-marketing offers basically unlimited possibilities of adapting the forms of promotion
and communication to the needs of an individual recipient (far-reaching personalisation)
[14]. This also means a significant reduction of the costs of organisations’ activity [15].

In recent years we may observe a significant increase in - the company resources
allocated to the activities related to e-marketing in Poland. According to an IAB and
Internet - Standard reports [16–18] online advertising spending in 2017 increased by
PLN 337 million and was higher by 9.3% compared to the dynamics of the previous
year. A similar increase (8%) was recorded on the German market. The Turkish market
located in the European ranking of the value of digital advertising just behind Poland
increased by 16%. It is true that it is more than two times less than on the US market
(21%), but it still puts Poland at high developmental thresholds. According to the IAB,
spending on mobile advertising in 2017 reached PLN 890 million, and its share in all
expenses increased to 23%. This market is growing so and more research should be
devoted to it.

Electronic marketing was the object of many studies, both in the Polish and foreign
markets, also from the point of view of a client [19–23] and new works analysing this
field continue to appear. It is important to indicate that the majority of vital and relevant
studies were published before the period of the most intense development of modern
smartphones and tablets along with their dedicated applications.

The authors of this article aim to distinguish some of the basic tendencies related to
these new phenomena as well as implications for the future development of electronic
marketing, including mobile marketing. That is the reason why the authors have under-
taken the present studies whose main aim is to analyse the use of e-marketing among the
users of all kinds of computer devices used to access the Internet. The findings presented
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in this article, discussion and resultant conclusions constitute a report of the research
involving a selected sample of Internet users in Poland at the beginning of 2019.

The structure of the article is adapted to achieve its main objective. The paper is split
into sections. Section 1 is an introduction to the subject. Section 2 contains assumptions
of methodology and sample presentation. Section 3 describes the research findings and
discussion. Section 4 provides the conclusions, limitations and considerations for future
investigative work.

2 Methodology and Study Sample

Following the previously conducted research [24], the authors adopted the verified
research procedure which consists of the following stages:

• constructing the first version of the survey questionnaire, on the basis of previously
conducted research, literature studies as well as experts’ and own observations of the
phenomena,

• verifying the questionnaire analysing the respondents’ comprehension of the questions
contained in the survey and the significance of the queries for the research, with the
participation of randomly selected groups of respondents engaged in the pilot study,

• random selection of the groups of students for the study,
• making the verified and improved survey questionnaire available for the selected
student groups (with the application of a CAWI –ComputerAssociatedWeb Interview
method),

• analysis and discussion of the obtained findings,
• conclusions and possible directions for e-marketing development, on the basis of
literature references and the authors’ own studies.

In its final form, after eliminating the least significant questions and introducing
changes aimed at clearer presentation of the remaining queries, the survey questionnaire
included twenty-three substantive questions, divided into five groups and five questions
related to the so-called demographics of the study sample. The detailed presentation of
specific sets of survey questions is given below:

• electronic marketing environment – the frequency of using the Internet, the kinds
of devices which are most frequently used in this type of communication, the place
of accessing the Internet, the frequency of making purchases, the types of the most
frequently used Internet websites,

• the effectiveness of electronic marketing – the level of effectiveness of electronic
marketing, comparative evaluation of the effectiveness of electronic marketing and
the traditional one as well as the reasons for the potential advantage of electronic
marketing over its traditional form,

• evaluation of e-marketing as a source of information on products/services – the
sources of obtaining information on products and services, sources of Internet-based
information as well as aims of the application of the obtained information,
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• evaluation of the distinguished e-marketing media and techniques – the evaluation of
selected e-marketing media (with the application of the following scale: very good,
good, satisfactory, non-satisfactory, no opinion); the approach of the respondents to
selected e-marketing media (scale: I accept it, I ignore it, I don’t accept it), ranking of
selected e-marketing media; elements of e-marketing which respondents pay the most
attention to; the respondents’ approach to e-marketing in specific types of websites
(scale: I like them, I don’t care about them, they are boring, they are irritating);
respondents’ approach to e-marketing running on traditional and modern devices,

• respondent’s approach towards marketing onmobile devices – the respondent’s evalu-
ationofm-marketing advantages, evaluationof the benefits ofm-marketing, evaluation
of m-marketing disadvantages, the kind of m-marketing which affects the respondent
the most; the type of m-marketing which impacted the respondent’s purchases the
most in the last six months,

• demographics (age, gender, education, place of origin).

The presented study was carried out in mid-March 2019. The research sample was
selected as a partially convenient and partially random sample among the students of
the Faculty of Management at the University of Warsaw. An invitation to complete a
survey questionnaire was distributed electronically among 356 students of BA and MA
studies, both full-time and part-time courses, as randomly selected students’ groups. 294
students completed survey questionnaires, which constitutes nearly 83% of the sample.
This indicates nearly a threefold increase in the number of respondents from the same
environment compared to the study of 2016 [5], which suggests increased interest in
topics related to the possibilities of using the Internet for marketing purposes, especially
in its mobile form. There was also a slight, less than 3%, increase in the number of
respondents who completed an entire survey questionnaire correctly, in relation to the
result recorded three years ago.

The selection of the sample consisting of students brought about certain limitations
with regard to the possibility to interpret the findings. As the studies by Batorski and
Płoszaja [25] indicate, the age group among which the studies have been carried out
is a population which is most active in the Internet, most focused on innovation, and
the one which is also the fastest to purchase and apply the latest technical solutions.
Therefore, it is difficult to generalise the obtained results to be indicative of the entire
society. On the other hand, it is a group which for the above-mentioned reasons is the
most competent to evaluate the tools used in the internet and mobile marketing, because
they spend the greatest amount of time in the Internet, not only to obtain information,
but also to make purchases and communicate with the shops, using websites and mobile
applications many times a day.

In the analysed sample, more than 95% of the respondents were representatives of
this most active social group. The group included individuals who were 18–24 years old,
with the average age of slightly over 21, where all survey participants had secondary
education. Among the respondents, there were 57% of women and 43% of men, which
reflects the present gender structure of UW students at the Faculty of Management.
Three years ago, there were more students who were randomly selected from the groups
of Accounting and Finance, where the percentage share of women was larger, which
means that at present the participation of men increased by 8%. For the same reason, the
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number of working students who completed the survey questionnaire increased by 10%
[9]. At present, in the examined study sample there were 55% of working students and
45% of students who were not professionally active. More than 52% of the respondents
came from cities with over 500,000 residents, further 11% from townswith 100–500,000
inhabitants, 24% from the towns with 10–100,000 residents, less than 5% from small
towns up to 100 inhabitants, and only 9% were from villages. In the present study, the
share of students coming from large cities increased (rise of 16%), mainly at the expense
of people coming from rural areas (drop by over 10%).

3 Findings and Discussion

The survey questionnaire was made available on the servers of the Faculty of Manage-
ment at the University of Warsaw. The questions were divided into several groups, and
the analysis of the responses with the discussion and comments are presented below.

The first group of questions was of introductory nature. Its goal was to identify the
conditions of using electronic marketing. The queries concerned the frequency of using
the Internet, the type of most frequently visited websites, devices used for this purpose
as well as the place and frequency of doing online shopping. The response to the first
question appears to confirm the findings of Batorski’s study – all students use the Internet
a few times a day. Undoubtedly, this was due to the popularity of mobile devices and – as
it seems, a specific environmental culture of using them everywhere and at any time. This
conclusion also results from the response to the following question, where over 23% of
the respondents stated that it is the main and the only device which they use to connect
with the Internet. Given that almost 12% of respondents use only a laptop and desktop
computer for this purpose, this still confirms a clear advantage of this device over others.
The greatest share of the sample – 44%, however, uses a combination of a laptop and
a smartphone to connect with the Internet. As indicated in the comments section, the
smartphone ismainly used to listen tomusic, communicate, obtain information and carry
out small financial operations. Financial decisions which require careful consideration
and extensive works or communications are usually associated with working on a laptop.
Interestingly, fewer and fewer people use a tablet - 4% (nearly 3% less than three years
ago) and a combination of a tablet with other devices (smartphone, desktop computer) –
on average 3% (previously twice as many). Greater functionality, the decreasing size and
weight of laptops cause a systematic replacement of a tablet with a laptop. In comparison
with the situation from three years ago, the use of the smartphone as the only device
to connect with the Internet declined (by nearly 10%), and the use of smartphone and
laptop increased (by almost 11%).

The most frequently visited websites are social media websites (25%). Websites
providing information/news are also popular - 12%. Thus, it emerges that the main
and widely appreciated functions of the Internet are those which are associated with
providing information or communicating. The use of search engines is also of primary
importance with regard to providing information which the respondents require (18%).
However, searching for a particular item is not always associated with purchasing it on
the Internet: it is frequently only connected with looking for data concerning a given
product or service. Nevertheless, e-shopping websites are most frequently visited by
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19% of the respondents, and financial services by 21%. Thus, the area where electronic
marketing might be applied is wide. The growing popularity of the use of mobile devices
is demonstrated by the indicated places of accessing the Internet – nearly 93% of the
respondents stated that they use it everywhere, and 13 times fewer people (7%) responded
that they use it at work, at home or the university. The respondents are also a group which
actively participated in making purchases, nearly 75% does shopping at least once a
month, including an almost 10% share making purchases a few times a week or even
several times a day. Only slightly over 24% claim that they do shopping rarely or never
(less than 1%). Three years ago, the group of internet users who did online shopping
rarely or never was twice as large.

44.03%

39.93%

12.97%
3.07%

very good

good

satisfactory

unsatisfactory

Fig. 1. Effectiveness of internet/mobile marketing.

The second part of the survey concerned the perception of the effectiveness of the
application of electronic marketing by internet users: their subjective evaluation of the
phenomenon of e-marketing, its comparison with traditional marketing and evaluation
of the potential advantage of e-marketing over traditional marketing. The respondents
assess internet marketing as good or very good in over 84%, and only over 15% perceive
it as satisfactory or non-satisfactory (Fig. 1).

This is probably caused by the opinion that 24% of the respondents are convinced
that internet and mobile marketing is better, and over 50% believe that the greatest
effectiveness is achieved through a combination of electronic and traditional marketing.
In turn, nearly 23% of survey participants think that the two types of marketing are
difficult to compare because they are addressed to different target groups. In the case of
almost a quarter of recipients, there exists a belief that the effectiveness of marketing
depends on the age of the recipients and the most frequent use of media (smartphone
versus laptop) associated with it (Fig. 2).
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3.08%

23.63%

50.34%

22.95%
traditional marketing is better

Internet / mobile traditional 
marketing is better

the combination of traditional 
marketing and internet / 
mobile is better

traditional and internet / 
mobile marketing is addressed 
to other recipients, so it's 
difficult to say

Fig. 2. Is internet/mobile marketing more effective than traditional?

The respondents regard continuous availability (33%, 25% in 2016) via mobile and
remote or desktop devices and the possibility of buying items after clicking on the adver-
tising field (via link) (nearly 26% as compared to 19% in 2016) to be the greatest sources
of advantage of marketing in the Internet over traditional marketing. Also, the previously
emphasised possibility to obtain more information about a product or service (25%) is
of considerable importance. However, the possibilities of using comparison engines in
e-marketing (only 8% of the respondents) and interactivity of internet advertising (5%
of responded) were not greatly appreciated. The fact that the survey participants attach
small importance to the possibility of selecting the cheapest item (possibly including
the cost of transport) is surprising. It might seem that after many years of experience
with this type of software and declarations included in other studies [9] related to the
common use of comparison engines, in the customers’ opinion, these factors tend to
have more influence on a general positive evaluation of electronic marketing. Especially
that in 2016 as many as 22% of the respondents indicated that it constitutes a significant
advantage of internet marketing over its traditional form (Fig. 3).

The third part of the survey concerned issues related to the use of sources of obtain-
ing information on products and services on the Internet and outside the Internet as well
as its subsequent application. Among the analysed sample, the Internet proved to be an
a decisively dominant medium (86% individuals) to access information about products
and services (as compared to previous score at the level of 33%). In combination with the
information obtained from a circle of friends and colleagues, this comprises over 98%
of the places of obtaining commercial information. The importance of such media as
television, radio, press, leaflets or paper information materials appears to be nearly non-
existent, which points to little interest in this form of marketing among the representa-
tives of this social group. Comparison engines turned out to be the most common tool
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interactivity with advertising

Other

Fig. 3. What is the reason that marketing on the Internet can be seen as better than traditional?

(as it is believed by over 40% of the respondents) to search for information about prod-
ucts and services on the Internet. On the one hand, individuals are eager to use them, on
the other hand, they do not perceive them as a tool which would be of crucial impor-
tance from the point of view of the effectiveness of e-marketing. The second place is
taken by social media (nearly 31% share in the respondents’ opinions). Even three years
ago such an opinion would be encountered with disbelief; however, at present the influ-
ence of social media is becomingmore andmore important. This is also evidenced by the
high, third place of blogs (15%). It is important to point out that even though a blog is in
fact seen as a source of largely subjective information, it is still a medium which shapes
consumers’ tastes and views in certain sectors (e.g. fashion and cuisine). E-marketing
offering different advertising forms contained on websites and carried out via emails is
losing its importance (in total the score amounts to less than 9%). This form of adver-
tising, which until recently was seen as dominant in this type of marketing, in a sense, is
already regarded as a traditional form.According to 58%of the respondents, the informa-
tion obtainedon the Internet is used tomakepurchases in internet shops, and in the viewof
38% of the survey participants - in traditional shops. It seems that the latter phenomenon
deserves a more thorough examination, since the general conviction is that searching for
information in the Internet is associated with shopping in internet shops. In view of the
recorded statistics [18] of the values of over 2/3 of Allegro sales revenues, the informa-
tion about using the information tomake purchases at internet auctions (4%) also appears
to be underestimated.

In the fourth part of the survey the respondents were asked to evaluate particular
media and e-marketing techniques: the effectiveness of the applications of the media,
approach towards selected e-marketing techniques, places in the ranking of products
which induce consumers to make purchases, elements which respondents pay particular
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attention to and those which attract them the most as well as the evaluation of the
respondent’s approach to placing particular elements of e-marketing in marketing media
and on various types of devices (both traditional and modern ones).

The evaluation of the effectiveness of selected electronic marketing media was based
on a four-point scale from: unsatisfactory, satisfactory, good and very good. The highest
rated techniques were: presence in social media (26% of very good scores), clarity and
attractiveness of a website (24% of very good scores) as well as the presence in mobile
solutions (20%). The highest number of good scores were obtained by positioning (18%)
and sponsored links (15%). In the latter case, the opinions were divided because slightly
more people (18%) evaluated them only at a satisfactory level. Banners, links to other
websites (19% and 18% respectively) and newsletters (21%)were evaluated at the border
between satisfactory and unsatisfactory. The most unsatisfactory technique was related
to advertising mailing messages (43% of unsatisfactory scores).

The evaluation of the effectiveness of the phenomenon is affected by the respondents’
attitude towards selected e-marketing techniques. The most widely acceptable among
e-marketing techniques are clarity and attractiveness of a website (14% of accepting
opinions), presence in social media (13%) and positioning (11%). The remaining tech-
niques which are approved of by the survey participants are: replacing of advertising
videos, music or texts, etc. as well as the appearance of a company logo on a website.
Advertising presented on blogs or sponsored blogs is usually ignored (11% each), sim-
ilarly to sponsored links and banners (10% each). Banners are not acceptable for a 10%
share of respondents. The most unacceptable appear to be pop-up windows (30% of
responses – I don’t like it), advertising e-mails (14%) as well as advertising in posts in
internet forums (10%).

This survey section was also aimed at creating a specific ranking of factors which
motivate clients to make purchases. In this ranking, the first place among the responses
was taken by the clarity and attractiveness of a website (33% of views). The second
positionwas occupied by the presence in socialmedia (22%of opinions). The subsequent
places were taken by factors such as discounts after exceeding a specific value of the
purchase (17% responses) and positioning (11%). The last positions in the assessment
were taken by pop-upwindows (43% in the last position), e-mailing advertisements (20%
in the penultimate position). The obtained findings confirm earlier responses’ opinions
concerning particular media and advertising techniques.

According to respondents’ opinions, clients pay the most attention to graphic ele-
ments (34%) as well as the innovativeness and attractiveness of the presentation (29%).
They pay the least attention to technical elements of e-marketing such as: text (8% of
the surveyed students believe it is the case) or the sound and music (14% of responses).
So, what would attract them to visit the website? In the views of the study participants,
at present, the most efficient in this regard are elements such as short videos (28%) and
large graphic banners between a logo and the content (16%). The least effective are:
buttons (5%) and pop-up windows (8%). The above ranking shows a specific transition
of the existing clients to more modern technical elements of e-marketing and “fatigue”
with the forms which are frequently encountered in the current practice of using the
Internet.
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From the point of view of a client, the greatest acceptance for placing e-marketing
in selected marketing media was recorded in the case of e-shopping websites (23% of
responses), social media websites (20%) as well as company and news websites (15%
and 16% respectively). Nearly the same number of respondents ignore e-marketing ele-
ments on company websites. These items also do not disturb respondents while visiting
company blogs (20%), private blogs (15%) and mobile media (14%). Perhaps it is the
case because the survey participants view them as boring, irritating and irrelevant with
regard to clients’ knowledge about a product or service. As far as clients’ using Internet
tools is concerned, however, the most irritating and disturbing elements of e-marketing
are contained in mailings (39% of the responses). At the same time, 17% of the sample
consider them boring.

Over 28% of survey participants do not notice any difference with regard to what
type of device they use: a traditional or a modern one. They accept e-marketing elements
and tools on any device. Only 10% of the sample state that they dislike e-marketing in
general. While, at the same time, nearly 26% of respondents declared that they like e-
marketing on modern devices (smartphone, tablet), and only 6% like it using traditional
devices (laptop, desktop computer).

The last group of survey questions concerned the respondents’ approach to the phe-
nomenon of marketing on mobile devices, namely: advantages and disadvantages of
m-marketing, benefits of m-marketing and the effectiveness of m-marketing techniques
in relation to the client. Among the greatest advantages of m-marketing, the respondents
mainly distinguished the fact that it is available at all times and everywhere (24%) and
it can apply a personalised advertising message (21%). The last positions were taken
by the high effectiveness of this medium (8%) as well as the fact that it can be treated
as a determinant of modernity (10%). The advantages of m-marketing are presented in
Fig. 4.

0.4%

7.5%

10.0%

17.0%

20.1%

21.0%

24.0%

Other

High effectiveness

Indicator of modernity

Accurate and fast access

Simple, dynamic and
flexible interaction with a
client

Fig. 4. Main advantages of m-marketing.
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The advantages of m-marketing bring direct benefits for the client. Among the
selected benefits, the most important factor (37% of the responses) was the use of NFC
technique (e.g. Near Field Communication – Tatrzański Park Narodowy/Tatra National
Park guide) or QR codes (e.g. train tickets). According to the survey participants, the
second significant benefit was geolocation and mobile navigation (31%). The subse-
quent positions were taken by the possibility to create mobile websites (13%) and SMS
marketing (9%).

The biggest disadvantage of m-marketing is the necessity of longer screen scrolling
(34% of respondents believe it is the case) and increasing difficulty of getting rid of
advertising messages (33%). Another negative factor is the fact that they take too much
space on a screen which is already rather small (20%). The smallest number of people
believe that advertising on mobile devices is too general and the graphic presentation is
of lower quality (3–4%). The disadvantages of m-marketing are presented in Fig. 5.

0.9% 2.6%
3.7%
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Other
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It takes too much of the 
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to get rid of advertisemants
Screen scrolling takes 
more time

Fig. 5. Main disadvantages of m-marketing.

According to the survey participants, the greatest influence is indicated in the case
of graphic advertising elements (66%). The next place is taken by the video advertising
of the application (17%) and graphic advertising of the application (11%). The last one
is text ads (0,68%). This findings are shown in Fig. 6.

The remaining kinds of mobile advertising are of limited importance, namely, they
constitute only 5%. In the last six months, the aspects which had the greatest impact
on respondents’ purchases included: the use of mobile applications (44%), using geolo-
cation and mobile navigation (17%) as well as SMS marketing (14%). The remaining
m-marketing techniques did not exert any significant influence on the purchases made
by the respondents in the last six months.
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Fig. 6. What type of mobile advertising affects the most effectively affects the customer?

4 Conclusions

The conducted and presented studies lead to the following conclusions:

• the examined population is “immersed” in the Internet nearly all the time, usingmainly
mobile devices to search information, exchange communications, enjoy broadly
defined entertainment (music, films, computer games), as well as make purchases
or carry out financial transactions. This tendency has strengthened in the last three
years,

• the opinion about electronic marketing and its impact on purchases is still very high.
This is not reflected in the value of purchases; nevertheless, this results from appreciat-
ing the informative function of the Internet. Continuous availability and convenience
of the use is not only or mainly associated with making purchases, but it also serves to
obtain information about a product or service. The decisions concerning the purchase
and the way this operation is being carried out (via the Internet or traditionally) are
taken later,

• the attitude of the respondents towards comparison engines is unclear. On the one
hand, nearly everyone uses them; on the other, clients do not perceive them as the
most important tool which might be seen as a specific advantage of e-marketing over
traditional marketing. A question arises: are the tools so commonplace that its use is
treated as real, or the opinions about the products and services are primarily sought
in the social media?

• at present, information acquired online is used mainly for shopping on the Internet,
and to a slightly lower extent for purchases in traditional shops,

• the effectiveness of e-marketing media, in the respondents’ opinion, depends mainly
on the presence in the social media and characteristic features of the website (its
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clarity and attractiveness); in the ranking of the factors inducing consumers to make
purchases, apart from the above aspects, the respondents list also discounts offered
after exceeding a certain amount of money,

• pop-up windows and spammailing are the twomost disliked elements in e-marketing,
• the respondents mainly pay attention to such technical elements of e-marketing,
like graphic elements, in particular, short videos, appearing mainly on social media
websites,

• the irritation associated with excessive advertising in mailings is growing; while the
degree of acceptance of e-marketing received via traditional and modern devices
is rather high (28%). The studies concerning this very phenomenon in relation to
websites [e.g.] show that this solution appears to be the most undesirable with regard
to the evaluation of the website quality. The greatest level of acceptance for video
marketing on mobile devices undoubtedly also plays an important role in this respect,

• we may also observe a phenomenon of a specific shift of the interaction with the
Internet from traditional to mobile devices and more and more common blurring of
the boundaries between mobile laptops and tablets due to the greater universal use of
laptops. The dominating position of smartphones in everyday life also has more and
more influence on the evaluation of e-marketing in its mobile form,

• there occurs a specific shift in communication between individuals (so far more in the
private sphere) from traditional mailing towards social media and messengers,

• the advantages of m-marketing result from its continuous availability and a possibility
to personalise themessage; the disadvantagesmainly consist in the fact that it occupies
a large part of the screen and its related necessity of longer scrolling or the fact that
such an advertisement is more and more difficult to remove from the screen,

• it emerges that the aspects which have the greatest influence on the client are graphic
and video advertisements in the applications.

The limitation of the study was the fact that it was carried out among a rather uniform
sample of respondents coming from academic environment. As previously mentioned,
this was themost active groupwith regard to new technologies, and the obtained findings
tend to present a somewhat idealised view of the clients’ relation towards both the tech-
nologies themselves as well as the operating media of electronic advertising. The study
should be extended to include also other social groups which do not use the Internet to
such an extent, both in their private life and economic activity. This would allow for a
more comprehensive, holistic view of the possibilities of e-marketing applications. On
the other hand, international and intercultural studies seem to be a very interesting direc-
tion for further studies, which would allow for specific universalisation of the obtained
findings.

The study is useful and important for researchers and practitioners. Researchers may
use described methodology for undertake similar analysis in the other countries or envi-
ronment (different sample groups) or maybe in context of international comparisons. For
practitioners, the findings of the researchwould be used to improve all activities connect-
ing with implementation of i-marketing and m-marketing in their business. Especially,
it will help them to understand what are the customers’ expectations in the relation to
e-marketing tools.
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Abstract. Markets are driving organisations worldwide towards digital transfor-
mation. This research investigates this phenomenon in a particular environment by
looking at what drives and inhibits SouthAfrican (SA) retail organisations to adopt
digital transformation. It also looks at the proposed use cases in retail for selected
digital technologies. Given the relative scarcity of academic research and available
theory on the topic, a case study approach was adopted. The analytic framework
used was the Technology, Organisational, and Environmental (TOE) framework,
which proved a suitable way to systematically categorize the perceived drivers
and challenges. The most prominent digital transformation initiatives in the SA
retail industry were the adoption of cloud technologies and data analytics. The
factors and use cases which were uncovered, as well as their relative importance,
could inform other retailers in their decision-making process concerning digital
transformation.
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1 Introduction

Customer-facing organisations, especially in the retail sector, are required to become
more responsive to customer demand; this competitive pressure has forced them to
embark on a digital transformation process [1]. Digital transformation refers to the
strategy that changes an enterprise business model to provide customers with enhanced
products or services by taking advantage of new or existing digital technologies [2].
Business digitalization changes the competitive landscape by threatening digital disrup-
tion from new market entrants, while digitally savvy customers are demanding more
from the enterprise [3]. Digital transformation affects every enterprise and sector as the
market-changing potential of digital technologies is often wider than sales channels,
supply chains, products and business processes [4].

One of the biggest challenges enterprises currently face is integrating and exploiting
new digital technologies [4]. Digital technologies are tools that enterprises must make
use of to get closer to their customers, transform their business processes and empower
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their employees [5]. Current new digital technologies include cloud computing, mobile,
analytics, social media, robotics and Internet of Things (IoT) technologies [6]. These
digital technologies can present the enterprise with game-changing opportunities if they
are combined with accessibility of enterprise data to enrich their products, services and
customer relationships [7].

There is a lack of information around digital transformation, its perceptions and use
cases in the SA retail industry to aid its adoption. The main objective of this study was
to understand and examine the current perceptions and status of digital transformation
within a SA retail organisation. Furthermore, the study aimed to identify factors influ-
encing the intended adoption of digital transformation within the SA retail organisation.
This will provide the information and knowledge needed for the retail industry to make
informed decisions about the potential future use of digital technologies and how to
overcome adoption barriers.

Two propositions are posed to relate the research findings to existing theories and
models identified in the literature review.

• Proposition 1: Digital transformation by SA retail organisations is driven by specific
TOE (Technology, Organisational, & Environmental) factors.

• Propostion 2: SA retail industry organisations have identified specific core technolo-
gies driving digital transformation.

It is important to study the factors influencing the intended adoption of digital trans-
formation so that enterprises canunderstand the challenges and address them.Addressing
these challenges will be beneficial to the enterprise as it will assist it to create a clear and
coherent digital strategy, lead to retaining and attracting top talent, and create a company
culture where employees can be innovative and creative. Ultimately, a digitally trans-
formed enterprise will be able to easily adapt taking advantage of new opportunities and
have a competitive advantage over their competition.

The next section of the paper includes a literature review defining digital transfor-
mation, the main digital technologies transforming the retail industry, factors influenc-
ing digital transformation and introducing the TOE theoretical framework used in the
research. It then introduces the research methodology and design used for the study.
The research analysis and findings section is structured using the TOE factor group-
ings: technology, organisation and environment to address the first proposition; this is
followed by an overview of the technologies identified by the interviewees perceived to
be riving digital transformation in South African retail to address the second research
proposition. The discussion section revisits the propositions and reflects on the valid-
ity and reliability of the findings. Finally the conclusion identifies some of the major
limitations and possible avenues for future research.

2 Literature Review

2.1 Defining Digital Transformation

Digital transformation refers to an enterprise business model that applies new or exist-
ing digital technologies and products or services into digital variants to offer a tangible
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product to their customers [2]. Digital transformation is not only about technology, but
it also requires a new way of thinking and strategy by enterprise executives. “Digital
transformation is the profound transformation of business and organisational activities,
processes, competencies and models to fully leverage the changes and opportunities of
a mix of digital technologies and their accelerating impact across society in a strategic
and prioritized way, with present and future shifts in mind” [1]. Enterprise digital trans-
formation strategies should include the application of digital technologies to enterprise
processes, products and assets to enhance customer value, uncover new monetization
opportunities, improve efficiencies and manage risk across the enterprise [8, 9].

2.2 Core Digital Technologies Affecting the Retail Industry

New digital technologies (social, mobile, analytics, cloud computing and Internet of
Things [IoT] technologies) could present the enterprise with game-changing opportuni-
ties and existential threats. Leaders in digital transformation apply new digital technolo-
gies and related technologies in conjunction with the accessibility of enterprise data to
enrich their products, services and customer relationships [7].

Social Media. The phenomenal and exponential growth of social media and mobile
has resulted in many organisations realizing that an online presence is required to reach
out and connect with their digital savvy customers [10]. Capturing data from tools such
as Facebook, LinkedIn and blogs is essential to integrate the information into the sales
process [11]. Digital savvy customers follow brands on social media and expect to be
able to view store inventory online to enable them to do “showroom” shopping before
going into a physical store [10].

Mobility. Digital technologies have enabled enterprises to make use of mobility and
ubiquitous connectivity features providing the enterprise with immediate interaction
and access to a wide range of data and computing power thereby enabling enterprises to
analyse their data and make decisions in real time [12]. Mobile connectivity meant that
tech-savvy customers across all facets of society completely changed their behaviours,
expectations and the way they interact with enterprises [4]. Mobile phone penetration
throughout Africa, -considered the least digitally populated continent, has reached 70%
of its one billion inhabitants, with a fast-growing proportion having internet access.
Mobile technology advances allow for the capture of geographical and contextual data
that was previously not possible [13]. Digitalization experienced a significant boost
with the introduction of smart mobile devices and the applications that run on them [14].
Furthermore, the declining cost of mobile technologies has broadened their potential for
worldwide use [13].

Analytics. Digital analytical tools coupled with computer-enabled techniques can yield
insight to enterprise executives from massive multidimensional datasets enabling them
to make use of analytics to make strategic enterprise decisions [13]. About 90% of the
data available today has been produced in the last two years. This data explosion has
been driven by new data sources such as digital transactions, mobile devices, embedded
sensors and the growing use of social media by the global population. Enterprises can
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benefit from learning how to capture, absorb, store and analyse their data and turn their
data into a valuable asset [14]. Data analytics should be incorporated into new digital
products for personalisation reasons, but also to inform other enterprise departments
like product development, sales and marketing [15]. Using an analytical-based approach
allows organisations to personalise their service andmarketing to the need of each of their
individual customers by constantly innovating, improving their processes, launching new
service-based, data-driven applications and capabilities [16].

Cloud Computing. This can be defined as “a model for enabling ubiquitous, conve-
nient, on-demand network access to a shared pool of configurable computing resources
(e.g., networks, servers, storage, applications, and services) that can be rapidly provi-
sioned and released with minimal management effort or service provider interaction”
[17]. Cloud computing technologies enable enterprises to outsource some elements of the
IT value chain with benefits for enterprises such as reduced costs, scalability, flexibility,
capacity utilisation, higher efficiencies and mobility [18].

The Internet of Things (IoT). This refers to a type of network that enables any device
to connect to the internet based on stipulated protocols through information sensing
equipment to conduct communication and information exchange. The IoT concept has
become more practical in recent years due to the exponential growth of the use of smart
mobile devices, the growth of data analytics and cloud computing. IoT enables things
to be connected at anytime, anywhere, with anything and with anyone ideally using any
network, path or service [19]. IoT will force enterprises to digitally transform and will
bring fundamental changes to individuals’ and society’s expectation and perspectives on
how technologies and applications work in the world [20].

2.3 Factors Influencing Digital Transformation

“Digital transformation is a highly complex company-wide endeavour which requires
a systematic approach by enterprise executives to formulate a digital transformation
strategy which is crucial for successful digital transformation initiatives” [21]. Enter-
prises could gain a competitive advantage over competitors by making use of new dig-
ital technologies which include cloud computing, mobile, social, analytics and Internet
of Things. Furthermore, enterprises could enrich their current products, services and
customer relationships through new digital technologies [7].

It is of utmost importance that enterprises address the most common factors influ-
encing the intended adoption of digital transformation before embarking on digital
transformation projects. These factors include:

• Ensuring the enterprise leadership has the ability to steer digital transformation by
setting direction, building momentum and ensuring the enterprise follows [5].

• Formulating a clear and coherent digital strategy that integrates leadership and
company culture to transform their enterprise and the way they work [9].

• Committed leadership that drives digital transformation from the top-down setting
direction, building momentum and ensuring the enterprise follows through on digital
strategies [5].
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• Employing, retaining and developing talent to ensure the enterprise has the “right
employees in the right place” to allow the enterprise to quickly adapt to change, make
adjustments and create new opportunities [9].

• Ensuring the enterprise has to rapidly self-organise [13].
• Fostering a culturewhere employees are encouraged to take risks, innovate, be creative
and create a collaborative work environment [22].

• Embracing Business Intelligence and analytics to ensure executives make better
decisions by managing by numbers and facts [23].

• Ensuring that the correct enterprise architecture is in place to enable flexibility and
agility in order to quickly adapt to new business demands [24].

• Creating an omni-channel retail environment to satisfy the changing customer search
and buying process [25].

Executives should be guided by the enterprise digital strategy in their efforts to
create competitive advantage, value and customer satisfaction by combining existing
technology with capabilities of other digital technologies [7].

2.4 Technology, Organisation, Environment Framework (TOE)

The TOE framework looking at factors that drive decision making relating to the adop-
tion and implementation of technology innovations and classifies these into three broad
categories (Fig. 1) [26].

Fig. 1. The TOE (Technology, Organisation, and Environment) framework [26]

The technology aspect include all technologies that might be applicable to the enter-
prise including technologies currently being used by the enterprise, technologies that are
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available to the enterprise but are not being used and innovative technologies that might
enable the enterprise to evolve and adapt [26, 27]. The organisational aspect of the
TOE framework relates to all descriptive measures and resources of the enterprise (e.g.
the number of employees and communication protocols) which may affect executive
management decisions with regards to adoption and implementation [26]. Finally, the
environmental aspect of the TOE framework includes elements, such as the structure
of the retail industry in SA, which might affect the adoption of technology within an
enterprise [26].

3 Research Approach and Design

Two core research questions drove the research:

RQ1: What are the key drivers and inhibitors for digital transformation within the retail
organisation?

RQ2: What digital technologies are perceived to drive digital transformation in SA
retail?

A case study approach was chosen as an appropriate strategy to conduct this quali-
tative study [28]. The research was conducted within a leading African retailer which is
part of a retail group with currently more than 4950 stores in 12 African countries. The
retailer, used for the case study, currently has 2164 stores across Southern Africa and
employs more than 15000 staff. The researchers chose the retailer’s head office, in the
Western Cape region of SA, as the case site for this study. One of the researchers under-
stands the company culture as he has been employed by the retail group for more than
7 years. Brands within the retail group are well-known household names in Southern
Africa. The company has a strong customer focus and their core revenue comes from
product sales through their stores to clientele.

The researchers actively solicited company documentation before and during inter-
views which were analysed to support the research. Twelve highly experienced inter-
viewees, across a number of relevant but varied organisational roles, participated in the
research. A semi-structured interview protocol was followed. As shown in Fig. 2, the
theme saturation point occurred from the ninth interview as no new themes emerged
in the subsequent three interviews. Therefore, the sample size can be deemed to be
sufficient.

The interviewees are listed in Table 1 (but note that the Participant number in Table 1
does not necessarily correspond directly with the Interview number in Fig. 2). All inter-
viewees had degrees or diplomas. The gender split, 9 males and 3 females, is a fair
reflection of the demographics found in the retail industry population. The sample pop-
ulation has vast IT retail experience (averaging 24 years) and had seen multiple IT
strategies and technologies change over the past two decades. P-8 to P-12 can be seen
to represent the executive viewpoint.

The researchers used a thematic approach to analyse the company documentation
provided and the interview data collected during the research. The NVivo qualitative
analysis software was used to assist then analysis.
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Fig. 2. Interview thematic saturation

Table 1. Interviewee sample

# Position Gender Experience

P-1 Team leader Male 24 Years

P-2 Team leader Male 18 Years

P-3 Team leader Male 15 Years

P-4 Team leader Male 21 Years

P-5 DevOps Male 10 Years

P-6 Enterprise architect Male 23 Years

P-7 Enterprise architect Female 25 Years

P-8 Director Male 29 Years

P-9 Director Female 26 Years

P-10 Director Female 30 Years

P-11 Director Male 32 Years

P-12 CIO Male 35 Years

4 Research Analysis and Findings

As an initial exploratory overview analysis, a wordcloud on the basis of the word fre-
quencies in the interview transcriptions was created (Fig. 3 – left). Following this, a
cluster analysis on the co-occurrence of the 50 top words was performed. A subset of
the most pertinent portion of the dendrogram is given in Fig. 3 (right).
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Some interesting word clusters are transformation with both potential and want,
indicating both the desire and perceived opportunity of the interviewees. Interestingly,
digital was paired most often with organisation, referring to the need to move to a digital
organisation, whereas technologies was most frequently used in combination with the
term business, speaking to IT-business alignment. Finally, it is interesting to note that
IoT was associated most often with cloud; whereas data was almost invariably linked
to use.

In what follows, the focus will be on the actual drivers of digital transformation, as
perceived by the respondents. These drivers are grouped and discussed according to the
three headings as posited by the TOE research framework: technological, organisational
and environmental factors.

Fig. 3. Relative word frequency word cloud (L) and word clusters dendogram (subset) (R)

4.1 Technology

A total of three factors were identified under the technology theme of which the twomost
significant were “perceived challenges” and “relative advantage”, refer to Table 3 (the
second column shows number of interviewees mentioning the theme). All participants
perceived there to be both relative advantages and challenges by the adoption of digital
transformation within the retail industry. The advantages and challenges could have
a positive or negative effect on the adoption. They also indicated the core available
technologies. The technology theme was broken down into subthemes and discussed
below.
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Table 2. Technology sub-themes

Participant: 1 2 3 4 5 6 7 8 9 10 11 12 Count

Perceived Challenges

Infrastructure
Impact

x x x x x x x x x x x x 12

Security x x x x x x x x x 10

Talent/Technical
Skills

x x x x 4

Relative Advantage

Competitive
Advantage

x x x x x x x x x x x x 12

Reduced Cost x x x x x x x x 8

Time to Market x x x x x x 6

Customer
Satisfaction

x x x x x x 6

Available Digital Technologies

G-Suite x x x x x x x x x x x x 12

Cloud x x x x x x x x x x x x 12

Artificial
Intelligence

x x x x 4

Machine Learning x x 2

Perceived Challenges (+/−). A number of adoption barriers were highlighted in the
literature review such as the lack of a clear and coherent digital strategy, talent, company
culture, IT function transformation and Omni Channel retail capabilities. This was con-
sistent with the responses from the participants with issues around security, workforce
talent and resistance to change coming up the most.

It should be highlighted that despite digital strategy being highlighted during the
Literature Review as one of the major challenges affecting the adoption of digital
transformation, none of the participants mentioned this as a challenge.

Infrastructure Impact (+). Several concerns were raised by participants around how
the adoption of digital technologies, specifically cloud technology adoption, would
impact their organisation’s infrastructure and thus would have a positive impact on
digital transformation adoption. Most participants mentioned that the enterprise is cur-
rently busy with multiple projects to facilitate cloud adoption and that this will most
certainly have a major impact on the existing infrastructure and data centres of the enter-
prise as P-3 stated “…we are in the process of digital transformation and part of it is
moving from our own on premise infrastructure to hosted cloud-based infrastructure”.
All participants thought that adopting cloud technologies will result in a saving for the
enterprise as maintenance of the on-premise hardware will decrease significantly.
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Another infrastructural concern that was raised was the need for high-speed low
latency connectivity. P-6: “…with our cloud deployment as our need on high-speed low
latency connectivity, for instance, is an infrastructure component that is important to
improve on”.

Security (−). Most participants highlighted that there is a security risk that must be
consideredwith the adoption of cloud technologies as part of digital transformation:“You
are moving outside the boundaries of your corporate network so that is a security risk.”
(P-7). This respondent is also of the opinion that data is an organisation’s currency and
the organisation should protect that intellectual property (IP) at all cost. P-8 also raised
the concern for data protection by stating “…so by making us connected to everything at
all times we have to make sure that we’ve got the bases in place to still protect a corporate
organisation like we are”. P-2 further solidifies the security concern by stating “You’re
ultimately putting everything into one place out there in the world, so security really
needs to become a top priority”.

Further concerns were raised about SA’s Protection of Personal Information Act
(POPI) and payment card information (PCI) compliance. PP-2 states that“…the personal
information act POPI requires information to be stored in a certain way with security
applied. This actually becomes more important with cloud storage. Also, their payment
card information also strict compliance rules that need to be adhered to…”. Although
enterprises must take regulatory compliance into consideration, it’s not necessarily a
factor that would influence the choice of technology but rather the data generated by the
technology as stated by P-11 “…I don’t think it necessarily influences the technologies
that use but it certainly influences what you do with the data that technology generates”.

Talent - Technical Skills (+/−). As mentioned in the literature review, one of the most
important critical success factors of digital transformation is to hire new digital talent to
compliment or replace the existing workforce to ensure that the enterprise has the “right
employees in the right place” [15].

Interviewees gave mixed responses when prompted to comment if the organisation
possesses the necessary technical skills to implement digital technologies as part of their
digital transformation strategy. Eight participants felt that technical skills within the
organisation should not be an adoption barrier in today’s fast-changing IT environment:
“…it’s not technical skills that will stand in our way” [P-8]. P-7 is of the opinion
that the organisation could partner with an expert external third party to overcome any
technology challenge by stating “We would have to partner with specialized partners in
certain areas to take us on the journey. So, if we partner with the right people, I don’t
think our technical skills will play such a big role”. However, P-2 felt that employees
might fear new technologies and that new talent will be required to upskill existing
employees by stating “Yes absolutely - the lack of technical skills as far as I can see
brings about it a fear. New talent will be required for training of existing employees”.

Relative Advantage (+). During the data analysis “Relative advantage” emerged as the
second biggest factor under the technology major theme and having a positive impact
on its adoption. Participants identified a number of perceived benefits (Table 2), with
customer satisfaction, competitive advantage and reduced cost being cited the most
(second column = number of interviewees mentioning the theme).
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All participants in the study highlighted that digital transformation would have a
positive impact on customer satisfaction, ultimately providing the enterprise with a
competitive advantage. Furthermore, by leveraging digital technologies, enterprises can
collect data on customers and use data analysis techniques to offer customers specific
goods and services as highlighted by P-12 “…that if you start knowing your customer
better, you can offer him things that are very specific to him”.

Available Digital Technologies (+). Availability of digital technologies emerged as the
third biggest factor under the technology major theme. An important factor pertaining to
technology adoption is the availability of technological innovation [26]. It was important
to identify the different digital technologies available as one of the objectives of this study
was to identify potential use cases for digital transformationwithin the SA retail industry.

Google Suite (G Suite) (+). G Suite is a set of Google applications that brings together
essential services to help businesses. This is a hosted service that lets businesses, schools,
and institutions use a variety of Google products including Email, Google Docs, and
Google Calendar. The adoption of Google Suite to replace Microsoft Office was high-
lighted by multiple participants as an important step towards digital transformation. P-2
highlighted the benefit of multiple employees working on the same Google Doc from
different locations while having a conference call by stating, “I mean it would it’s nice
to be able to sit and work on a document simultaneously with someone in Durban and
Johannesburg while having a conference call”.

Cloud (+). The majority of participants stated that the use of cloud technologies plays
a significant role towards the adoption of digital transformation. “The cloud technology
is one of the key technologies to enabled transformation. We are implementing Google
cloud platform as our data lake option and we will leverage technologies such as AI in
that platform” [P-7]. The importance of providing the retailers and customers with close
to real-time information on products and services was highlighted: “…close to real-
time share information so that our feedback cycle from what we observe in our sales
activity in the store can feedback all the way to our planning, manufacture, logistics and
merchandising to close that loop so that that becomes more efficient” [P-6].

Artificial Intelligence (AI) (+). AI refers to the ability of a digital computer, computer-
controlled robot or systems to perform tasks commonly associated with intelligent
beings, like the ability to reason, discover meaning, generalize, or learn from past expe-
rience. The organisation will be leveraging their data in the cloud together with AI
technologies to generate new valuable insights. P-7 states “Put all of the data together
in the cloud and then use the AI technologies to generate new insights for us. I think
that there is a huge competitive advantage in machine learning and AI calls that tech-
nology will be able to derive insights way faster than a human will possibly be able to
on volumes of data”.

Machine Learning (MI) (+). P-8 explained that the organisation already makes use of
machine learning technologies to track if employee’s email has been infected by a virus.
P-7’s personal view is that the organisation’s data in the cloud together with machine
learning will be of great benefit to the enterprise in the future.
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4.2 Organisation

A total of nine factors were identified under the organisation theme during the semi-
structured interviews. This made it the most populated super-theme (Table 3).

Table 3. Organisational sub-themes

Participant: 1 2 3 4 5 6 7 8 9 10 11 12 Count

Resistance to
Change

x x x x x x x x x x x x 12

Financial
Resources

x x x x x x x 7

Big data &
Analytics

x x x x x x x 7

Technology
Readiness

x x x x x x 6

Collaboration x x x x x 5

Digital Strategy x x x x 4

Company
Culture

x x x x 4

Compatibility x x x 3

Trialability x x x 3

The high number of factors identified by the participants suggested that organisa-
tional factors were dominant in their opinion when considering the adoption of digital
transformation within the retail industry. The researchers will discuss these factors in
the next subsections.

Resistance to Change (+/−). The most cited factor under the organisation theme was
resistance to change. Most participants highlighted that some employees have been
working at the organisation for many years and are used to doing things a certain way:
“…we always has employees that are resistant to change so we might be leaving people
behind if we don’t put in a lot of effort to bring them on board and to take them with
us on the journey. One of the factors is that people often say it’s always been done in
the same way that it’s historically resistant to change” [P-8]. P-6 highlighted the fact
that before you can address resistance to change, you must clearly define the scope
of the project: “… you need a clear definition of what your digital transformation is”.
Communication challenges can be addressed by a clear and well-defined scope which
is clearly communicated to all employees. P-5 highlighted that as part of addressing
the resistance to change within the organisation, you may have to address issues with
current processes. P-2 mentioned that change management is a very important factor:
“…change management is such a big thing. If you don’t handle it correctly, they won’t
adopt it, well not easily at least”.
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Digital Technology Readiness (+). Some participants stated that the organisation
needs to be prepared to adopt digital technologies. Preparing the organisation for digital
technologies so that they are ready and willing to adopt new technologies will have a
positive impact. P-7 stated that the organisation currently “…rely heavily on the Gart-
ner hype cycle, specifically the one for emerging technologies and retail technologies”
to ensure the organisation is kept up to date with technology. Technologies that could
present business value are proposed to the retailers to assess the retailers’ appetite to
adopt the technology. P-1 stated that each new technology is evaluated by a technical
forum. The technology is assessed in a “sandbox” environment before testing it as a
proof of concept (POC). Technologies are only approved for implementation after a
rigorous evaluation process. P-5, who is part of the technical forum, states that each
technology is assessed based on the organisation’s requirement matrix and “…based on
the requirements and our future requirements that we can think of we would select the
technology that best fits our area and our vision”.

Financial Resources (−). Factors relating to financial resources in an organisation such
as the cost of adopting new technologies or cost of changing existing technologies have
a negative impact on whether an organisation will decide to proceed with implementing
technology changes. Return on investment (ROI) plays a major part from the beginning
when organisations decide on which technology projects will be implemented: “… if
the return on investment is good enough then that’s how I would motivate the use of
new technology.” [P-9]. ROI is very important in retail: “as low cost the retailer we are
always striving to find more competitive ways to do things to be more cost-efficient”
[P-9]. P-7 highlights the fact in some industries it is more difficult to secure funding
for projects than in others by stating “…the retailers are very reluctant. In the banking
and insurance sector, money for major key investments is not such a big issue. In retail,
you know the retailers are very reluctant to fork out the chequebook to buy these big
investment items that are going to transform the companies”.

Big Data & Analytics (+). Data is being generated by a magnitude of sources within
the organisation. The organisation harvests as much of the generated data as possible
and stores it in the cloud to use digital technology to generate new valuable insights
for the business. P-7 stated that the organisation “…put[s] all of the data together in
the cloud and then use[s] the AI technologies to generate new insights for us”. The
organisation benefited from the big data and analytics strategy in a number of ways. The
organisation was “able to derive insights way faster than a human will possibly be able
to on volumes of data” [P-7]. The sharing of information became easier: “…which then
makes sharing information processes accessible to staff internally, external parties”
[P-6]. Another benefit highlighted was that the adoption of cloud, analytics and the
leveraging of big data gave the organisation the ability to better understand and know
their customer. Marketing certain products to certain customers improved significantly
as more information about the customer where collected, stored and analysed: “…if you
can understand your customer you can better fulfil their needs and the only way to do
that is with big data and data analysis” [P-2].

Trialability (+). “Trialability is the degree to which an innovation may be experimented
with on a limited basis…” [29]. A trial or test of the capabilities of digital technologies,
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in the form of a proof of concept (POC), is a way for an organisation to stifle any doubt
or negative perceptions they may have about certain digital technologies and is a positive
enabler of adoption. P-6 highlighted the fact that organisations don’t always have to be
the first to adopt new technologies, especially without proving that the adoption of new
technologies will add value: “…you don’t need to be the guinea pig and embark on new
technology trends without proving that for yourself first. You don’t want to go big bang
on new stuff, you always want to take baby steps, always have POC’s, test it out, monitor
if you are achieving your goals and benefits you have set yourself and over time commit
to more of that as you see that actually working within the organisation”.

Compatibility (+). “Compatibility is the degree of how consistent an innovation is per-
ceived to be within an organisation and is affected by internal structures, strategy, values,
experience and the needs of the business” [30]. P-7 confirmed that the retail organisa-
tion must investigate and demonstrate to the business that new digital technologies will
add business value by stating that the organisation must “…determine what business
value that is technologies will actually have for our retailers and also the appetite of the
retailer to actually adopt that technology”.

Company Culture (+/−). Company culture can have a positive or negative effect on
the adoption of digital transformation within the retail industry: “…if the culture is not
ready or your culture is not very open to change, then that could be a barrier for you in
terms of digital transformation” [P-7]. Experienced employees might see change as a
risk to their careers. It is of utmost importance that the expectation of all employees are
managed well, before, during and after embarking on a digital transformation journey
as highlighted by P-6 “as people get a bit older, for them, it becomes a risk towards their
career where the younger people are more eager to change. I think you need to balance
that as well”.

Digital Strategy (+/−). The lack of a clear and coherent digital transformation strategy
driven top-down by top management can be a negative factor adoption factor: “…you
need a clear definition of what your digital transformation is. You do need to scope
what you mean by that clearly. There is a risk that people might misunderstand what
the context is and in terms of that there could be communication challenges” [P-6]. The
need for a clear and coherent digital transformation strategy was emphasized by P-5:
“…if traditional brick-and-mortar retailers want to survive they will need to transform
and grow their e-commerce divisions.” Their vision for digital transformation is clearly
communicated to the entire organisation and is driven top-down by executives: “I think
the way the project is approached and communicated and the benefits explained to
people will have a big impact on how positive the transformation will be accepted and
how successful it will be” [P-9].

Collaboration (+). Multiple participants highlighted that collaboration between
employees within the organisation will have a positive impact on the adoption of digi-
tal transformation. P-8 stated that collaboration must be done between employees and
clients to determine the scope for a project by saying “…collaborates with the clients
at the highest level. Collaborate with what it is that they’re trying to achieve”. The need
to have communication tools available in an organisation with a distributed workforce
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was highlighted by P-2: “…we are a large group of people with the distributed man-
agement team across SA, there’s definitely a need for communication tools that bring us
together”.

4.3 Environment

Only four factors were identified under the environment theme (Table 4). The retail
customer was by far the most cited factor emphasizing its importance and customer-
orientation.

Table 4. Environmental sub-themes

Participant: 1 2 3 4 5 6 7 8 9 10 11 12 Count

Customer x x x x x x x x x x x X 12

Competition/Competitive
Advantage

x x x x x 5

Time to Market x x x x x 5

Connectivity x x 2

Customer (+). The retailer customer was highlighted by most as one of the biggest
driving factors of digital transformation within the SA retail industry, thus having a
positive influence on adoption. The SA retail customer’s behaviour when shopping and
doing research before and during shopping is changing: “More and more customers are
expecting digital transformation with buying online as well as doing online research
and just the convenience of shopping anytime anywhere” [P-9]. Customers want to use
their smart devices while shopping and expect information on products as and when
needed: “…the customer has changed. The customer wants things and information at
their fingertips; the customer wants to use new devices and in order to use their device
of choice” [P-7].

Retail organisations must adapt and adopt digital technologies to ensure they cater
for the needs of the changing customer by enriching the customer experience: [referring
to the adoption of digital technologies to enrich the customer’s shopping experience]
“…it needs to add customer value, it needs to improve the experience, it needs to reduce
cost & risk, it needs to improve quality” [P-6].

Competition/Competitive Advantage (+). Organisations have to change, adapt, trans-
form and adopt digital technologies to stay competitive in the SA retail environment:
“you will have to adapt and transform to stay competitive” [P-9]. A close eye is kept
on what the competition is doing in the market, especially regarding digital technolo-
gies, to ensure sales and market share does not decline: “…if our competitor is gaining
market share or we are losing sales or whatever because of a competitor employing
digital technologies it’s definitely something that we will look at” [P-7]. Furthermore,
the organisation is more reactive to externally visible digital technology innovations that
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could affect the customer’s shopping behaviour: “When the customer’s perception of
innovation is positively affected by something that’s clearly externally visible I do think
that forces the organisation to adopt. You need to be more reactive in terms of an external
visible technology influence than an internal one” [P-6].

Time to Market (+). Time to market is a very important factor in the very competitive
SA retail market. The perception arose during the semi-structured interview that digital
technologies would improve time to market of products, thus having a positive impact
on the adoption of digital transformation. Digital transformation coupled with improved
business processes and activities will most definitely result in an reduced time to market
and cost, increased market share and profit as mentioned by P-2 “…improve our pro-
cesses and activities if we get this recipe right we will most definitely improve our time
to market reduce our costs and increase our market share and hopefully this all leads to
increase profits”.

Connectivity (−). The retail group has a wide footprint of brick and mortar stores
throughout Africa requiring an internet connection to trade and be operational. The lack
of connectivity throughout Africa was raised as a factor that would negatively impact the
adoption of digital transformation when P-3 stated “…I think connectivity is a massive
issue given our big footprint and widespread brick-and-mortar stores connectivity is not
consistently available everywhere”.

4.4 Which Technologies Are Driving Digital Transformation in Retail?

The combined analysis from the Literature Review and semi-structured interviews
revealed nine core technologies as driving the digital transformation within the SA retail
industry. Table 5 lists these, ordered by the combined number of participant responses
per use case.

Table 5. Technologies driving digital transformation

e-Commerce solutions 12

Big Data & Analytics 9

Cloud 9

Artificial Intelligence 5

Bots 4

Machine Learning 3

Facial Recognition 3

Self-Checkout 2

RFID 2



58 R. van Dyk and J.-P. Van Belle

The most cited technology across the board was to provide the retail group with
an e-Commerce solution. Big data, analytics, and cloud computing were also identified
by three-quarters of the respondents, as being crucial to digital transformation. Not
surprisingly, artificial intelligence, and the associated technologies such as bots, machine
learning and facial recognition, also featured but were, perhaps surprisingly, mentioned
by only about one-quarter of the respondents. This reflects either a perceived lack of
maturity of the technologies themselves, or perhaps a lack of capability/readiness of the
organisation to adopt these technologies. Attitudes around self-checkout appear to be
still in their infancy in South Africa. Although RFID is already used in the organisation’s
supply chain and RFID chips are embedded in high-value items for security purposes,
this technology was surprisingly not seen as driving digital transformation since it was
only mentioned by 2 respondents. Perhaps the reason for this is that the technology is
already in use and therefore not considered to be a prospective transformative technology.

5 Discussion

The findings can be used to answer and discuss the research questions.

5.1 Drivers and Inhibitors for Digital Transformation

The principal goal of the study was to identified adoption factors, during the Literature
Review and research strategy, and to provide the knowledge and information needed to
the SA retail industry to ensure informed decision are made regarding potential future
use. Several positive (driving) and negative (inhibiting) factors were identified across
the Technology, Organisational and Environmental organising super-themes.

Perceived challenges were highlighted as the biggest negative factor of the Techno-
logical theme, while relative advantage was highlighted as the biggest positive factor
in the adoption of digital transformation. Data security when implementing cloud tech-
nologies was highlighted as a major concern/negative adoption factor while the adop-
tion of cloud technologies and reduced onsite hardware was seen as a major benefit
and stepping-stone to becoming digitally transformed. The most adoption factors iden-
tified fell under the Organisational organising theme. It became clear that resistance to
changewould be the biggest organisational barrier to overcomewhen undertaking digital
transformation initiatives. Furthermore, it was highlighted that the cost of implementing
digital technologies will play a big role, and ultimately return on investment will be a
deciding factor. Three new negative factors were identified during the semi-structured
interviews around resistance to change, data security of cloud technologies and financial
resources to fund digital initiatives. One of the most important findings that emerged
from the Environment major theme was that the retail customer basically drives digital
transformation. The changing customer, their needs and the change in how they shop
was highlighted by all participants. Thus customer-orientation rather than competitor
analysis should drive the adoption of digital transformation in the SA retail sector.
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5.2 Technologies Driving Digital Transformation

Participants identified nine technologies as driving digital transformation within the
retail industry. Apart from e-Commerce platforms, cloud technologies and data analyt-
ics (including big data) were the most frequently cited and were the ones which the
participants indented implementing. AI and associated technologies were only seen by a
quarter of the respondents as digital transformation use cases, testifying to either a per-
ceived technology immaturity, a lack of demonstrated benefits or a laggard adoption atti-
tude. Specific benefits of these technologies include satisfying changing customer needs,
decreasing time to market, and increasing customer value, which could be achieved by
implementing digital transformation initiatives. Due to the agreement about the specific
technologies and benefits identified, this proposition is strongly supported.

5.3 Validity and Reliability of Findings

Asmentioned in the research design section, the researchers selected the case study app-
roach as the most appropriate strategy to conduct this qualitative study. The researchers
used a single case study to allow in-depth investigation and understanding of the fac-
tors influencing the intended adoption of digital transformation within the organisation.
Overall there was a consistency between the factors influencing the indented adoption
of digital transformation identified during the Literature Review and the findings from
the research strategy. Contradictions arose around the main factor that influences the
intended adoption of digital transformation. The Literature Review highlighted that the
main factor is a clear and coherent digital strategy which is actively driven top-down
by executive management while the research strategy revealed that the main factor is
resistance to change. This could be due to the fact that the case site is currently busy
with digital transformation projects which are actively driven by top management, thus
not an important factor in this specific organisation.

6 Conclusion, Limitations and Future Research

The research identified 22 drivers that affected the adoption of digital transformation
within the SA retail sector. These were grouped using the TOE framework. Technolog-
ical factors identified include the imperative to address technical challenges including
securing a sound infrastructure (e.g. move into the cloud and secure a high-speed, low-
latency connection ideally through a locally based cloud vendor); security risks include
protection of IP as well as customer privacy; and hire the correct technical skills. The
relative advantages obtained include not only competitive advantage but also reduced
costs, reduced time to market and improved customer satisfaction. The most promi-
nent organisational issue identified was resistance to change, emphasizing the need
for change management and a corporate culture embracing transformation and collab-
oration. Enterprises that add specialized digital change agents to their workforce to
assist current employees through the digital transformation process will increase their
success rate. Assessing the organisation’s readiness, possibly through proof of concept
sandbox testing is also important – these include aspects of the technology’s trialability
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and organisational compatibility. Digitally mature enterprises must attract and recruit
to ensure they don’t have skills gaps. Ensuring that big data and effective data analyt-
ics are in place is also rated as a crucial step in digital transformation. A clear digital
strategy which includes scope and objectives and is driven from the top down rounds
off the organisational factors. The crucial environmental factor was, not unsurprising,
a focussed customer-orientation for any technologies that are introduced i.e. does it help
or add value for the customer as opposed to a knee-jerk competitor-driven response. Ulti-
mately, enterprises must analyse the customer’s behaviour through their entire shopping
experience by making use of big data and analytics.

Among the core technologies mentioned by participants as driving digital trans-
formation in the retail industry, e-Commerce solutions, big data, analytics, and cloud
adoption were mentioned the most.

The extent to which these findings can be generalized to other countries depends on
the structural and environmental similarity of the retail industry with the South African
one which operates in a first world/third world context: infrastructure and scarce skills
considerations may be more specific, but overall skills, readiness, corporate culture,
change management, relative advantage and others are likely to be generalizable to
many other country contexts.

Some limitations must be considered when interpreting the results of this study.
The study provided a narrow focus on one large retail group, while the retail industry
is made up of organisations of varying sizes. The seniority and the position that some
of the interviewees fulfil in the case site enterprise limited the time they had available
for interviews. Also, the interviewee base was quite small but thematic saturation was
reached after the ninth interview.

Future studies around the adoption of digital transformation in the retail sector could
be conducted to identify new factors that might impact adoption. The research has
identified the need for a study to be conducted across the SA retail industry in order to
access a national view on digital transformation in different size retail organisations. That
way a more in-depth view of drivers and inhibitors influencing the digital transformation
and more potential use cases could be identified.
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Abstract. Increasing attention is being paid to the usability of public adminis-
tration websites. Websites of this kind should offer appropriate functionality as
well as being accessible to their users. This, among other things, is due to the
many regulations introduced by countries’ governments. The aim of this paper is
to present the most common usability errors identified on the websites of public
administration units and the preliminary results of the assessment of the usability
of Polish twenty largest cities’ Public Information Bulletin websites with the use
of the heuristic evaluation. The study was conducted according to the heuristics
method proposed by J. Nielsen. The main groups of errors affecting the usability
of such websites were identified. Each of the error groups was assessed by an
expert in terms of its importance for the overall assessment of the website’s use-
fulness. On this basis, the categories were assigned ranks from 1 to 5. This enabled
indicating errors on the websites under study, as well as performing a comparison
of the websites of the Public Information Bulletin of selected cities. The contri-
bution of the article consists in the proposal of fourteen categories of heuristics
for testing the usability and accessibility of public administration websites. The
article presents a survey of public administration websites (on the example of the
Public Information Bulletin in Poland) using the proposed heuristics.

Keywords: Web usability ·Web accessibility ·Web usability study · Heuristic
evaluation · Human-Computer interaction · Public administration unit

1 Introduction

The high quality of a website depends to a large extent on features such as usability
[1]. Without it, even very valuable content might never reach the audience, which – for
many reasons including commercial viability – is usually a significant factor from the
website developer’s viewpoint. From the perspective of the public interest, especially in
the age of the information society, all websites should offer features such as usability
and accessibility [2]. Regardless of the motives of designers or clients – the purpose of
websites mainly comes down to the effective presentation of their content and efficient
conveyance of information (usefulness) to the largest possible audience (accessibility)
[3]. Thismeans that it is important to ensure that both healthy and disabled people are able
to effectively familiarize themselves with the information provided on the website and
take advantage of its functionalities. Accessibility problems are most common among
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users with reduced mobility, hearing or vision, including those with cognitive disorders.
Accessibility is now seen more broadly, i.e. the aim is to make the website accessible to
as many people as possible, including the elderly, people with disabilities, people with
low bandwidth internet access, and people using older devices, which are usually slower
than modern ones [4].

As far as creating useful and accessible websites of public administration units is
concerned, it is necessary to conduct continuous research and usability tests, perceiving
it as one of the basic activities in the process of developing such websites. The aim of
such activities is to prevent dissatisfaction among users (i.e. citizens) and to provide
a place where they can find the information they need quickly and efficiently. This is
particularly important in the case of public administration units’ websites, which is why
many countries are implementing recommendations and legal requirements to ensure
the quality of public websites containing information and content of particular interest
to the general public.

In Poland, the 61st article of the Constitution of the Republic of Poland of 1997
indicates that citizens have the right to obtain information including access to documents
[5]. Due to the universality of documents in electronic form and the enormous role of
the Internet, the Act on access to public information was drawn up [6] in 2001 based
on the indicated fragment of the Constitution. The term Public Information Bulletin
(PIB; Polish name: Biuletyn Informacji Publicznej) appears many times in its content,
starting from article 7. PIB constitutes a unified system of Internet services ensuring
free-of-charge and universal access to public information in Poland.

The aim of this paper is to present the use of the identified fourteen heuristics for
the research into the usability of the websites of public administration, providing the
example of the Public Information Bulletin websites of the largest cities in Poland. The
structure of the paper is outlined below. First, the importance of the usability of websites
is presented. The next section describes the research conducted and the results obtained.
Finally, a summary of the paper is provided.

2 Theoretical Background

2.1 Web Usability Study

A website (a World Wide Web site) is an element of the Internet, usually dedicated
to a single domain and consisting of a homepage (start page) and a number of related
documents. It is a document in a multimedia format using hyperlinks, i.e. links to other
Internet resources, such as related websites, graphic documents, text documents, and
audio files. In other words, a web page is a result of a web browser’s reading an HTML
document. It may contain structured elements such as text, images, animations, sounds,
films, and links to other pages or places in the same document [7].

Given the technical and visual diversity of websites developed in recent years, devel-
oping a comprehensive listing of all principles of good design practices becomes an
extremely difficult task. However, it is possible to sort these rules and indicate websites’
most important features. These are web visibility, web benefit, web usability, and web
accessibility [8]. As noted above, the last two parameters are of particular importance
and strongly interrelated. Each of them is fundamental in terms of experience quality
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and the effectiveness of information transfer. It should be noted, however, that usability
is a broader concept, a subset of which is accessibility, including issues such as inter-
face handling problems experienced by people with disabilities [9]. The studies [10]
described in the literature indicate that the quality of websites and the various services
they provide can be determined in many ways, with usability being one of its main
measures. According to these studies, usability, which most often refers to IT products,
is the most important criterion as far as websites are concerned.

In the literature, usability is defined in a variety of ways. According to ISO 9241-
210:2019 [11], usability is defined as “the extent to which a system, product or service
can be used by specified users to achieve specified goals with effectiveness, efficiency
and satisfaction in a specified context of use”, while the standard ISO/IEC 25010:2011
[12], related to software engineering and product quality, describes usability as the ability
of the software product to be understood, its operation learned, to be operated, and to be
attractive to the user. In the literature, usability is defined as the device’s”capacity to be
used” [13] and depends on what the user wants to do [14].

According to J. Nielsen, usability “is a quality attribute that assesses how easy user
interfaces are to use” [1], comprising 5 components:

• Learnability: How easy is it for users to accomplish basic tasks the first time they
encounter the design?

• Efficiency: Once users have learned the design, how quickly can they perform tasks?
• Memorability: When users return to the design after a period of not using it, how
easily can they re-establish proficiency?

• Errors: How many errors do users make, how severe are these errors, and how easily
can they recover from the errors?

• Satisfaction: How pleasant is it to use the design? [1].

The above-specified components indicate that a website is useful if the user is able
to use it effectively and efficiently, achieving certain goals [1].

In the literature, numerousmethods of testing the usability ofwebsites are de-scribed,
among which the following can be distinguished: the heuristic method, individual in-
depth interviews, group interviews, check-lists, the scoringmethod, the Keystroke-Level
Model method, cognitive migration, survey questionnaires, observations, usability tests,
eye-tracking, click-tracking, and A/B tests [13, 15–17].

2.2 The Heuristic Evaluation Applied for Studying Websites

The heuristic evaluation is an expert method considered one of the inspection methods
of identifying usability problems. It consists in indicating the extent to which a given
piece of software or a website complies with the developed rules and standards (called
usability heuristics [13]) for the design of human-computer interactions. In other words,
experts indicate what is correct or incorrect [18]. The heuristic analysis of a website is
a universal and easily applicable method.

The method is used in tests of entire websites or their selected areas, both in general
and contextual usability studies. The heuristic assessment, apart from determining the
current state ofwebsite or service quality, should also indicate how to improve the product
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and what should be the direction of its development. It is a relatively inexpensive method
as there is no need to involve users and the number of experts indicated is limited. It is
considered that the optimal number of experts is between three and eight [19].

In this method, experts indicate what is correct and what is incorrect about the
website being evaluated in terms of the heuristics applied [18]. An independent analysis
performed by each expert supports the study’s objectivity and effectiveness. Thanks to
this method, it is possible to detect many small as well as major errors related to the
website’s performance. Also, it allows one to identify the elements of the website that
may adversely affect its usability.

Heuristics were created as a result of research into the recognition and division of
factors influencing the perception of usability of IT systems by their users. Heuristics
are also guidelines for usability [13]. The following heuristics developed by J. Nielsen,
also referred to as traditional, are most commonly used [1]:

(1) Visibility of system status.
(2) Correspondence between the system and the real world.
(3) User control and freedom.
(4) Consistency and standards.
(5) Prevention of errors.
(6) Recognition rather than recall.
(7) Flexibility and efficiency of use.
(8) Aesthetic and minimalist design.
(9) Help users recognize, diagnose, and recover errors.
(10) Help and documentation.

In addition to the heuristics described above, the literature provides many other
approaches to evaluating usefulness with this method, including the following:

• Cognitive Engineering Principles for EnhancingHuman-Computer Performance [20],
• Weinschenk and Barker classification [21],
• The Eight Golden Rules of Interface Design [22],
• Usability Heuristics for Touchscreen-based Mobile Devices [23],
• First Principles of Interaction Design [24],
• 7 Usability Heuristics That All UI Designers Should Know [25].

Many of the above rules and guidelines are based on J. Nielsen’s classic heuristics.
The aim of many heuristics creators is to update and match them to the study of specific
IT systems [26, 27]. New heuristics proposals also result from a change in the way
of looking at the interface usability issue. For example, the aforementioned Gerhardt-
Powals [20] takes a more holistic approach to evaluation, including principles such
as: automate unwanted workload, group data in consistently meaningful ways, practice
judicious redundancy. A more detailed and fragmented approach is proposed by Susan
Weinschenk and Dean Barker [21] on their list of twenty guidelines. These include:
user control, accommodation, simplicity or predictability. Ben Shneiderman’s goal was
to create flexible principles that can be adapted to interfaces in different programming
environments. For example: strive for consistency, seek universal usability, permit easy
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reversal of actions [22]. A similar point of view is represented by Bruce Tognazzini’s
guidelines, such as: aesthetic design, anticipation, autonomy, discoverability [24]. Most
interface usability experts follow similar principles or build on existing proposals.

2.3 The Public Information Bulletin as an Example of a Public Administration
Website

Detailed guidelines are required to test accessibility, which is inherent in usability. The
most important and widespread standard for this feature in the world is the WCAG
(Web Content Accessibility Guidelines). Many countries are implementing additional
recommendations and legal requirements to ensure the quality of public websites con-
taining information and content of particular interest to the general public. Among the
examples thereof are the US Section 508 of the Workforce Rehabilitation Act [28], the
German Barrierefreie-Informationstechnik-Verordnung [29], or the Italian Stanca Act
[30], adjusting the law to the W3C WCAG 2.0 accessibility requirements.

In Poland, the Public Information Bulletin (PIB) is an example of a website of public
administration units. Apart from the main website of the PIB (https://bip.gov.pl), the
bulletin consists of services provided by entities obliged tomaintain them, such as public
authorities, economic and professional self-government bodies, entities representing
state organizational units, political parties, and many others. Their task is to inform the
public about their activity, i.e. to make public information available. They should meet
the minimum requirements for ICT systems specified in the Regulation of the Council of
Ministers of April 12, 2012, on the National Interoperability Framework [31], minimum
requirements for public registers and information exchange in electronic form, as well
as minimum requirements for ICT systems. The main PIB website also provides many
other descriptions of these websites’ required level of quality. Additionally, detailed
requirements and recommendations for PIBadministrators canbe foundon thewebsite of
theMinistry of Digitisation [32]. The straight majority of the above quality requirements
come down to the concept of usability. PIB websites should, therefore, be exemplary
in terms of this requirement in the context of heuristics adopted both as guidelines for
the development of websites, as well as those used for research and evaluation of their
usefulness applying the heuristic method.

PIB websites are always marked with the appropriate logotype. Although a PIB
website is linked to the authorities of a given city, it is a separate website and one
differing from the website of the city’s administration unit. Given that, administrators of
the respective types of websites (i.e. PIB and city administration, such as https://www.
wroclaw.pl and http://bip.um.wroc.pl), often cooperate by providing hyperlinks to each
other’s websites or by distributing content according to its function. In some cases, both
websites are placed next to each other, i.e. on the same server, but still being two different
and separate projects.

3 Research Methodology and Findings

3.1 Research Questions and Procedure

To effectively apply the heuristic method, it is necessary to adapt it to PIB services.
Bearing this in mind, the following research question was asked:

https://bip.gov.pl
https://www.wroclaw.pl
http://bip.um.wroc.pl
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Q1.What basic errors are found on the pages of the Public InformationBulletin in Poland
when the heuristic evaluation is applied for the research purposes?
Q2. Which of these errors occur most frequently on the pages of the Public Information
Bulletin?

The study consisted of two stages and was carried out according to the following
procedure:

Stage no.1:

• Selecting sixty websites of the PIB for research purposes.
• Researching the websites of the PIB using J. Nielsen’s heuristics.
• Identification of basic errors related to the usability of the PIBwebsites examined.
• Categorization of usability errors.
• Assignment of rank to each category established.
• Evaluation of the importance and ranking of the different categories of errors.

Stage no. 2:

• Selection of the twenty most populous Polish cities to be examined.
• Evaluation of the PIBwebsites of selected cities according to identified groups of
errors.

• Analysis of the results obtained.

The results of the study are presented in the paragraphs below.

3.2 Identification of Basic Errors Related to the Usability of the Public
Information Bulletin Websites Examined

The research began with an analysis of sixty websites of the Public Information Bulletin
of large Polish cities. The research was conducted by specially trained 120 students
aged 23-40, during classes on the subject of “the usability of the human-computer inter-
face”. The students worked in tandems two-person groups, each of which researched
one website. The test results were then verified by an expert. The website evaluation
procedure was based on Nielsen’s heuristics. After determining the general state of the
usefulness of websites of this type, the research was narrowed down to twenty largest
cities in terms of population (the most up-to-date data from the Central Statistical Office,
i.e. from 31.12.2015 were used) [33]. This time, the analysis was more in-depth due to
the fact that it included accessibility aspects. A number of errors and violations were
thus identified, which had a material impact on the usability assessment. At a later stage,
those had to be classified. A detailed analysis allowed us to identify the areas of the most
frequently occurring errors and problems. Fourteen categories of errors were formulated:

F01. Website ergonomics: non-intuitive and unusual location of the website’s key
elements (e.g. main menu, search fields, accessibility functions, etc.) and too large and
unstructured accumulation of elements on the main page, including many unnecessary
ones.
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F02. Website consistency: the selective appearance of key elements that should
appear on each page within the website (e.g. main menu, footer, search field, etc.).

F03. Content and its form: errors in the text (spelling, punctuation, etc.), incorrect
encoding of diacritical marks, illegible and inconsistent formatting and arrangement
of the text (typefaces, colours, boldening, indentations, spaces, etc.), too few or too
many graphic elements (including photographs) affecting the quality of the visitor’s
website experience, non-standard or user-unfriendly content presentation, and frequent
replacement of content with external attachments (e.g. as PDF files).

F04. Substantive content: outdated or incomplete information, inconsistency of the
information presented within pages belonging to a single category (e.g. selective con-
tact details for individual departments of the city council – telephone and fax numbers
provided for some of them and only an e-mail address provided for others), use of a
specialist (legal or technical vocabulary) or convoluted (multiply compound sentences,
etc.) language.

F05. Navigation, menus, and grouping of web pages: too many or too few options in
the main or auxiliary menu (the problem of a proper number of nests), non-intuitive
arrangement and illegible presentation of options, lack of clear information about
the possibility of rolling down submenus, recurring menu panels across one page,
inconsistencies of individual instances of the website’s main or auxiliary menu.

F06. Navigation between web pages: lack of or errors in breadcrumb navigation,
poorly visible navigation panel, inconsistently performing links, lack of return to parent
location button, lack of redirection to the homepage after pressing the logotype or title.

F07. Navigation – website search engine: performance errors, lack of results, uncon-
ventional format of results (e.g. official documents only), lack or a small number of
advanced search options (filtering), lack of hints when entering text.

F08. Navigation – links: incorrectly described (alternative text) and outdated hyper-
links, references to non-existent locations, lack of description of error 404, lack of
information about redirecting to an external website, lack of options for opening new
pages in a new tab or in a new window.

F09. Accessibility – mobile devices: lack of website responsiveness, incorrectly
executed mobile version of the website, problems with scaling individual elements (e.g.
search fields).

F10. Accessibility – colour set: aesthetically unpleasant shades of colours and their
saturation, too big or too small variety of colours, too big or too small contrasts.

F11. Accessibility – functions: illegible text, incorrect performance or lack of buttons
related to accessibility (e.g. text scaling, changing contrast, etc.).

F12. Accessibility – website map: lack of or incorrectly designed, illegible website
map.

F13. Help: hardly exhaustive or even non-existent help section, errors in the help
section (problems which also concern the frequently asked questions), lack of hints and
messages in problematic areas of the website.

F14. Other errors and limitations: the website loading time is too long or the loading
process is completely stopped – often without any messages, access to all functionalities
of the website is possible only after registration.



70 Ł. Krawiec and H. Dudycz

By means of expert analysis, each category of errors was rated in terms of its
importance for the overall evaluated of the service’s usefulness. The highest ranks were
assigned to the categories that determine the possibility of using the website’s function-
alities, while the lowest ones reflect problems causing only users’ moderate discomfort.
The scale of the ranks is as follows:

1 – a problem of least significance;
2 – a minor problem;
3 – a problem of average significance;
4 – a major error;
5 – a critical error.

Each of the identified error areas was assigned one of five ranks. The results of this
study are presented in Table 1.

The most serious problems (rank 5 and 4) found across the PIB websites under
examination are navigation difficulties (F05–F08) and availability limitations (F09 and
F11). Violations such as F05–F08 i.e. ones related to website navigation can make it
completely impossible to find the information needed by the user. During testing, in
many cases, the unintuitive menu layout, containing an enormous number of mixed and
unnecessary options, combined with an unoperational search engine, made it impossible
to find the searched content.

The second type of serious error concerns availability. An increasing number of
people are using smartphones and tablets, more and more often abandoning desktop
computers. The lack of possibility to use a mobile device or limitations in this respect
may effectively discourage many Internet users. Also, the lack of accessibility-related
functions (e.g. change of contrast) means a serious barrier for people with medical
conditions, thus striking the basic principles and sense of PIB websites. The importance
of colour choices (F10) has been rated as slightly lesser (average rank, i.e. 3) as it is
solved by the contrast matching option mentioned above. Moreover, in none of the cases
analysed did the colour scheme pose a considerable problem when reading the content.
The same rank was assigned to F03 and F04. These are important aspects of a website,
but rather than preventing its use they result in the user’s impatience and irritation. The
last area, F14, was also given an average rating, due to the diversity and occasionality
of errors. The first two categories are less important for the perception of the website
and are associated with bad user experience rather than serious impairment of usability,
therefore they were assigned a lower rank of 2. The least important are areas F12 and
F13, which should be only a supplement to a well-developed website.

The comparison of identified error categories with J. Nielsen’s heuristics is described
in more detail in [34].
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Table 1. Ranks of error categories [34]

No. Error categories Rank

F01 Website ergonomics 2

F02 Consistency across the website 2

F03 Content and the form of content presentation 3

F04 Content and the substantive matter 3

F05 Navigation, menu, and page grouping 5

F06 Navigation between web pages 5

F07 Navigation – website search engine 4

F08 Navigation – links 5

F09 Accessibility – mobile devices 4

F10 Accessibility – colour set 3

F11 Accessibility – functions 5

F12 Accessibility – website map 1

F13 Help 1

F14 Other errors and hindrances 3

3.3 Examination of the Public Information Bulletin Websites of Selected Cities

The websites of the twenty most populous Polish cities were selected for detailed study
and analysis based on data from the Central Statistical Office [33]. These are: Białystok,
Bydgoszcz, Częstochowa, Gdańsk, Gdynia, Gliwice, Katowice, Kielce, Kraków, Lublin,
Łódź, Poznań, Radom, Rzeszów, Sosnowiec, Szczecin, Toruń, Warszawa, Wrocław and
Zabrze.

Table 2 shows the usability errors identified in the twenty PIB services examined.
14 defined groups were used.

When analysing the results obtained and answering the research question Q2, it can
be stated that the most serious errors that occur most often are: F05–F08 (navigation,
menu, control, search engine, and links) and F11 (accessibility functions). Individual
usability violations covered by these areas occurred on at least half of the websites
examined. The worst results of the study were as follows: the exceptionally illegible
Szczecin bulletin, filled with hundreds of links, and the badly functioning main menu
of Kielce’s PIB website. In contrast, the PIB website of the city of Lublin turned out to
be unrivalled. There, identification of any irregularities required a much deeper analysis
than in the cases of the other cities. However, even this website is not completely free
of usability errors.

During the general research on the usability and accessibility of websites of public
administration units, many types of errors were identified. These problems differ in the
frequency of occurrence on individual web pages, and how much impact they had on
the overall perception by users.
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Table 2. Identified usability errors of PIB websites in the twenty largest cities in Poland
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bip.poznan.pl S05 X X X X 4
bip.gdansk.pl S06 X X X X X X 6
bip.um.szczecin.
pl S07 X X X X X X X X X X 10
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bip.lublin.eu S09 X X 2
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The interfaces analysed differ significantly in quality, but even those positively rated
contain significant usability or accessibility errors. It should be remembered that we
are dealing with websites that have legal requirements. These web pages should feature
excellent workmanship and be fully user-friendly. There is no doubt, however, that they
do not meet these criteria.

4 Conclusion and Future Works

The paper presents a proposal of 14 heuristics for testing the usability of public admin-
istration websites, which were used to evaluate the PIB websites of the twenty largest
cities in Poland.

The heuristicmethod, applied for the purpose of the study, is one of the basicmethods
of testing the usability of the human-computer interface. This method is also an effective
tool for testing the usability of a website, allowing one to assess its quality as well as
find out what needs to be improved in order to increase the user’s positive experience.
Aside from its many advantages, this method also has drawbacks and limitations. It is
aimed at examining a single website while failing at comparing multiple websites, as it
lacks formalisation with respect to the aggregation of the data obtained as well as the
comparison of results.

The paper presents a study which contains two stages. The first stage involved the
examination of sixty PIB websites. On this basis, various errors were identified that
affect the usability assessment of these sites. A detailed analysis of these faults allowed
us to identify the areas of the most frequent errors and problems. For each of them,
possible types of usability violations were identified, based on which 14 categories of
errors were formulated (answer to research question Q1). The categories established are
universal in nature and can, therefore, be applied to the analysis and evaluation of any
public administration website in any country.

Identification of these groups of errors was the basis for the evaluation of selected
websites of the Public Information Bulletin of the twenty largest Polish cities (the stage
no. 2 of the presented research). Based on this study, it can be indicated that the most
serious errors that occur most often pertain to navigation, menu, control, search engine,
links, and accessibility functions.

At the end of point 2.2. of this article it is indicated that there are many types
of heuristic methods. They differ mostly in the reasons why they were created and
approaches to identifying problems, including their level of details. As a result of our
research, a new, universal heuristic method was created, adapted to the analysis of public
websites, based on practical errors of use. Work on the presented heuristic method also
made it possible to identify the most common and serious problems of the websites of
the Public Information Bulletin.

Further research aims to incorporate the developed heuristics into a new, wider
method of testing the usability and accessibility of public services. The new method of
website analysis will go beyond the heuristic approach and will enable a comprehensive
assessment of the quality of this type of websites. It will be a combination of different,
complementary researchmethods. This approachwill eliminatemany disadvantages and
imperfections of each of them. We hope that research in this area will contribute to a
significant improvement in the quality of the websites discussed in this article in the
future and will positively affect the experience of their users.
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8. Gąsiorkiewicz, A.: Main factors for web traffic level in B2C E-commerce websites and
their impact on conversion ratio. In: Łongiewska-Wijas, E. (ed.) E-gospodarka w Polsce
Stan obecny i perspektywy rozwoju, vol. 597, pp. 637–645. Zeszyty Naukowe Uniwersytetu
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Abstract. This paper studies Kiva, the world’s largest online, peer-to-
peer social lending marketplace. We consider two stages in the develop-
ment of the Kiva marketplace: a growth stage when Kiva was focused
on quantity, and a maturity stage when Kiva shifted to emphasize qual-
ity (broadly defined). Our starting point is the common hypothesis that
marketplace success is driven by network effects which facilitate growth –
a quantity focus. We argue, however, that as a marketplace becomes
mainstream, it focus shifts to improving quality – creating additional
sources of value for users by adding capabilities and improving the user
experience. We test this proposition using data from Kiva. Our proposi-
tion is supported: while network effects are strong and significant during
the early growth phase of the marketplace, they become weak or disap-
pear as the marketplace becomes mainstream. We study the implications
of our findings for the deployment, implementation and management of
online marketplaces.

Keywords: Online marketplaces · Network effects · Peer-to-peer
lending · Online services · Quality

1 Introduction

Advanced information technologies are changing the structure of economic activ-
ity, with many traditional processes being transformed through the use of elec-
tronic marketplaces. Activities such as buying, selling and lending are moving
from the established but labor-intensive and inefficient brick-and-mortar format
to online marketplaces that increase efficiency, transparency and effectiveness
and have already become a major sector of the economy.

In this paper we study Kiva, the world’s largest online, peer-to-peer lending
marketplace that allows lenders in developed countries to lend to entrepreneurs
in developing countries. By crowdfunding small loans posted on its website,
Kiva enables microfinance institutions to draw upon ordinary web-users from
the developed world as philanthropic lenders who access Kiva to underwrite the
delivery of microcredit services to the credit-needy. We use data that record
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the marketplace behavior on Kiva’s platform. Founded in 2006, Kiva has since
successfully connected with millions of web-users and raised $1.4 billion in micro-
credit for 3.4 million borrowers by 2019.

Marketplace development is known to hinge on network effects [1,2], which
are introduced in more detail in Sect. 2. In a commerce marketplace such as
eBay, for example, more sellers make the marketplace more attractive to buyers,
and more buyers make it more attractive to sellers. As a result, marketplaces
often focus on growing the number of participants on both sides of the market.

We argue that as marketplaces mature, they should – and do – shift their
focus from quantity to quality. Early in the life cycle of a marketplace, it has
to emphasize growth to survive and achieve a critical mass, and some try to
win a “winner take all” competition which requires, among other factors, strong
network effects. During the early growth period, network effects are all impor-
tant. We argue, however, that as a marketplace matures, its focus has to shift
to quality.

How does that happen? Yahoo! Japan Auctions is a classic case in point.
Yahoo! Japan has been (and continues to be) Japan’s most visited website,
offering a suite of highly successful Internet services. In September 1999, Yahoo!
Japan launched its auction service, fashioned after eBay. The site quickly became
highly successful, and in less than two months had 30,000 daily auctions [3]. By
June 2001, the number of auctions grew to 2.4 million and the site had 5.3 million
monthly unique users; these numbers increased to 4.2 million and 7.3 million,
respectively, by March 2002 [4]. But while the quantity of listings increased by
75%, their quality actually declined. In June 2001, 33% of listings converted to
actual transactions on average. The average conversion rate declined to 27% by
March 2002 [4].

Following many other marketplaces, Yahoo! Japan Auctions did not initially
charge any fees for its services so as to fuel growth. This attracted to the mar-
ketplace many low-quality listings that did not convert to transactions. In April
2002, Yahoo! Japan Auctions introduced a listing fee of 10 Yen per item and in
May 2002, it started charging a transaction fee (generally 3% of the auction pro-
ceeds with some variation depending on category) which had the effect of increas-
ing listing quality. Yahoo! Japan Auctions also phased in multiple improvements
to increase the quality of the user experience. Immediately following the institu-
tion of the listing fee, the number of listings dropped to 2.1 million in May 2002
but the average conversion rate to transactions increased to 44% and stabilized
in the 40%–50% range. Growth followed thereafter as the higher listing quality
attracted more buyers and sellers to the site.

Thus, Yahoo! Japan Auctions started with a focus on growth to increase
quantities and win the network effects game, but then shifted its emphasis to
increasing quality – even at the expense of quantity. We argue that a similar
effect governs the development of other marketplaces and we test this proposition
using evidence from Kiva. Specifically, we hypothesize that Kiva’s growth was
characterized by network effects in the site’s initial growth period, but these
network effects became weaker or disappeared as Kiva matured.
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The rest of the paper is organized as follows. Section 2 reviews the relevant
literature on marketplaces, Kiva and network effects. Section 3 is a Kiva overview.
Section 4 develops our hypotheses and describes our data and test methodology.
Section 5 presents our results, and Sect. 6 studies their implications. We briefly
conclude in Sect. 7.

2 Literature Review and Theoretical Background

A number of papers use Kiva as a research site. Liu et al. and Mckinnon et
al. both study what motivates Kiva’s lenders [5,6]. Liu et al. find that these
motivations are related to the lenders’ subsequent lending rates, e.g., lenders who
lend to fulfill a religious duty lend more than others [5]. McKinnon et al. find that
many lenders do not lend out of pure altruism and are also driven by the desire
to enhance their self-esteem [6]. Other researchers study factors that influence
the availability and speed of funding Kiva projects, including geographical or
cultural proximity [7,8], borrower’s gender [8,9] and loan category [9].

Beyond Kiva, online marketplaces have become increasingly important fea-
tures of contemporary commerce, and the literature in this area has grown as
well (see, for example, reviews in [1,10]). On the quality dimension, [11] and [12]
present a usability study of leading marketplaces (operated as auction websites)
based on the PEQUAL methodology discussed in more detail in Sect. 6. On the
other hand, the extant literature views network effects (i.e., quantity) as a central
driver of success or failure for online marketplaces. The importance of network
effects in marketplaces such as eBay is well known (see, e.g. [2,13,14]) and their
effect on online peer-to-peer lending is widely acknowledged (e.g. [15–17]). Our
empirical tests focus on the existence, or non-existence, of network effects over
the life cycle of the marketplace. We thus provide next an overview of network
effects and their implications for online marketplaces.

Network effects, also referred to as network externalities, reflect a positive
relationship between the installed base of users on a platform and its value to
users [18–20]. They are direct when there is a direct positive relationship between
the size of the installed base and the value to users within that installed base.
The classic example is the telephone network: adding a new user to the network
increases the number of potential calls users can make, which increases the utility
users derive from the network [21]. Indirect network effects arise when (i) the
network is based on two complementary components, say A and B; (ii) there is
a positive relationship between the installed base of B and the value to users of
A, and (iii) there is a corresponding positive relationship between the installed
base of A and the value to users of B [20]. This results in a positive feedback
loop between the installed bases of A and B: an increase in the installed base
of A makes the network more attractive to the Bs, and as more Bs join the
network, it becomes more attractive to the As. This means that more As attract
yet more As indirectly through the Bs—hence the term indirect. In Sect. 4 we
test the existence of this positive feedback loop during different periods in the
life cycle of a marketplace.
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Network effects have a major impact on the way technology-based solutions
are deployed and managed as they affect choices of efficiency, effectiveness and
speed: in the presence of network effects, a highly-efficient and effective solution
that does not achieve critical mass may fail regardless of its technical or economic
merit. Further, if the network effects are sustainable, a solution that manages to
control a large user base may prevail even when it is inferior on a stand-alone
basis [20]. Thus, network effects have a paramount impact on the deployment
and management of platforms, and in particular—on online marketplaces.

In a peer-to-peer online lending marketplace, prospective borrowers post loan
requests online either directly, on their own, or indirectly, through marketplace
partners. Lenders browse the loan requests and decide which loans to bid on.
Lenders who wish to fund a loan submit conditional or unconditional funding
commitments to the marketplace. The marketplace then matches loan requests
to funding commitments, funds some of the loans, and services them until they
are repaid (or until they default). It is commonly assumed that such lending mar-
ketplaces are characterized by indirect network effects between lenders and bor-
rowers, as more lenders increase the probability of a loan request being funded,
and more borrowers make the market more attractive to lenders, who can better
diversify their loans and are more likely to find a match they are willing to fund.
The latter consideration is important on Kiva, where lenders seek to support
entrepreneurs with particular characteristics, and with more entrepreneurs and
loan requests on the site, a lender is more likely to find one she is willing to
support.

Network effects were found in a variety of industries ranging from telecommu-
nications to Information Technology (cf. [22–26]). Economides and Himmelberg
find that the growth of the U.S. Fax market was strongly influenced by network
effects [22]. Brynjolfsson and Kemerer study the microcomputer spreadsheet
industry and find a 1% increase in the installed user base to be associated with
a 0.75% increase in its price and attribute this phenomenon to network effects
[23]. Hannan and McDowell find larger banks and those operating in more con-
centrated local banking markets to be more likely to adopt automatic teller
machines because of the expected network effects of a large user base [24]. Lin
and Bhattacherjee argue that network effects increase users’ intention to employ
interactive IT directly and enhance their perceived enjoyment indirectly. They
also validate this argument by a survey of instant messaging usage by Taiwanese
students [25]. Madden and Dalzell [26] study the growth of mobile telephony,
finding network effects of different strengths across countries. They attribute
these differences to the differences between high- and low-income countries and
to non-linearities.

Some authors argue that direct network effects may be mitigated by other
factors. However, they do not study two-sided marketplaces nor any lending ser-
vices nor indirect network effects, and they do not argue for a life cycle effect.
Asvanund et al. identify both positive and negative network effects in six popular
music-sharing networks that are characterized by direct network effects [27]. Neg-
ative network externalities arise when more users impose cost to the networks,
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e.g. congestion. They argue that the optimal size of these networks is therefore
bounded. Feldman et al. provide a theoretical argument, showing that free-riding
and whitewashing (users who rejoin with new identities to avoid reputational
penalties) can both lead to degraded performance in systems that are otherwise
characterized by direct network effects [28].

While the theoretical literature views network effects as an inherent feature
of online marketplaces, we could not identify an empirical study that directly
confirmed or alternatively rejected their existence in online peer-to-peer lending
marketplaces. One of the contributions of this paper is to narrow this gap by
investigating whether network effects actually exist on Kiva, as the theoretical
literature suggests. We further argue that marketplace behavior is more nuanced
than suggested by the network effects literature: network effects (quantity) are
important drivers of growth in the early development phase of the marketplace,
but as the marketplace matures, quality becomes more important.

3 Kiva

Founded in October 2005, Kiva operates a website where entrepreneurs from
developing countries post loans through field partners—microfinance institu-
tions, social businesses, schools, and other non-profit organizations. Loans come
from individual lenders from across the globe, primarily from developed coun-
tries. Between 2005 and 2019, Kiva funded $1.4 billion in loans extended to
3.4 million borrowers in 77 countries from 1.8 million lenders. These loans had
an impressive repayment rate approaching 97%.

The Kiva website lists hundreds of borrowers who are looking for loans to
grow their businesses, go to school, buy farm equipment, etc. Kiva lenders are
social investors who receive no interest and make no profit on their loans. They
are motivated by the social impact their loans make on the entrepreneurs they
fund and the communities they live in. Loans serve the needs of poor, under-
served, or financially excluded (e.g., unbanked or underbanked) populations
and aim to achieve a social or environmental impact. Lenders browse the loan
requests and decide who they will lend to and the amount to lend, and may con-
tribute $25 or more to fund the loans they select. Figure 1 shows the distribution
of loan categories on Kiva. As shown in the Figure, the majority of loans are
made in the agriculture, food and retail categories.

Kiva relies on its Field Partners, local micro-finance institutions, to adminis-
ter each loan. The Field Partners are responsible for screening borrowers, posting
loan requests to Kiva (many borrowers do not have Internet access), disbursing
loans and collecting repayments, and otherwise administering each loan. Even
though lenders do not profit from the loan, the Field Partners may charge inter-
est to the borrowers to fund their operations. Loan requests remain posted on
Kiva for up to 30 days. If a loan is not fully funded within that period, it expires
and all lenders’ commitments are refunded. If the loan is fully funded, Kiva’s
Field Partner sends the money to the entrepreneur. When there is a default, it
is usually the lender who bears the risk (this, however, changed over time, as
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Fig. 1. Number of loans by loan category on Kiva since foundation through June 2016.

discussed below). As the borrower repays the loan, the Field Partner returns the
principal through Kiva to the lenders who funded it. Loans are usually termed
to be repaid on a monthly schedule. Thus, lenders usually receive portions of
their loan back gradually, instead of all of it at the end of the loan term. Loan
terms average 1.5 years. A loan draws about 23 contributing lenders on average.

We obtained our data from Kiva’s data snapshot on build.kiva.org, aug-
mented by querying Kiva’s API. In addition to basic data on borrowers and
prospective lenders, we have loan-specific information through June 2016. The
sample period for our detailed estimations is January 2007 through June 2016
(we also have some earlier data for our monthly time series). As of the end of
our sample period (June 2016), about 95% of loan requests were fully funded.
In our sample, the majority (84.8%) of loan requests come from Asia, Africa
and South America while most (89.4%) lenders come from developed countries
in North America and Europe.

Figure 2 shows the evolution of Kiva’s loan fulfillment rate – the percentage of
loan requests that were funded – over time. Conceptually, this metric is analogous
to the listing conversion rate on Yahoo! Japan Auctions.

As seen in Fig. 2, the loan fulfillment rate is close to 100% from Kiva’s early
years through 2011, and it then deteriorates and shows significant variation over
time. In response, Kiva took a series of steps to improve the balance of loan
supply and demand. Kiva gradually became a highly curated marketplace that
proactively drives both supply and demand towards a desirable balance. Kiva
directly controls the number and amount of loan requests by budgeting specific
loan request targets to its Field Partners, controlling the rate at which Field
Partners are allowed to post loan requests, recruiting new Field Partners to its
platform and terminating Field Partners who generate substantial imbalances.
Kiva aims to have on the site at least $2.5 million of outstanding loan requests
to make the variety on the site attractive to lenders. When the amount is lower,
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Fig. 2. Loan fulfillment rate (percentage of loan requests that were funded) on Kiva,
February 2006-May 2016.

Kiva staff start messaging Field Partners and encouraging them to post more
loans. In addition, a group of Kiva staff members meet twice a month to ana-
lyze the demand and supply and take corrective action when imbalances take
place. Thus, while demand and supply are influenced by market forces, they are
ultimately driven by Kiva itself to improve the experience of both borrowers
and lenders. To improve the user experience, Kiva developed a variety of tools,
filters and calculators that help lenders select loans to invest in and track their
loans and took steps to increase transparency for both lenders and Field Part-
ners. And, while early on, Field Partners were permitted or even encouraged to
make payments on behalf of entrepreneurs who had defaulted, this practice was
prohibited starting in 2012. Thus, lenders who were protected from the effects
of default early on – a practice that attracted more lenders to Kiva – started
bearing a default risk risk in 2012.

4 Research Methodology

4.1 The Network Effects Hypotheses

Our key research hypothesis is that online marketplaces such as Kiva exhibit
network effects in their early growth stage, but these effects cease to exist as
key drivers once the marketplace matures. We thus test the network effects
hypothesis in two subperiods (in this case, the two halves of our sample period)
and we expect to find they are supported in the first subperiod but not in
the second subperiod. The traditional network effects literature would expect
network effects to persist in both subperiods.

The network effects hypothesis can be formalized by considering the interac-
tion between lenders and borrowers. As discussed above, the theory of network
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Fig. 3. Dollar amounts of loans requested and funded on Kiva, January 2007-June
2006.

effects implies a positive feedback loop between the number of lenders and the
amount of open loans (measured by their number or aggregate dollar amount):
with more lenders, the platform should attract more loan requests, and with
more loan requests, the platform should attract more lenders. This results in
two key hypotheses which, taken together, would imply the existence of network
effects:

Hypothesis 1. The dollar amount and number of open loans on Kiva should
increase in the lagged number of active lenders.

Hypothesis 2. The number of active lenders on Kiva should increase in the
lagged number and amount of open loan requests.

Network effects and the associated feedback loop require both Hypotheses to
hold. Hypotheses 1 and 2 not only enable us to test the existence of network
effects in online lending marketplaces, but also help us to gain an understanding
of the supply and demand on these platforms.

4.2 Data, Descriptive Summaries and Empirical Methodology

We construct weekly time series for Kiva’s performance over our sample period
(2007–2016). We identify two phases in the development of the Kiva platform:
a growth phase covering the first half of our sample period, and a maturity
phase during the second half of our sample period. During the growth phase,
both the amount of loans requested and the amount funded grow quickly. Then,
the growth in both supply and demand flatten out. Further, during the second
subperiod, the gap between the number of loans requested and the number of
loans funded becomes larger (see also Fig. 3).

Figure 4 shows the number of active lenders (i.e., those who have bid on at
least one loan in the past six months) and Fig. 5 shows the number of open loan
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Fig. 4. Number of active lenders on Kiva.

Fig. 5. Number of loan requests open on Kiva.

requests on Kiva each week over our sample period, both on a logarithmic scale.
The figures show how growth has abated between the earlier growth period and
the latter maturity period, when the number of active lenders flattens out and
the growth in open loan requests deteriorates. Interestingly, the growth of the
active lender base does not match the exponential growth of the registered lender
base, implying that the lender retention rate dropped in the second subperiod.

These patterns show distinct differences between the earlier growth period
and the latter maturity period which are not recognized by the extant network
effects literature. We have argued that network effects – quantity – should be
more prominent during the earlier growth period, when the growing installed
base is a key driver of adoption. Once the platform stabilizes, we expect qual-
ity to overtake network effects as a driver of performance. As discussed in
detail in Sect. 3, while peer-to-peer lending has been growing rapidly around
the globe [29], Kiva experienced a declining loan fulfillment rates in 2011–
12 and in response it started honing its business model, proactively man-
aging demand and supply to reduce imbalances, assure a wide selection of
loan requests, and improve user experience and transparency [30,31]. Quality
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differentiation becomes even more important due to the effects of competition.
Indeed, Kiva was facing increased competition from new social microfunding
sites (e.g., MyC4 in Europe, Wokai in China and MicroPlace in the U.S.), as
well as from for-profit lending sites that catered to entrepreneurs (e.g, Zopa in
Europe and CreditEase in China; these sites, which charge interest, compete
with Kiva since many field partners charge interest to the entrepreneurs they
serve).

To test for these different behaviors, we divide our sample period into two
halves, (i) January 2007 to August 2011 and (ii) September 2011 to June 2016.
Table 1 displays the correlation matrix among our key variables for the two
sample subperiods.

Table 1. Correlations between the number of active lenders, the dollar amount and
the number of loan requests for the two sample subperiods

Subperiod/Variable Amount of loan requests No. loan requests

Jan 2007–Aug 2011

No. active lenders 0.87 0.87

Amount of Loan Requests – 0.99

Sept 2011–June 2016

No. Active Lenders 0.46 0.46

Amount of loan requests – 0.95

In Table 1, we observe a strong correlation between the number of active
lenders and the number and dollar amount of loan requests during the first
subperiod. These correlations substantially decline in the second subperiod.

We test each of our hypotheses separately over each subperiod. For Week t,
we denote by nt the number of active lenders (defined as those who placed at least
one bid over the past six months), by at the dollar amount of open loan requests,
and by lt the number of open loan requests. We estimate (heteroskedasticity-
corrected) OLS regressions using the specification below to test Hypothesis 1 that
the dollar amount of loan requests increases in the number of active lenders:

log(at + 1) = α0 + α1 log(nt−1 + 1) + α3xt−1 + εt, (1)

where the vector xt−1 comprises the default rate on Kiva loans as of the end of
Week t−1, the effective yield on the ICE BofAML Emerging Markets Corporate
Plus Index [32], dummy variables representing the year of t, and a trend variable.

An alternative test of Hypothesis 1 focuses on the relationship between the
number of loan requests and the number of active lenders:

log(lt + 1) = β0 + β1 log(nt−1 + 1) + β3xt−1 + ζt. (2)

To test Hypothesis 2 that the number of active lenders increases in the dollar
amount of loan requests, we estimate the regression:

log(nt + 1) = γ0 + γ1 log(at−1 + 1) + γ2xt−1 + ωt. (3)
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Table 2. Results for Hypotheses 1 and 2

Jan 2007–Aug 2011

Regressors Eq. (1) Eq. (2) Eq. (3) Eq. (3a) Eq.(4) Eq. (4a)

Intercept 9.67*** 1.52+ 8.03*** −10,432+ 8.21*** −7,040

(0.89) (0.79) (0.71) (6,118) (3.87) (3,046)

No. active lenders 0.36*** 0.46*** – – – –

(0.08) (0.08) – – – –

Amount loan requests – – 0.17** 866.83+ – –

– – (0.05) (470.40) – –

No. loan requests – – – – 0.32*** 1,248**

– – – – (0.06) (482)

Default rate −1.67 −2.23 −3.34 5,578 −3.88 4,542

(6.32) (6.03) (2.30) (41,893) (2.49) (42,179)

Interest rate −0.02+ −0.004 0.01 103.17 0.01 92.16

(0.01) (0.01) (0.01) (71.12) (0.01) (70.55)

Trend 0.01*** 0.01 0.01*** −7.46 0.005*** −13.73

(0.001) (0.001) (0.001) (10.28) (0.001) (10.93)

Year dDummy Yes Yes Yes Yes Yes Yes

R2 0.91 0.91 0.94 0.04 0.94 0.05

***: p < 0.001, **: 0.001 ≤ p < 0.01, *: 0.01 ≤ p < 0.05, + indicates 0.05 ≤ p < 0.1.

Likewise, we test whether the number of active lenders increases in the num-
ber of open loan requests by estimating the equation:

log(nt + 1) = κ0 + κ1 log(lt−1 + 1) + κ3xt−1 + ψt. (4)

In Eq. (1) through (4), εt, ζt, ωt, ηt are random noise. As a macroeconomic
control, our regressions use the effective yield on the ICE BofAML Emerging
Markets Corporate Plus Index [32], which is available on a daily basis and is
expected to influence loan funding in emerging markets (we also used the GDP
growth rate and unemployment rate, which turned out insignificant).

5 Research Findings

Tables 2 and 3 show the results of our OLS estimations using White’s method
to account for heteroskedasticity [33].

As hypothesized, we observe positive and strongly-significant coefficients for
our network effect variables during Kiva’s growth period: a 1% increase in the
number of active lenders results in a 0.36% increase in the dollar amount and
a 0.46% increase in the number of open loan requests. A 1% increase in the
dollar amount of open loan requests leads to a 0.17% increase in the number
of active lenders, and a 1% increase in the number of loan requests leads to a



Quantity Vs. Quality in Online Marketplaces: The Case of Kiva 87

0.32% increase in the number of active lenders. These results are both econom-
ically meaningful and strongly statistically significant, confirming our hypothe-
ses. Given that both hypotheses hold, we have the feedback loop confirming the
existence of network effects during the growth period.

Table 3. Results for Hypotheses 1 and 2 (cont’d)

Sept 2011–June 2016

Regressors Eq. (1) Eq. (2) Eq. (3) Eq. (3a) Eq. (4) Eq. (4a)

Intercept 11.93** 4.22 12.48*** −35,236* 12.55*** −18,462+

(3.79) (0.15) (17,294) (0.09) (10,908)

No. active lenders 0.13 0.22 – – – –

(0.31) (0.30) – – – –

Amount loan requests – – 0.02 2,485* – –

– – (0.01) (1,171) – –

No. loan requests – – – – 0.02+ 2,446+

– – – – (0.01) (1,299)

Default rate 102.65*** 96.22*** 6.50* −26,047 6.08+ −12,015

(18.71) (16.57) (3.11) (263,670) (3.11) (268,525)

Interest rate −0.02 −0.03 −0.06*** −260.01 −0.06*** −222.5

(0.06) (0.06) (0.01) (818.33) (0.01) (817)

Trend 0.001 0.002 −0.001* −79.34*** −0.0005* −82.83***

(0.002) (0.002) (0.0003) (24.46) (0.0003) (25.15)

Year dummy Yes Yes Yes Yes Yes Yes

R2 0.55 0.56 0.80 0.07 0.80 0.07

***: p < 0.001, **: 0.001 ≤ p < 0.01, *: 0.01 ≤ p < 0.05, + indicates 0.05 ≤ p < 0.1.

For the second, maturity subperiod (September 2011 through June 2016),
the network effect coefficients become small and, for the most part, insignificant
(the exception is the coefficient of the number of open loan requests in Eq. (4),
which is significant, but only at the 90% level). Based on Eqs. (1)–(3), both
hypotheses are rejected. Because a rejection of either one of our hypotheses leads
to the rejection of network effects, we conclude that there are no meaningful
network effects during the second subperiod. These results are consistent with
our argument for the differences between the two subperiods (Sect. 4.2).

Equations (3)–(4) use the number of active lenders to estimate the depen-
dent variable, which leads to autocorrelated residuals. To address this issue,
we reestimated Eqs. (3)–(4) by differencing the number of active lenders, using
(nt − nt−1) as our dependent variable. The results are shown in columns (3a)
and (4a) of Table 2. The main difference between the two specifications is that
in Eq. (3a), the significance of the amount of loan requests declines in the first
subperiod and increases in the second. Our conclusion remains intact: there are
strong and significant network effects in the first subperiod whereas in the second
subperiod, there are no network effects, as Hypothesis 1 fails to hold.
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6 Discussion

From a management, culture and technology perspective, there are vast differ-
ences between managing for network effects (quantity) and managing for quality
(broadly defined). Managing for network effects requires speed and an empha-
sis on customer acquisition. It calls for outsourcing development resources, fast
iterative product development, minimum viable products that do the job and a
satisfying approach to quality assurance and testing. In contrast, organizations
that differentiate themselves on product capability and quality maintain tight
control over their development resources, aim for zero defects, make sure every
interaction engenders empathy and enhances trust, and meticulously engage in
feature development.

Our findings suggest that while online marketplaces may need to grow early
on with an emphasis on network effects (quantity), their long-term survival as
they reach maturity requires a quality focus. The inflection point when a mar-
ketplace shifts its focus from a quantity orientation to a quality orientation is
a point of high risk, as the business model, technology approaches and organi-
zational characteristics that have made the marketplace successful in the first
place need to undergo major changes. One approach organizations may take to
facilitate these changes is to build the seeds of a quality orientation early on, and
to increase the amount of resources dedicated to that part of the organization
along with the growth of the marketplace. This may result in a smoother and
more successful transition in addition to the obvious benefits of greater quality
during the growth period.

We use the term “quality” broadly, as it encompasses both business model
drivers such as the conversion rate for a marketplace like Yahoo! Japan Auctions
or the loan fulfillment and default rates for Kiva and site usability drivers. Both
drivers, as well as the integration between them, are important [34]. The busi-
ness model drivers, however, vary depending on the specific markets and users
served by the marketplace, whereas common frameworks for evaluating web-
site usability have been developed across applications and markets. [11] have
proposed the application of Multiple Criteria Decision Analysis methods in con-
junction with the Preference Ranking Organization Method for Enrichment Eval-
uation (PROMETHEE II) to evaluate website quality. Their methodology, called
PEQUAL, has been applied in particular to auction platforms [12] ([11,12] also
provide an excellent review of the literature on website evaluation). The crite-
ria used by [11,12] include usability, site design, information quality, trust and
empathy.

7 Conclusion

This paper studies Kiva, the world’s largest philanthropic lending marketplace.
Testing the existence of a positive feedback loop between the number of active
lenders and the amount (in dollar value or number) of open loans, we iden-
tify strong and positive network effects during Kiva’s initial stage of growth.
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However, the network effects essentially disappear in Kiva’s maturity period.
Our results suggest that network effects are particularly important during the
initial growth phase of a marketplace platform. As growth abates and competi-
tion becomes fierce, the importance of network effects declines and the emphasis
has to shift to quality, broadly defined. This difference between the early growth
and stability periods is largely ignored in the literature.

The implications of these results for the way a marketplace such as Kiva
is deployed and managed are important. Early on, network effects prevail, cus-
tomer acquisition and speed are key success factors, and the primary objective
is to grow and achieve critical mass. However, the marketplace cannot rest on
its laurels following its initial growth. Rather, the network effects weaken or
disappear, forcing the marketplace to engage in constant optimization and qual-
ity improvement, broadly defined. We suggest that business metrics that are
marketplace-specific have to be integrated with website quality metrics such as
the ones developed in [11,12] and that these metrics have to be followed closely
and continuously optimized.

We have suggested a life cycle approach to the analysis of these issues. Addi-
tional research is needed, however, as our results are based on a single research
site. Given the potential impact of our results, we believe it is worth studying how
they apply in other marketplaces. Further, sophisticated econometric techniques
applying additional data that may be available may be used to study the drivers
of marketplace adoption. In light of our current results and their implications,
we believe such extensions provide fruitful avenues for future research.
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Abstract. Business Process Management (BPM) is an accepted dis-
cipline and its importance for industrial automation is recognized by
all players today. The complexity of modern management process will
lead to chaos without a well-designed and effective BPM. Today, sev-
eral tools exist, both commercial and open-source, but the selection of
the appropriate tool for each organization could be a hard work. The
first result of these research is a state-of-the-art of Intelligent Business
Process Management Suites and a compared analysis of their features in
order to choose the most suitable for processes’ management in a renew-
able energy power plant. The second research finding is the expliting of
BPMN approach to simplify the processes of a Wind Farm company.
Process flow optimization had a positive impact both on processes’ effi-
cacy and efficiency and then on the business value proposition. A relevant
result of the study was also the definition of some typical maintenance
related processes and of maintenance management metrics based on spe-
cific KPIs.

Keywords: Supply chain · BPMS · Asset management ·
Maintenance · Renewable energy

1 Introduction

The complexity and variety of business models in modern companies require
to face different challenges: e.g. spanning over different sites, strong time con-
straints, continue interchange with other companies and service. This make diffi-
cult to ensure a good quality together with a long durability of the final products
either it is a physical product or a service [1]. Moreover, maintenance manage-
ment has changed in the last decades thanks to ICT development. In last decades
Computerized Maintenance Management System (CMMS) has contributed to
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enhance the control of maintenance activities [2] and maintenance is considered
a relevant business function, able to interact with all other strategic functions.
Maintenance modern challenges also require an evolution from CMMS to more
complex but more efficient Asset Management Systems.

The correct definition of the business processes is the first step toward devel-
oping an efficient Asset Management System and to achieve an effective pro-
cesses’ automation [3]. Thus, the adoption of a Business Process Modelling
(BPM) framework that covers all phases from business process engineering to
their analytic performance measurement is recognized, both in theory and in
practice, as the best approach when a company have to manage different meth-
ods, processes and realms inside the same production flow.

BPMN 2.0 allow a logical description of business processes and shows how
they operate focusing both on process implementation and process simulation
[4,5]. BPM frameworks widely use Business Process Diagrams to describe pro-
cesses; they look like flowcharts enriched by new elements that describe inter-
actions, deadline, communications and several other concrete process elements.
The diagrams capture a lot of information about the workflow and they allow to
identify critical tasks during design or simulation allowing the supervisors and
the managers to improve the process. Process engineering through Business Pro-
cess Modelling and Notation (BPMN) allows to exactly know [6] in which phase
the process currently is, to whom next phase is assigned, if an action is required
(push/pull logic) to proceed, which phase can be considered a bottleneck and the
values of the parameters useful to calculate Key Performance Indicators (KPI).

In literature, the use of the BPM approach for maintenance management is
not so common [7,8]. However, most authors [9,10] suggest that an Asset Man-
agement System Software can help organizations to achieve operational excel-
lence, through a more effective cost control, a more efficient asset planning, a
reducing in capital expenses, an optimization of operational costs, thus extending
asset life cycle and obtaining a higher Return On Asset.

This works discusses the design and development of a new BPM tool by
the company BaxEnergy c©, aimed at optimizing the maintenance of renewable
energy power plants, to be offered as a service to their customers, which are
renewable-energy production companies. Renewable-energy Power Plants face
different challenges [11–13]:

• production units are usually spread over a large territories and they are quite
difficult to reach, they are often characterized by high levels of automation
and they are not locally supervised installations i.e. there is no personnel
units on site;

• replacement parts are sometimes very big and expensive;
• maintenance management effectiveness, to a large extent, depends on knowl-

edge of the managers and maintenance operators and on the effectiveness of
internal and external collaborative environments;

• maintenance effectiveness is deeply studied according to Timeliness, Com-
pleteness and Accuracy quality requirements.
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In such conditions, timely interventions and predictive maintenance are the only
way to minimize downtime, optimize operations and obtain good operational
performances (specifically high availability, reduced costs, long equipment life-
time, high labour safety, limited impact on environment, and best spare parts
management).

The paper presents a comparison of commercially available BPM Suite at
the moment of selection, the reasons that lead to the final choice of one of
them and a case study to show how BPM was used for process engineering or
re-engineering of operational and maintenance processes in a renewable energy
production company.

Section 2 introduces BPMNs common features and Sect. 3 overviews several
platform that was available at the moment of the study and compare them
according to the criteria previously introduced. Finally, Sect. 4 discussed a case
study developed using the selected platform.

2 BPMS Common Features

The principal users of BPMS are Software Developers, who works to add on-
demand features and compatibility to APIs, and Business Process developers,
who model Business Processes. Today, the vision is that even “citizens”, not
Business process developers only, can develop Business Process so some compa-
nies developed the feature of Citizen Developer Application Composition [9] to be
independent from IT staff and to speed up the process of modelling. BPMN 2.0 is
the current standard that adds the following characteristics: human-readability,
that is a standard visible notation for modelling processes; accessibility, that
means that must be understandable to all actors; machine-readability, that
implies the use of the XML notation for simulating and executing processes [6].

A BPMN system provides support during all the life cycle of a business
process, from designing to management and optimization. It provides tools to
model the system helping the developer to specify the behaviour of the system
including the best practices and the production standard then it is possible
to simulate in order to validate the model. Moreover, he/she can define some
figures to measure the goal achievement – Key Goal Indicators (KGIs) – and the
performance – Key Performance Indicators (KPIs). After development phase,
BPMN supports the execution of the model in real environment, the monitoring
of the process. Finally, it provides developers with a lot of information, gathered
during both simulation and monitoring, useful to improve the whole process.
Basically, BPMN is a graphically representation of the process that uses a set of
standard symbol that can be easily understood by both developers and users [4],
the most important are: swim lane, pool, box, event, task.

Swim Lane and Pool. The swim lanes enable to visually distinguish job
sharing and responsibilities, they allow people to organize activities into sep-
arate visual categories in order to illustrate different functional capabilities or
responsibilities; these contain one or more pools and at least one lane for pool.
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We can assume that BPMN Pools describe whole organizations while BPMN
Lanes describe who is executing a specific set of tasks.

The pool performs the coordination, in literature also called orchestration,
of the process contained inside it. The pools are represented by rectangles with
a label, usually horizontally positioned. There are two type of pools: white box
where all process details are exposed and black box which hides its content, the
latter is more used in choreography because it put the focus on the communica-
tion between pools.

Event. The events, represented by a circle, model something that happens every
moment during the life cycle of the process (at the beginning, within, or at the
end). The process can reacts to an event, that is the event triggers an action,
or it throws a result. Each event belongs to a standard type, e.g. time-based,
message-based, rule-based, signal-based, exception-based, etc.

Task. A fundamental element of BPMNs is certainly the task. It allows us to
describe the action performed by the actors during process evolution. The most
important types of task supported by the BPMN 2.0 are listed below:

• normal task : it is a single action that occurs in a business process, i.e. mailing
a letter. Normal tasks are used to depict each of the activities. It is also called
an “abstract” task, because its type is not specified;

• sub-processes: they are a subset of regular task types that favour simplicity.
In a typical work environment, BPMN diagrams are used to communicate
processes to stakeholders and developers alike. Stakeholders generally don’t
likes complexity as developers do, then sub-processes allow to collapse and
expand tasks to quickly convey information to both groups. In BPMN exist
different useful sub processes:

– Ad hoc: this allows to group sub-processes whose exclusive purpose is to
complete a piece of a process. For example, an ad hoc sub-process might
deal with one vendor who has a unique payment system;

– loop: it iterates something. The loop task signals your intention to repeat-
edly do something before a final action. To explain the conditions of the
loop task, you might also add an annotation saying that you will continue
to do an activity until another figure decide to stop it;

– multiple instance: this happens multiple times. They can evolve either in
parallel or sequentially. For instance, when more people want to work on
an activity and give feedback, a multiple instance task is better than loop
task. This task type permits to give reports on an activity to multiple
people at the same time;

– compensation loop: it makes compensation a recurring event;
• call activity: it is a global process that is used whenever a certain process

needs to be implemented. Whenever the call activity notation is used, control
of the process is pushed to the global predefined process;

• transactions: this activity is a specialized sub-process symbol that represents
payment processes. All transaction activities are contained by a double line.
Transactions must verify that all participants have completed their parts of
the transaction before the sub-process can be completed.
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Gateway. Another fundamental element needs to model dynamic behaviours is
the gateway. It allows the designer to choose where the flow of a diagram must
follow a path or another by evaluating a condition. Two types are defined in the
standard: XOR or Exclusive. Gateway is the task that drives the evolution of
a process by evaluating a condition and selecting the next task, OR or Parallel
Gateway split the evolution into two parallel branches that must be joined with
the same element when the evolution of the process does not support parallel
activities.

3 Survey of BPMNs Platforms

According to the Gartner Magic Quadrant (Fig. 1), the most complete system
is PegaSystems followed by Appian and IBM, however the peculiarities of green
power management leads to different evaluation criteria.

Fig. 1. Gartner’s model of processes maturity [9]

The evaluation criteria used throughout this work are based on Critical Capa-
bilities such as Interaction Management, Monitoring and Business Alignment,
Rules and Decision Management, Analytic and they are evaluated on the base of
some Use Cases. Great importance is given to Continuous Process Improvement
(referred as CPI) and to Citizen Developer Application Composition (that is the
ability to leave aside from IT development staff) [4].

3.1 BPMN Platforms

The adoption of BPMN is done by deploying or purchasing the service in the
cloud of an Intelligent Business Process Management Suite, iBPMs. These are
platforms, often hosted on a cloud, that supports the full cycle of process and
decision discovery, analysis, design, implementation, execution, monitoring, and
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optimization. Such BPM suites support highly intelligent applications which
integrate more-advanced decision automation technologies (e.g. predictive ana-
lytic, artificial intelligence) and decision support for knowledge workers to auto-
mate business processes that require an adaptive behaviour [4]. It means that
actually iBPMs is not a simple modelling software or a validation engine for
BPMN, but it both bounds and integrates other functionalities that keeps track
of statistics and, sometimes, let even the user to define performance indicators.

BPMN.IO is a tool for modelling process diagrams [14]. It can be embedded
into new application, because it is Opensource and there is the possibility to
fork the project on GitHub. However, it is just a tool for modelling and visu-
alizing BPMN diagrams into Web Browsers and it have neither the possibility
to collaborate in team to modify the same diagram nor the possibility to col-
laborate by sharing comments or by focusing a point of the process. About
available Functionality-based criteria, BPMN.IO has a Drag&Drop feature and
some shortcuts that are displayed into a Context Menu near the current selected
component to speed up the modelling process. It has the possibility to export as
SVG image or BPMN2.0. This tool includes even editors for Case Management
Model and Notation (CMMN) and for DMN (Decision Model and Notation)
that will be introduced later in this document. The library on which it is based
is used by many Web Application to design Business Processes.

Cawemo is a tool for modelling too, and it has the possibility to make a team
up to three collaborators without any license [15]. Despite it is from the same
producers of the previous tool, it is not Opensource. There is the possibility
to interact with other teammates by posting comments and by focusing the
attention of collaborators by dropping attention point on the diagram. It has the
Drag&Drop feature and the possibility to customize colours of both tasks and
events. Every user has a personal online space in which can load or create his own
models or share it with other users: in this way the work can be better organized.
Finally, it can share a diagram by public link to invite even collaborators that
are not registered to Cawemo and it can export as PDF, PNG or BPMN2.0.

Camunda is an Opensource execution engines for BPMN workflows and DMN
decisions paired with essential applications for process automation projects [16].
It has a community and developers can find solution even on StackOverflow. It
is available license-free the Community Edition that provides all the necessary
Software Modules. The Enterprise License unlocks all the features of Cockpit
and the Optimize module. The Community edition provides tools to monitor
workflows and analyze technical problems while Enterprise Edition allows to
create reports and to configure alerts when performance goals are missed. The
Camunda Engine does support diagram written in BPMN2.0 notation. It runs
inside Tomcat and can be used with a Web Browser. It provides three main
functionality: To start processes and to communicate with Camunda engine, a
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REST API is provided, so it is only necessary to have a REST Client to run
processes and to pass JSON object to the Software: thanks to REST API, this
software allows the developer to integrate Camunda with its own tools or to
develop other services that can integrate with that.

• Admin to manage Roles for various activities and to list the users saved in
this session, to list groups of users and to control the execution metrics and
so on.

• Cockpit that shows the number of running processes, the number of process
definition available, the decision tables, the human tasks and several details
about deployment of process instances.

• Tasklist that manages task creation, monitoring and assignment to user.

The developer can even builds automated workers for Service/Script Tasks using
NodeJS or Java EE with a publisher-subscriber/Long Polling pattern.

Camunda’s Modeler is a stand-alone application based on BPMN.IO library
and includes other tools from the same producer to make the design workflow
more flexible by the use of DMN and CMMN. It can export diagrams into various
image format and into BPMN2.0. There is an integrated editor for forms. It
does not support the online team working during the development of diagrams.
Camunda supports templates only for Service Tasks and Process versioning by
only changing a line of code when starting an instance or by changing properties
of a process model before launching it.

The UI of the Web Application is easy to use: it allows to start and kill
processes and to assign users to each task. Each time the admin starts a process,
the web application sends a REST call to the Engine that will deploy it; once
started the process can be monitored by navigating the UI and the user can
check status of process variables.

Simulation of processes is not directly supported by Camunda, but the com-
munity provides various tools to simulate and to check KPIs in Process design.

Bizagi is not opensource and it provides three software modules that can be
integrated with Cloud services: Modeler, Studio and Engine [17]. The first two
are free to use. It has a dedicated Community for Bizagi Modeler and Studio. In
the modeler there are a rich variety of exporting formats for the BPMN Diagrams
and it is compliant to the BPMN2.0 Standard. Two kind of API, SOAP Web
Service and Data services, allows to retrieve information from Bizagi and all of
his background data. There are available several Business2Business connectors
to use Bizagi with other online tools and an Integration Layer that allow to call
Web Services from a process instance. Bizagi Modeler can be integrated with
Cloud Services to collaborate online, but this feature is not available with the
free license. Bizagi has a library for process templates and it allows the creation
of documents (e.g. Word, Excel, Pdf) that are filled with information coming
from the business process. The Modeler has the ability to holds previous version
of a process diagram to support Process Versioning. The UI is simple to use, it
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has the Drag&Drop feature for designing process diagrams and in the Wizard
of Bizagi Studio there is an editor for customizing.

Bizagi Engine is the module that allows to deploy the process diagram. It
is possible to simulate and test diagrams using Bizagi Studio and the Bizagi
Engine Software, however, to enable versioning. Once a model has been saved
and published there is the possibility to validate and to debug the model: this
allows to monitor in real time a process instance while it is in run and is the
equivalent of the simulation without statistical results. As Bizagi, Appian pro-
vides a feature that allows to fill documents template with process data while
the process instance is running. There are some process diagrams ready to use
as templates.

Appian has a patented GUI called SAIL, that stands for Self-Assembling Inter-
face Layer, that allow a user to customize the information that will be shown
in a dashboard for a particular process [18]. Therefore, Appian has a mobile
UI that allow field operators to execute tasks and receive notification while on
site. Appian Cloud architecture offers key reliability features, including data
redundancy, high availability, and disaster recovery. Plus, Appian Cloud gives
organizations the ability to create a secure Virtual Private Network (VPN) with
strong algorithms for data encryption and isolation. The admin must create
records for each user giving a temporary password that will be changed at the
first login: each user can be assigned to a group to give some privileges.

Activiti is an opensource BPMS. Its latest version is now on container image
and it is possible to deploy on a cloud [19]. It has a Web Modeler but it lacks
the possibility to simulate process instances. The admin can create new users
and assign them to groups. Activiti supports process and model versioning, but
it does not allow to validate, test or debug a model. It cannot collaborate online
during the development of a diagram even if there is the possibility to share mod-
elled diagrams with other users. The Visual Editor of Activiti has the possibility
to export/import in BPMN2.0 the modelled process.

IBM Business Process Management on Cloud is one of the most compet-
itive on the market, basing on the analysis reported in [9], It is not license free
or Open Source [20].

There are several modules available:

• Process center that allows to manage, model and modify process diagrams,
services and GUI.

• Process Portal that allows to execute tasks and starts process instances.
• IU REST where REST API can be used to retrieve information from server

and to get a list of all the services that can run.
• Process admin Console that allows admin to monitor the instances of

processes.
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The modeler is online, and it has the Drag&Drop feature. For the creation
of GUI there are many options to customize the appearance on different screen
sizes. The modeller can decide to expose some variables and can decide to who
these variables can be exposed by accessing the Admin Console. Once the process
has been modelled, it can be run and debugged before making it available to be
instantiated. Process and model versioning is supported with a mechanism called
“Snapshots”. Forms and User friendly User Interfaces are generated by Coach
that is composed by “coach views” that are user interface widgets.

JBPM is a tool supported by RedHat, based on jBoss now called Wildfly,
that is an application server [21]. It is open source and can be deployed on the
cloud thanks to the container images for Docker. There are two possibility to
model processes: Eclipse Neon, that will be installed along with jBPM unless
otherwise specified, and an online modeller. Since the modeler is integrated in
Eclipse Neon, it has the Drag&Drop feature, and, more important, the IDE itself
is Open Source, so it is easy to add new plugins. Unfortunately, the possibility
to collaborate online with the Eclipse editor is not available. jBPM workbench
supports the entire Life cycle of a business process: from designing online or
offline to the deploying for use as a blueprint for process instances. There are four
functionalities: Design, Deploy, Manage and Track. The versioning system works
with commits, this makes it very simple to use. There is a tool for validation
that will help to track errors in BPM notation and a tool for simulation. Also
this Suite expose a REST API to start processes and retrieve information from
the System.

KissFlow is not an OpenSource Suite, it has a sort of Wizard that drives
users along the Workflow to define tasks in a process [22]. As the creators of
the platform state, this platform was designed for workflows, repetitive actions
that involve more persons, not for task management. This platform is very user-
friendly, forms, workflows and all tasks can be easily modified. Unfortunately,
is not possible to simulate processes and there is no integration between WS or
other scripts. Most of the elements are predefined and cannot be changed and
there is no possibility to customize it. Finally, it is not BPMN2.0 compatible.

QuickFlow is a BPMS that allows to track and manage the four stages of
standard life-cycle of a BPM project [23]. It is integrated with SalesForce and it
is not stand-alone. It is not an open source project. It uses standard BPMN2.0
notation and it relies on the data model from Salesforce to change the state of
objects involved in a process. QuickFlow tools are web-based. The Support to
the editing of Forms is well done and is one of the two way to interact with
Humans. Even if Forms are not so modern like in other tested BPMS, they are
functional and pretty fast to create. The implementation of Service Tasks can
be done by predefined methods. The user must only map process variables to
data variables of “Datas” created before the creation of a process. Then the
integration with services given by SalesForce is available.
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3.2 Evaluation Criteria

There is no doubt that some interesting features for a Software developer are
meaningless by the point of view of a Business Process developer, and are even
more meaningless for a standard employee, therefore the evaluation Criteria are
grouped into two classes.

The first group deals with the feature useful to software developers, the most
important are as follows:

• OpenSource, software suite refers to open source model, that means that
products are released under an open source license, this feature allows to
inspect the source and to add any additional features;

• Community, the community supporting the software suite should be as large
as possible to share problems and their solutions. A large community implies
Documentation and Tutorial are easy to find and this is useful both for soft-
ware and model developers;

• BPMN 2.0 supported, this is a must for any new software, since today BPMN
2.0 standard is largely supported;

• Additional modules and connectors, they permits to extend the functionality
of the Software and to write new custom connectors;

• API provided, this can be useful to easily add functionalities to the BPMS.
• Innovation, of course, it is important that software solution supports all recent

technologies and methodologies but it must be also “mature” (according, for
instance, with Gartner Magic Quadrant [9]). Some examples of innovative
features are mobile device deployment without the need to develop a dedi-
cated application, low-code Platforms, integration with Artificial Intelligence
for performance metrics and so on;

Second group of features, that we call Functionality-based evaluation criteria,
belongs to Business Process Developers that focus on the processes themselves
and, usually, have no specific experience in software development. They need
to model, describe and test production processes aiming at optimizing them
according to some metrics (e.g. cost, duration, response time) often conflicting.
The most important are listed below:

• Web Modeler/Collaboration enabled, it enables collaboration between devel-
opers;

• Template Library, the presence of a library of reusable models is a valuable
add-on to any Suite;

• Model and Process Versioning, since processes run for long times, the ability
to control the current version of Models and the ability to roll back to a
previous version are very useful;

• Powerful graphic interface, the interface should support advanced interface
functions as, for instance, Drag&Drop of models/processes, Form Editing that
allows final users to create and edit data, to customize the colours of element
in a diagram to make it more readable;
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• Process deployment, the system should allows to make an instance of the
modelled process to check errors and to locate performance indicators or
failures;

• Testing and Simulation, the presence of an engine for simulating the process
and/or validate the model is an essential feature;

• Customizable Properties, that means the ability to change the properties of
the trial modelling tool.

• Business rule engine and activity Monitoring, possibility to integrate business
rules for the process and to monitor the execution of a process;

• Integration with Cloud : since some BPMS are integrated with cloud service,
it is important to support the integration between BPMS and Cloud.

• Role Based Security, that allows to manage of the security rules for each role.

Table 1. Evaluation criteria (development and functionality)

OpenSource Community Innovation API

(a) Criteria related to development

BPMN.IO Y – Y –

Cawemo – – Y –

Camunda Y Y Y Y

Bizagi – Y Y Y

Appian – Y Y Y

Activiti Y Y Y Y

IBM – Y Y Y

jBPM Y Y Y Y

KissFlow – Y Y Y

QuickFlow – – – –

Web functions Versioning Testing & Simulation Monitoring

(b) Criteria related to functionality

BPMN.IO P (Partial) – – –

Cawemo P – – –

Camunda Y Y P Y

Bizagi Y Y Y Y

Appian Y Y Y Y

Activiti Y Y – Y

IBM Y Y Y Y

jBPM Y Y Y Y

KissFlow Y – – –

QuickFlow Y – – (SalesForce)

Table 1 summarizes some of the characteristics of the tools at the time of
analysis. Since the use of an open source platform covering all the process, from
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development to monitoring, exposing a flexible ReST API to integrate easier with
existing software are the most important requisites the selected platform was
Camunda. The lack of the capability to simulate processes is overcome thanks
to the a great support of Javascript libraries that can be integrated with no
effort.

4 Case Study

4.1 Description of the Project

The case study was developed in an Austrian company that focuses on wind
power projects: some projects let the company produce electrical power by itself
in wind turbine farms, others are developed in cooperation with investors or
partners. They deal with operations and maintenance processes of wind turbine
farms. Wind farms are clusters of wind turbines that produce large amounts of
electricity. A wind farm usually has many turbines scattered over a large area:
a large wind farm may have several individual wind turbines and may cover an
area of hundreds of square miles.

Wind turbines surely present lots of challenges in relation to maintenance
and requires large investments. The challenge increase when wind turbines are
installed in remote locations. Harsh climate conditions are often present dur-
ing routine or planned inspections. Therefore, monitoring and diagnostics plays
an important role in competitive operation of wind farms (Power Engineering,
2018). Another characteristic of wind turbine is that inspections are required
several times a year and repairs often need to go up about 100 m in the air:
such elements require that wind turbine maintenance force should be specifi-
cally trained. Moreover, owners and maintenance service providers are conscious
that preventive maintenance is worthy more than corrective maintenance actions,
both from business continuity and from costs point of view. That is why consider-
able efforts are being made to forecast failures, minimize downtime and optimize
maintenance processes. As it was previously discussed, BPM allows modelling
and, through the analysis of bottlenecks, optimization of processes in order to
better meet the strategic goal of a company.

4.2 Process Re-engineering

The company has 92 relevant processes, classified into two maintenance pro-
cesses’ categories: Core processes, in which are considered technical activities,
and Support processes, related to organizational and financial activities. Within
them a subset of 39 processes were selected as they are the most frequently acti-
vated and because of their relevance also for other companies in the same busi-
ness sector. Using the same criteria other ten maintenance related core-processes
were implemented in order to guarantee better maintenance performance. An
asset and operation management tool for wind farms becomes essential for
organizing work, keeping track of data and information and sharing them with
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actors involved. For example, in the process Budgeting a supervisor (financing/-
controlling) of the process needs to receive some additional information before
going on with next task. In this case, the supervisor has to do two actions (Fig. 2):
(1) Perform a send task to ask for additional data, or (2) to receive data from
the financial controller of the process.

Fig. 2. Collaboration between actors of a process

Fig. 3. Process simplification: red elements are deleted and purple are added (color
figure online)

Considering the BPMN 2.0 standard it was found that some elements of
the company’s processes are used incorrectly or that some flows are too much
complex. A first revision of the modelled processes allowed to increase the general
comprehension of process workflows, by the company. In particular, it consisted
in the elimination of not-added value tasks through the reduction of bureaucracy
and elimination of duplicated tasks, the use of a simpler language to identify
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tasks, and the implementation of an Asset Management System, in order to
obtain activities standardization, task automation (when it was possible), tracing
and tracking of maintenance actions, more efficient maintenance scheduling plans
and, thus, generating reduction in time for executing a task and also in asset
downtime. Moreover, to follow the correct logic of BPMN 2.0:

• The use of send and receive task was corrected;
• Some End event were added to complete some workflows;
• Some Intermediate events instead of useless tasks were introduced in order

to simplify some process (Fig. 3);
• Some script tasks were modified into normal tasks (because scripts will be

added in a future phase);
• The use of gateway was corrected and useless ones were eliminated (Fig. 4):

Fig. 4. Correction of the flow sequence using gateways

Furthermore, some specific processes were deleted as stand-alone processes
and they were incorporated within other ones, by producing a unique layout
representing the whole activity without missing any essential information and
better visualizing interactions through inputs and outputs (Fig. 5).

This process synthesis generated a total incorporation of 7 process into other
ones, thus further reducing to 26 processes out of 39. Let us note, the presence
of swim lanes that in the BPMN 2.0 standard are used mostly to enable the
collaboration between core and supporting elements of the processes, and that
was used in the case study to create an interaction between pools and collapsed
pools inside the processes.

The company used the interaction between actors also to support the BPM
system in communications with the ticket system, e.g. if a user wants to create
a ticket while performing a part of a process, it can send a message to the
ticket system for opening a ticket. Thanks to the BPM system, that will be
implemented in the asset management system, this use of send/receive tasks
is no more necessary (Fig. 6a) but it requires just a simple task in the asset
management system (Fig. 6b). In this way, there is a reduction of about 70
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Fig. 5. Audit synthesis

Fig. 6. Ticket system
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message flows due to ticket system implemented on the BPM system in the
asset management system.

These relevant processes were subjected to a deep revision in order to opti-
mize elements and workflows and simplify them. Such a revision allowed to
eliminate from the processes 26 phases and 106 transitions that was useless,
obtaining more efficacy and efficiency in process workflow and improving the
general performances of the maintenance processes.

In the third step of revision some of the processes were split into two or
more sub-processes in order to easily implement them into the BPM system,
thus generating 31 processes.

In the fourth step some maintenance processes were added to manage some
aspects that are relevant for the specific business but that never were imple-
mented by the company. In particular, the following topics that were not previ-
ously covered, were introduced in specific processes:

1. Planning ordinary maintenance’s intervention (Fig. 7a);
2. Human resources management
3. Warehouse management with spare parts and consumables;
4. Personnel qualification management to meet normative requirements;
5. Corrective maintenance management (ticket opening) (Fig. 7b);
6. Predictive maintenance management (specifically inspections) (Fig. 7c);
7. Asset status management
8. Service level management
9. Maintenance on the field

10. Logistics management

4.3 Key Performance Indicators

The Key Performance Indicators are useful to control and eventually improve
utilization of technical assets. Regarding wind power, the competitiveness is
increasing together with the reduction the cost of electricity.

The section in which KPIs have the biggest role is surely the wind turbine
maintenance and the most influencing factors are certainly economical, technical
and organizational. Maintenance performance indicators reflect achievement and
progresses in meeting a goal; clearly, the greater is the installed capacity the
higher are Operational and Maintenance costs.

In measuring maintenance performances, the focus in not only on good main-
tenance work, but also on capability of maintenance activities in removing risk of
failures from plant. This requires a mix of lagging and leading indicators in order
to obtain a clear understanding of what is happening to performance of physical
assets through maintenance activities. To better understand what it means it is
of worthy to understand the meaning of lagging and leading indicators.

Leading indicators measure performance before the maintenance process
results starts to follow a particular trend and monitor if maintenance activities
are producing good results in a long-term period. An example Preventive Main-
tenance (PM) Completion Rate: a low completion rate for PM would generate
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Fig. 7. Example of new processes

an increasing in asset maintenance work while a high completion rate means that
asset preventive maintenance request is correctly being completed and, probably,
future corrective maintenance requests will be reduced. Another example is the
Outage Schedule Compliance an important metric to track future maintenance
work because it allows to measure deferred asset maintenance, resulting in an
increased risks and likelihood that asset performance will decrease at a future
time, leading to lower capacity, increased downtime, and greater expenses.
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Lagging indicators use historic data to obtain a measure to confirm coher-
ence with long-term performance trends; they are used to determine how well a
process performs.

In order to increase maintenance performance, both internal and external
factors of a company should be considered as complex activities. Therefore is
essential to assess, control, measure and compare performances. The KPIs in
technical standards (specifically UNI EN 15341: 2007) can be grouped into three
categories: economical (E, 21 KPIs), technical (T, 21 KPIs) and organizational
(O, 26 KPIs). Table 2 shows the selected kpis that allow the company to calculate
the performances of the related processes.

Table 2. Selected KPIs and related processes

Name Definition

E1 Total maintenance costs / Asset, replacement value

E3 Total maintenance cost / Quantity of output

T1 Total operating time / (Total operating time + Maintenance downtime)

T8 Downtime due to Preventive maintenance / Total Maintenance downtime

O1 No. of internal maintenance personnel / Total internal employees

O2 No. of indirect maintenan. personnel / No. of internal maintenance personnel

O3 No. of indirect maintenance personnel / No. of direct maintenance personnel

O16 Corrective maintenance man-hours / Total maintenance man-hours

O18 Preventive maintenance man-hours / Total maintenance man-hours

O22 Work orders performed as scheduled / Total scheduled work orders

Type Processes

E1 01; 02; 03; 04; 05; 06; 07; 09; 10

E3 01; 02; 03; 05; 06; 07; 08; 09; 10

T1 01; 05; 06; 07; 08; 09

T8 06; 09

O1 01; 02; 05; 06; 09

O2 01; 02; 05; 06; 09

O3 01; 02; 05; 06; 09

O16 01; 05; 06; 09

O18 01; 05; 06; 09

O22 01; 02; 05; 09

5 Conclusions

This paper discusses all the development stages applied to a specific case: it
presents the criteria adopted by the company to select the BPMN tool, then,
it presents the analysis of the company’s original processes, finally, it shows the
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implementation discussing some of the most important processes. The compari-
son of different tools lead us to define a set of criteria to compare the platforms
taking into account both the literature and the specific needs typical of the
company’s characteristics.

This study gives a contribute to the state-of-the-art analysis of iBPMs in
the specific area of the companies working in Green Energy production busi-
ness. This paper aims at highlighting the effectiveness of iBPM in the context of
Wind Farm productions holding peculiar features as very large and distributed
production area, difficulty to reach the production units, very high cost of the
spare parts, and also human and technological factors as weather conditions,
personnel availability and events such as logistics, administrative or technical.
All factors and features can change in an unpredictable way the process per-
formances. Although in literature it is possible to find BPMN applications and
examples, no discussion about the use of BPMN 2.0 into asset management
tools of Wind Production Farms for efficiently control exists, at least not to
our knowledge. The study provides a practical examples of BPMN use to effi-
ciently monitor and share information among all actors involved in the context
of Energy production. More specifically, the paper deeply discusses the matter
of maintenance management of wind turbines.

The introduction of BPMN 2.0 into asset management tools, according to the
presented case study, increased the knowledge management and allowed them to
implement a system of KPIs that can be extended to physical assets’ manage-
ment of industrial plants. Moreover, the Energy production management, mainly
from Wind, today stands at the heart of industrial and public attention and this
paper aim at providing a contribute to make more efficient the process regard-
less from specific country or regional peculiarities. The developed BPM system
allows us the definition and execution of management processes within renewable
energy power plant, simplifying relations among company functions, introduc-
ing standard activities for each process, assigning tasks to users, eliminating non
added value phases thus providing an overall reduction of downtime of wind tur-
bines, procurement optimisation due to higher efficiency in warehousing, human
resources management, maintenance cost reduction.

Further research regards the definition of specific metrics mainly to obtain
real time monitoring and the analysis of the data coming from reports. In order
to further reduce the maintenance costs, the use of Artificial Intelligent (AI)
methodologies to analyze the massive amount of data will allows to perform
predictive analysis to better anticipate, for instance, failures, production’s peaks,
weather forecast.

References

1. The Institute of Asset Management: IAM asset management maturity guide v1.1.
Technical report, The Institute of Asset Management, June 2016. http://www.
theiam.org/

http://www.theiam.org/
http://www.theiam.org/


114 V. Carchiolo et al.

2. Trapani, N., Macchi, M., Fumagalli, L.: Risk driven engineering of prognos-
tics and health management systems in manufacturing. IFAC-PapersOnLine
48(3), 995–1000 (2015). http://www.sciencedirect.com/science/article/pii/
S2405896315004528. 15th IFAC Symposium on Information Control Problems in
Manufacturing. https://doi.org/10.1016/j.ifacol.2015.06.213

3. Reliabilityweb.com: Research report on asset management practices, investments
and challenges 2014–2019. Technical report (2015). https://reliabilityweb.com/
articles/entry/asset management practices investments and challenges 2014-
2019/. Accessed 10 May 2019

4. Allweyer, T.: BPMN 2.0: Introduction to the Standard for Business Pro-
cess Modeling. Books on Demand (2016). https://books.google.it/books?
id=sowaDAAAQBAJ

5. Gabryelczyk, R.: Exploring BPM adoption factors: insights into literature and
experts knowledge. In: Ziemba, E. (ed.) AITM/ISM -2018. LNBIP, vol. 346, pp.
155–175. Springer, Cham (2019). https://doi.org/10.1007/978-3-030-15154-6 9

6. Ciaramella, A., Cimino, M.G., Lazzerini, B., Marcelloni, F.: Using BPMN and
tracing for rapid business process prototyping environments, pp. 206–212 (2009).
https://doi.org/10.5220/0002005002060212

7. Jasiulewicz-Kaczmarek, M., Waszkowski, R., Piechowski, M., Wyczó�lkowski, R.:
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Abstract. Information spreading within social networks and techniques
related to viral marketing has begun to attract more interest of online
marketers. While much of the prior research focuses on increasing the
coverage of the viral marketing campaign, in real-life applications also
other campaign goals and limitations need to be considered, such as lim-
ited time or budget, or assumed dynamics of the process. This paper
presents a multi-criteria approach to planning of information spread-
ing processes, with focus on the campaign initialization with the use of
sequential seeding. A framework and example set of criteria was pro-
posed for evaluation of viral marketing campaign strategies. The initial
results showed that an increase of the count of seeding iterations and
the interval between them increases the achieved coverage at the cost
of increased process duration, yet without the need to increase seeding
fraction or to provide incentives for increased propagation probability.

Keywords: Social networks · Complex networks · Viral marketing
campaign planning · Viral marketing campaign evaluation · MCDA ·
TOPSIS · Sequential seeding

1 Introduction

Social media platforms have evolved from early stage technical systems to widely
used online platforms with integrated mechanics of their users’ interactions close
to the real world [1–3]. Marketers have turned their focus on social networks
due to the fact that the trust users give to their fellow users result in better
information propagation than traditional marketing communication methods.
This, in turn, results in possibility to obtain high information coverage in the
network with relatively slow advertising budgets, which apart from theoretical
studies, was presented for real viral campaigns [4–6].
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The up-to-date research focuses on increasing coverage [7], information
spreading processes dynamics [8,9] and coverage prediction [10]. The informa-
tion spreading processes are studied on complex networks of static and dynamic
nature [11–13]. Moreover, there is research on modifying the structure of the
network to increase the coverage [14–16].

Researchers can base their studies on real network models, which can be
obtained from numerous network repositories. However, the availability of real
network models is limited, sometimes outdated, or the information about the
network nodes is limited. Therefore, oftentimes theoretic models are used to
produce synthetic networks for research. These networks are parametrised, which
allows to focus the research efforts on particular characteristics of the network.
The theoretical models used most often are Barabasi-Albert [17], Watts-Strogatz
[18] and Erdos-Renyi [19]. Moreover, a prior research exists based on samples
and partially observed networks [20,21].

Viral marketing campaigns, from practical point of view, are often based on
various strategies to achieve the assumed campaign goals. Although the majority
of research in this field focuses on maximising the number of nodes infected in the
network (i.e. increasing coverage), the actual goals and means of the marketer
might vary [22]. Whilst full network coverage with the information would be an
ideal outcome of the campaign, the limited campaign budget and time might
render such outcome unfeasible. Different marketing campaign strategy would
be selected for obtaining immense count of potential clients in short period of
time, and different when the marketer aims at slow yet steady development of
the customer base [23]. For these reasons, tools for planning and evaluating viral
marketing campaigns are needed [24]. Approaches based on multi-criteria deci-
sion analysis (MCDA) methods proved to be useful for assessing which strategy,
based on what parameters’ values, would best accomplish the goals of particular
campaigns [25,26].

The authors’ prior research studied the possibility to reduce the computa-
tional complexity of viral marketing campaign planning with the use of theo-
retical models and network samples. Moreover, it was demonstrated in [27] that
re-initialising the campaign multiple times for yet-uninfected initial nodes (seeds)
allows to increase the final coverage compared to the traditional approach at the
cost of increasing duration of the process, compared to the traditional one-off
approaches. Whilst such innovative approach would not be satisfactory for cam-
paign goals focused on achieving high coverage within shortest possible time
span, it can bring promising effects for campaign goals focused on maximizing
coverage or extending the duration of the company’s appearance in the social
media. Therefore, in this paper, the authors have extended the parameters’ set
from [28] with the criteria of count of seeding iterations and the interval between
them.

This paper consists of five main sections. After this introduction, a litera-
ture review is presented in Sect. 2, followed by the methodological framework in
Sect. 3. Section 4 presents the empirical study of the proposed framework and
discusses the obtained results. Eventually, the conclusions and possible future
works are presented in Sect. 5.
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2 Literature Review

Social media platforms collect information on user behaviour and social rela-
tions in order to better address marketing campaigns. Social networks can be
used as a tool using social influence mechanisms [29,30] to spread information
among acquaintances and, in next hops, their acquaintances and so on. Social
networks have been used in parliament elections in Poland [31] or presidential
elections in USA [32]. Due to its complex nature, the research on information
propagation in complex networks is based on interdisciplinary efforts from fields
such as sociology, computer studies, physics and management, based on various
theoretical and practical foundations and goals [33].

In order to profoundly study the processes of information diffusion in complex
networks, often theoretic models and sample real networks are used and imple-
mented in agent-based environments. The methodological background is often
based on models such as SIR and SIS, invented in order to study epidemics [34].
The diffusion process is often verified from the microscopic level with the use of
linear threshold [30] and independent cascades [35,36] models.

The majority of research on information propagation in complex networks is
founded on the selection of the initial clients in the form of seeds. These clients
are provided with product samples or other marketing materials with a hope
that they will pass the information about the product to their acquaintances
in the network [7]. This problem is NP-hard, but some greedy solutions exist,
which provide relatively good results, but at high computational cost [35]. More
practical solutions are based on heuristic approaches, where the seeds are selected
based on centrality measures such as degree, betweenness, page rank, eigenvector
or closeness [37].

Moreover, the knowledge about information propagation in given network
can be collected and reused in that network for improving the characteristics of
the information propagation process. The literature review resulted in finding
some adaptive approaches [38], spreading the seeds over time in order to better
use the natural information diffusion process [39], voting mechanics [40] or k-shell
based approach [41].

On the other hand, there are approaches which instead of focusing on the ini-
tial seeds, try to increase the incentives provided to the network users in order to
motivate the subsequent users on the information propagation process to pass the
information further in the network (increasing the propagation probability) [42].

The authors’ prior study showed that viral marketing campaigns can be
planned with the use of significantly smaller theoretical models. Although the
used synthetic networks were much smaller and less computationally complex,
the correlation coefficient of the results on the synthetic network and the real
network exceeded the value of 0.9. The literature review shows that the viral
campaign strategy evaluation criteria utilised in [28] can be further extended
with sequential seeding [43]. More than a single seeding iteration can occur.
Moreover, the seeding iterations can either follow each other without breaks, or
be dispersed over the campaign with a specified interval. This, in turn, states
an interesting research question, if extending the decision model for selection of
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viral marketing campaign strategies with these new parameters would allow for
better adjustment of the campaign to the marketers’ needs.

3 Research Methodology

Viral marketing campaigns can be based on various strategy. During the cam-
paign planning stage, decisions need to be made regarding the fraction of the
nodes that need to be initially infected (seeds), how these nodes should be
selected, what incentives should be provided to the network members to increase
the information propagation probability, to name just a few. The values of the
aforementioned parameters are adjusted based on the overall goals of the planned
campaign. Certainly, different campaign efficiency metrics would be expected
when maximal coverage is desired, than when the campaign ordering party is
most focused on making the campaign last as long as possible.

Mappings of real networks, as well as theoretical models having structure
similar to the real networks, allow researchers to use tools such as the indepen-
dent cascades model in order to evaluate various campaign strategies prior to
the actual campaign execution and to choose the one which best accommodates
the campaign goals. Nonetheless, evaluations based on the real network mod-
els are complex computationally. Accordingly, it is often worth to conduct the
study and simulations on significantly smaller (e.g. 10%, 30%, 50% of the real
network’s size) theoretical models. Despite their reduced size, the theoretical
models maintain the characteristics of the real network. In the proposed app-
roach (see Fig. 1), multiple theoretical networks are generated based on various
configurations of the models’ parameters, followed by the selection of the model
most similar to the real network with the use of the Kullback-Leibler divergence
(KLD) metric.

In the proposed approach, simulations are then computed for various cam-
paign strategies, based on multiple parameters. In this research, the authors
suggest a set of 5 input parameters for the simulations:

Par1 – seeding fraction
The fraction of the total nodes that are selected to be originally provided
with the information to further spread.

Par2 – propagation probability
The assumed probability of passing information from one infected node to
other non-infected nodes. The level of the propagation probability can be
adjusted by providing incentives to the users to pass the information.

Par3 – seeding iterations’ count
In the original research [28], a single seeding was performed only to bootstrap
the information propagation process. Based on the initial successes obtained
in [28], the authors have decided to extend the original model with sequential
seeding procedures. This parameter specifies how many times, in total, the
information will be input to the network (including both the initial seeding
and subsequent ones).
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Fig. 1. Conceptual framework of the proposed approach

Par4 – seeding iteration’s interval
The initial seeding is always performed in the first iteration. If there are more
than a single seeding iteration (see Par3), Par4 specifies what is the interval
between each reseeding procedures in the network.

Par5 – measure used to rank nodes
The nodes selected for the initial seeding of information are not selected
randomly. First they are ordered by a chosen metric and then the top ones
are selected. Each possible metric is characterized by a specific computational
cost.

Afterwards, the simulations are being computed and the results are saved.
Consequently, two performance parameters are obtained:

Eff6 – iteration of last infection
This represents the moment in simulation when the last infection happened,
i.e. when the information propagation process died out. The value of this
parameter is at least 1 + (Par3 − 1) × Par4.

Eff7 – total coverage
This is the total coverage achieved by the simulations for a strategy based on
the Par1–Par5 parameters, i.e. the ratio of infected nodes to the total nodes.

Last, but not least, after the simulations are concluded and efficiency param-
eters for all campaign strategies are collected, all gathered information is used
to build a decision matrix for the strategies’ evaluation.

The procedure of evaluation of the viral campaign strategies requires to
consider multiple criteria Par1–Eff7, some of which are conflicting with each
other. Depending on the campaign goals, the importance (weight) assigned by
the deciding party to each of the criteria might be different. Both weights and
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the actual values of the parameters Par1–Eff7 can be expressed on a quantita-
tive scale. Moreover, because the evaluation is based on a complete set of sim-
ulations, the problem of uncertainty of data is eliminated here. Eventually, the
ultimate goal of the evaluation is to rank all the possible strategies and choose
the best one. Due to the said reasons, the authors, using the generalised frame-
work for MCDA methods’ selection [44,45], have decided to use the TOPSIS
method for evaluating the viral marketing campaign strategies in the proposed
approach.

4 Empirical Study

The proposed framework can be used to evaluate viral marketing campaign
strategies on real networks, as well as to plan campaigns on considerably smaller
synthetic networks. During the empirical study, first such real network campaign
strategy evaluation was performed, followed by planning a strategy for social
network viral marketing campaign based on two separate goals. Eventually, the
effect of Par4 and Par5 parameters on the strategies was studied.

4.1 Evaluation of Viral Marketing Campaign Strategies on a Real
Network

The evaluation of real network viral marketing campaign strategies was based
on the Gnutella network [46], precisely its snapshot from 2002. The network
contains 8846 nodes and 31839 edges. Its metrics are presented in Table 1.

In order to ascertain repeatability of the study regardless of the chosen
parameters, ten information propagation scenarios were prepared for the net-
work. For each edge between each two nodes a random value was drawn in
such scenarios, which subsequently, during the simulations, was used to decide
whether or not the infection passed from one node to the other.

A total of 91000 simulations was performed, based on the parameters’ values
presented in Table 2.

Table 1. The metrics of the real network [46]

Metric Symbol Value

Total degree D 7.1985

Closeness C 1.587441e−07

Page rank PR 0.0001130454

Eigen vector EV 0.01602488

Clustering coefficient CC 0.0001130838

Betweenness B 19104.87



122 A. Karczmarczyk et al.

Table 2. Simulation parameters

Criterion Values

Par1 0.01, 0.02, 0.03, 0.04, 0.05

Par2 0.1, 0.2, 0.3, 0.4, 0.5

Par3 1, 2, 3, 4, 5, 6, 7, 8, 9, 10

Par4 1, 2, 3, 4, 5, 6, 7, 8, 9, 10

Par5 degree (1), closeness (2), EV centrality (3), betweenness (4)

Next, the Eff6 and Eff7 parameter values were computed and the decision
matrix for the TOPSIS method was built, containing 9100 strategy alternatives
(A1 − A9100). For the evaluation, each of the 7 criteria were given an equal
importance weight. The assumed goal of the campaign was to cover as much of
the network as possible within fastest possible time and with minimum possible
costs. Therefore, the impact of Par1–Eff6 criteria on the strategy score was
negative and the Eff7 impact was positive. The top 20 strategies are presented
along with their scores in Table 3. The analysis of the table shows that most
of the winning strategies were based on a very low value of Par1 (0.01–0.02),
low values of Par2 (≤0.3). Regarding Par5, only degree and closeness measures
can be found on the top 20 strategies’ list, however degree is the measure used
in the top-scored alternatives. Because one of the goals of the campaign was to
minimize the campaign duration, Par3 and Par4 tend to have low values (≤3).
The leading strategy A367 obtained the coverage value of 0.5174 within 14.4
iterations, whereas the runner-up alternative A731 resulted in higher coverage
and shorter duration, however the propagation probability was higher, which
potentially could lead to higher costs.

4.2 Selection of Synthetic Networks

The proposed MCDA approach allows to successfully evaluate multiple viral
marketing campaign strategies conducted over a real network, as it was presented
above. Nevertheless, simulations over real networks, characterised by multitude
of nodes and edges, require significant computational power. Moreover, the full
real network mapping might not always be available. However, it is possible
to perform simulations on considerably smaller yet accurate synthetic networks
before executing the campaign on the real network.

In the subsequent part of the empirical research, the authors used synthetic
networks of 50% size of the real network to perform the simulations and plan a
potential campaign on the real network. The results were then compared to the
ranking obtained for the real network.
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Table 3. Top 20 strategies for the real network

Rank Alternative Score Par1 Par2 Par3 Par4 Par5 Eff6 Eff7

1 A367 0.8454657 0.01 0.2 1 1 1 14.4 0.517386389

2 A731 0.844435 0.01 0.3 1 1 1 9.5 0.683404929

3 A371 0.8391214 0.01 0.2 2 1 1 14.7 0.517386389

4 A735 0.8386404 0.01 0.3 2 1 1 9.8 0.683404929

5 A739 0.8326058 0.01 0.3 2 2 1 9.8 0.683404929

6 A375 0.8323418 0.01 0.2 2 2 1 14.9 0.517397694

7 A2187 0.8320079 0.02 0.2 1 1 1 13.2 0.518923807

8 A2551 0.8298695 0.02 0.3 1 1 1 8.6 0.683563192

9 A775 0.8268715 0.01 0.3 3 1 1 10 0.683404929

10 A411 0.8261902 0.01 0.2 3 1 1 15.1 0.517386389

11 A2191 0.8253991 0.02 0.2 2 1 1 13.7 0.518923807

12 A2555 0.8238216 0.02 0.3 2 1 1 9.2 0.683563192

13 A366 0.8237788 0.01 0.2 1 1 2 14.2 0.517635089

14 A730 0.8233488 0.01 0.3 1 1 2 9.4 0.683495365

15 A779 0.8209285 0.01 0.3 3 2 1 10 0.683563192

16 A415 0.8200903 0.01 0.2 3 2 1 15.1 0.517895094

17 A743 0.8200089 0.01 0.3 2 3 1 9.8 0.683529279

18 A379 0.8193105 0.01 0.2 2 3 1 14.9 0.51786118

19 A2195 0.8189998 0.02 0.2 2 2 1 13.8 0.519262944

20 A734 0.8176981 0.01 0.3 2 1 2 9.7 0.683495365

A set of 15 synthetic networks was generated based on 3 theoretic models
with 5 sets of parameters each:

1. BA – number of edges m to add in each step equal to 1, 2, ..., 5;
2. WS – the neighborhood within which the vertices of the lattice will be con-

nected equal to 1, 2, ..., 5;
3. ER – number of edges equal to the number of nodes multiplied by 1, 2, ..., 5.

Kullback-Leibler divergence (KLD) measure was used in order to avoid arbi-
trary selection of the theoretic model network. Based on the KLD measure of the
degree distribution of each of the generated networks with the real network, the
network BA-4423-5 was selected, i.e. Barabasi-Albert model with 50% nodes of
the real network and m = 5. The network characteristics and ints KLD measure
value are presented in Table 4.
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Table 4. Kullback-Leibler divergence measure for the selected synthetic network

Edges to add Num of nodes Num of edges Perc. of edges KLD

5 4423 22100 0.694117278% 0.000521317

4.3 Planning of the Viral Marketing Campaign Strategies

Two opposite campaign goals were studied during this part of the empirical
study: maximization of coverage within smallest possible time, and maximization
of coverage and process duration.

Maximization of Coverage and Minimization of Duration. For the evalu-
ation, each of the 7 criteria were given an equal importance weight. The assumed
impact on the strategy score of Par1–Eff6 criteria was negative and the Eff7
impact was positive. The top 20 strategies are presented along with their scores
in Table 5.

Similarly to the evaluation of strategies for the real-network, also in case of
the synthetic network the top strategies were based on a very low value of the
Par1 parameter (0.01–0.02), low values of the Par2 parameter (0.2–0.3). The
winning strategies were based on the degree and closeness centrality measures.
The coverage for the first 9 strategies is almost equal, i.e. 0.7026 and the duration
oscillates around 11 s. The strategy A1936, ranked 9, is based on splitting the
seeding process into two steps, in the first and fourth iteration of the process.
This results in an equal coverage to the winning strategy, and the duration
averagely extended by 0.1 s.

It is important to note, that the above-mentioned ranking was generated for
equal weights of all criteria. In order how the weights of individual criteria affect
the final rankings, a sensitivity analysis was performed. However, for the reasons
of readability, the sensitivity analysis was limited to the top 20 strategies. The
results of the analysis are presented on Fig. 2 for the evaluation scores and Fig. 3
for the evaluation ranks.

The analysis of Fig. 2 allows to see how the scores of each strategy are affected
by the increase of weight of each criteria. For example, it can be observed that
the leading alternative A1914 is supported by criteria Par1, Par3, Par4, Par5 and
Eff6, i.e. its score raises along with the raise of the importance of each of these
criteria. On the other hand, if more importance was given to the Par2 or Eff7
criteria, the score of strategy A1914 would decrease. The CCi sensitivity chart
allows also to see how much each criterion supports or conflicts each alternative.
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Table 5. Top 20 strategies for the synthetic network for maximum coverage and min-
imum duration

Rank Strategy Score Par1 Par2 Par3 Par4 Par5 Eff6 Eff7

1 A1914 0.8776064 0.01 0.2 1 1 1 11.2 0.702645263

2 A1918 0.871181 0.01 0.2 2 1 1 11.3 0.702645263

3 A1922 0.8643984 0.01 0.2 2 2 1 11.3 0.702645263

4 A1940 0.8596561 0.02 0.2 1 1 1 10.7 0.702645263

5 A1929 0.8567826 0.01 0.2 3 1 1 11.4 0.702645263

6 A1943 0.8531567 0.02 0.2 2 1 1 11 0.702645263

7 A1913 0.8513274 0.01 0.2 1 1 2 11.3 0.702645263

8 A1973 0.8507025 0.01 0.2 3 2 1 11.3 0.703640063

9 A1926 0.8489333 0.01 0.2 2 3 1 11.4 0.702645263

10 A3825 0.8464421 0.01 0.3 1 1 1 8.3 0.888175447

11 A1946 0.8462135 0.02 0.2 2 2 1 11.2 0.702645263

12 A1917 0.8456965 0.01 0.2 2 1 2 11.3 0.702645263

13 A3829 0.8408425 0.01 0.3 2 1 1 8.6 0.888175447

14 A1949 0.8395764 0.02 0.2 3 1 1 11.3 0.702645263

15 A1921 0.8394273 0.01 0.2 2 2 2 11.3 0.702645263

16 A2071 0.8384225 0.01 0.2 3 3 1 10.8 0.709586254

17 A1933 0.8363776 0.01 0.2 4 1 1 11.8 0.702645263

18 A1939 0.8357937 0.02 0.2 1 1 2 10.7 0.702645263

19 A3833 0.8350406 0.01 0.3 2 2 1 8.6 0.888175447

20 A2020 0.8347077 0.02 0.2 3 2 1 10.8 0.70594619

For example, Fig. 2C shows that the increase of weight of Par3 decreases the
score of both strategies A1933 and A2020. If the weights of all criteria are equal,
the strategy A1933 is ranked 17 and A2020 is ranked 20. However, the raise of
importance of criterion Par3 affects the strategy A1933 more than A2020, and
in case of a 10% increase of the importance of Par3, the rank of strategy A1933
drop below the rank of strategy A2020.

On the other hand, Fig. 3 allows to easily track how the ranks of the strategies
change along with changes of weights of individual criteria. It can be clearly
observed that the rank of the leading strategy A1914 is very stable and only
considerable changes of Eff7 criterion weight can result in change of its rank
from 1 to 9 (see Fig. 3G). Furthermore, Fig. 3A and E show that in case of
considerable changes of weights of criteria Par1 and Par5, the strategies from
the bottom of the top-20 list would be replaced by strategies previously outside
of the top-20 list.
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Fig. 2. Sensitivity analysis for the CCi values fot the top 20 strategies for the synthetic
network scenario maximizing coverage and minimizing duration

Fig. 3. Sensitivity analysis for the ranks of the top 20 strategies for the synthetic
network scenario maximizing coverage and minimizing duration

Maximization of Coverage and Duration. For this scenario, the assumed
impact of Par1–Par3 criteria was negative and the Par4–Eff7 impact was positive.
Similarly as in the previous experiment, each of the 7 criteria were given an equal
importance weight. The top 20 strategies are presented along with their scores
in Table 6.

When Table 6 is analysed, it can be observed that the average values of the
Par1, Par2, Par5 and Eff7 criteria are very similar for the top 20 alternatives
in both scenarios. However, a considerable difference in average values can be
observed for Par3, Par4 and Eff6 (see Table 7). While in case of the first scenario,
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Table 6. Top 20 strategies for the synthetic network for maximum coverage and max-
imum duration

Rank Strategy Score Par1 Par2 Par3 Par4 Par5 Eff6 Eff7

1 A2450 0.8872772 0.01 0.2 10 10 1 92.4 0.72233778

2 A2956 0.8714643 0.02 0.2 10 10 1 93.3 0.741419851

3 A2441 0.8604204 0.01 0.2 10 10 2 92.9 0.722156907

4 A2449 0.8566093 0.01 0.2 10 9 1 83.4 0.722292562

5 A2489 0.8533866 0.01 0.2 9 10 1 82.3 0.723965634

6 A4346 0.8468385 0.01 0.3 10 10 1 91.9 0.900474791

7 A2942 0.8455437 0.02 0.2 10 10 2 92.7 0.741058105

8 A2953 0.8443063 0.02 0.2 10 9 1 84.3 0.741397242

9 A2937 0.841499 0.02 0.2 9 10 1 83.3 0.740854624

10 A2437 0.8341213 0.01 0.2 10 9 2 83.9 0.722111689

11 A2487 0.8323953 0.01 0.2 9 10 2 83.1 0.723943025

12 A4822 0.8322019 0.02 0.3 10 10 1 92 0.913361972

13 A3307 0.8297117 0.03 0.2 10 10 1 92.5 0.754171377

14 A4330 0.8263723 0.01 0.3 10 10 2 92 0.900180873

15 A4345 0.8210995 0.01 0.3 10 9 1 82.9 0.900474791

16 A2940 0.8192291 0.02 0.2 10 9 2 83.7 0.740922451

17 A390 0.8187792 0.01 0.1 10 10 1 94.3 0.300836536

18 A4382 0.818645 0.01 0.3 9 10 1 81.9 0.901560027

19 A2931 0.8169775 0.02 0.2 9 10 2 82.8 0.740741578

20 A922 0.8135993 0.02 0.1 10 10 1 95.4 0.332240561

the average duration of the campaign (Eff6) was little lower than 11 iterations, in
case of the second scenario the average duration was over 88 iterations. However,
at the same time, the average coverage (Eff7) for the top 20 strategies for both
scenarios was almost the same. In case of the second scenario, the strategies
tended to be based on multiple seeding stages (Par3, averagely 9.75 compared
to 2.1 in the first scenario) with long intervals between them (Par4, averagely
9.75, compared to 1.5 in the first scenario).

When the individual winning strategies are analysed in Table 6, it can be
observed that the top strategy A2450 was based on 0.01 seeding fraction, 0.2
propagation probability, 10 seeding iterations with 10 iterations interval and
degree used as the nodes’ selection measure. This resulted in averagely 92.4
iterations and 0.7223 coverage. The second-best strategy A2956 achieved slightly
longer duration and better coverage (93.3 and 0.7414 respectively), but it was
based on 0.02 seeding fraction, which potentially could lead to higher costs, which
would not be compensated by the aforementioned slight increase of coverage and
duration of the information spreading process.
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Table 7. Comparison of average values of Par1–Eff7 criteria values for the 20 top-
ranked alternatives based on synthetic network scenario (A) maximising coverage and
minimising duration; and (B) maximising coverage and duration

Par1 Par2 Par3 Par4 Par5 Eff6 Eff7

(A) Max-Min 0.0130 0.2150 2.1000 1.5000 1.2000 10.7800 0.7310

(B) Max-Max 0.0150 0.2150 9.7500 9.7500 1.3500 88.0500 0.7343

|A − B| 0.0020 0.0000 7.6500 8.2500 0.1500 77.2700 0.0033

Fig. 4. Sensitivity analysis for the CCi values fot the top 20 strategies for the synthetic
network scenario maximizing coverage and duration

Subsequently, a sensitivity analysis was performed. The obtained results are
presented on Figs. 4 and 5, however for readability, only the top 20 alternatives
are presented on the figures. The analysis of Figs. 4 and 5 allows to observe high
stability of the ranks of the leading alternatives. However, the further a strategy
is from the top of the ranking in terms of score, the less stable its rank is. This
is most clearly visible on Fig. 5B and G.

4.4 Study of Sequential Seeding on Information Propagation
Process

The empirical study was concluded by examination of the effect the two new cri-
teria Par3 and Par4, i.e. seeding iterations and interval between them, have on
the final coverage and information spreading process duration. Data from simu-
lations performed on the real network [46] was further aggregated and presented
on figures Figs. 6, 7 and 8.

The chart on Fig. 6 shows that along with increase of the count of seeding iter-
ations, both the average coverage and process duration increased. The average
duration growth can be approximated with a linear function y = 4.9113x+2.513
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Fig. 5. Sensitivity analysis for the ranks of the top 20 strategies for the synthetic
network scenario maximizing coverage and duration

with R2 = 0.9934, whereas the average coverage growth can be approximated
with logarithmic function y = 0.0144ln(x) + 0.5982 with R2 = 0.9831. Similar
increase of average coverage and average information spreading process dura-
tion can be observed when the interval between seeding iterations is increased
(see Fig. 7). The duration growth can be approximated with a linear function
y = 4.756x + 5.4968 with R2 = 0.9987, while the average coverage growth
can be approximated with logarithmic function y = 0.0109ln(x) + 0.6062 with
R2 = 0.9568.

Eventually, the simulation results were aggregated and grouped by seeding
iterations’ count and interval and ordered by both of these factors ascending.
The results are presented on Fig. 8. The labels on the X axis of the chart are
built of two components C:I, where C denotes the count of seeding iterations
and I denotes the interval between them. The visual analysis of this chart allows
to observe that the increase of the duration of the process is almost linear to the
interval between seeding iterations. This means, that the longer the interval, the
proportionally longer the process will last. In case of the average coverage, it can
be observed that immediate increase can be achieved if the interval between seed-
ing iterations is increased to 1–6. However, when the interval is increased over 6,
the further increase of coverage is only slight. This observation suggests that in
case of viral marketing campaign strategies oriented on coverage maximization
and process duration minimization it might be more beneficial to increase the
seeding iterations’ interval only to some extent.
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Fig. 6. Effect of seeding iterations’ count on coverage and information spreading pro-
cess duration

Fig. 7. Effect of seeding iterations’ interval on coverage and information spreading
process duration

Fig. 8. Effect of seeding iterations’ count and interval on coverage and information
spreading process duration

5 Conclusions

Social media networks have become very popular and 45% of the population are
active social media users. As a result, viral marketing campaigns in social net-
works began to bring better results than traditional online advertising. Marketers
are now investing more effort into seeding information into social networks and
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providing incentives to increase the willingness of the users to propagate infor-
mation further in the network. These increased efforts created a demand for
providing manners for campaign planning and evaluation. In recent research the
authors proposed a multi-criteria approach for such planning and evaluation.

In this paper, the authors have proposed extension of the multi-criteria app-
roach for viral marketing campaign strategy planning and evaluation, in which
strategies utilising sequential seeding are taken into account. This resulted in an
evaluation framework containing five parametric criteria and two effectiveness
criteria.

The authors’ contributions in this paper include:

• multi-criteria framework to planning information spreading processes focused
on their initialization with the use of sequential seeding;

• simulation engine for providing data for evaluation of viral marketing cam-
paign strategies performed on real and synthetic networks;

• an example set of criteria to choose a satisfactory viral marketing campaign
strategy according to the marketer’s goals, taking into account its costs,
dynamics, coverage, duration;

• the effect of increasing the count of seeding iterations and of increasing the
interval between seeding iterations on the coverage and information propaga-
tion process duration was studied.

In practical terms, the empirical study has shown that an increase of the
count of seeding iterations in the campaign can increase the achieved network
coverage at the cost of the campaign duration increase. Moreover, it was observed
that delaying the subsequent seeding iterations by several non-seeding iterations
increases the network coverage even more. However, for the studied real network,
best coverage increase was observed for 1–6 interval between seeding iterations,
and if the interval was increased even further, the effects were less outstanding.

This research has identified some possible areas of improvement and future
works. A detailed study of how the sequential seeding affects the process dura-
tion and coverage for various sets of other strategy parameters’ values could be
performed. Moreover, in this research, the seeds in subsequent seeding iterations
were chosen based on the original nodes ranking. Possibly, better results could be
achieved if the centrality measures for nodes’ selection were recalculated in each
subsequent seeding iteration. Last, but not least, the introduction of sequential
seeding into the viral marketing campaigns calls for studying temporal aspects
of the network status and its effect on information diffusion processes.
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19. Erdös, P., Rényi, A.: On random graphs I. Publicationes Mathematicae Debrecen
6, 290 (1959)

20. Onnela, J.P., Christakis, N.A.: Spreading paths in partially observed social net-
works. Phys. Rev. E 85, 036106 (2012). https://doi.org/10.1103/PhysRevE.85.
036106
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28. Karczmarczyk, A., Jankowsk, J., W ↪atróbski, J.: Multi-criteria approach to viral
marketing campaign planning in social networks, based on real networks, network
samples and synthetic networks. In: 2019 Federated Conference on Computer Sci-
ence and Information Systems (FedCSIS), pp. 663–673. IEEE (2019). https://doi.
org/10.15439/2019F199

29. Chen, W., Wang, Y., Yang, S.: Efficient influence maximization in social networks.
In: Proceedings of the 15th ACM SIGKDD International Conference on Knowledge
Discovery and Data Mining, KDD 2009, pp. 199–208. Association for Computing
Machinery, New York (2009). https://doi.org/10.1145/1557019.1557047

30. Chen, W., Yuan, Y., Zhang, L.: Scalable influence maximization in social networks
under the linear threshold model. In: 2010 IEEE International Conference on Data
Mining, pp. 88–97, December 2010. https://doi.org/10.1109/ICDM.2010.118

https://doi.org/10.1145/3341161.3344823
https://doi.org/10.1126/science.286.5439.509
https://doi.org/10.1038/30918
https://doi.org/10.1103/PhysRevE.85.036106
https://doi.org/10.1103/PhysRevE.85.036106
https://doi.org/10.1038/ncomms9860
https://doi.org/10.1108/IntR-09-2016-0271
https://doi.org/10.1108/IntR-09-2016-0271
https://doi.org/10.3390/su11123314
https://doi.org/10.1016/j.procs.2019.09.254
https://doi.org/10.1016/j.procs.2019.09.254
https://doi.org/10.1371/journal.pone.0209372
https://doi.org/10.1371/journal.pone.0209372
https://doi.org/10.1016/j.procs.2019.09.403
https://doi.org/10.1016/j.procs.2019.09.403
https://doi.org/10.3390/su10010015
https://doi.org/10.15439/2019F199
https://doi.org/10.15439/2019F199
https://doi.org/10.1145/1557019.1557047
https://doi.org/10.1109/ICDM.2010.118


134 A. Karczmarczyk et al.

31. Marcinkiewicz, K., Stegmaier, M.: The parliamentary election in Poland, october
2015. Elect. Stud. 41, 221–224 (2016). https://doi.org/10.1016/j.electstud.2016.
01.004

32. Enli, G.: Twitter as arena for the authentic outsider: exploring the social media
campaigns of trump and clinton in the 2016 US presidential election. Eur. J. Com-
mun. 32(1), 50–61 (2017). https://doi.org/10.1177/0267323116682802

33. Salehi, M., Sharma, R., Marzolla, M., Magnani, M., Siyari, P., Montesi, D.: Spread-
ing processes in multilayer networks. IEEE Trans. Netw. Sci. Eng. 2(2), 65–83
(2015). https://doi.org/10.1109/TNSE.2015.2425961

34. Kandhway, K., Kuri, J.: How to run a campaign: optimal control of SIS
and SIR information epidemics. Appl. Math. Comput. 231, 79–92
(2014). https://doi.org/10.1016/j.amc.2013.12.164. http://www.sciencedirect.
com/science/article/pii/S0096300314000022
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Abstract. As machine learning (ML) techniques and sensor technology continue
to gain importance, the data-driven perspective has become a relevant approach
for improving the quality of maintenance for machines and processes in indus-
trial environments. Our study provides an analytical literature review of existing
industrial maintenance strategies showing first that, among all extant approaches
to maintenance, each varying in terms of efficiency and complexity, predictive
maintenance best fits the needs of a highly competitive industry setup. Predic-
tive maintenance is an approach that allows maintenance actions to be based on
changes in the monitored parameters of the assets by using a variety of techniques
to study both live and historical information to learn prognostic data and make
accurate predictions. Moreover, we argue that, in any industrial setup, the quality
of maintenance improves when the applied data-driven techniques and methods
(i) have economic justifications and (ii) take into consideration the conformity
with the industry standards. Next, we consider ML to be a prediction methodol-
ogy, and we show that multimodal ML methods enhance industrial maintenance
with a critical component of intelligence: prediction. Based on the surveyed lit-
erature, we introduce taxonomies that cover relevant predictive models and their
corresponding data-driven maintenance techniques. Moreover, we investigate the
potential of multimodality for maintenance optimization, particularly the model-
agnostic data fusion methods. We show the progress made in the literature toward
the formalization of multimodal data fusion for industrial maintenance.

Keywords: Maintenance strategies · Predictive maintenance ·Multimodal
machine learning · Predictive models · Data fusion · CRISP_DM · Industrial
Data Space

1 Introduction

Aproper quality ofmaintenance is crucial in assuring both the desired quality of planning
for the service/production/distribution chain and the desired quality of the commodities
in any industry area. In the context of our research work, we investigate the optimization
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of maintenance quality. Among all the existing approaches to maintenance, varying in
terms of efficiency and complexity, predictive maintenance seems to fit the needs of a
highly competitive industry setup, as argued by [1]. Predictivemaintenance evolved from
condition-based maintenance, where decisions are based on evaluation of the machine
status through inspections and measurements.

Predictive maintenance allows maintenance actions to be based on changes in the
parameters of industrial assets, that are continuouslymonitored by sensors. Due to recent
advances in sensor technology, data communication, and computing, the ability to col-
lect significant volumes of heterogeneous, raw sensor data produced by industrial assets
under observation is exponentially increasing. Therefore, historical information about
normal and abnormal patterns and the related corrective actions employed during the
lifetime of an industrial asset is becoming available. Consequently, the capability of
forecasting failures based on aggregated live and historical data—i.e., the predictive
maintenance approach—is currently a relevant research topic with applicability in all
industrial fields and the research object of our analytical literature review. To deal with
such high-dimensional problems, predictive maintenance approaches must continuously
optimize themselves using a variety of techniques and prediction models that study both
live and historical information. This information is further used for learning prognostics
data and making accurate diagnostics and predictions, as presented by references [2–4].
Although the authors argue that the implementation of effective prognosis for mainte-
nance has a variety of benefits, including increased system safety, improved operational
reliability, reduced service times/repair failure times, and life cycle costs, the existing
literature does not inform us about the optimal methodologies to be used in practice for
the implementation of a particular maintenance scenario. Past works on predictive main-
tenance show that maintenance actions are performed by employing various prediction
models and modeling techniques by applying different perspectives; i.e., (i) knowledge-
based perspective with predictionmodels comprising expert systems and fuzzy logic; (ii)
data-based perspective with ANNs, stochastic and statistical models, respectively; and
(iii) hybrid prediction models encompassing a mixture of distinct methods for reaching
the same end goal: a higher maintenance quality.

Among statistical predictionmodels,machine learning (ML)methods are considered
the most suitable to deal with high dimensional and unstructured data, as argued by
[5, 6]. Moreover, multimodality is increasingly used byMLmethods for combining data
frommultiple, diversemodalities and sources to retrieve new insights from the combined
knowledge. There are a lot of previous works onmultimodality, as the topic dates back to
the 90s. Maintenance scenarios that implement multimodal ML methods for predictive
maintenance optimization purposes are defined by [2, 3, 6, 7].

However, to date, no standard or good practice recommendations for the fusion
and integration of multimodal data have emerged. Our research reviews the model-
agnostic data fusion techniques to find solutions for their optimal usage. We argue that
understanding the capabilities and challenges of existingmultimodal data fusionmethods
and techniques has the potential to deliver better data analysis tools across all domains,
including in the maintenance quality and management field of research.

Furthermore, we envision the problem of maintenance’s quality as a complex topic
with many complementary aspects: technical, economic, and the conformity with the
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mainstream industrial standards. The first aspect follows the classical optimization con-
cerns relative to maintenance costs by considering aspects related to maintenance invest-
ment costs and resulting benefits. Traditional approaches consider maintenance only as a
cost. However, maintenance activities have direct implications on production and quality
and, therefore, should be treated as an investment, as argued by [8]. Moreover, choosing
the appropriate timing for performing maintenance activities has economic justifica-
tions as explained by [9] in the description of the damage model. The damage model
recommends the use of maintenance actions only when clear evidence of the machine or
equipment status exists. It shows that, based on long-term historical data, it is possible
to adapt the predictive maintenance interval to the industrial item life cycle by fore-
casting the item’s wear and its impact on the production chain. Reference [9] explains
that the probability that an item will fail is high at the beginning of its operational
life in its burn-in period. During the burn-in period, the failure probability of an item
decreases continuously. During the item’s working period, the failure probability is low
and remains constant; therefore, predicting the item’s failure during the working period
is challenging. The probability of failure increases with the number of working hours,
so that, in the wear period, the probability for an item to fail is again high. Therefore,
as a good practice, [9] recommends performing maintenance actions during the wear
period of an item’s life cycle.

The second aspect thatwe believe influences the quality ofmaintenance is conformity
to industrial standards during the development life cycle of a maintenance product. Our
review of the literature shows that ad-hoc maintenance model development and imple-
mentations that do not comply with existing mainstream standards are problematic. This
situation leads to the absence of good practice recommendations or general solutions
in the development of maintenance products. We briefly review two existing industrial
standards for model development: Industrial Data Space [10] and Cross-Industry Stan-
dard Process for Data Mining (CRISP-DM) [11]. The CRISP-DM standard represents a
guideline to follow in the process of prototyping a learning model for maintenance pur-
poses. We shortly list the guideline steps: business understanding, data understanding,
data preparation, data fusion, model prototyping, model evaluation, and deployment.
On its turn, Industrial Data Space represents the solution to the actual problems raised
by the huge volume of heterogeneous data that needs to be handled in a standardized
way in the industrial setup. Among the expected benefits of any standard, we mention
knowledge sharing and (re)use, which help build complex operational models.

The technical aspect of maintenance quality is related to the set of decisions concern-
ing the appropriate techniques and methods that should be used for the development of
an operational and highly qualitative maintenance model. Our literature survey focuses
on analyzing the technical aspect, but further works are planned to consider its con-
nections with the economic aspect. To our knowledge, none of the reviewed research
works consider the conformity with industrial standards for model development and data
management and security. One of the main issues with actual maintenance techniques
and methods is precisely the absence of this holistic view in considering the problem
of the maintenance quality, as directly influenced by all of the above three mentioned
aspects; i.e., technical (data-driven oriented), economic (maintenance as a long-term
investment), and conformity with industrial standards.
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The rest of the paper is structured as follows: Sect. 2 describes the theoretical back-
groundof our paper, i.e., themaintenance taxonomyaccording to the terminologydefined
by both [12, 13] maintenance standards, and the multimodal MLmethods, as in [14, 15].
The description of the review process and the selection of the literature are presented
in Sect. 3. The findings and results of the investigated approaches are highlighted in
Sect. 4. Section 5 discusses the identified problems and further research challenges for
the reviewed topics. Finally, Sect. 6 concludes our review by outlining our approach and
planned future works.

2 Theoretical Background

2.1 Classification of Maintenance Approaches

The European recognized maintenance standards: DIN EN 13306 - Maintenance Ter-
minology [12] and DIN EN 31051 - Fundamentals of Maintenance [13], are defining
maintenance-related terminology and concepts. According to the DIN EN 31051 stan-
dard, the maintenance concept is defined as: the combination of all technical and admin-
istrative actions as well as actions of management in the lifetime of a unit, in order
to be in the fully functional state or to recover in this one so that this unit can fulfill
his requirements. The main maintenance activities (i.e., service, inspection, repair, and
improvement) are defined by the DIN EN 31051 standard. Their definitions, together
with other relevant maintenance concepts defined by the DIN EN 31051 maintenance
standard, are listed in Table 1. On the other hand, the DIN EN 13306 maintenance stan-
dard defines the existing maintenance strategies, i.e. corrective maintenance, preventive
maintenance, condition-based maintenance, and predictive maintenance. They are dis-
cussed in the following subsections. Moreover, the definition of a further maintenance
strategy, namely prescriptive maintenance—which is not yet standardized but is already
used in practice—is discussed in the following subsection.

Corrective Maintenance. According to the DIN EN 13306 standard, corrective main-
tenance is defined as: the maintenance carried out after fault recognition that is intended
to put an item into a state in which it can perform a required function. A system that
employs corrective maintenance should be aware of all its predefined sets of failures
and damages. However, in the industrial operational context, new faults and their cor-
responding patterns may appear over time because of the item’s usage during working
hours.

One main advantage of applying corrective maintenance techniques is that the wear
limit of an item, i.e., the service time, is fully used. This implies that the effort for item
inspection and for repairing or replacing the deteriorated item is significantly reduced
compared with the case of preventive maintenance.

The main disadvantage is that corrective maintenance interventions are performed
only after the occurrence of failures: it is the simplest approach to applyingmaintenance,
and therefore it is still frequently adopted. However, it is the least effective, and the costs
of interventions are substantial. The main challenge in applying corrective maintenance
is that the item can fail at a time not previously known or decided and, consequently,
can produce damages and additional costs of interventions that can be higher than the
yield of the full usage of its wear margin.
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Table 1. Fundamentals of maintenance - DIN EN 31051

Item Defines a component, device, subsystem, functional unit, equipment or a
system which can be described and considered as an entity.

Wear Represents the reduction of wear margin due to chemical or physical processes.

Wear limit Is the defined minimum value of the wear margin.

Wear margin Defines the possible reserve function capacity under defined circumstances
which a unit possesses.

Service Includes all activities delaying the degradation of the wear margin. The
activities include cleaning, conservation, greasing, oiling, complementing,
changing and readjusting.

Inspection Refers to all activities used to determine and evaluate the actual condition of
facilities, machines, assemblies, or components. Inspection refers to collecting
data, and related activities that can be measured, verified and monitored.

Repair Covers activities for retrieving the nominal condition, such as renewing,
patching and adjusting.

Improvement Defines the combination of all technical and administrative activities as well as
activities of management to increase the reliability, maintainability, or safety of
an item without changing its initial function.

Preventive Maintenance. TheDINEN13306 standard defines preventivemaintenance
as: the maintenance carried out at predetermined intervals or according to prescribed cri-
teria and intended to reduce the probability of failure or the degradation of the functioning
of an item. Consequently, preventive maintenance defines a set of actions carried out
before failure, which is intended to prevent failures or the degradation of a machine.

One main challenge of preventive maintenance approaches in an operational context
is that industrial scenarios for data analysis do not provide tracking of the past, abnormal
behavior, or maintenance operations that were performed to correct or prevent a faulty
behavior. The general assumption is that after several operational hours, the wear margin
of an item is worn out. The employed approach is to change the item or overhaul part of
it before the wear margin is used. Consequently, this approach leads to inefficient use of
resources, as unnecessary corrective actions are often performed.

Condition-Based Maintenance. The DIN EN 13306 standard defines condition-based
maintenance as preventive maintenance, which includes a combination of condition
monitoring and/or inspection and/or testing, analysis, and ensuringmaintenance actions.
Condition-based maintenance (CbM) aims to anticipate a maintenance operation, based
on the evidence of degradation and deviations from a supposed asset’s normal behavior.
The equipment is monitored with multiple sensors that are supposed to acquire relevant
data about the equipment’s operation life. Additionally, contextual parameters like vibra-
tion, temperature, humidity, etc., may also provide important information. Key Process
Indicators (KPIs) or health indicators are usually computed and analyzed to discover
trends that lead to abnormal contexts and failure events. Consequently, CbM enables
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existing failures to be detected, diagnosed, and corrected before breakdowns or other
serious consequences occur.

The challenge is how to use this asset health information for optimizing the accu-
racy of predicting the remaining asset lifetime, optimizing maintenance schedules, and
maximizing the industrial efficiency.

Predictive Maintenance. According to the DIN EN 13306 standard, predictive main-
tenance (PdM) is defined as: the condition-based maintenance carried out following a
forecast derived from repeated analysis or known characteristics and evaluation of the
significant parameters of the degradation of the item. PdM is a subclass of CbM. Conse-
quently, PdM is performed based on an estimate of the asset’s health status, e.g., detection
of Remaining Useful Life (RUL), saving costs, and improving the overall process effi-
ciency. PdM uses a variety of approaches and ML methods to study both real-time data
and historical data and to learn prognostic models that are expected to make accurate
predictions about the status of a machine or equipment. Themain challenge of predictive
models is that they rely on the assumption that there are certain contexts in the equip-
ment lifetime where the failure rate is increasing. In the industrial operational context,
there are patterns in which the failure probability does not increase but remains constant
during the equipment’s lifetime. Therefore, the equipment can fail at any time; this is
the case with electrical and electronic components.

Prescriptive Maintenance. Terminologically, neither the DIN EN 13306 nor the DIN
EN 31051 maintenance standards mentions it, but its functionality can be consequently
deduced and is seen as: a recommendation of one or more courses of action based on
the outcomes of models for corrective and predictive maintenance. Existing prescriptive
maintenance models are based on ad-hoc model development where ML methods and
data fusion techniques are jointly used with fuzzy reasoning, simulation techniques, and
evolutionary algorithms. Themain challenge of prescriptivemaintenance is the difficulty
with building prescriptive, operative models in practice.

Tables 3, 4 and 5 introduced in Sect. 4 are constructed based on the reviewed literature
on corrective, preventive, and predictive maintenance strategies. The tables present the
surveyed literature, a structured review of themaintenance type and goals correlatedwith
a specific statistical or data-driven operational method, and the corresponding results.

2.2 Multimodal ML Methods

Understanding the specific application context, or the business requirements is the first
step for any learning model developed and deployed in an industrial environment. The
main business requirements in the form of business goals must be identified, as they
strongly influence all processes of model development. The basic steps of the model
development life cycle for maintenance purposes are formalized by the CRISP-DM
standard and explained in [11] i.e. (1) Business understanding, (2) Data acquisition and
understanding, (3) Data preparation, (4) Data fusion, (5) Model development, (6) Model
evaluation, and (7) Deployment.
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Table 2. Multimodal ML methods

Representation Learning to represent heterogeneous information in a unitary way, easy to be
understood and processed by a learning model.

Translation Mapping the information from one modality to another in a most accurate way.

Alignment Identifying the inherent relations between sub-components. It also implies
dealing with similarity measurements.

Fusion Joining/combining in a meaningful way the information from different
modalities.

Co-learning Transferring knowledge among modalities: the modality with limited
resources can benefit from another with more information.

In the context of the CRISP-DM data-driven development life cycle, our focus is the
model development and the understanding of multimodal ML methods, in particular the
model-agnostic multimodal data fusion.

Multimodality is defined by [14] as referring to the way something happens or
is experienced: we read textual information, we see objects, we hear sounds, we feel
textures and smell odors. All these perceptions representmodalities. A research problem,
application, or data set is multimodal when it includes multiple such modalities.

To understand and to make sense of the world around us, A.I. techniques multimodal
ML, must be able to interpret multimodal information and further to reason about it and
make decisions. Multimodal ML is a multi-disciplinary field of research that builds
models, that process and relate information from multiple modalities, as defined in [14].
The main idea is that data from different sensors provide different representations of the
same phenomena. In MML literature, this is known as multimodal, multi-view, multi-
representation, or multi-source learning, as described in [15]. The main multimodal ML
methods were identified and defined in [14] i.e., representation, translation, alignment,
fusion, and co-learning. Their definitions, according to references [14, 15], are listed in
Table 2.

3 Research Methodology

3.1 Selection of Literature

A systematic search was employed to find journals and proceeding between 2016 and
2019 using theEnglish language and the keywords:maintenanceANDmachine learning.
We iteratively continued the search using the following keywords: predictive mainte-
nance, multimodal machine learning, multimodal methods, multimodality, maintenance
AND big data, maintenance AND Industry 4.0. A useful and predictive condition-based
maintenance literature review using bibliometric indicators [16] helped us determine the
most influential journals, articles, authors, and institutions in predictive condition-based
maintenance, with the only drawback that the research reviews articles published up
until December 2017, with the most cited papers dating back to the interval 2006–2009.
We finally obtained a shorter literature list, which was further reduced by eliminating the
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duplicates when similar topics and approaches were found. Science Direct, Scopus, and
Google Scholars were used, due to their wide collection of proceedings and journals. The
conference and journal publications selected for our review belong to the non-empirical
conceptual and mathematical fields of research. Consequently, they describe issues and
perspectives related to maintenance strategies and their modeling techniques applied in
an industrial setup. The overview of the reviewed maintenance literature is presented in
Sect. 4, in Tables 3, 4 and 5.

3.2 Description of the Criteria Used for Analysis

Our survey focuses on: (i) the decision process in choosing a specific maintenance
approach, i.e., maintenance goals, benefits, challenges, and obtained results; and (ii) the
implementation of the maintenance approach, i.e., the employed prediction models and
their correspondingmodeling techniques. The selected literaturewas carefully examined
to extract useful information based on the following criteria:

• Prediction models: reveal a taxonomy of the most active prediction model types
employed in a maintenance process, i.e., physical models, knowledge-based models,
database models, and hybrid models.

• Modelling techniques: represent the implementation pipeline (data analysis + algo-
rithms) used. It is a relevant criterion which further helps us select the set of the most
used ML algorithms to be critically reviewed.

• Obtained results/performance metrics: extract the information concerning how the
model was evaluated and give us a hint about how optimal the data analysis and
learning algorithms were applied.

• Maintenance goals: provide uswith a taxonomyof topics showing thefinal decisions of
the algorithm’s pipeline. Paired with the modeling techniques criterion, it gives useful
information about the successful algorithm pipeline used for a certain maintenance
goal.

The literature review we conduct is formalized by [17, 18] and starts with clarify-
ing relevant maintenance terminology and definitions based on the accepted, European
maintenance standards [12, 13]. Thereby, the surveyed works we consider are grouped
by maintenance approach, and further on, they are grouped by prediction models and
the modeling techniques used in the implementation of the maintenance strategies.

4 Research Findings

This section presents the reviewed results displayed in Tables 3, 4 and 5.
The surveyed works we consider are grouped by maintenance type, and further on,

they are grouped by prediction modeling types and relevant modeling techniques used
in the implementations.
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4.1 Corrective Maintenance

Our survey shows that the fault recognition and diagnostic is generally seen as a process
of pattern recognition, i.e., the process of mapping the information, i.e., the features
obtained in the measurement space to the machine faults in the fault space, as described
in [19–22].

Table 3. Review of corrective maintenance models and corresponding implementation
techniques: simplified table view. Full table view available in [23]

Prediction models Modeling
techniques

Obtained
results

Maintenance goals References

Knowledge-based
models

Expert Systems + fault
tree analysis

Real time supervision
and monitoring +
detection of foreseen
faults

Real time monitoring:
maintenance
inspection on request

(Alexandru, A.; 1998)
[24]

Fuzzy similarity, fuzzy
c-means algorithm

Drawback: new faults
cannot be classified
into new groups
without repeatedly
applying the spectral
analysis

Classification models
for fault diagnosis
using unsupervised
clustering

(Baraldi, P. et al.;
2014)
[22]

Data-based models Stochastic model:
HMMs

HMMs are fully
probabilistic models
incorporating
quasi-stationarity as a
feature + they build
robust and flexible
classification models

Machine health status
diagnostics +defect
type classification

(Bunks, C., et al.;2004)
[19]

Artificial Neural
Networks ANNs

Minimizes the
frequency of revision
inspections + in time
online warning for
unexpected new
failures

Machine health status
diagnostics in useful
time

(Deuszkiewick, P.,
et al.;2003)
[20]

Statistical model: SVM
+k-fold cross
validation

Accuracy: 90% even
when the standard
deviation of noise is 3
times larger than
normal: a better
generalization than
ANNs

Identification of 3 most
possible faults types

(Hao, Y., et al.;2005)
[21]

Diagnosis is a necessary part of any maintenance system, as using prognostics only
cannot provide, in practice, a sure prediction that covers all failures and faults. In case
of an unsuccessful prognosis, a diagnosis is a complementary tool for providing mainte-
nance decision support. The methods employed in order to deal with fault classification
and diagnostics are diverse: from expert systems [24] to hiddenMarkovmodels (HMM)s
as presented in [19], artificial neural networks (ANN)s as described in [20], a support
vectormachine (SVM) as in [21], and fuzzy algorithms enhancedwith spectral clustering
and Haar wavelet transform as described in [22].
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4.2 Preventive Maintenance

The reviewed literature shows that a relevant class of preventive maintenance techniques
are the prognostics through pattern recognition, classification, and machine health status
identification.

Table 4. Review of preventive maintenance models and corresponding implementation
techniques: simplified table view. Full table view available in [23]

Prediction models Modeling
techniques

Obtained
results

Maintenance goals References

Knowledge-based
models

Fuzzy Classifier +
Decision Tree

Feature extraction and
classification
explained. The
performance of the
fuzzy inference has
95% accuracy

Pattern recognition +
fault recognition and
classification

(Krishnakumari, A.,
et al.;2017) [25]

Data-based models Statistical model:
Bayesian Inference

Feature-based fusion +
concepts of
global/local fusion
(explained) +
Bayesian inference
explained

Machine health status
assessment and
condition monitoring

(Jaramillo, V. H.,
et al.;2017)
[26]

Statistical model: SVM
+ Fourier
transformation +
discrete Wavelet
decomposition

Accuracy: 90%-
feature-based fusion
with multiple sensors
provides
complementary
information to
machining conditions

Multiple machine
condition monitoring
and recognition

(Liu, C., et al.; 2016)
[27]

k-NN based outlier
remover + clustering
approach of vibration
events and joints +
Fourier transformation

Real-time health score
learned from historical
data and used to check
new events based on
cluster centroids and
joints representatives

Damage detection of
abnormal or damaged
patterns

(Diez, A., et al.; 2016)
[28]

ANNs and Deep
Learning

Deep learning with
statistical feature
representation shows
better performance
metrics. Statistical
features: time,
frequency and
time-frequency
domains have different
representation
capabilities for fault
patterns

Fault diagnostic and
fault patterns
identification

(Li, C., et al.; 2017)
[29]

Hybrid models Outlier Detection High degree outliers
are effective indicators
of incipient failures

Fault detection (Manco, G.,
et al.;2017)
[3]
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Prognostics analyze data by automatically finding new insights in terms of behavioral
patterns. The information extracted from the monitored data can help detect patterns that
characterize the machine working conditions or anticipate and estimate critical events
like fault detection as in [3] and Remaining Useful Life (RUL) estimation as in [5].

Prognostics are considered superior to diagnostics in the sense that they prevent
faults and are employed for prediction problems with items like spare parts and human
resources, saving unplanned maintenance costs. The reference [30] proposes a data
mining maintenance approach for predicting material requirements in the automotive
industry by measuring the similarity of customer order groups. Identifying behavioral
patterns in data means classifying similar data in some data-groups that share the same
characteristics, i.e., operational conditions, as described by references [25–29].

Within these classified groups, there are data-points that are far from the identified
pattern (i.e., the outliers), or they may correspond to a distinctive property (i.e., the mean
point or the group distribution). Such patterns may help to identify faults or any other
type of abnormal behavior. Large groups of data are interpreted as normal behavior, while
small groups of data or events that are far from the pattern usually represent anomalies.

4.3 Predictive Maintenance

The survey shows that the predictive maintenance process has the goal of providing an
accurate estimate of the RUL, but also, it should assess the provided estimate, as argued
in [31–33]. Time series analysis is used to anticipate anomalies and malfunctions in
equipment and process maintenance procedures. Traditional approaches are moving at
an average rate over a time window, ARMA/ARMAX, Kalman filter, and cumulative
sum, as described in [6].

Recursive neuronal networks (RNNs) show relevant characteristics for time series
forecasting, as their loops allow information to persist, as presented in [5]. Multi-sensor
fusion ranges from multi-signal combinations, as argued in [5, 6], to a more complex
integration of the conditional assessment, RUL estimations, and decision-making, as
presented in [2] and [7].

Operational predictive approaches are based on a schema that implies frequent and
sometimes unnecessary maintenance of the equipment and of the entire production pro-
cess that leads to high maintenance time and costs. They use complex AI-based algo-
rithms, and data fusion strategies—in an ad-hoc manner, usually after trial and error
approaches—which imply the usage of consecutive fusion algorithms, as described by
reference [27]. The uncertainty in prediction is always a challenge, and, to this time,
the fuzzy logic is used to represent uncertainties in prediction, as argued by [4]. As a
case of condition-based maintenance, reference [34] shows that techniques for condition
monitoring and diagnostics are gaining acceptance in the industry sectors, as they also
prove to be effective in the predictive maintenance and quality control areas. The authors
apply a feature-based fusion technique implemented with the cascade correlation neu-
ronal network to multiple sensor data collected from rotating imbalance vibration of a
test rig. The results show that themulti-sensory data fusion outperforms the single sensor
diagnostic. The reference [35] focuses on the capability of providing real-time mainte-
nance by extracting knowledge from the monitored assets (with vibration sensors) on
the production line. Using intelligent, data-driven monitoring algorithms (ADMM), data
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Table 5. Review of predictive maintenance models and corresponding implementation
techniques: simplified table view. Full table view available in [23]

Prediction models Modeling
techniques

Obtained
results

Maintenance goals References

Knowledge-based
models

Rule-based fuzzy logic
+ condition-based
fusion diagnosis

Greater accuracy for
multiple classifier
fusion
(vibration/current
features)

General Maintenance (Niu, G., et al.;2017)
[4]

Data-based
models

ADMM (altering
direction method of
multipliers) algorithm
+ Decision Fusion

Minimize operational
costs + efficient energy
consumption

Real-time analysis and
processing of machine
faults + health status
monitoring

(Xenakis, A., et al.;
2019)
[35]

RNN-based health
indicator for RUL
prediction

High RUL prediction
accuracy of generator
bearings

RUL Prediction (Guo, L., et al.; 2017)
[5]

kNN + discrete
Bayesian filter

3-fold cross validation
is successfully
validating the
approach. Average
MAPE is computed
and generates low
errors for both
applications

RUL Prediction (Mosallam, A.,
et al.;2016)
[31]

Statistics + Deep
Learning

Health Condition
Profile with RUL and
PoF (Probability of
Failure) computed in a
predetermined window
of time

RUL and PoF
Prediction

(Cristaldi, I., et al.;
2016)
[33]

PCA + kNN Data from different
sensors provide more
information (as using
only one sensor)

Condition-based
monitoring and
diagnosis

(Safizadeh, M., et al.;
2014)
[10]

Hybrid models k-means, association
rules (GSP, Apriori),
ANNs, Random Forest,
Decision Tree, kNN

Accuracy: 90%,
Random Forest with
low precision (38%)
which implies false
alarms
Recall(74%-ANNs)

Fault Prediction (Acorsi, R., et al.;2016)
[6]

Simulation +
multi-sensor fusion

Digital twin concept
and many levels of
Fusion for hard/soft
data

Health Status
estimation and
maintenance

(Liu, Z., et al.;2018)
[2]

fusion strategies, and the proposed three-level (IoT, Fog with gateway nodes for sensors
aggregation, and Decision) layered system model, the authors argue on the efficiency of
cloud-oriented maintenance.

The uncertainty in prediction is always a challenge, and to this time, fuzzy logic is
used to represent uncertainties in prediction, as argued by [4, 30, 36–38], which showed
that the problem of scheduling under the constraint of the deadline for all production
jobs could also be solved using predictive maintenance algorithms. The efficiency of the
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algorithms for predicting machine failures is further evaluated by using simulation tests.
The results, i.e., the optimized job schedules, show a nearly 50% drop in the number of
operations compared with the initial nominal schedule.

4.4 Multimodal ML Methods: Data Fusion

A relevant research challenge for the multimodal data fusion perspective is to iden-
tify patterns and common governance rules that can be used to apply the appropriate
multimodal data fusion technique in an application-specific context or for a data set.

Reference [38] argues that data fusion is a multidisciplinary research area with ideas
raised from many diverse research fields such as signal processing, information theory,
statistical estimation and inference, and artificial intelligence.

Data fusion appeared in the literature as mathematical models for data manipulation.
The diversity of the research fields is indeed reflected in the reviews of maintenance
techniques in Tables 3, 4 and 5.

Multimodal data fusion represents the integration of information from multiple
modalities, with the goal of (i) making a prediction, and (ii) retrieving new insights
from the joined knowledge, as defined by [14].

There are many approaches to data fusion, as the topic dates back to the 90s. The
model-agnostic technique of data fusion is discussed in [14, 39] and later described by
[15], which also lays the ground for the formal multimodal data fusion theory. Multi-
modal data fusion has a direct economic impact on the implementation of maintenance
techniques, that are based on the aggregation of data from heterogeneous sources into
actionable decisions for maintenance purposes. Multimodal data fusion represents the
core concept in MML, as argued in references [14, 15, 38, 39]. The model-agnostic data
fusion types that are used in the operational environment are listed in Table 6.

Table 6. Model-agnostic fusion types

Early Fusion Features from all the modalities are concatenated as one long input and trained
by a single learner.

Hybrid Fusion There is a single learning model that is trained with a preprocessed input from
modalities in the fused layer. It is implemented by neural networks and
multikernel support vector machine algorithms.

Late Fusion Each modality is trained with a different learning model that independently
decides. All decisions generated by learning models are later combined based
on a fusing schema.

Reference [15] lays the grounds for the multimodal data fusion theory by giving
a solution to the research problem of determining the appropriate type of data fusion
for a specific application context or a data set. In the authors’ view, the main challenge
in multimodal data fusion research revolves around the dependency-problem, i.e., the
arguments for choosing a specific type of data fusion. The assumption is that the optimal
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fusion type to be employed in an operational environment depends on the level of depen-
dency we expect to see between the inputs in the modalities: (i) feature-based fusion
assumes a dependency at the lowest level of features (or raw input unprocessed data),
(ii) intermediate-fusion assumes a dependency at a more abstract, semantic level; and
(iii) decision-based fusion assumes no dependency at all in the input, but only later at
the level of decisions.

5 Discussion of Findings

Our literature review reveals that past works on industrial maintenance approaches show
that maintenance actions are performed by employing various prediction models and
modeling techniques.

Modelling 
Techniques

Predic on Models

PREDICTION

PHYSICAL

ANALITICAL
EQUATIONS

KNOWLEDGE-
BASED

EXPERT 
SYSTEMS

FUZZY 
SYSTEMS

DATA-
BASED

STOCHAS
TIC

STATISTI
CAL ANNs

HYBRID

Fig. 1. Taxonomy of prediction models

However, the existent literature does not inform us to which extent the new A.I.
technology, based on ML methods and techniques, is influencing and changing the
maintenance strategies in the industrial environment.

We show in Fig. 1 that predictive maintenance models can be classified into four
distinctive categories: physical models, knowledge-based models, data-driven models,
and hybrid models.

Physical models use the laws of physics to describe the behavior of a failure, as
presented in reference [2]. Knowledge-based models assess similarities among observed
situations and a set of previously defined failures. These models can be sub-divided in
expert system models that are able to answer complex queries as presented by reference
[24] and fuzzy models as in reference [4]. Both model types employ a deductive, top-
down approach that builds mathematical models and rule-based models, respectively,
based on the domain experts’ knowledge of the analyzed system. The higher complexity
of real systems represents the main challenge for these models.

Data-driven models are based on acquired data. These types of models can further be
distinguished among stochastic models, statistical models and artificial neural networks
(ANNs). Data-based models employ an inductive, bottom-up approach that empirically
builds a learning model from historical or live data. Stochastic models provide event-
based information with hidden Markov models and Kalman filters belonging to this
category. Statistical models predict a future state by comparing the monitored results
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with a machine-health state without faults. Hybrid models use combinations of two or
more modeling techniques as in [40–42].

Among data-driven models, the ML models represent a category of relevant predic-
tion models for maintenance optimization. Some consider them to be statistical models.
However, the ML methods are focusing on increasing the accuracy of their predictions,
while the classical statistical community is more concerned with the understanding of
their models and of the model’s parameters, i.e., model calibration and inference.

As displayed in Fig. 2, ML techniques for maintenance can be divided into two
main categories depending on their type of employed ML approach: (i) a supervised
approach, where information on the occurrence of failures is present in the dataset and
(ii) an unsupervised approach, where the asset/process information is available but no
maintenance-related data exists.

Classification is oneof themost usedMLmethods that occurs in awide rangeofmain-
tenance scenarios. Classification models predict categorical (discrete and unordered)
class labels. Maintenance classification techniques are applied when there is a need to
distinguish between the faulty and non-faulty conditions of the system being monitored.

Machine 
Learning 

SUPERVIZED

BINARY 
CLASSIFICATION

ALARM 
DETECTION

FAILURE 
PREDICTION

MULTI-CLASS 
CLASSIFICATION

HEALTH STATUS 
ESTIMATION
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DEGRADATION 
PATTERNS 

PREDICTION

REGRESSION
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CLUSTERING

ANOMALY 
DETECTION

Fig. 2. ML approaches and techniques for prediction models

Binary classification methods are used to predict the probability that an industrial
asset fails within an established time period in the future. The testing datasets must
contain positive and negative examples that indicate the failure and normal operating
conditions, respectively. Consequently, the target variables are usually categorical in
nature. The learning model identifies each new example as likely to fail or likely to work
over the next period.

The business requirements, the analyzed available data, and the domain experts
make estimations for the (i) minimum lead time required to replace components, deploy
resources, and perform maintenance actions to avoid a problem that is likely to occur
in the future or (ii) a minimum count of events that can be triggered before a critical
problemoccurs.Multi-class classificationmethods are used formaking predictions in the
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following possible scenarios: (i) defining a plan maintenance schedule, i.e., estimation
of the time intervals when an asset has the bigger probability of failing; (ii) monitoring
the health status of an asset, i.e., estimation of the probability that an asset will fail due to
a specific cause-/root problem; and (iii) prediction that an asset will fail due to a specific
type of failure. In this case, a set of prescriptive maintenance actions can be considered
for each of the previously identified set of failures.Multiple classifiers represent a type of
ML method for classification, which can be used in the process of knowledge discovery
to discern patterns of data degradation for an asset or a process. The benefits of multiple
classifiers reside in allowing the planning of themaintenance schedules using a statistical
cost minimization approach, as discussed in [1].

Regressions are typically used to compute the RUL of an item, as presented in
[36]. RUL is defined as the amount of time that an asset is operational before the next
failure occurs. The operational historical data is needed because the RUL calculation is
not possible without knowing how long the asset has survived before a failure. While
classificationmethods are used to distinguish between faulty and healthy behaviors based
on the historical data, they do not intuitively map to health factors that can be further
used in maintenance-related decision making, unlike RUL regression methods.

Clustering is the process of grouping a set of data into multiple classes, subsets or
clusters, where data within a cluster have high similarity. The reviewed ML literature
recommends the following clustering methods: PCA + k-Means [37] and variants of
Deep Learning using RNNs [36] and ANNs [5, 31]. They can be used for information
clustering when there is no knowledge or understanding of the monitored system, as
discussed in [5, 31, 36].

6 Conclusions

6.1 Research Contribution

Sections 4 and 5 represent our contribution to the actual research that intends to (i)
formalize the usage of multimodal MLmethods for maintenance goals, and (ii) optimize
the quality of maintenance in operational environments.

Based on the surveyed literature, we construct taxonomies that cover the main pre-
dictive models and their modeling techniques relative to maintenance goals. We show
that among all data-driven prediction models, the ML approaches are the most suitable
to deal with big volumes of heterogeneous data. They are accepted in the field because
prediction is considered easier than model inference, i.e., theMLmodels are performing
tests to check how well a learning model that is trained on a data set, can accurately
predict new data. This allows the ML methods to work with larger volumes of complex,
heterogeneous, and unstructured data easily.

6.2 Implications for Research and Practice

Our review shows thatML andmultimodality are receiving attention fromboth academia
and practice as technical ways for implementing maintenance goals. However, the
research is still in its early phase, as there are basic issues that are biasing the usage
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of multimodal ML methods in operational environments. As argued in reference [43],
(i) there are no established, standard methods by which to identify feature dependencies
in multiple sensors and modalities; (ii) the technology exists, but there are no standard
methods bywhich to extract unbiased feature from raw data, and therefore, deep learning
methods are preferred; (iii) multimodal data fusion best practices, i.e., data sets, fusion
algorithms, success stories, training, and evaluation of results, should be recorded and
shared; (iv) the absence of a clearly defined generic framework to standardize the usage
of a data fusion pipeline, i.e., it is clear that in an operational environment, more than
one data fusion technique should be applied; (v) there are no standard techniques for
dealing with temporal and spatial (aka contextual) data alignment and synchronization;
and (vi) there is a lack of research studies by which to analyze the performance of ML
algorithms in a cloud environment.

Thus, we argue that the quality of maintenance in an industrial setup can be improved
only when, in the development of a generalized architecture for predictive maintenance
purposes, the following aspects are considered: (i) the technological aspect that rec-
ognizes the potential of multimodal ML methods for maintenance purposes; (ii) the
business aspect that envisions a structured development of the implementation works,
starting with the business model’s conceptualization and assuring its conformity with
industry standards, such as Industrial Data Space andCRISP_DM; and (iii) the economic
aspect that follows the classical optimization concerns relative to maintenance costs.

The approach we envision for the optimization of predictive, industrial maintenance
investigates theML technical perspective and, consequently, focuses on a variety of (mul-
timodal) MLmethods that study both live and historical information to learn prognostics
data and perform accurate diagnostics and predictions.

6.3 Limitations and Future Works

For our research work, we are not considering the empirical research perspective, i.e.,
we are not discussing the maintenance strategies and their operationalization based on
information obtained from interviews or from analyzing relevant case studies.

Future works are planned to analyze the usage of multimodal ML methods com-
bined with semantic technologies in a cloud-oriented environment. The goal is to over-
come the problem of sensor integration for efficient data analysis. We recognize that
the actual trend for maintenance engineering is cloud maintenance. Within this context,
the envisioned digital platform is seen as a management system of smart services, i.e.,
prediction-as-a-service and maintenance-as-a-service, with expected benefits in terms
of technology, performance, and costs.
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Abstract. Recent studies have confirmed the efficacy of agile methodologies in
project success, but can projects skip several project management tasks and still
deliver the expected results? How are traditional project managers engaged in
agile projects? Who executes what project management tasks in projects applying
agile methodologies? The aim of this study was to define a framework for project
management tasks in agile projects. The results quantify subjective and theoreti-
cal speculation on who performs the project management tasks in agile projects.
Project managers are engaged in agile projects, and the team, the product owner,
and the project sponsor are significantly involved in project management tasks.
The agile coach is not a substitute for the project manager. This study identifies
areas where agile methodologies should be updated to clarify team responsibilities
for project management activities.

Keywords: Project management · Agile · Scrum · ISO · Product owner · Agile
coach · Scrum master · Project manager

1 Introduction

While the adoption of agile project management methodologies is widespread [1], the
project management tasks in agile projects are uncertain, and this lack of clarity causes
confusion in practice [2–4]. Agile methodologies provide events, processes, and artifacts
that should allow projects to be flexible to change and deliver results in an iterative, incre-
mental fashion. Some of the most popular agile project management frameworks—such
as scrum, extreme programming (XP), and lean/Kanban processes—do not explicitly
include a projectmanager role or projectmanagement tasks. For example, scrum includes
three roles: a scrum master, product owner, and the team [5].

Shastri, Hoda, and Amor [6] found that the project manager, by all means, still
exists in agile projects; however, their study left open the questions as to what activities
the project manager performs. “The implementation of agile methods can have a very
significant impact on the role of the project manager, but a better understanding of the
circumstances under which the project manager role changes and how it changes is
needed” [4, p. 11]. Even the Agile Practice Guide issued by the Project Management
Institute (PMI) in 2017 states that the “role of the Project Manager in an agile project is
somewhat unknown” [7, p. 37].
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Several research articles start with the premise that there is an agile project manager,
who is a facilitator or coach [8–11]. Noll, Razzak, Bass, and Beecham [2], however,
found that tension was created when the scrum master, a coaching role in scrum, was
expected to perform the project management tasks and coach the team. In addition, the
boundary between the role of the project manager and that of the team is blurred and
leads to difficulty at the team level [3, 12]. There is some speculation that the project
manager is better suited to assume the product owner role [2] than the agile coach. This
option, however, is not transparent in the methodology description [5, 13] and has not
been addressed in the literature. While other studies have investigated agility in projects
or the effects of specific practices on the success of projects applying agilemethodologies
[1, 14, 15], they have not clarified the project management activities.

The success rate for projects using agile methodologies is on a par with, if not better
than, the success rate for projects managed under a traditional methodology [1]. In agile
methodologies, some but not all of the typical project management responsibilities have
been assigned to other roles [11]. Thus, if agile methodologies are followed rigorously
and exclude a project manager, then the project manager role and some project man-
agement tasks may be obsolete. The literature provides conflicting information on the
role of the project manager in agile projects, and it is limited in explaining how the
other project roles are engaged in the project management activities. Thus, the question
of who performs what project management activities in agile projects remains unan-
swered. Therefore, this study addresses the questions of how are traditional project
managers engaged in agile projects and who executes what project management tasks
in projects applying agile methodologies?

First, we performed a literature review to penetrate project management and the
role of the project manager in project work under agile methodologies. We mapped the
projectmanagement tasks under an agilemethodology to the projectmanagement knowl-
edge areas and processes from the International Organization for Standardization (ISO)
project management standards. Next, we defined and conducted a survey to ascertain
which project roles perform which project management tasks. Finally, we quantitatively
analyzed the survey results using a case-controlledmatch analysis to answer the research
questions.

The results from this study quantify subjective and theoretical speculation on who
performs the project management tasks in agile projects. By providing a framework for
the project management activities and the project manager’s role in agile projects, the
results contribute to the project management literature on agile methodologies.

The next section reviews the literature. Section 3 describes the researchmethodology.
Section 4 presents the data analysis and results. Section 5 provides a discussion of the
results. The final section of this paper discusses the conclusions and implications.

2 Literature Review

2.1 Traditional Project Management Methodologies

“A project is a temporary organization to which [human, material, or financial] resources
are assigned to do work to bring about beneficial change” [16, p. 1], and “project man-
agement is the means by which the work of the resources assigned to the temporary
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organization is managed and controlled to deliver the beneficial change desired by the
owner” [17, p. 93]. Project management lifecycles, activities, and roles are codified in
project management methodologies. The traditional, waterfall and plan-driven method-
ologies are lifecycles that follow a stage-gate or phased lifecycle. These methods have
in common the creation of an upfront plan, where the time is limited, with the limita-
tion and termination conditions known from the beginning [18]. The methodologies and
frameworks for traditional projects are codified in the project management standards and
frameworks, such as “ISO 21500:2012, Guidance on Project Management” [19], APM
Body of Knowledge 6th Edition [20], and A Guide to the Project Management Body of
Knowledge (PMBOK guide) [21]. There is a positive relationship between the use of a
project management methodology and project success. This is the case if the method-
ologies are comprehensive—including tools, techniques, process capability profiles, and
knowledge areas—or if they need to be supplemented with some elements [22].

2.2 Agile Project Management Methodologies

The Agile Manifesto is a set of four values and 13 principles that provide a framework
for managing technology projects in a flexible way that responds to dynamic project
situations [1, 23, 24]. The principles and values from the Agile Manifesto offer a frame-
work on how people should work [24]. Consequently, the manifesto does not explicitly
establish who should do the work. Several methodologies or frameworks can be con-
sidered to follow the values and principles described in the Agile Manifesto. Each agile
methodology has its own set of rules, events, and practices; however, in general, they
all encourage iterative and incremental development lifecycles, self-organizing teams,
and evolutionary product development. Scrum, XP, lean, and Kanban are the most fre-
quently referenced agile methodologies in surveys on agile adoption and in the project
management literature [6].

2.3 Project Manager

The project manager is the authorized person who leads and manages project activities
and is accountable for project completion [25]. The role is defined in ISO,Association for
Project Management (APM), and PMI project management standards and frameworks.
In addition, the standards describe subject areas in which a project manager is expected
to be knowledgeable and processes that should be led or executed as part of managing
a project. The project management literature agrees that the project manager has sole
responsibility for planning and managing projects [25]. The project manager should
direct the performance of the planned project activities andmanage the various technical,
administrative, and organizational interfaces within the project [19, 21].

The project manager role is not explicit in the agile methodology. Noll, Razzak,
Bass, and Beecham [2] found that the scrum master, a coaching role in the scrum agile
methodology, in practice combines project management activities with coaching; how-
ever, tension is created, since the scrum master is expected to balance management
activities with coaching the team. The inherent suggestion in studies on project man-
agers in agile projects is that the leadership style or skills, knowledge, personal attributes,
and behavior of the project manager must be adapted [10, 11, 26, 27].
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2.4 Project Management Tasks

In the ISO project management standards, 39 processes in 10 subject areas that cover
five process groups are described for the project management role [19, 24]. The project
management tasks in plan-driven methodologies are centralized to the project manager
role.

In agilemethodologies, some of the project management responsibilities are inherent
in the methods, while other project management activities or tasks are not explicitly
identified. Studies on project managers in agile projects have identified conflicts with
other agile roles or assumed that project managers must adapt to manage agile projects
[3, 5, 12, 13]. Binder, Aillaud, and Schilli [24] correlated the 12 agile principles to the
ISO processes to establish a hybrid model for managing agile projects. They identified
gaps and practicemodifications that would need to occur to enable effectivemanagement
of agile projects [3, 12]; however, they did not take a position on who performs the tasks.
Shastri, Hoda, and Amor [28] describe the activities for an agile project manager from
the project manager’s perspective without considering how other roles or the method
assumes some of the project management responsibilities.

2.5 Summary

Theprojectmanagement tasks in plan-drivenmethodologies are centralized to the project
manager role. In agile methodologies, some of the project management responsibilities
are inherent in the methodological processes, while other project management activities
or tasks are not explicitly identified. Research suggests that projectmanagers are engaged
in agile projects; however, the engagement of project managers engenders conflict and
confusion. We could not identify any studies that show a view of project management
tasks across all roles within an agile project. This deficiency in the literature means there
is no clear guidance for project sponsors on the management of agile projects.

2.6 Research Questions

The goal of this research was to define a framework for project management tasks in
agile projects. Therefore, this study addresses the questions of howare traditional project
managers engaged in agile projects and who executes what project management tasks
in projects applying agile methodologies?

To answer the research questions, we needed to investigate projects for the engage-
ment and interaction of the methods and project roles in project management tasks. We
used a mixed-method methodology, including a qualitative assignment of project roles
to project management tasks, a quantitative study using a survey instrument to identify
field practices, and a matching study to analyze the results.

3 Research Methodology

Weperformed a literature review to define the projectmanagement boundaries, authority,
tasks, and roles in projects using agilemethodologies.Next,we used quantitative analysis
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to determine how the project management tasks are practiced in agile projects. Finally,
based on the case-controlled match analysis, we defined the project management task
framework.

3.1 Theoretical Framework

We used the boundary, authority, role, and task (BART) system to investigate and define
the project management task framework for agile projects. The BART system is used
in Tavistock or in group relations and conferences as a method of individual learning
through experience and reflection [29, 30]. Psychoanalyst Wilfred R. Bion developed
the theory that an individual should be studied as a member of the group to which he
or she belongs [29]. Bion’s seminal work and experiments lead to viewing a group as
a collective entity. Given that the objective was to study the project management roles
and activities within a temporary organization of group work, we identified the BART
system as an effective framework for investigating the project management roles and
responsibilities in projects.

The components of the BART system are as follows. The boundary is the container
for group work, and it must be clearly specified, agreed upon, and adhered to [30].
Authority is the right to complete work. It assumes there is responsibility for activities
and accountability for actions [30].Authority should be clearly defined by the granter and
should be understood, acted upon, and empowered with the right tools by the receiver
[30]. The formal authority may be given to the group or body through delegation of
responsibilities by the granter. The personal authority, or the way an individual assumes
formal authority, may exert influence by inhibiting or exaggerating the execution of
the authority. There are formal and informal roles. The formal role defines the duties,
parameters, people and processes for interaction, and the outcomes or deliverables that
define the performance expectations [30]. Formal roles are usually defined by written
descriptions, such as job descriptions or contracts. Informal roles are defined when
people fill gaps in authority and are assumed implicitly. The tasks are the work to be
completed and include activities to support the mission of the group, activities to enable
the group to survive as a group, and activities to manage the collective activities of the
group [30].

3.2 Mapping Tasks and Roles

First, to identify project managers’ activities in agile projects, we evaluated peer-
reviewed journal publications from 2006 to 2018. Given the lack of literature in this
area, we created a task construct. We mapped the 10 project management knowledge
areas and 39 processes from the “ISO 21500:2012, Guidance on Project Management”
[19] standard to the agile principles according to the correlation matrix from [24] and
to the scrum roles, artifacts, and events according to [5]. We chose the scrum method-
ology, as it is the most popular agile methodology in practice [6]. The areas without
a mapping represented the gaps between processes in the ISO project management
standards and those suggested by the agile principle and scrum. The gaps included pro-
cesses in the stakeholder, cost, risk, procurement, and communications subject areas.
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Where there were gaps for the project management tasks, we developed measurement
items. Thus, we used a web-based survey to request information on who performs these
tasks in agile projects.

3.3 Survey

Second, we used a web-based survey to collect data on the roles engaged in projects
and the project management tasks they perform. To explore the difference between
the theoretical and practical applications of project management tasks, we employed a
quantitative analysis method.

The population for the survey was comprised of project sponsors, project managers,
and project team members who had executed agile and non-agile projects in the past
10 years. The number of potential projects is unknowable. Nevertheless, we noted that
approximately 24,728 people were certified as agile by PMI at the time of the study [31].

We collected data from members of social media agile and project management
groups.We sent invitations to complete aweb-based questionnaire to socialmedia groups
on LinkedIn, Xing, and Twitter. To gather information from as many projects as possible
without regard to projectmethodology, we chose awide selection of projectmanagement
and agile groups (e.g., PMI, Scrum Alliance). The membership numbers for the groups
are in the hundreds of thousands; however, there is no method to determine how many
people sawor read the invitations. Itwas, therefore, not possible to determine the response
rate.

To ensure proper technical functioning, we tested the survey operations using dif-
ferent devices (i.e., PC and iPad). The survey was available over a 10-day period in
January 2019. Respondents were asked to provide information on their last project. The
respondents were promised confidentiality and anonymity. A total of 120 respondents
started and completed the survey. We checked the responses for extreme responses (all
zeros, all fives for a five-point Likert scale, or all sevens for seven-point scale). We per-
formed checks to determine whether there were missing data for mandatory fields or all
the same values had been selected for the matrix questions. If we had encountered such
a situation, we would have classified the associated data as bad data and removed it. We
found no bad data. We analyzed the survey data as described in the following sections.

Measurement Instrument. This paper is concerned with the relationship between the
roles in the project and the project management tasks they perform in agile projects;
however, the effect of the role on task assignment should be evaluated against a per-
formance criterion. To evaluate the impacts of the task assignment, we selected project
efficiency and success. Furthermore, the importance of the task should be judged against
a benchmark. In this study, we compared the task executions between agile and non-agile
projects.

We used a measurement instrument to collect demographic data, project size
attributes, project performance measures, project roles, and responsibility for project
management tasks. We created the constructs based on project management literature
and standards. Where possible, we used existing constructs. This section describes the
survey questions used to collect the data and the derived measurement items.
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Project Roles. To elicit the project roles that were engaged in the project, the following
two questions were used.What roles were involved in the project? (Select all that apply,
including yours). What was your major role in the project? (Select one). For the analysis,
we created five derived measures. We created a binary variable for role combinations
as follows: agile coach when agile coach or scrum master was selected; team role
when IT members, business members, hardware or software vendors, or others were
selected; project sponsor rolewhen investors in or sponsors of the project were selected;
program management office role for program managers or members of project/program
management; and the project manager role for the project manager. We created an
additional variable, full scrum, for the situation where all scrum roles were present:
product owner, agile coach, and at least one team member.

Methodologies. To elicit the methodology used in the project, the following question
was used: What methodology or framework most closely describes the one used in the
project? In addition, we used the measure to create a derived measure for the method-
ology type to group the methodologies into agile, mixed, or plan-driven using the
following assignment: (1) agile methodologies include scrum, XP, scrum/XP hybrid,
Kanban, lean, scaled agile methods (SAFe, LESS, APM, DAD, RAGE, NEXUS, and
scrum of scrums), custom hybrid-agile (multiple agile methodologies), and other agile
methodologies (Feature-Driven Development, Dynamic Systems Development Method
Atern, AgileUP, or others); (2) plan-driven methodologies include waterfall and other
plan-driven methodologies (spiral or staged methodologies); and (3) mixed method-
ologies include iterative and custom hybrid-mixed methodologies (agile and non-agile
methodologies).

Tasks. Who was responsible for performing these tasks? Select one role per task. This
was a matrix question used to identify which of the following six roles were responsible
for the following 10 tasks:

• Roles: project sponsor, project manager, agile coach/scrum master, product owner,
team, and other; not applicable (N/A) was included as an option.

• Tasks: establish project team; manage stakeholders; manage project team; control
resources; establish budget; control costs; identify risks; assess, treat, and control
risks; plan and administer procurements; and select suppliers.

We selected the tasks based upon tasks that were identified in the ISO standards
as being applicable to project management but lacked a corresponding definition of a
responsible role in the agile principles or scrum methodology. We created a matrix that
identified the role that undertook the tasks and verified that the role was also selected as
a project role during data entry.

Project Performance. Following the model used in Serrador and Pinto [1], we created
a composite variable for project efficiency. We created the variable as the mean value
from responses to the following three questions. How did the project do in meeting the
project budget goals? How did the project do in meeting the project time goals? How
did the project do in meeting the project scope and requirement goals? Each question
was based on a seven-point scale that ranged from under-performing to over-performing.
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These questions and scales were used in previous project management research [1]. In
addition, each question resulted in a measure that we used in the comparative analysis:
budget performance, time performance, and requirement performance, respectively. The
overall success variable was based upon the following question: How successful was
the project overall? (Select one). The question had a five-point scale that was previously
used in project management research [1].

Control Data. Demographic data on the project was used as control data and included
the industry of the sponsoring organization and the country of the survey respondent.
Similarly, the project attributes included the duration of the project in months and the
number of team members. We transformed the control data into scale data for use in the
comparative analysis.

Participant Profile. The survey sample comprised 120 usable responses: 33% of the
respondents had a project manager role; 11% were program managers; 9% were from a
project management office; 9% were agile coaches or scrum masters; 8% were product
owners; 24% were project team members from IT, business, software vendors, or others
not in the selection list; and 3% were project sponsors. Less than 2% of the respondents
were end-users. The participants had the option of specifying another role. The results
seemed to fall into the categories of project management or a specialized team mem-
ber. The organizations sponsoring the projects were distributed throughout 20 different
industries. The participants were relatively evenly distributed across geographic regions:
Europe (25%),Asia (19%),Africa (18%), LatinAmerica and theCaribbean (18%),North
America (16%), and Oceania (3%). Most of the projects had started within the past five
years (81%) and lasted for more than one year (56%). Most of the projects (81%) had
fewer than 21 team members.

3.4 Descriptive Statistics

We used SAS® Studio (Release 3.6, basic edition) to perform the statistical analysis,
produce the tables and figures, the descriptive statistics, mean rankings, and Wilcoxon
scores, and to explore the characteristics, establish the validity and reliability, and explain
the relationship between the variables. The descriptive statistics provided insight into the
content and structure of the projects, the involvement of the different project roles, and
the relationship between the involved roles and the methodology. We used theWilcoxon
test to compare the means of variables between the three types of methodologies (agile,
plan-driven, and mixed) and to establish the significance of the comparison. Wilcoxon
scores with a p-value of less than 0.05 indicated that there were significant differences
between themethodologies in terms of that variable.We conducted a correlation analysis
to determine the association between the characteristics of the project, the roleswithin the
project, and the project outcomes.We used theKendall correlation coefficient to evaluate
the strength and direction of the relationships between the variables. We elected to use
the Kendall correlation coefficient due to the small sample size.
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3.5 Case-Controlled Match Analysis

To evaluate the existence of project management tasks in agile projects, we conducted a
case-controlled match analysis, using plan-driven projects as the control group. A case-
controlled match analysis pairs cases in a treatment group with cases in a control group
based upon a number of individual characteristics. This type of analysis is often used
in observational studies to approximate a randomized trial and to reduce bias [32, 33].
For this study, this type of analysis had the advantage of providing a basis to explain the
difference between agile and plan-driven projects.

In this study, we used the methodology type (plan-driven or agile) to define the
target and control groups. We used a SAS® program from [33] to create a propensity
score using multivariate logistic regression. We used the tasks and role assignments as
the observational variables for the comparison. There was a 1:1 relationship between
the observations, yielding 24 cases in each group. Afterward, the mean rankings and
Wilcoxon scores were produced for the analysis. The results provided descriptive infor-
mationonwhether each taskwas executed inmore or fewer agile cases than in plan-driven
cases, represented in Table 3 by a plus or minus sign, respectively. A p-value less than
0.05, represented by asterisks in the table, identifies the significance of the difference
between the two methodology types.

3.6 Validity and Reliability

Weassessed the survey responses for scope, completeness, consistency, ambiguity, miss-
ing data, and extreme responses. For external validity, we used the existing constructs
(with some modifications) and the literature to develop new constructs. For internal
consistency, we conducted a correlation analysis to determine whether the items were
significantly related to one another (p < 0.05).

In designing the measurement instrument and collecting the data, we took steps to
limit common method bias (CMB). Item characteristic effects and context effects were
mitigated by using existing constructs in the literature. Measurement context effects
were mitigated by measuring the predictor and criterion at various locations in the
measurement instrument. Nevertheless, because self-reports from a single source were
used to garner information on the dependent and independent variables and the data
were collected at the same point in time, the risk of CMB persisted. The measurements
could have been affected by CMB due to respondents attempting to provide consis-
tent responses across a number of variables [34]. We, therefore, performed a post-hoc
statistical test to check for CMB: Harman’s single-factor test, which is considered the
minimally acceptable test for CMB. To perform Harman’s single-factor test, we ana-
lyzed all the independent and dependent variables using unrotated factor analysis. A
single factor explained 17.59% of the variance. The premise is that, if there is CMB,
“one general factor will account for the majority of the covariance among the measures”
[34, p. 889]. That the variance was lower than the heuristic of 50% suggests that CMB
was not an issue [34].

The data were collected from multiple social media sites, some of which special-
ized in project management while others specialized specifically in agile practices. To
determine whether there was a significant difference between the groups in terms of
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their responses, we used the Kruskal-Wallis test (for comparing several conditions from
different respondents) to compare themeans of the organizational performance variables
[35]. There was no significant difference between the two groups (H (2) = 5.7643, p =
0.5675). No bias was uncovered; therefore, the data were reliable and valid.

4 Data Analysis and Results

4.1 Project Efficiency

Table 1 presents the mean comparisons between the methodology types; significant
differences are based on the Kruskal-Wallis test scores being less than .05 for 95%
confidence.Wecombined project cost, time, and quality performance into a single project
efficiency variable by taking the mean value of the variables. We used Cronbach’s alpha
to assess scale reliability; the .658 alphawas judged reliable for this exploratory research.
[35]. There was no significant difference between the methodology types in terms of the
composite project efficiency measure or the individual performance measures. Unlike in
some other research, the mixed and plan-driven methods exhibited higher mean project
efficiency than the agile methods [1].

4.2 Methodology

Scrum and waterfall were the most frequently used methodologies, at 22% and 20%,
respectively. Of the agile methodologies, scrum combined with scrum/XP was the most

Table 1. Comparative analysis with means and Kruskal-Wallis test scores

Theme Measurement
item

Mean Kruskal-Wallis

Agile N
= 74

Plan-driven
N = 29

Mixed
N = 17

p-Value

Demographics Team size 3.57 3.06 3.41 0.26

Duration 2.42 2.29 2.48 0.82

Performance Requirements 5.01 5.06 5.31 0.60

Project
efficiency

4.43 4.39 4.89 0.34

Budget 4.33 4.35 4.97 0.48

Time 3.95 3.76 4.38 0.43

Overall 3.59 3.53 3.66 0.78

Roles Team role 0.74 0.76 0.79 0.87

Project
manager

0.58 0.82 0.79 0.04

Product
owner

0.53 0.41 0.14 0.00

Sponsor 0.38 0.53 0.38 0.50

Agile coach 0.49 0.18 0.10 0.00
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widely used, at 24%. This finding is consistent with the results of other studies, which
have found scrum to be the most popular agile methodology in widespread use [1, 6].
The methodology types and methodologies were not significantly correlated with any of
the individual performance measures or the project efficiency factor. The methodology
types were not significantly different in terms of team size or project durations.

4.3 Roles

The project manager role was involved in 67% of the projects, including 58% of the
agile projects, 82% of the mixed methodology projects, and 79% of the plan-driven
projects. The agile coach role was included in 35% of all projects, and the product
owner role was included in 42% of all projects. There was no significant difference
between methodology types in terms of other roles. The agile coach, product owner, and
team combination, a full scrum team, was not present in all scrum-related projects. This
implies that scrum is not being rigorously applied in practice. The project manager was
more prominent in the plan-driven and mixed methodologies, and the agile coach and
product owner were more prominent in the agile methodologies. Otherwise, there was
no significant difference between the methodology types in terms of the roles. Table 2
illustrates that the presence of the agile coach role was significantly correlated with the
time, requirements, and efficiency measures.

4.4 Tasks

Table 3 presents the results of the case-controlled match analysis and provides an
overview of the project roles engaged in project management processes. In general,
project management tasks were performed in all methodology types with no signifi-
cant difference. The project manager was overwhelmingly responsible for the project
management tasks in all types of methodologies.

Table 2. Kendall Tau-b correlation coefficients

N = 96~Prob > |tau| under H0: Tau = 0

Role Budget Time Requirements Overall Efficiency

Project
manager

0.03 0.07 0.03 −0.01 0.05

Agile coach 0.17 0.28** 0.24** 0.11 0.26**

Team −0.11 0.06 0.06 −0.01 −0.03

Product owner 0.08 0.12 0.14 0.06 0.12

Sponsor −0.04 0.05 0.05 0.11 0.02

*** p < .001, ** p < .01, * p < .05

Conversely, the team was more often identified as being involved in assessing, treat-
ing, and controlling risks in plan-driven methodologies; meanwhile, in agile methodolo-
gies, the product owner was more often identified as being involved in these activities.
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This finding is consistent with Tavares, Silva, and Diniz de Souza [36] finding that in
agile projects the artifacts are responsible for recording risks and their responses, the
events for identifying, analyzing, and planning risk responses and monitoring risks, the
project team for managing the technical risk, and the product owner for managing the
business risks. The product owner was strongly represented in managing stakeholders;
neither the team nor the agile coach was significantly engaged in this task. The project
team was not at all involved in procurement in agile methodologies.

Figure 1 combines the qualitative results from the literature review with the quanti-
tative results and thereby provides a consolidated view of project management respon-
sibilities in agile projects. The rows represent the 39 ISO processes grouped into the
10 ISO subject areas, the columns represent the scum artifacts or events as method or
the project roles considered in the study, and the color represents the relative degree to
which the processes were executed. For example, the integration subject area includes
seven processes: two of the processes map to five scrum artifacts and events. The scrum
master role maps to one process for the subject area, the product owner role maps to

Table 3. ISO process by project role

ISO Process Spr Prj Mgr AC PO Team Oth N/A

Establish
project team

0.17 (+) 0.21* (−) 0.08 (+) 0.08 (+) 0.17* (+) 0.04 (+)

Manage
project team

0.04 (+) 0.38* (−) 0.04 (+) 0.08 (+) 0.13 (+) 0.08 (+)

Control
resources

0.08 (+) 0.17* (−) 0.13 (+) 0.13 (+) 0.00 (−) 0.08 (+) 0.08 (+)

Establish
budget

0.21 (+) 0.17 (−) 0.08 (+) 0.00 (−) 0.17 (+) 0.08 (+)

Control costs 0.04 (+) 0.33 (−) 0.13 (+) 0.04 (−) 0.17 (+) 0.08 (+)

Identify risks 0.04 (+) 0.21* (−) 0.04 (+) 0.13 (+) 0.33 (+) 0.04 (+) 0.04 (+)

Assess, treat,
and control
risks

0.04 (+) 0.33 (−) 0.04 (+) 0.21* (+) 0.08* (−) 0.04 (−) 0.04

Plan and
administer
procurements

0.38 (+) 0.08 (+) 0.04 0.00** (−) 0.17 (+) 0.13 (+)

Select
suppliers

0.00 (−) 0.17 (+) 0.08 (+) 0.17 0.21 (+) 0.17 (+)

Manage
stakeholders

0.29* (−) 0.04 (+) 0.29* (+) 0.04 (+) 0.04 (+) 0.08 (+)

Significance: *** p < .001, **p < .01, *p < .05; N = 24 agile; N = 24 plan-driven
Cases: (+) more or (−) less in agile cases than in plan-driven cases
Spr-Sponsor; Prj Mgr-Project Manager; AC-Agile Coach; PO-Product Owner; Oth-Other
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Fig. 1. Heatmap of ISO process groups by project roles

two, the team role maps to five, and the project manager and sponsor role map to none.
The details are presented in Tables 4 and 5.

Table 4 presents the qualitative results from the literature review combined with the
quantitative results. It depicts the scrum artifacts, roles, and events aligned to the ISO
project management subject areas and processes. The checkmark (✓) notes alignment
based upon a formal reading of the methodologies; the plus (+) confirms that knowledge
basedon the results from the survey.The results signified that responsibilities have shifted
from the project manager to the agile roles. Table 5 indicates the shift in responsibility
from the project manager with a negative sign (−) and indicates the shift in responsibility
toward the sponsor or other roles with a plus (+). Such a shift has occurred in most
cases; however, the project manager remains significantly responsible for procurement
activities.

4.5 Summary

For agile methodologies, some of the project management responsibilities are inherent
in the frameworks. The analysis clarified how the project management activities are
distributed among the project roles.
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Table 4. Project management framework: Scrum

Team Product 
Owner 

Scrum 
Master

Scrum 
Artifacts 
&
Events

Integration

Develop project charter

Develop project plans

Direct project work

Control project work

Control changes

Close project phase or project

Collect lessons learned 

Stakeholder

Manage stakeholders
(+) (+) (+)

Scope

Define scope

Control scope

Create work breakdown structure

Define activities

Resource

Establish project team
(+) (+)

Develop project team

Control resources
(+) (+)

Manage project team
(+) (+) (+)

Time

Estimate activity durations

Costs

Develop budget
(+)

Control costs
(+)

Risk

Identify risks
(+) (+) (+)

Assess, treat, control risks
(+) (+)

Quality

Perform quality assurance

Procurement

Select suppliers
(+)

Communication

Manage communications
- based upon literature mapping; (+)-based on survey analysis
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Table 5. Project management framework

Project Manager Sponsor Other

Stakeholders 

Identify stakeholders

Manage stakeholders
(-) (+)

Resources

Establish project team
(-) (+) (+)

Estimate resources

Define project organization

Control resources
(-) (+) (+)

Manage project team
(-) (+)

Time

Develop and control schedule 

Cost

Estimate costs

Develop budget
(-) (+) (+)

Control costs
(-) (+) (+)

Risk

Identify risks
(-) (+)

Assess, treat, control risks
(-) (+) (-)

Quality 

Plan quality

Perform quality control

Procurement

Select suppliers
(+) (-) (+)

Plan and administer procurements
(+) (+)

Communication 

Plan communications, distribute info
- based upon literature mapping; (+) more or (-) less based on survey analysis

5 Discussion

First, while agile project methodologies are gaining in popularity, traditional method-
ologies continue to be in widespread use. Regardless of the methodology, the project
management tasks as identified in the ISO standards for managing projects remain rele-
vant. Projectmanagers are engaged in agile projects to a greater degree than agile coaches
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or product owners. Project managers continue to perform management tasks and do not
only act as a “gatekeeper,” as described by Taylor [3]. In this study, the sponsors and
product owners undertook some management activities, whereas the agile coaches did
not. Thus, this partially supports the proposition by Noll, Razzak, Bass, and Beecham
[2] that assigning a former project manager to the product owner role rather than the
scrum master role will result in a higher degree of project success.

In practice, the project manager focuses on teammanagement and risk identification
tasks, while the product owner focuses on scope and stakeholder management activities.
The product owner is responsible for the scope before the project starts, during the
project, and after the project is completed. A project manager is a transitory role and
is not typically engaged in the market and withdrawal phases of a product lifecycle.
Stated differently, the boundary for the product owner is the product features, whereas
the boundary for the project manager is the project process. Thus, the pairing of sponsor
and product owner represents a logical combination for both long-term product success
and short-term project success. The agile coach’s boundary is the team, and the team’s
boundary is the project work during an iteration.

For agile projects, the authorization to perform the work is given to the product
owner [5]; for plan-driven methodologies, it is given to the project manager [21]. For
plan-driven methodologies, the project termination criteria are defined at the start of
the project; for agile methodologies, the endpoints emerge over time. This emergence
enables flexibility to terminate projects early or to continue beyond an originally planned
closing date [5]. The projectmanagement tasks in plan-drivenmethodologies are central-
ized to the projectmanager role. In agilemethodologies, some of the projectmanagement
responsibilities are inherent in the framework or distributed to the agile roles, although
others are practiced by a project manager or other roles.

From this study, it became clear that the agile coach has a much more limited set of
tasks than the project manager. The agile coach has two primary responsibility areas:
developing the team and supporting all stakeholders, helping them to understand and
apply the methods. In this regard, the management style suggested for an agile coach is
that of an effective leader, facilitator, or coach [26]. This recommendation corresponds
with studies that argue that a project manager capable of adopting a facilitator leadership
style could lead an agile project [10, 11, 26, 27]; however, it is not suggested that the
project manager also fill the coaching role as there is likely to be conflict related to the
delegation and management styles required by the different sets of responsibilities [2].
Furthermore, the results indicated that the presence of an agile coach was correlated
with project efficiency; however, correlation is not causation.

6 Conclusions

Although the tasks that would typically be executed by a project manager are not (explic-
itly) addressed by agile methodologies, they continue to be practiced. The team, product
owner, and project sponsors are assuming the informal role in some project management
tasks. The project manager, however, continues to be engaged, albeit with an altered task
distribution and leadership style. Table 6 presents a summary of the scope of each role.
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Table 6. Boundary, Authority, Role, and Task (BART) analysis for Agile methodologies

Boundary Project Product Iteration Team

Role Project
manager,
Sponsor

Product owner Team Agile coach

Who authorizes Sponsor Sponsor Product owner Sponsor

Tasks Table 5 Table 4 Table 4 Table 4

6.1 Contributions to Knowledge

The results of this study quantify subjective and theoretical speculation on who performs
the project management tasks in agile projects. By empirically defining the project man-
ager’s tasks in agile projects, the results of this study contribute to the projectmanagement
literature on agile methodologies. Although agile methodologies are in widespread use,
this information was missing in practice and under-researched in academia.

6.2 Implications for Practice

The practical implication is that project sponsors should consider the project manager
an essential role in all project types; however, at the same time, project managers should
recognize their reduced role and acknowledge that the product owner is a co-equal
partner. In addition, when staffing decisions require a trade-off in role assignments, the
project manager role is closer to the product owner role than the agile coach role. Agile
coaches add value and increase efficiency by focusing on the team.

The agile methodology authors should update their practices to identify the role the
project team and product owner play in assessing, treating, and controlling risks and in
selecting suppliers. Furthermore, they should update their practices to reflect the project
management tasks that may be outside of the team operations but necessary for project
sponsors or project managers to execute. Tables 4 and 5, and Fig. 1 provide a guideline
for mapping specific project roles to project management activities.

Since the rigorous application of method artifacts, roles, and events is responsible
for some typical project management activities, care should be taken to consider project
governance when tailoring agile methods. Next, the agile coach plays a key role that
can improve the productivity of project operations. Thus, the role should be formalized
into traditional methodologies as a role separate from the project manager. Finally, the
project management standards from ISO [19], PMI [21], and APM [20], as well as the
PMI Agile Practice Guide [7], should be updated to reflect the findings from this study.

6.3 Implications for Research

In future studies, researchers investigating agile methodologies should consider the par-
ticipants within the overall projects. We determined that fewer than half of the projects
following the scrum methodology incorporated all the scrum roles. Thus, the actual
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results from project studies may inappropriately attribute successful outcomes to the
methodology. The role of the “agile project manager” referenced in some studies in the
literature is inconsistent with some agile methodologies and with practices. Specifically,
in some cases, methodologies that describe the agile project manager do not specify
whether the project manager is assuming the responsibilities of an agile coach com-
bined with a project manager, nor do they mention whether an agile coach is present
alongside the agile project manager. Thus, the construct of the agile project manager
should be formalized in line with the results of this study.

6.4 Limitations and Further Research

The results of this study are not generalizable beyond the methodologies studied in
this research. Specifically, software development projects have been the most active
in applying agile methodologies. There were no measures to determine whether the
project type skewed or biased the results. We lacked financial or factual data to measure
project efficiency and performance; thus,we could only evaluate the perception of project
performance as judged by the participants. Furthermore, the findings are limited due
to the small sample size. Future research could focus on a qualitative study of the
agile project organizations, seek to quantify the engagement of the separate roles or use
strategies to avoid the limitations of this study.
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Abstract. In the paper, a new multi-level hybrid method of community detection
combining a density-based clusteringwith a label propagationmethod is evaluated
and compared with the k-means benchmark and DBSCAN (Density-based spatial
clustering of applications with noise). In spite of the sophisticated visualization
methods, managers still usually find clustering results too difficult to evaluate and
interpret. The article presents a set of key assessment measures that could be used
to evaluate internal and external qualities of discovered clusters. The approach
is validated on real life marketing database using advanced analytics platform,
Upsaily.

Keywords: Clustering · Customer communities · Customer segmentation ·
Cluster evaluation · Marketing

1 Introduction

Discovery of customer communities is one of the important problems in modern data
analysis of decision support systems. In marketing information systems, a community
can be defined as a densely connected group of customers having similar profile or
behavior that is only loosely connected to the rest of the network [1]. Many approaches
and clustering algorithms have been published in network literature [2–8]: from the clas-
sical k-means, through density-based partitioning, self-organizing maps, graph-based,
grid-based, to combinational and hybrid solutions.

In marketing analysis, discovery of accurate and business focused partitions using
a single algorithm in isolation is becoming highly complex. The aim of this paper is to
present an approach for evaluating the results of clustering that show that somealgorithms
are better and efficient for very large datasets while others generate results difficult to
accept by managers. There are many reasons for these difficulties: sensitivity to initial
values, unknown quantity of expected clusters, non-spherical datasets, sensitivity to
noise and outliers, varying densities of clusters, or difficulties of business interpretation.
In spite of that, there is no one algorithm that can achieve the best performance on all
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measurements for any given dataset [5, 9–11], and at the same time obtain the best
results.

To strengthen business outcomes and reduce weaknesses of the single algorithm
approaches, a new hybrid multi-level method of community discovery was proposed
in our previous paper. It combined a density-based clustering with business-oriented
label propagation method. Five basic algorithms have been integrated into this method:
DBSCAN, RFM (Recency, Frequency, Monetary Value), k-NN (k-Nearest Neighbors
algorithm), UMAP (Uniform Manifold Approximation and Projection), and LPA. As a
reminder, the DBSCAN is an efficient algorithm that identifies clusters by measuring
density as the number of observations in a designated area [9–11]. If the density is
greater than the density of observations belonging to other clusters, then the defined
area is identified as a cluster. Usually, in business application, DBSCAN creates a lot
of small and difficult to interpret clusters. To improve cluster quality and interpretation,
a second algorithm has been proposed that enriches the results of DBSCAN and is
able to form communities. After analysis of various community detection methods,
the label propagation algorithm (LPA) has been selected due to its simplicity to detect
communities in large networks and to low computational complexity [12, 13]. The idea
of label propagation is as follows: before beginning computation, some nodes of the
network possess assigned labels. During process execution, the labels are propagated
iteratively throughout the network according to the formula below.

gi = argmaxg
∑

j
Ai jδ

(
g j , g

)
(1)

where Ai j is an element of the adjacency matrix of the network, and δ is equal to 1 when
its arguments are the same, 0 otherwise. There are many extensions of original label
propagation algorithm [8, 14, 15]. In our approach, a weighted network is assumed, so
formula (1) is rewritten as:

gi = argmaxg
∑

j
Wi jδ

(
g j , g

)
(2)

where Wi j is the sum of weights on the edges between nodes i and j of the adjacency
matrix of the network, and δ is equal to 1 when its arguments are the same, 0 otherwise.

In other words, the nodes sequentially adopt the labels shared by most of their
neighbors, taking into consideration the weights of the edges. The propagation ends
when the labels no longer change.

It is important to note that, in our case study, the nodeswere represented by clusters of
customers created by DBSCAN. Neighborhoods of clusters were defined individually
by the distance between the centers of clusters. The upper limit of neighboring was
predefined by the manager or analysts, so the number of neighboring clusters varied.

The business goal of the study is to obtain a higher quality of definition of customer
communities from themarketing viewpoint. Therefore, in the approach the RFMmethod
has been integrated with graph clustering to give clusters of higher quality than the
traditional mono-algorithm clustering. Various data sources, different quality measures,
and business orientation providemore up-to-date, richer information for decisionmakers
and marketing analysts.

The paper has been structured as follows: in the next section, the theoretical and
contextual foundations are detailed. The third section describes a research methodology
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outlining the process of clustering of customers of the internet store and the measures
used to evaluate the quality of the results. Modeling and computation were performed
on Upsaily platform [16]. The fourth section details the results of the case study on real
life database. A general conclusion summarizes the outcomes of the proposed approach.

2 Theoretical and Contextual Backgrounds

Currently, analysis of customer behavior in e-commerce is carried out on highly effi-
cient analytical platforms using diverse and rich information sources. Today e-commerce
applications collect data on every single action undertaken by the customer (visit, trans-
action, search, and many more) [17, 18]. In general, such systems concentrate on a
delivery of the best fitting proposal for a customer concerning the selected customer
segment, desired product, and conditions under which the product is offered. Those
issues were examined by the authors in [12, 19] using customer clustering based on
the RFM method, considering customer recency, frequency of purchases, and monetary
value of orders.

This paper is an extension of the research presented in [19] and concentrates on
quality evaluation issues of the generated cluster segments. The segmentation has been
done in the samemanner as in [19], and e-commercemanagerswere focused ondiscovery
of specific, money-generating customer communities. In the presented case study, two
segments were retrieved and characterized. The first was composed of fashion-driven
customers (they focus on new and fashionable items). Second one contained “bargain
hunters” – discount-driven customers who were ready to purchase products present on
a market for a longer period of time. This segmentation was, in short, referred to as
“fashion vs. discount”.

The experiment extended in this paper is also based on database originating fromB2C
store. Sample data being the input to the experiment included 264127 rows (customers).
In the database, not only are all customer transactions stored, but also the basic data
about their demographic and behavioral profile. Due to the large number of tables and
attributes in the source database, only relevant information was aggregated and extracted
for the case study, notably:

• Value – as a quantity of items multiplied by unit price.
• Discount – as a percentage the difference between the highest transactional price of a
specific item and its price in the current transaction.

• Days after first item sell – as the number of days from the first transaction of a given
item to the current transaction.

• Loyalty – expressed in the number of orders. Such an attribute differentiates the one-off
buyer customer from the loyal customers.

This information was used to compute the following characteristics of customers:

• Average discount of client’s transaction – for some customers, discount drives pur-
chase decision, while others don’t mind paying catalog price. Higher percentage
discounts are typical for bargain hunters.
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• Average number of days after first product sell – it distinguishes new fashionable
products from those launched in the past. It determineswhether a customer is interested
in new (fashionable) items or accepts purchasing items launched in previous seasons.

• Average order value – determines the amount of money the customer can spend on a
single purchase.

For each generated segment one can prepare tailored offer, adjusting set of recom-
mended products to the predicted customer expectations. It is assumed that the better
the clusters, the better adjusted are the offers and the higher the possibility of offer
acceptance.

Severalmethods for cluster evaluation havebeenproposed in the literature [9, 20–22].
In this study, a fewkey business-oriented internal and externalmeasures of cluster quality
will be applied, notably Davies-Bouldin index [23], Dunn index [24], Calinski-Harabasz
index [25] andSilhouette index [26]. Thosemeasures have been selected because they are
comprehensible for marketing analysts, and authors consider them to be well adjusted
to customer segmentation business problem. Definitions of the applied measures are
provided below:

• Davies-Bouldin index

DB = 1

n

∑n

i=1
max j �=i

σi + σ j

d
(
ci , c j

) (3)

where n is the number of clusters, ci and c j are clusters, σi and σ j are the standard
deviations, and d

(
ci , c j

)
is a distance between centroids of ci and c j clusters.

According to this measure, the best algorithm is one that generates the lowest value
of the DB index.

• Dunn index

D = min d
(
ci , c j

)

max d(ck)
(4)

where ci and c j are clusters, d
(
ci , c j

)
is a distance between centroids of clusters ci

and c j , and d(ck) is the diameter of the cluster ck calculated as the largest distance
between two elements in the cluster.
Dunn’s index focuses on cluster density and the distance between clusters. Distance
between clusters can be measured as the distance between their nearest points or the
farthest. Algorithms preferred by the Dunn index are those that reach high values of
the measure.

• Silhouette index

S = 1

n

∑n

i=1

d(ci ) − d(ci , c)

max{d(ci ), d(ci , c)} (5)

where n is the number of clusters, d(ci ) is an average distance between elements
within the cluster ci , d(ci , c) is the minimum distance of the cluster ci to all other
clusters.
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The Silhouette index measures how similar an object is to its own cluster (cohesion)
compared to other clusters (separation). The measure is obtained by calculating the
difference between two values: the average distance within the cluster and the mini-
mum distance between the clusters. Index value ranges from −1 to +1, where high
values indicate good matching of the object to its own cluster and poor matching
to neighboring clusters. Low and negative values may indicate too few or too many
clusters in the model.

• Calinski-Harabasz index

CH = BCD(n)(N − n)

WCD(n)(n − 1)
(6)

where n is the number of clusters, N is the total number of all customers, BCD(n)

is the inter-cluster dispersion1 (an overall between-cluster variance), WCD(n) is the
intra-cluster dispersion2 (an overall within-cluster variance).
The Calinski-Harabasz index is an evaluation index calculated as a ratio of the within-
cluster dispersion to the between-cluster dispersion. The higher the ratio, the better the
clustering effect. This index is best suited for clustering solutions based on k-means
methods based on Euclidean distances.

In external evaluationmethods, clustering results are assessed using the external data
not taken into account during the clustering process. For instance, such data relate to
the customers who were previously assigned to the clusters by experts. In this case, the
clustering results generated by the algorithm are compared with the clusters determined
by the experts. Apart from the mentioned metrics, other measures can be also applied,
such as F-score, Fowkes-Mallows index, etc.

The Upsaily analytical platform has been used to carry out the computation. Func-
tionally, the platform can be classified as a Customer Intelligence system, i.e. one whose
primary interest is current customers. The aim is not to help in acquiring new customers,
but to increase customer satisfaction that translates into increased turnover. This could be
achieved by customers making follow-up purchases, increasing the value of individual
orders (cross-selling), or more valuable products (up-selling).

3 Research Methodology

The research study is a continuation of our previous project on themulti-level approach to
discover customer communities [19, 27]. The objective was to evaluate the discovered
communities of the most profitable customers. A profitable customer was one whose
order values were high and at the same time they didn’t seek discounts. As a reminder,
the discovery process was composed of the following steps:

1 Between-Cluster Dispersion can be calculated as BCD(n) = ∑
i ci · d2(ci , c), where n is the

number of clusters, d(ci , c) is the distance between centroid of the cluster ci and the global
center of all clusters, ci is the number of elements in the cluster ci .

2 Within-Cluster Dispersion can be calculated as WCD(n) = ∑
i
∑

x∈ci d
2(x, ci ), where n is

the number of clusters, x is an element of the cluster ci , d(x, ci ) is the distance between centroid
of the cluster ci and the element x belonging to the cluster ci .
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1. Customers clustering using Hierarchical DBSCAN (HDBSCAN) algorithm.
2. Dimensions reduction using Uniform Manifold Approximation and Projection

(UMAP) method in order to base next steps on two dimensions.
3. Centroid calculation for each cluster according to UMAP result.
4. Graph generation with k-NN algorithm.
5. Communities detection according to LPA algorithm.
6. Cluster evaluation.
7. Marketing interpretation.

Tobegin theprocess,HDBSCANmethodwas selectedbecauseof itsmarketingusage
in effective discovery of clear patterns in given set of observations. The specification of
HDBSCAN has been explained in [19, 28]. HDBSCAN generates a number of clusters
based on the number of patterns found in the data. Compared to DBSCAN, HDBSCAN
is a hierarchical clustering algorithm, and it constructs a cluster hierarchy of connected
components based on minimum cluster size. It is worth noticing that some observations
remain without assigning them to any cluster.

Source data included 264127 rows describing customers. 140 segments were gen-
erated. Figure 1 presents visualization of 7 selected clusters of the most profitable cus-
tomers. Customers assigned to clusters (indicated by color) are presented in left hand
side. Distribution of order characteristics is presented in right hand side.

In the second step, to reduce the space dimension, UMAP method was used [29].
The cluster centroids coordinates were then computed.

From initial 264127 rows describing customers, 174297 were assigned to clusters by
HDBSCAN algorithm. The remaining customers (89830) were assigned to “−1” cluster,
which meant that insufficient density was found in the area they were located (no pattern
was detected). 2046 small but very consistent clusters were discovered. Such quantity
of clusters was too high to effectively address managers’ needs; hence the reason was
to aggregate small clusters into customer communities.

Fig. 1. Most profitable customers in k-means segmentation. (Color figure online)
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In [30], communities are defined as, “groups of verticeswithinwhich connections are
dense, but betweenwhich connections are sparser”.According to [31], such communities
can be considered as fairly independent spaces of a graph, sharing common properties
and/or playing similar roles within it.

In our case study, communities are groups of customer clusters whose elements
share common properties and allow managers to apply the same measures to them or to
identify strong similarities between groups in the same community.

Label Propagation Algorithm has been proposed for detecting communities in net-
works represented by graphs [12]. The specification of LPA can be found in [12, 19]. In
[32], the LPA has been compared with other clustering algorithms: Louvain algorithm
[33], Smart Local Moving (SLM) [34], and Infomap algorithm [35]. The main idea
behind LPA is to propagate labels throughout the graph, from a node to its neighbor
nodes. As a result, the groups of nodes sharing the same label and whose nodes have
more neighbors than nodes in other groups are classified as communities. The algo-
rithm, due to its linear time complexity of O(m) for each iteration, simplicity, and ease
of implementation, is commonly used to identify communities in large-scale Manhattan
real-world networks, such as social media. An advantage of the algorithm is that it does
not require prior information on number of communities or their cardinalities to run,
neither does it require any parameterization. The number of iterations to convergence is
barely dependent on the graph size, but it grows very slowly.

It is important to note that Label Propagation Algorithm operates on graphs, hence
the input data must be converted into a graph. In our experiment, it was necessary
to perform a dimension reduction with UMAP on “fashion vs. discount” case study,
grouping customers with similar properties into clusters and determining centroids of
each cluster accordingly.

In order to create a graph, the k-Nearest Neighbors algorithm (known as k-NN),
that is one of the simplest, but perfectly fitting into the experiment context, was used,
and, as a non-parametric method, it is commonly used for classification and regression.
For classification, the centroids with Euclidean distance between them are used and
transformed into the normalized distances for all nodes while filtering out all that is
above a given threshold.

Agraphwas created,where the nodes represent clusters generatedbyHDBSCANand
edges are weighted links connecting clusters, determined by applying k-NN algorithm
from the previous step and representing normalized distances between clusters. It should
be added that the centroids defined while executing UMAP method were crucial in the
creation of a proper graph for LPA method.

Finally, using the data from the previous steps, a large graph consisting of 2046
clusters (vertices) and 15364 links was created. More detailed information about the
graph structure will be given further.

To sum up the discovery process: HDBSCAN created numerous clusters, UMAP
reduced the dimensions, k-NN formed graph, and finally LPA found communities. The
graph is illustrated in Fig. 2. The densest groups of clusters have been marked in color on
the graph. They form communities characterized by common attributes. Results of that
experiment favor LPA to be used with large scale data, as it outperforms other algorithms
in case of well-defined clusters.
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Fig. 2. Graph of clusters with highlighted communities. (Color figure online)

In general, densely connectedgroups reach a common label quickly.Whenmany such
dense groups are created throughout the network, they continue to expand outwards until
it becomes impossible to do so. Randomization of the order the clusters are processed
has consequences: it may not deliver a unique solution, or the final solution might not be
found at all (due to fluctuations in label assignment, adjacent clusters can interchange
their labels in every iteration, preventing the convergence criteria from being achieved).

In retail businesses, managers would want to know about the customers in order to
efficiently tailor offers for targeted groups, and to increase efficiency and also customer
satisfaction. This in turn increases business profitability. On the other hand, there might
be a group of customers that may abuse the system, searching for systemweaknesses and
resulting in a loss or very small benefit for the retailer. The aim of this experiment was
to find clusters of the most profitable customers, which has been already mentioned, and
to provide marketing manager or analyst with appropriate knowledge about customer
behavior in respect to the value of products, discount, and “age” of the product.

If a manager is interested in clusters of customers with the highest order values (as
potentially the most beneficial customers), they filter clusters using the order-values.
For example, selected clusters of customers who buy goods valued at more than 350
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PLN are presented in Fig. 3. There are 133 groups (communities) created by LPA out of
2052 clusters generated by HDBSCAN. On the left-hand side of visualization one dot
represents one HDBSCAN cluster and the color of the dot represents LPA cluster (after
community detection by LPA).

Fig. 3. Graphical representation of analyzed clusters meeting manager’s criteria. (Color figure
online)

If managers are interested in some specific clusters, they could observe the distri-
bution of each feature in clusters. If one takes into consideration clusters C2 and C7
presented in Fig. 3, one can observe that these are customers not looking for discounts
(they buy with 0% discount), they buy new products (launched respectively 31 and 20
days before purchase). The difference between those clusters is in the average order
value (respectively 452 and 385 PLN). Having such knowledge, the recommendation
systemmakes it possible to tailor the offer in order to meet customer’s expectations. The
chart on the left-hand side presents these clusters (one dot one cluster) and color of dots
represents a final community.

4 Evaluation Measures and Research Findings

Asmentioned earlier, the case study is focused on the communities of customers with the
highest average order value. Those customers are the most beneficial to the retailer. They
buy highest-margin products. In addition, their buying power is the most significant, so
they deserve a special treatment in order to gain their loyalty. The aim of undertaken
operation is to select relatively consistent segments for those clients and provide them
with tailored offers. The offer should be adjusted to customer preferences based on
explained earlier characteristics:

• amount of money customer might spend,
• discount from catalog price,
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• product availability period (it distinguishes new fashionable products from those
launched in the past). It is also one of key decision drivers for specific segments.

The authors assume that product price, discount, and product availability period pre-
sented in an offer influence the purchase decision. That is why segments of customers
were generated based on those characteristics calculated on their previous purchases. An
offer prepared on the basis of segment characteristics will be sent to all customers in the
segment. If the generated segments match the offered products, the probability of pur-
chase is high. Of course, all individual customers are different, and their preferencesmay
differ even inside one segment. The point of community discovery is to group customers
where those differences are possibly the lowest. If the segment is internally coherent
and well separated from others, the marketing campaign targeted to each segment might
achieve the higher response rate and be more efficient. That means that the goal is to
define consistent and well separated segments.

For further analysis, the authors selected 7 communities with highest average
order value amount. Those communities contained 1485 customers. The graphical
interpretation of selected communities is presented in Fig. 4.

We can conclude that community C1 spends the highest amount of money (548.62
PLN) on an order, they need a discount in order to make a purchase decision (23%) and
they buy relatively new products (117 days after a product launch). Another segment
C2 – those customers buy relatively less expensive products, but still average order
value is high (452.91 PLN), they buy the newest products (31 days after product launch)
and they do not search for discounts – they buy in catalog prices (0% discount). It is
obvious that clients from each of those segments need a different offer that matches their
individual preferences. Finally, the key question of this study is to demonstrate whether
those communities generated by the presented method are better than those generated
using other methods.

To verify the quality of those methods, the authors performed clustering on the
same dataset using two well-known algorithms: k-means and HDBSCAN. The authors
clustered whole set 264127 customers and selected top N clusters with the highest
average order values. Those experiments were repeated several times in order to return

Fig. 4. Interpretation of selected clusters.
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similar number of clusters (7) with comparable number of customers (1485). k-means
based clustering returned 6 clusters with 1994 customers and HDBSCAN returned 6
clusters and 1473 customers.

Due to a fewer number of clusters, authors also generated anotherHDBSCANsample
with 7 clusters and 2153 customers. In order to maintain the same conditions to the final
evaluation, a sample generated by proposed method with 8 clusters and 1924 customers
was included. Samples with numbers of clusters and customers are presented in Table 1.
To evaluate communities Dunn3, Davies–Bouldin4, Silhouette5, andCalinski-Harabasz6

indices were calculated for all samples.

Table 1. Samples with number of clusters and customers

Sample name Number of clusters Number of
customers

LPA 1 7 1485

LPA 2 8 1494

k-Means 6 1994

HDBSCAN 1 7 2153

HBDSCAN 2 6 1473

The results are presented in Table 2.

Table 2. Evaluation of clusters with Dunn and Davies–Bouldin indices

Sample name Dunn Davies-Bouldin Silhouette
(Euclidean)

Silhouette
(Manhattan)

Calinski-Harabasz

LPA 1 0.0059 2.0108 0.0115 0.0745 407.8

LPA 2 0.0059 1.7444 0.0140 0.0682 511.1

k-Means 0.0006 3.1805 0.0173 0.0484 1035.3

HDBSCAN 1 0.0006 2.5879 −0.0028 0.0261 973.1

HBDSCAN 2 0.0014 2.2580 0.0512 0.0836 861.2

3 The code for Dunn index calculation was found on GitHub: Dunn index for clusters analy-
sis - https://gist.github.com/douglasrizzo/cd7e792ff3a2dcaf27f6. Computing of Dunn index is
relatively simple, authors verified published code before it was used in order to prove its validity.

4 Implementation of Davies–Bouldin index was taken from Scikit learn library: https://scikit-
learn.org/stable/modules/generated/sklearn.metrics.davies_bouldin_score.html.

5 Implementation of Silhouette index was taken from Scikit learn library: https://scikit-learn.org/
stable/modules/generated/sklearn.metrics.silhouette_score.html.

6 Implementation of Calinski-Harabasz index was taken from Scikit learn library: https://scikit-
learn.org/stable/modules/generated/sklearn.metrics.calinski_harabasz_score.html.

https://gist.github.com/douglasrizzo/cd7e792ff3a2dcaf27f6
https://scikit-learn.org/stable/modules/generated/sklearn.metrics.davies_bouldin_score.html
https://scikit-learn.org/stable/modules/generated/sklearn.metrics.silhouette_score.html
https://scikit-learn.org/stable/modules/generated/sklearn.metrics.calinski_harabasz_score.html
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A higher value of Dunn index indicates better clustering, so for both LPA samples
this index is the highest. As regards Davies–Bouldin index, a lower value means better
clustering. Using this index, LPA samples also are ranked the best. From this evaluation
we can conclude that the method presented in this paper returned better clusters than
other algorithms.

In reference to Silhouette index, the best value is 1 and the worst is −1. The
Authors calculated this index twice using two available methods of distance calculation:
Euclidean and Manhattan. For Euclidean distance, the proposed method returned poor
result in comparison to others. Both HDBSCAN and k-means algorithms use Euclidean
distance for calculation of observation closeness. These algorithms favor more circular
clusters where observations are located around a centroid. For the proposed method
grouping clusters of customers whose elements share common properties, Manhattan
distance is more natural because it favors observations with the same values of a specific
feature. When calculating Manhattan distance, LPA samples are ranked 2nd and 3rd,
which shows that the algorithm gives better result than k-means.

Calinski-Harabasz index shows that the proposed method gives worse results than
well-known algorithms. One must remember that this index is mostly used to evaluate
the optimal number of clusters. This index favors k-means algorithm because it applies
the criterion of minimum within-cluster sum of squares. Using this index k-means is
ranked the best.

According to managers, Davies-Bouldin and Dunn indices are best matched to the
business problem of customer communities detection. In addition to other methods,
determining distances using Manhattan function can be considered to meet the business
criteria.

5 Conclusions and Future Research

The primary objective of the presented research was to develop a method to evaluate
customer communities discovered by data mining algorithms. The pilot study was car-
ried out on a newmulti-level hybrid method for community discovery, implemented and
validated on the Upsaily experimental platform. The research methodology is composed
of seven, closely integrated steps. In the first place, relevant information on customers
is extracted from large marketing databases and partitioned by the clustering algorithm
(HDBSCAN), secondly, the space dimensions are reduced into two dimensions using
the Uniform Manifold Approximation and Projection (UMAP) method, and thirdly, the
centroids are computed for each cluster. The graph is generated in the step four using the
k-NN algorithm. To discover customer communities, the Label Propagation Algorithm
(LPA) is applied. These experiments demonstrated that the “customer communities dis-
covery” compared against “segmentation with k-means algorithm”, gave much more
precise identification of group of customers and enables managers and data analysts to
better understand clusters. A number of quality measures demonstrated very high per-
formance of the multi-level hybrid clustering. The final step, most important for decision
makers, concerned marketing interpretation of discovered customer communities.

The multi-level clustering approach described in this paper has proven its advantage
over single method clustering. Numerous small clusters were turned into communities
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sharing common properties. Specifically, running HDBSCAN alone against the data
describing customer’s purchases resulted in a high number (2046) of dense, but small
clusters, making it elusive to predict customer’s needs or address tailored offerings. It
is important to mention that using the simplest PCA method for dimensions reduction
did not live up to the expectations: the clusters did not form homogenous communities,
which in turn could not provide managers with reliable tools to support decision making
processes. When the PCA method was replaced by the UMAP method, the clustering
results lived up to the expectations, making it possible to calculate meaningful centroids
for each cluster. Afterwards, the label propagation method was applied, providing the
means to determine customer communities, grouping them based on business needs.

TheUpsaily platformused in the experiment allows for parameterization of themulti-
level approach to clustering described in the paper, through defining the features used
for clustering, business-oriented cluster identification, defining data range, or specifying
the size of expected clusters. The advantage of this customized approach is that it can be
widely applied to any type/category of customers and it provides the means to perform
advanced analytics on the business data.

The results obtained so far on real marketing data are very encouraging; in addition,
they have been positively validated by managers of internet shops. However, many algo-
rithmic and business-oriented issues remain to be expanded and fine-tuned. For instance,
a desirable extension of the approach will be to refine a method of feature construction
describing a customer profile. An interesting future improvement could focus on imple-
mentation of the collective and cooperative clustering with built-in business-oriented
quality measures. One, but not the last, ambitious work will be focused on the dynamics
and evolution of customer communities.
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Abstract. Industrial symbiosis is a favored approach to balancing an industry’s
economic growth with its environmental impact on a regional scale. Although the
scientific literature reports numerous examples of industrial symbiosis around the
world, this approach and its related concepts are not considered to be widespread
in practice, due to various barriers.

Informational and managerial barriers are seen as significant obstacles to
industrial symbiosis, but they have not yet been adequately investigated. Empiri-
cal research is needed to understand how industrial actors perceive these barriers,
and especially supporting information technologies (IT). Therefore, in this paper,
we first examine the barriers to industrial symbiosis through a literature review,
focusing on informational and managerial barriers. In a second step, we develop
a study involving an online questionnaire in order to investigate the extent of
managerial and informational barriers that prevent industrial symbiosis, as well
as the perception of corresponding IT support. Finally, we present the results of
our pre-study.

Keywords: Industrial symbiosis · Barriers · Information ·Management · IT

1 Introduction

In today’s world, sustainability is important. The demand for sustainable development
continues to increase, and the term ‘sustainability’ has come to be an omnipresent, central
issue in discussions on industrial development. Companies face growing economic,
ecological, and social challenges, as do their business partners. Hence, sustainability
has become a key strategic task for many businesses, which are now concerned with the
challenges of sustainability management [1–3]. One approach to sustainable industrial
development that has begun to attract research attention is industrial symbiosis. Industrial
symbiosis aims to balance industrial activities with their impact on the environment. It
consists of regional, cross-sectoral, and cross-company cooperation to increase resource
efficiency and to ecologically and economically benefit all parties involved [4, 5].

To address these aspects, a growing number of uncovered and facilitated examples
of industrial symbiosis, from all over the world, have been described in the scientific
literature [6–8]. These examples contribute to sustainable development economically
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(e.g., reduced waste disposal and input costs), environmentally (e.g., reduced waste
production and resource use), and socially (e.g., community awareness). Nevertheless,
despite these success stories, other reports show that industrial symbiosis practices are
not widely implemented, due to various barriers [9, 10]. According to [11], less than
0.1% of 26 million active companies in Europe are engaged in industrial symbiosis.

In particular, barriers that are managerial (e.g., limited commitment) and informa-
tional (e.g., lack of information sharing) in nature are regarded as significant obstacles to
industrial symbiosis [9–14], since these barriers must be overcome for symbiotic oppor-
tunities to be identified and subsequently utilized. If these barriers are not addressed,
subsequent processes—such as feasibility studies on identified opportunities—cannot
be carried out, and other related barriers (such as technical or financial issues) cannot
be identified. Since informational and managerial barriers are easier to overcome than
technical or regulatory barriers and can be alleviated with appropriate IT support, we
focus on these barriers in this paper.

Currently, industrial symbiosis research needs more empirical and quantitative stud-
ies, which it lacks (as stated by [15]). In recent years, some surveys have been conducted
on industrial symbiosis activities, both to examine the interest in and maturity of indus-
trial symbiosis in a specific region as well as to capture the perception of barriers to
adopting symbiotic practices (Table 1). The surveys typically target companies (gen-
eral or environmental managers) or policymakers but rarely the managers of industrial
parks, despite wide recognition of the latter’s potential role as facilitators of industrial
symbiosis [16, 17].

Table 1. Industrial symbiosis surveys

Year Article Region Focus1 Sample2

2016 [18, 19] Philippines Barrier interdependencies (10) 10

2017 [20] Brazil Social barriers (4) 29

[16] Europe Symbiosis activity, barriers (5) 92

[17] Europe Symbiosis activity, barriers (10) N/A

2018 [21] Slovenia Symbiosis activity (-) 50

[22] Sweden Symbiosis activity, maturity, barriers (4) 20 (50)

[23] Spain Symbiosis activity, barriers (9) 95

2019 [24] Europe Symbiosis activity, impacts, barriers (12) 22 (25)
1 No. in brackets = No. of barrier categories
2 No. in brackets = No. of follow-up interviews

The perceived relevance of informational andmanagerial barriers varies considerably
across different studies. These differences can be caused by region and context but also
by the diverse barrier categorizations proposed in the different studies. Informational,
managerial, and social aspects are not clearly separated from each other: informational
barriers in particular are often linked with social factors like trust, cooperation, and
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community. According to [14] and [15], managerial barriers are a cause factor and infor-
mational barriers are an effect factor; however, although a cause-effect relationshipmight
exist, the inconsistencies in barrier categorization and the lack of a uniform allocation
of underlying aspects make it difficult to compare the studies, reducing their reliabil-
ity and validity. Only [21] and [23] considered informational barriers separately from
social aspects, albeit exclusively with reference to information systems. The survey of
[21] shows that 49 out of 50 respondents would use an online platform to implement
industrial symbiosis if one was available, while the survey in [23] reveals that some
companies consider inadequate information management systems to be a barrier. How-
ever, neither study gave further information regarding the information system/online
platform (information types, functionality, access, users, etc.). Therefore, the extent of
informational barriers and their causes remain unknown.

The absenceof an empirical foundation can alsobe seen in efforts to support industrial
symbiosis with information technology (IT) in order to mitigate informational issues.
These tools appear to be primarily research-driven, and it remains unclear how much
they are known, used, and perceived as useful by companies [12, 25]. Therefore, we
decided to set up a long-term research project to address this research gap. We have
observed that research needs to further explore the readiness of corporate management
to engage in industrial symbiosis, as well as to investigate opinions on informational
issues and IT support. In particular, an investigation of informational aspects in terms
of information availability, confidentiality, and relevance—as well as of the perception
of IT support—will contribute to understanding and exposing gaps between research
efforts and practice.

Therefore, the aim of this paper (an extended version of [26]) involves the first step of
our research project: to identify and clarify the aspects of informational and managerial
barriers and of IT support that need to be addressed for industrial symbiosis. In addition,
we will present the results of a pre-study and outline the steps of our ongoing research.

This paper is structured as follows. Section 2 presents a short theoretical background
on industrial symbiosis. Section 3 describes our overall research approach. In Sect. 4
the procedure and the results of the literature review of the various barriers to industrial
symbiosis are presented. Section 5 describes the design of the survey and presents the
preliminary findings. Finally, Sect. 6 concludes the paper with a discussion and future
steps.

2 Theoretical Background

Although industrial symbiosis research has increased significantly in recent years, the
concept is not new; extensive literature reviews [8, 15, 27, 28] trace its origins to the
1990s. Originally, ‘industrial symbiosis’ dealt with the physical exchange of materi-
als, energy, water, and by-products between geographically-close companies in order
to reap economic and environmental advantages [1]. Today, the term encompasses all
business models of inter-firm exchange or sharing of under-utilized resources, includ-
ing materials, energy, logistics, capacities, space, expertise, and knowledge [5]. These
business models (synergies) are either exchange-based or sharing-based and are com-
monly divided into three categories [29–31]: by-product exchange and reuse; utility and
infrastructure sharing; and service sharing.
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‘By-product exchange’ refers to one company’s residual outputs (e.g., waste, and
by-products) being used as another company’s inputs (e.g., water, material, waste heat).
The exchanged resources replace either raw materials that are part of a product or oper-
ating materials required for production. Here, the principle of circular economy is fol-
lowed. ‘Utility and infrastructure sharing’ refers to joint use and/or operation of technical
infrastructure and decentralized plants, such as a combined heat and power plant, water
treatment plant, or district heating grid. ‘Service sharing’ refers to cross-company man-
agement or joint provision of common services, such as joint disposal/procurement,
logistics and warehousing, staff training, and knowledge exchange.

Depending on the businessmodel and the role of the company (supplier or consumer),
various economic and ecological advantages can occur for the parties involved and
for the corresponding region. These include reduced resource consumption and waste
generation, eco-innovation, revenues from residues and by-products, less raw material
and disposal costs, new business and market opportunities, and more [32].

The development mechanisms of industrial symbiosis can be divided into three cat-
egories: self-organized, facilitated, and planned/designed. The degree of involvement of
coordinating/mediating third parties (research institutes, governmental agencies, park
management) increases with each category [33]. Intermediaries are regarded as vital
to supporting contact initiation, collecting necessary information and knowledge, and
facilitating exchanges between companies [34].

Industrial symbiosis is often associated with eco-industrial parks (EIPs), in which
companies adopt symbiotic behavior and commit to sustainable development [35, 36].
Through this collaboration, a community of co-located businesses becomes an industrial
ecosystem [37, 38]. The concepts of industrial symbiosis and EIPs are often equated,
but they differ in terms of geographical scope, actors, and practices [8, 15, 39]. This
differentiation is important, as it implies differences in the platform required or suitable,
in terms of users, functionality, governance, etc. Park managers are considered to be the
best candidates to provide such social and informational infrastructure to the companies
in an industrial park [9].

3 Research Methodology—Overall Research Approach

In this research project, we aim to design an IT tool (IT artifact) tomitigate and overcome
informational and managerial issues in industrial symbiosis. Therefore, we follow the
design science paradigm [40]; the steps of design science research in information systems
are shown Table 2.

Currently, we are in the first stages of a long-term research project concerning indus-
trial symbiosis. We initiated our research by identifying the problem (managerial and
informational barriers) and a solution space (IT) through a comprehensive literature
review (described in Sect. 4). Additionally, to gain practical insights into the problem
space of industrial symbiosis, in the first phase of our research project we conducted an
extensive survey with industrial actors. In Sect. 5, we present the survey design and the
preliminary results.
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Fig. 1. Design science research methodology [40]

The information in the following sections shows that managerial and informational
barriers persist and that IT solutions encounter a number of problems. Furthermore,
both research and industry lack design guidelines and best practices for IT solutions
that enable/support industrial symbiosis [41]. Like other researchers, we think that IT
tools—particularly digital platforms—can help overcome managerial and informational
barriers [12, 42], but only if their designs are tailored to the needs, circumstances, and
restrictions of the intended users. Understanding these aspects requires capturing the
general attitude of management towards industrial symbiosis, along with the associated
exchange of information and knowledge, together with the corresponding IT; this will
be done by means of a survey administered to relevant industrial players in industrial
symbiosis. This problem-centered approach highlights the relevance of the topic and
clarifies the problems addressed in this research project (Fig. 1).

Based on the answers to the survey, as well as the information obtained in subsequent
interviews, we aim to deduce where an IT tool could/should be applied and how it could
enable industrial symbiosis. By conducting empirically-grounded problem identification
and aligning it with the existing solution space, we endeavor to confirm the research gap
and to ensure that the proposed IT tool is designed in such a way that it is tailored to and
accepted by the target users, thus enabling it to be embedded in existing strategies and
processes so as to address this important issue [25].

4 Literature Review

4.1 Methodology

In order to identify the barriers to industrial symbiosis, we conducted a systematic
literature review, in line with [43].

Due to the interdisciplinary character of industrial symbiosis, databases of different
scientific disciplines were searched. AISeL and IEEE Xplore were selected to represent
information systems, and Scopus andEBSCOhostwere selected to represent engineering
and natural sciences.
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Our search query—((“industrial symbiosis” OR “eco-industrial park”) AND (barrier
OR obstacle OR limiter)) within title, abstract, and keywords—led to 88 non-duplicate
records. For each record, the title and abstract were read and assessed independently by
two researchers to identify eligible articles. Forty articles met the inclusion criteria (at
least partial focus on barriers to industrial symbiosis). The full texts of these remaining
articles were then examined independently by both researchers for their relevance. This
resulted in 23 articles that were included in the final in-depth literature analysis.

All included articles were analyzed using Mayring’s approach to qualitative content
analysis [44]. The analysis was performed collaboratively by both researchers. The bar-
riers described in the literature were recorded in a list and were subsequently categorized
inductively with a bottom-up approach, with no pre-existing categories. Similar barriers
(e.g., missing technical knowledge and lack of market knowledge) were first assigned to
a subcategory (e.g., lack of knowledge). Then, similar subcategories (e.g., lack of knowl-
edge and knowledge sharing) were assigned to categories (e.g., knowledge) describing
a whole cluster of barriers. Finally, the categories were grouped into factors (e.g., soft
factors), which represent the underlying patterns triggering an individual barrier. This
categorization process was conducted for each barrier until all barriers were categorized.
Whenever the existing categories were inadequate, a new category was introduced.More
detailed information on the procedure can be found in [45].

4.2 Results

Various barriers were extracted from the 23 articles, with the following distribution:

• 49% were assigned to the categories ‘cooperation’, ‘management’, ‘knowledge’, and
‘information’. These are difficult to quantify, as they address personal aspects; they
have been termed soft factors.

• 32% refer to ‘economic’, ‘financial’, and ‘technological’ issues. These categories have
been termed hard factors, as they tend to be tangible and easily quantifiable.

• 19% are related either to ‘policy/regulation’ or to ‘public/market’ barriers, represent-
ing contextual factors around the symbiosis.

Figure 2 shows the number of barriers contained in each subcategory of the various
categories. This analysis examines only the number of mentions of these barriers in
the literature and does not infer their impact or relevance. Although some studies have
measured perceptions of barriers through interviews and surveys [24, 46], the results are
mixed, and their actual impact on the implementation of industrial symbiosis has not
been investigated.

In the following paragraphs, we focus on the soft factors, namely information- and
knowledge-related, management, and cooperation barriers. For a detailed analysis of all
barriers, see [45].

A glance at the barriers that fall under ‘soft factors’ reveals that they are strategic in
nature. These barriers account for 49%of all barriers, indicating that the business strategy
of the involved companies is a crucial element in industrial symbiosis. Accordingly, an
examination is needed into how new processes that support sustainable development
and industrial symbiosis can be integrated as easily as possible into existing businesses
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Fig. 2. Implementation barriers of industrial symbiosis [45]

and industrial networks, especially in the context of limited personnel, time, budget, etc.
Particular attention must be paid to the allocation of responsibilities as well as personnel
and time resources.

In the context of information systems research, it is striking that these four bar-
rier categories (cooperation, management, information, knowledge) can be addressed
using IT tools (e.g., business process modeling and groupware). However, current IT
tools primarily support information and knowledge, detached from management and
cooperation. These tools could allow partners to integrate approaches for project man-
agement or for designing business processes and models. Furthermore, current IT tools
for industrial symbiosis focus more on information and knowledge exchange and less
on their strategic embedding within the process of implementing industrial symbiosis
and coordinating information and knowledge flows [25].

Informational Barriers. Within the category information, lack of information—i.e.,
limited information on or accessibility to resource quality and quantity [10, 16, 47],
collaboration methods [47], or inefficient information flows [9]—is the most preva-
lent barrier. Other barriers include: information sharing—i.e., general lack of informa-
tion sharing [10, 18, 48], and resistance [9] or difficulty [49, 50] to do so; confiden-
tiality issues—i.e., limited information disclosure due to confidentiality [51–53], even
unnecessary confidentiality [54]; and information systems—i.e., absent or inadequate
sustainability or management of information systems [23, 51].

Knowledge Barriers. First and foremost under the knowledge category is lack of
knowledge to identify and utilize industrial symbiosis opportunities—whether technical
[47], market [47], or environmental knowledge [48], or a lack of expertise or experts
[9, 10, 49] and/or a lack of training [48, 49, 54]. This barrier is followed by aware-
ness, characterized by unfamiliarity with industrial symbiosis concepts [18, 49], lack
of recognition of waste as potential input [55], or unknown benefits [46]. Difficult or
absent knowledge sharing—i.e., lack of mechanisms and methods to educate or learn
[18, 50]—can also hinder industrial symbiosis efforts.

The availability of information and knowledge, and the willingness to share these
benefits with others, are essential to identifying and evaluating synergy opportunities for
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industrial symbiosis. For example, in the case of a potential by-product exchange, what
is relevant/important is information on the incoming and outgoing resource flows of
companies, as well as knowledge of relevant compatibility criteria and technical exper-
tise to implement synergies. However, lack of trust, confidentiality issues, and motiva-
tional issues may lead to an unwillingness to share pertinent information and knowledge
[9, 34, 56]. Lack of internal information, lack of contacts with whom to share informa-
tion and knowledge, communication issues, and difficulty in sharing knowledge further
limit available information and knowledge sources [10, 12, 57]. Confidentiality issues
in particular have not been investigated in industrial symbiosis research.

Since we aim to determine the extent to which informational barriers exist, we need
to keep these barriers separate from social aspects, such as trust and relationships. We
consider the following to be informational barriers to industrial symbiosis:

• Lack of awareness of principles and benefits of industrial symbiosis;
• Lack of available information and knowledge;
• Unwillingness to and/or difficulty in sharing information and knowledge;
• Non-transparent, inefficient exchange of information and knowledge;
• Lack of information-sharing mechanisms and infrastructure.

IT support is seen as promising in terms of alleviating informational barriers and pro-
viding a space for interaction and exchange between companies [13, 14]. Generally,
these tools are online repositories (e.g., ISData) and/or platforms (e.g., eSymbiosis)
that provide myriad ways to disseminate and share information and knowledge as well
as facilitate by-product exchanges via waste market functions and automatic matching
engines.

However, industrial symbiosis IT tools face a number of barriers [41, 58]. Currently,
these tools are not providedwith enough data and information to be used effectively. This
may be caused by unwillingness to use the tools, confidentiality issues, manual effort
required for data entry, ignorance of the existence of such tools, and access restrictions—
all leading to a lownumber of potential users. Social networking approaches [34, 59] have
addressed criticized early tools for not taking sufficient account of the social context [12].
In addition, many tools are limited in their functionality to the early stages of industrial
symbiosis (synergy identification and assessment) [12, 14]. Moreover, many tools are
not easily/publicly accessible, not operational, or still in the concept or development
stages [12, 14]. Hardly any information can be found on the operational tools about the
contexts in which they are used, the extent to which they are used, how and by whom
they are used, and which specific functions they provide to (potential) users. Therefore,
it is difficult to assess how useful the current IT support tools are to industrial symbiosis.

Cooperative Barriers. As industrial symbiosis is comprised of inter-firm partnerships,
cooperative issues may arise due to differences in the involved companies’ strategies—
i.e., aversion [18, 47, 49]), unwillingness [60], and discontinuity [51] regarding collabo-
ration; conflicts of interest and objectives [18]; or absent or difficult multi-actor decision
making [16, 61]). Organizational incompatibilities result from the structure and current
situation of the potential partners (e.g., bound by old contracts [60], different cultures
[16, 46, 62], or differences in power structure and company size [16, 60, 63]). In addition,
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a lack of trust (e.g., due to competitive attitudes [51, 54] or social isolation [47]), a lack
of support tools (e.g., information systems for communication, coordination, and col-
laboration [51, 54, 61]) and a lack of understanding (e.g., inconsistency in terminology
[18, 46] or no shared understanding [18, 54]) are regarded as important subcategories
of this category.

Management Barriers. The management category refers to both a company’s and an
industrial park’s management, the latter of which may be involved in facilitating indus-
trial symbiosis. This category describes barriers that must be overcome internally by the
company or park management in order to be ready for synergies. This category consists
of the factors commitment—i.e., (lack of) interest in and engagement with sustainable
development [9, 10, 47] or (lack of) behavioral change [46]; resources—i.e., (lack of)
time [24, 47, 48] or available and qualified personnel [23, 50, 63]. While the subcat-
egory ‘strategy’ in the cooperation category refers to the incompatibility of strategies
of potential partners, strategy in the management category refers to internal company
problems that prevent the implementation of industrial symbiosis. This might include
such situations as: symbiosis is misaligned with the company’s policies [16]; the project
is not channeled in the right way through the company [64]; or inappropriate hierarchical
organizational structures result in separated responsibilities and require approval of the
corporate headquarters [48, 51]. Another subcategory is resistance from organizations
(e.g., unwillingness to risk existing supply chain [16], or aversion to changing procedures
and processes [24, 47]).

In order for businesses to gather and share information and knowledge, there must
be a willingness to commit to sustainable business models; to participate in workshops;
and to provide time, personnel, and (likely) financial resources. Synergy identification
and implementation require resources. Without a commitment to incorporating indus-
trial symbiosis into a holistic strategy and into the business processes of participating
companies, the discovered potential synergies may go unused [12]. Since the poten-
tial benefits are unknown and difficult to predict at first, and since coordination and
exchange of information and knowledge are time-consuming, the commitment and will-
ingness must persist beyond initial meetings and workshops. We consider the following
to be managerial barriers to industrial symbiosis:

• Lack of commitment to sustainable business processes and to the community/network;
• Lack of management support;
• Unwillingness to collaborate and communicate.

The attitude of the company and of the park management not only influence infor-
mational barriers but can also determine if and how IT tools are used for industrial
symbiosis.

5 Survey Design and Pre-study

5.1 Methodology

To address the identified problems/barriers and to investigate them in more detail—thus
filling this gap in the literature—we designed a study based on an online questionnaire.
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The purpose of this design is to reach a large number of companies and to gather var-
ious opinions and perceptions of managerial, informational, and IT-related aspects of
industrial symbiosis. The questionnaire will be provided in German for companies in
Germany, Austria, and Switzerland and in English for companies in other European
countries. Our objective is to gain insights into the (estimated) willingness and ability
of companies to engage in industrial symbiosis. The questionnaire is composed of four
sections, which we describe in the following paragraphs.

General Data – Participant Characterization. In order for the participants’ answers
to be accurately analyzed, the participants themselves must be sufficiently characterized.
Therefore, the general data section includes the following information:

• Role of the participants’ company (media supply/disposal, industry, park manage-
ment); this determines the opportunities of participating in industrial symbiosis

• Type of company (private, public, public-private partnership); this indicates the
incentives to participate in industrial symbiosis or other sustainability practices

• Location (county or federal state); this ensures the preservation of the participants’
anonymity, but permits to draw conclusions about different industrial sites

• Length of stay at site (in years); this may influence the number of established contacts
and (business) relationships

• Size of company/industrial park (number of employees/companies); this indicates the
human resources available and the number of potential synergy partners

• Certification in energy (ISO 50001) and/or environmental (ISO 14001/EMAS) man-
agement and acknowledgement of the importance of energy andmaterial consumption
and waste; this indicates the relevance of sustainability issues

• Participants’ position (employee, executive, general manager)

The characteristics of the companies and the comparisons among them may reveal fun-
damental differences in readiness and in business attitudes towards industrial symbiosis,
from which different conclusions can be drawn (e.g., requirement profiles).

Managerial Aspects – Current Practice, Readiness, and Potentials. The extent of
managerial barriers is seen in the company’s current practices and in its readiness to
adopt industrial symbiosis practices and business models. Therefore, the first block of
questions explores the current practices, including the type of business model and the
role of the company. This section also examines awareness of the concept of industrial
symbiosis, regardless of specific terms.

The survey participants are also asked to assess the readiness, interest, and poten-
tial opportunities of the company/companies in terms of practicing industrial symbiosis.
Questions related to readiness examine a company’s ability to collaborate at the company
level, while questions related to potential opportunities assess the company’s ability to
collaborate at the network level (by asking about the perceptions of other companies in
the industrial park). To measure readiness and potential, we use the proposed readiness
areas of [65]. These areas include businessmodels of industrial symbiosis (e.g., readiness
for by-product exchange) and the company’s strategic orientation to industrial symbio-
sis (e.g., readiness to pursue common goals or to provide time and/or personnel for
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industrial symbiosis activities). Questions regarding potential help indicate the extent to
which companies have information/knowledge of other companies at the same location.
Answers are given on a 5-point Likert scale, from low (1) to high (5) readiness/potential.

Informational Aspects – Availability and Sharing. The extent of information-related
barriers is seen in concept awareness, internal and public availability of information and
knowledge, and willingness to disclose information and knowledge.

These questions first examine the company’s policies and practices in terms of
internal and external exchange of knowledge. ‘Policy’ refers to management support
for/facilitation of knowledge sharing, while ‘practice’ refers to existing formal and infor-
mal communication channels and actual methods of knowledge sharing. Companies can
benefit from improving or qualifying existing channels and practices instead of develop-
ing and imposing new ones. An example question on communication channels is given
in Fig. 3.

Which communication channels do you mainly use in your company to exchange experiences and 
knowledge with colleagues and partners?

Within your company
Never

1
Rarely

2
Sometimes

3
Often

4
Always

5
Face-to-face communication
Virtual face-to-face communication
E-mail
Internet/Intranet (non-e-mail)
Expert systems

Fig. 3. Example survey question – knowledge sharing

Then, the following questions investigate the availability of needed information. To
this end, the participants are asked whether certain information about inputs and outputs
is known within the company, whether it is publicly available (e.g., in environmental
reports), and whether it is generally subject to confidentiality. The types of information
addressed in these questions are listed in Table 2. This information is typically used
to identify synergies at a high level of detail [66]. To examine the willingness to share
information, questions are included that ask about the relevance of the various types of
information, along with questions on the disclosure of information and its level of detail.
An example question concerning information confidentiality is given in Fig. 4.

Another important aspect related to information sharing is the type of interaction type
in information exchange. In direct interactions, other interested companies in the indus-
trial park can receive or view information (participant model [12]). In indirect interac-
tions, an intermediary receives the information, processes and analyzes it, and passes on
the results of the analysis (i.e., a synergy potential is presumed or not) to other compa-
nies, without the latter having access to the original information (facilitator model [12]).
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Table 2. Necessary information for industrial symbiosis

Information type Examples/Level of detail

Resource type Material, energy, water, EWC classification

Resource quantity Average per year/per month/per day/per hour

Supply pattern Constant/fluctuating, maximum/minimum, lot size

Resource property Components/ingredients, pollution, temperature

Resource source Plant type (e.g., processing/production plant), utilization (e.g., material
input, drying, air conditioning, process heat), specific plant (e.g.,
industrial furnace)

Availability period All year/seasonal, month details (e.g., April–August), date specification
(e.g., 01.04.19–04.12.20), shift system (e.g., Mo–Fr 5:30 to 22:30)

Supplier/customer Type, name

Price/cost Total per year/per unit, upper/lower price limit

Are the following types of information classified as confidential in your company and therefore 
subject to disclosure restrictions to other companies (i.e., non-disclosure agreements)?

Raw materials
Yes Uncertain No

Resource type
Resource quantity 
Supply pattern
Resource properties
Availability period
Supplier/customer
Price/cost

Fig. 4. Example survey question – information sharing

Companies’ preference for one interaction typeor the other canprovide insight into a suit-
able mechanism for information exchange within an industrial park and for the design of
appropriate IT support.

IT Support – Awareness and Design. This section of the questionnaire addresses the
awareness of IT tools and the perception of their usefulness on the basis of provided
functions. Based on [13], different types of IT tools (online wastemarket, synergy identi-
fication system, etc.) are presented with examples, in order to assess participants’ aware-
ness of them. Then, select functions of these tools (exchange market, matching engine,
social applications, etc.) are described, in order to examine whether these functions are
considered useful and/or would be used. Here, a question is asked on the preference for
direct or indirect exchange of information in the context of IT. Finally, both forms of
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the questionnaire (for the companies in industrial parks and for the park management)
include the question of who should provide and operate such a tool (Fig. 5).

Who do you think should operate/provide such systems or platforms?

 Park management
 Focal company
 Third Party
 Uncertain

Fig. 5. Example survey question – IT

5.2 Pre-study – Initial Results

The pre-study involved 10 industrial actors: two park operators, two supply/disposal
contractors, and six participants from production companies. With the exception of two
participants (one park management employee and one industry employee), all partici-
pants have been on-site over 15 years. Based on the information regarding the federal
state/county, it can be deduced that three participants are located at the same site. From
both an economic and ecological point of view, energy consumption, material con-
sumption, and waste generation are relevant for all participants, although ecology is
subordinate to economics (Fig. 6).

0 2 4 6 8 10

environmental

economic

environmental

economic

environmental

economic

En
er

gy
M

at
er

ia
l

W
as

te

Yes

Uncertain

No

Fig. 6. “Please indicate whether the following topics are important to your company.”

Managerial Aspects – Current Practice, Readiness, and Potentials. With regard to
current practice, 7 of 10 respondents answered that they already have some experience
with industrial symbiosis. Despite the relatively small number and the random selection
of survey participants, all business models of industrial symbiosis are represented in the
group of respondents, although utility sharing and service sharing dominated (6 out of
7). In this regard, joint disposal and supply is the type of cooperation mentioned most
often, while shared logistic services or workshops and knowledge exchange is least
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frequently mentioned. By-product exchange is only practiced by 2 out of 7 respondents.
Cooperation mainly involves non-competitors, although some occurs with competitors
from outside the park (1 out of 7) or in a similar industrial sector (2 out of 7).

Both park operator participants already cover the various functions (energy andmedia
supply, environmental services, site development, promotion of information and knowl-
edge exchange, etc.) proposed in the literature for facilitators of industrial symbiosis.
However, the extent to which they take on these functions was not investigated.

Figure 7 shows the survey answers regarding readiness to participate in industrial
symbiosis, in terms of businessmodels (e.g., replacing rawmaterials with recycledmate-
rials and/or other waste and by-products from another company) and strategic alignment
(e.g., being part of a network that is strategically aligned with industrial symbiosis and
sustainability). The numbers include the statements of the industrial players as well as
the park managers’ perceptions about the companies located on-site. Most participants
are willing to participate in by-product exchanges (BPE), utility sharing, and service
sharing if it is economically beneficial; only one participant was unwilling to participate
in any symbiotic activities. Themajority favors utility or service sharing. Thewillingness
to strategically reorient themselves is less prevalent. Such a reorientation would include:
making personnel and time resources available for industrial symbiosis activities (Man-
agement Support); aligning business strategy and corporate policy towards sustainability
and industrial symbiosis (Sustainability Orientation); sharing the same goals with other
companies, or developing and pursuing common goals (Cooperation); and being part
of a network that strategically aligns itself with industrial symbiosis and sustainability
(Network). Management support in particular is perceived as lacking.

0 1 2 3 4 5 6 7 8 9 10

BPE - Consumer

BPE - Supplier

Utility Sharing

Service Sharing

Management Support

Sustainability Orientation

Cooperation

Network

5 fully agree

4 agree

3 partly

2 disagree

1 fully disagree

Fig. 7. “Please assess the currentwillingness of your company to participate in Industrial Symbio-
sis in terms of business models and strategic orientation, regardless of whether there are actually
opportunities. Your company (management) is ready for …”

The participants’ estimated or perceived opportunities for industrial symbiosis activ-
ities is depicted in Fig. 8. The opinions are generally conservative, although here too the
by-product exchange ranks worse than the other models.

Informational Aspects – Availability and Sharing. Figure 9 shows participants’
familiarity with the concepts and business models of Industrial Symbiosis. The answers
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0 2 4 6 8 10

BPE - Consumer

BPE - Supplier

Utility Sharing

Service Sharing
5 very high

4 high

3 neither nor

2 low

1 very low

Fig. 8. “Please assess the potential/opportunities for your company with regard to the business
models in the industrial estate. Consider existing synergies as well as information and knowledge
about resources, needs and the basic attitude of the companies in the industrial estate. How do you
assess the potential [for]…”

of the respondents suggest that about half of the actors are not familiar with the concepts
‘industrial symbiosis’ or ‘by-product exchange’. Overall, industrial symbiosis and by-
product exchange are less known, while utility and service sharing are more commonly
known. The higher awareness of utility and service sharing is almost certainly due to
the setting, as industrial parks tend to have shared infrastructures.

0 2 4 6 8 10

Industrial Symbiosis

By-product Exchange

Utility Sharing

Service sharing

Yes

Uncertain

No

Fig. 9. “Are you familiar with these concepts, regardless of their terminology?”

The participants were also asked a variety of questions concerning internal and exter-
nal information and knowledge exchange. In general, participants’ attitudes towards
internal and external exchange of knowledge was positive. For example, all but one par-
ticipant agree that time for knowledge sharing is allowed, that employees are encouraged
and supported in sharing knowledge and experience, and that communication with local
companies is advocated.

E-mails are the primary means of both internal and external information exchange
and communication. Face-to-face interaction is less prevalent in inter-company com-
munication than in internal communication, even though it is considered important for
knowledge exchange. Communication between companies via internet-based platforms
or intranet solutions (not based on e-mail) also occurs, but much less frequently.

In general, information on resource inputs and outputs is available internally. In total,
5 out of 8 participants (excluding park management) have information on inputs, and 4
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out of 8 participants have information on outputs, in their company.While the inputswere
often straightforward “yes” or “no” answers, more uncertainty was observed concerning
the outputs. The park management also stated that it had information on the energy and
material flows of the local companies. The only information that was considerably less
known by all participants was cost information.

Participants were asked what information they would not disclose in an initial evalu-
ation/identification of synergy potentials without non-disclosure agreements. About half
of the participants already disclose information on inputs and outputs, such as in envi-
ronmental reports or online exchanges. However, this openness is limited by the type and
quantity of resources. As for other information listed (e.g., resource properties), there
was some lack of agreement. Only the suppliers or buyers and the cost information are
definitely not disclosed by any participant.

IT Support – Awareness and Design. Existing online tools that support industrial
symbiosis are rather unknown to the participants: 3 respondents knew of knowledge
repositories, 2 were aware of synergy identification systems, and 4 had heard of
online exchange markets. However, half of the respondents use information systems
or databases to collect and analyze information from the (other) companies in the park.
This is not limited to park management.

A mixed picture emerges regarding the functionalities of possible IT support. The
park operators generally hold a positive attitude towards the proposed functions, while
the industry members have mixed opinions about their benefits. Figure 10 illustrates the
opinions on IT functionalities that are often mentioned in industrial symbiosis tools.

0 1 2 3 4 5 6 7 8 9 10

BPE - Consumer

BPE - Supplier

Utility Sharing

Service Sharing

Management Support

Sustainability Orientation

Cooperation

Network

5 fully agree

4 agree

3 partly

2 disagree

1 fully disagree

Fig. 10. “Do you consider the following functions, supported by an information (and commu-
nication) system, to be useful for your industrial region, provided that access and confidentiality
restrictions have been defined, and sufficient information is entered?”

A clear preference can be seen regarding the interaction type, both in general and in
terms of IT support (Fig. 11): a direct information exchange is preferred, followed by
an approach combining indirect and direct exchange.

Interestingly, 5 out of 10 participants prefer automated data input or import into an
online tool, supporting the claim of [58] that manual operation can hinder the use of IT
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0 2 4 6 8 10

General

IT

Direct Indirect Both Uncertain

Fig. 11. “What kind of information exchange would you prefer in such a system?”

tools for industrial symbiosis. Of the 10 participants, 3 prefer manual data entry, while
2 are uncertain. Only half of the participants stated that they would use an IT tool, with
the condition that its use and operation is economically beneficial.

6 Discussion and Future Steps

The existing industrial symbiosis research does not sufficiently address managerial
and informational barriers and associated IT support. In particular, empirical research
on industrial actors’ perceptions of these barriers and of IT is lacking. In order to
develop appropriate and sustainable IT tools to overcome these barriers—the objec-
tive of our research—it is necessary to identify the specific underlying problems, needs,
and resistances/aversions of potential users.

From the survey results, we conclude that the main obstacle to implementing indus-
trial symbiosis seems to be the lack of management support—namely, the lack of
resources (time, personnel, etc.) they would willingly offer to deal with symbiotic activ-
ities. This is in line with our preliminary discussions with industrial park members and
managers, which showed a general interest and a willingness to cooperate, but no/few
attempts to provide the human, time, and financial resources necessary to pursue and
adequately implement the concept. Unawareness or unwillingness to cooperate is not
evident in the survey results; the aforementioned conversations confirmed this. Aware-
ness of the concept of industrial symbiosis is not perceived as an issue; however, the
exchange of information is regarded as problematic and needing improvement.

Knowledge of and opinions about IT support are mixed. Most survey participants
acknowledge that using such tools would be beneficial to some extent. Although the
majority were in favor of the park management providing these IT tools/platforms, it
remains unclear whether the park management has the time and competence to develop
and maintain such support. Although no aversion to IT support was seen, we did note a
certain reluctance due to concerns about the cost-effectiveness of a potential platform.
At present, there is no indication as to how much time and cost would be required to
develop and maintain industrial symbiosis platforms.

Since industrial symbiosis implementation is highly context-dependent, small sam-
ples are not sufficient for a holistic understanding of the relevance of managerial and
informational issues. Therefore, in order to reach asmany actors as possible, and to obtain
a deeper and more holistic picture of these issues, we designed an online questionnaire
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targeting relevant players of industrial symbiosis. By sending the online questionnaire
to a large set of industrial actors (as the next step in our long-term research project), we
aim to expand the understanding of the problems/barriers and the IT solutions identified
in the existing literature and in our preliminary results, as presented in Sects. 4 and 5.

At this point in our research, the responses to this new questionnaire are particularly
important to providing guidance on how to design and use applicable IT support in
industrial parks, and how to coordinate industrial symbiosis activities (e.g., information
flow). After the results of the questionnaire have been obtained, the subsequent step in
our research will involve discussing these issues in detail with companies in industrial
parks and with park management, using qualitative approaches like interviews and focus
group discussions. After that, we will use all the results (from both the questionnaire and
the qualitative methods) to develop an adequate, suitable concept for an IT support tool
for industrial symbiosis in industrial parks, alongwith an instantiation of the tool. For the
final step in our research project, the developed tool will be evaluated via questionnaire
by companies in industrial parks and by park management.
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Abstract. The General Data Protection Regulation (GDPR) strength-
ens the importance of data privacy and protection for enterprises offering
their services in the EU. An important part of intensified efforts towards
better privacy protection is enterprise workflow (re)design. In particu-
lar, the GDPR has strengthened the imperative to apply the privacy by
design principle when (re)designing workflows. A conforming and promis-
ing approach is to model privacy relevant workflow fragments as Work-
flow Privacy Patterns (WPPs). Such WPPs allow to specify abstract tem-
plates for recurring data-privacy problems in workflows. Thus, WPPs are
intended to support workflow engineers, auditors and privacy officers by
providing pre-validated patterns that comply with existing data privacy
regulations. However, it is unclear yet how to obtain WPPs systemati-
cally with an appropriate level of detail.

In this paper, we show our approach to derive WPPs from legal
texts and similar normative regulations. The proposed structure of a
WPP, which we derived from pattern approaches from other research
areas. We also introduce a framework that allows to design WPPs which
make legal regulations accessible for persons who do not possess in-depth
legal expertise. We have applied our approach to different articles of the
GDPR, and we have obtained evidence that we can transfer legal text
into a structured WPP representation. If a workflow correctly imple-
ments a WPP that has been designed that way, the workflow automati-
cally complies to the respective fragment of the underlying legal text.

Keywords: Privacy · Patterns · Workflows

1 Introduction

Privacy and data protection are within the scope of interest of enterprises since
years. Most current privacy related efforts in enterprises are driven by the Gen-
eral Data Protection Regulation (GDPR) [1] which came into action in May 2018
at the EU level. The regulation describes a set of imperatives enterprises have to
consider in their workflows. A workflow is a business process automation, where
information and tasks are transferred between participants according to busi-
ness rules. Regarding GDPR, special attention should be paid to the Article 25
(‘data protection by design and by default’). It obliges businesses to implement
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privacy-aware data management processes in all workflows that handle personal
data. This is a complex and challenging task, because all respective workflows
must be reconsidered from a privacy perspective. These requirements can orig-
inate from privacy norms written in national and international law texts. They
also can result from a company’s Binding Corporate Rules.

Workflow Privacy Patterns (WPPs) have been introduced by [2]. The idea
of WPPs is to compile complex data privacy norms into a compact representa-
tion which support workflow creators and analysts with designing and verifying
workflows. WPP have to be pre-validated by data privacy experts and must be
understandable for a wider audience. Workflow engineers without legal exper-
tise shall be able to assess if the implementation of a particular WPP allows to
create a privacy-compliant workflow. The implementation of a WPP shall not
require legal expertise. Also, it shall be easier for a workflow analyst to find out
if a workflow contains a WPP, than to conduct a privacy assessment unassisted.
Thus, the WPP approach is promising. However, what is currently missing is a
library of validated WPP designs. This is due to the fact that there is no app-
roach to obtain WPPs from legal sources. In this paper, which is an extended
version of [3] we introduce our approach to derive WPPs from complex legal
texts containing data privacy norms.

Our research method is based on the design science [4] approach. We start
with a problem statement, then we systematically compile a set of require-
ments for ‘good’ WPPs. Based on the structure of legal documents, we deduce
which information must be represented in a WPP, and we provide a framework
to extract this information from documents such as binding corporate rules,
national and international law texts or compliance rules. We show applicability
of our approach with two different use cases.

Our work indicates that it is possible to create WPPs in a structured way,
resulting in WPPs with practical potential. This could foster companies in ful-
filling privacy obligations which promote customer privacy protection.

The next section describes fundamentals and legal concepts related to our
work and serves as a starting point for our research. In Sect. 3 we define a struc-
ture of a WPP, and in the Sect. 4 we describe how to fill it with content derived
from legal documents. This section also shows exemplarily how this framework
can be applied to a fragment from the GDPR. Finally, Sect. 6 concludes.

2 Related Work

In this section we discuss legal and research foundation related to data privacy.
We will also describe the concept of patterns which is in use in the computer
science and other industry areas.

2.1 Privacy Concepts

The GDPR describes several requirements on privacy; most of them are well-
proven concepts. The GDPR has an impact on workflow designs on three differ-
ent levels of abstraction:
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On a global level, the GDPR obligates the enterprises to take care about data
protection already while planning and designing their workflows. Specifically,
Article 25 requires that the processing of personal data shall be planned and
executed always in a way which supports privacy. This requirement is known
also as privacy (or data protection) by design and by default [5]. It results from
postulate of instant protection, and from the observation that effective data
protection should not be realized only by reactive or retrospective actions [6].
To obtain privacy by design, other two levels must be taken care of. We describe
them below.

The second level of the GDPR’s impact on workflows is the requirement for
particular actions in specific situations. Several Articles describe situations for
which particular actions must be taken. For example, Article 15 (‘right of access’)
calls for businesses that provide information about the amount of personal data,
the purposes of the processing, its storage period, etc., as soon as a person files a
request for information. Other articles describe further situations the enterprises
must be prepared for. It can be changing or erasing personal data, if a person
asks for it in line with the Article 16 (‘right for rectification’) or Article 17 (‘right
to be forgotten’).

The third level is constituted by the principles relating to the processing of
personal data. They do not describe specific actions or workflow fragments, but
they still affect workflows. Some of these principles are described in the Article
5. For example ‘purpose limitation’ principle requires that the data collected to
fulfill one particular business task should not be used for other purposes. The
data minimization principle specifies that the amount of personal data which is
collected or handled should be limited to the minimum required to finish the
business task.

2.2 Patterns

Design patterns are reusable solutions for recurring problems. Design patterns
have been proposed in several fields. Already in 1977 Alexander [7] wrote “Each
pattern describes a problem which occurs over and over again in our environment,
and then describes the core of the solution of the problem, in such way that
you can use this solution a million times over, without ever doing it the same
way twice”. The same kind of thinking was adapted in the fields of software
engineering [8] and IT architecture [9].

In the field of workflow modeling, workflow patterns have been intro-
duced [10]. Different perspectives of workflow models can be considered [11],
depending on the intended use of the model. Well-known perspectives are ‘con-
trol flow’, ‘data’, ‘resources’, ‘functional’ and ‘operational’. Most workflow pat-
terns [12] focus on the first three perspectives. For example, [13] lists 43 differ-
ent control-flow patterns ranging from the synchronization of parallel workflows
to the explicit termination of workflows. Patterns regarding the data perspec-
tive [14] consider the visibility of data, data-driven interactions, the transfer of
data and its transfer routes. Patterns like ‘Role-based allocation’ [15] address life
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cycles of work items from the resources perspective. [16,17] present exception
handling patterns.

In the area of data privacy, collections of software design patterns have been
already proposed [18,19]. Such collections include options to collect, process and
share personal data in a legal way, e.g., by using anonymization, onion routing
or implied consent. However, a structured collection of design patters for the
data-privacy perspective in workflows does not exist so far.

2.3 Representation of Privacy Requirements

In general, three approaches exist to integrate privacy requirements into work-
flows. They vary in the degree of abstraction and the degree of formalization.

Numerous ‘best practice’ implementation guides have been written by privacy
authorities, privacy officers and law firms. Such guides contain textual descrip-
tions of steps needed to handle legal obligations. For example, a guide could
translate a GDPR Article into an intuitive description of steps which have to
be performed. In many cases the guides are tailored to specific industry sectors.
However, such guides are less structured than the legal articles. This induces
some degree of freedom when implementing them into workflows. Thus, it is dif-
ficult to ensure that a workflow designed on basis of a guide is indeed compliant
with the regulation.

Checklists allow to perform a target-actual comparison in a structured way. A
checklist reduces the effort needed to incorporate legal requirements into work-
flows. A legal article is distilled to a list of capabilities which must be imple-
mented. However, it is difficult to express some legal obligations only in form of
one-dimensional checklists. For example, it would be confusing to represent the
right of access as a checklist. This is because the right of access is interwoven
with other articles of the GDPR, depending on aspects such as data transfers
into third countries or conflicts with the rights of other persons.

Finally, industry-specific reference models provide optimized workflow mod-
els in a semi-formal language such as EPC [20] that handle typical privacy
obligations. For example, a domain expert could define a reference model for
handling incoming requests for access in a typical retailer scenario. Thus, the
reference model contains best practices in a specific application domain. A work-
flow engineer could adapt this model to the workflows of his company. However,
a reference model does not ensure that its implementation into the workflows
of a company is correct regarding the privacy obligation. This has two reasons:
Firstly, languages such as EPC or BPMN do not allow to model all obligations
mentioned in privacy regulations, e.g., storage periods or data transfers to for-
eign countries with less developed privacy standards. Secondly, the workflow
engineer has a high degree of freedom when adapting the reference model to his
company.
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3 Deriving Workflow Privacy Patterns

Workflow models automate business processes that execute specific business
tasks. To design a workflow model, a workflow engineer analyzes business objec-
tives, company structure, key performance indicators, etc. But also legal obli-
gations must be met. This is where data privacy requirements come into play.
They have an impact on workflow design and are involved in several aspects of
workflows. For example, the order of activities (the sequence flow order) in a
workflow is vital for privacy. A natural person must give consent first, before his
data is stored or processed. The data flow within workflows is another impor-
tant aspect. Authorization and authentication for gaining data access must be
carefully planned. Also execution exceptions have the potential to violate data
privacy regulations, say, if an activity on personal data cannot be completed
without involving third parties.

Consider Text 1, which we will use as a running example in this paper. It
shows a typical article from the GDPR.

Text 1 (Fragment of GDPR’s Article 15 - Right of access)

1. The data subject shall have the right to obtain from the controller
confirmation as to whether or not personal data concerning him or her
are being processed, and, where that is the case, access to the personal
data and the following information:
(a) the purposes of the processing;
(b) the categories of personal data concerned;
(c) the recipients or categories of recipient to whom the personal data

have been or will be disclosed, in particular recipients in third coun-
tries or international organisations;

(d) where possible, the envisaged period for which the personal data
will be stored, or, if not possible, the criteria used to determine
that period;

(e) the existence of the right to request from the controller rectification
or erasure of personal data or restriction of processing of personal
data concerning the data subject or to object to such processing;

(f) the right to lodge a complaint with a supervisory authority;
(...)

2. Where personal data are transferred to a third country or to an interna-
tional organization, the data subject shall have the right to be informed
of the appropriate safeguards pursuant to Article 46 relating to the
transfer.

3. The controller shall provide a copy of the personal data undergoing
processing. (...)

Staying compliant with such legal regulations implies many consequences for a
company’s workflows. Enterprises must be prepared for the case when a customer
places such access enquiry and they must be able to react accordingly.
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3.1 Problem Statement

A WPP is a translation of one or more privacy obligations into a semi-formal
specification, which can be integrated into a workflow model [2]. WPPs support
enterprises to be compliant with data privacy regulations. In particular, WPPs
shall foster planning, implementing and auditing of workflows handling personal
data. In order to find out how such a WPP must be structured and how it can be
obtained in a systematic way, we need to consider the capabilities of the WPP
users, and we need to define requirements that a WPP must fulfill in order to
be applicable.

User Roles. We have analyzed which different roles are involved in creation and
use of WPPs. Our focus was on the functions the roles must fulfill, and which
knowledge and which skills are needed in this regard. We have identified three
distinct user roles:

WPP creator This role develops a WPP from a particular data privacy norm.
This role has legal expertise needed to identify all information from vari-
ous legal sources, that must be considered in order to implement privacy-
compliant workflows. This skill is needed to be able to mirror the legal
norm(s) semantically. The WPP creator needs background knowledge on
workflow modeling to provide syntactically correct WPPs.

Workflow engineer This role models workflows with the help of WPPs. The
workflow engineer implements WPPs into existing workflows or creates new
workflows according to a WPP specification. This role needs domain knowl-
edge on the workflow domain and workflow modeling skills, but it doesn’t
need to possess legal knowledge.

Privacy officer This role verifies and documents if workflows are compliant
with data privacy norms. In this role can be a employee or an external
auditor. A privacy officer has sufficient domain knowledge and legal expertise
to find out, if existing workflow model meets certain privacy obligation.

Requirements for WPPs. From the intended use of the WPPs and the expertise
of the user roles, we have derived three requirements for WPPs:

R1 WPPs are a variant of design patterns. Thus, WPPs have to meet all general
requirements for design patterns, e.g. completeness, understandability and
reusability.

R2 Because the workflow engineer may lack legal expertise, a WPP must con-
tain all information necessary to model or validate a certain privacy obli-
gation. For example, if a WPP is a specification for the implementation of
the ‘right of access’ - as shown in Text 1, then it must be possible to create
a privacy-compliant workflow on the basis of this WPP only, i.e., without
having to consider additional legal texts.

R3 WPPs must be modular to enable linking of WPPs. This is particularly
important, as privacy obligations often are spread over several articles or
multiple legal texts.
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Given these requirements, we will now explore options to structure WPPs.
We start by deriving an information model to express information from legal
norms in a WPP. In the next section, we propose our framework to compile
WPPs from legal texts.

Fig. 1. Structure of legal texts

3.2 Structures of Legal Texts and Design Patterns

In this subsection we compare the structures of legal texts and design patterns.
Obligations in legal texts typically follow a well-defined structure, as shown in
Fig. 1. A legal obligation is described by

(1) the facts of the case and
(2) the legal consequences.

The facts of the case specify

(1a) the general criteria for the applicability of the norm and
(1b) the circumstances under which a certain legal norm shall be applied.

The facts of the case result in an if-then form. Thus, the legal norm or
corporate rule can be always interpreted as ‘if all prerequisites are met, then the
consequences apply’. The consequences in turn can be either

(2a) a course of action that must be taken or
(2b) a yes/no-conclusion in the sense ‘if all prerequisites are met, then the

regulated action is lawful’.

In a case of our running example, the general criteria for the applicability of
the norm (1a) are described in Art. 2, 3 GDPR (Text 2, 3). The norm applies if
the company handles personal data related to activities in the EU.

Text 2 (Fragment of Article 2 GDPR) Material Scope

1. This Regulation applies to the processing of personal data wholly or
partly by automated means and to the processing other than by auto-
mated means of personal data which(...)
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Text 3 (Fragment of Article 3 GDPR) Territorial Scope

1. This Regulation applies to the processing of personal data in the con-
text of the activities of an establishment of a controller or a processor
in the Union, (...)

The circumstances (1b) for a person claiming access rights are described in the
first paragraph of Art. 15 GDPR (Text 1). It says that the company must actually
possess information about this person. The legal consequence (2) is described in
the subsequent paragraphs of Art. 15. The consequence requires the company to
provide certain information (2a), according to further dependencies.

Design patterns consist of three components, as described in the previous sub-
section: (i) the context the pattern can be applied to, (ii) the problem description
that allows the engineer to decide, if the pattern is useful for specific design prob-
lem, and (iii) a generic solution for the described problem [21]. Observe that the
general structure of design patterns is similar to the structure of obligations in
legal texts; this is shown in Fig. 2. Thus, it seems appropriate to define a WPP
alike. To this end, we distinguish activity patterns where the consequence is a
course of action (2a), and check pattern that result in a yes/no-conclusion (2b).

3.3 Options to Represent Legal Texts

In order to obtain evidence on approaches to structure a WPP, we have con-
ducted a series of preliminary experiments. In particular, we have asked a class
of master’s students to model the facts of the case and the legal consequences
of various articles of the GDPR. The students had a professional background on
data privacy and security and attended an extra-occupational education class
on workflow modeling.

The students have observed that the general criteria for the applicability of
the norm (1a) refer to domain knowledge of the workflow that cannot be easily

Pa ern

Facts of 
the case

Problem

Solu on

<=>

Consequence

Requirements

CircumstancesContext

Legal
consequence

<=>

<=>

Legal norm

Fig. 2. Relation between legal texts and design patterns
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represented as a check list or a BPMN-style workflow model. We think that
describing the criteria textually is the most appropriate option. Furthermore,
our students have reported that the set of circumstances for the applicability of
a specific article (1b) does not have an inherent order. Therefore it makes no sense
to represent the circumstances as a workflow model fragment with a graphical
language. A simple check list is sufficient and was preferred by the students. Our
students also found out, that the legal consequence (2a) can be represented as
workflow model. This model can be defined in a semi-formal language such as
BPMN or EPC. If the consequence is a straightforward yes/no-conclusion (2b),
this part can be cut down to a simple event ‘Processing is lawful’. The final
observation of the experiment was, that only such articles can be represented
in a proposed way, which do not contain uncertain legal concepts. For example,
consider Text 4. It requires legal expertise to decide for each workflow instance
individually if the interests of the controller are overridden by the rights of a
person.

Text 4 (Frag. of Art. 6 GDPR) Lawfulness of processing

1. Processing shall be lawful only if (...)
(f) processing is necessary for the purposes of the legitimate interests

pursued by the controller or by a third party, except where such
interests are overridden by the interests or fundamental rights and
freedoms of the data subject (...)

4 The CCC Model

In this section, we introduce our CCC model. It structures fragments of legal
texts into Context, Condition and Consequence.

In the previous section, we have observed a similarity between the structure
of legal texts (the circumstances for applicability of an article, the legal require-
ments named in the article and the legal consequence) and three elements of
a pattern (context, problem, solution), as outlined in Fig. 3. Furthermore, we
have obtained evidence how the different parts of legal texts can be represented.
In this section, we describe elements of a WPP structure and the CCC Model,
which describes how to obtain systematically WPPs from legal texts.

4.1 WPP Structure

We aimed for WPP structure elements that mirror and foster desirable character-
istics of design patterns, such as completeness, understandability and reusability
(Requirement R1). Furthermore, the structure of a WPP shall carry all legal
obligations from the data privacy domain for a given scope (Requirement R2).
It shall not result in oversized, inapplicable pattern forms, that violate the
Requirement R1. The structure must allow modular stacking of WPPs (Require-
ment R3). Considering this, our WPP structure consists of Header, Context,
Condition and Consequence:
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Header. The header contains meta-information of the pattern. It describes essen-
tials like name, type, legal focus of the WPP and relation to other WPPs. Fur-
ther meta-information as an unique database ID, date or the name of the WPP
creator, may be added.

WPP Name A pattern. It makes the pattern easily recognizable, and allows
searching for it in a pattern catalog. The name of the WPP shall indicate the
objective of the pattern.

WPP Type WPPs can be distinguished into check patterns and activity pat-
terns, as observed in the last section.

Legal Focus Specifies all legal texts (articles, paragraphs, etc.) which were used
to derive the pattern. It declares which legal obligation is covered (entirely
or partly) with this WPP.

Relation to other WPPs WPPs can build upon each other. When implement-
ing multiple WPPs into a workflow, sometimes the relation between WPPs
needs to be specified. For example, a WPP creator might decide to split the
legal obligation to delete data into multiple WPPs. One WPP keeps records
of the data used, a second one ensures that the data is deleted at the specified
time. WPPs might also exclude each other. For example, a WPP to execute
a business task anonymously might exclude a WPP for the deletion of per-
sonal data. Since new WPPs might be created at any time, information on
the relation to other WPPs may be incomplete.

Context. The context of a WPP contains an intuitive textual description of the
situation and of the resulting problem, which is addressed by the WPP. The
user must clearly understand when and for which objectives the WPP can be
applied, and if the application of the WPP results in further legal obligations.
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Condition. The condition provides all prerequisites mentioned in the legal texts
that have been enumerated in the ‘legal focus’ field of the WPP header. Since
the order of the prerequisites is insignificant, the condition is represented as a
checklist. The prerequisites have to be defined as positive statements that do not
leave room for misunderstanding. If all prerequisites in the checklist are met, the
consequence applies.

Consequence. The consequence of a check pattern is a statement, which is true,
if all prerequisites from the condition are fulfilled. In order to determine the
consequence of the WPP, it is necessary to specify the type of the pattern first.
This is, because the consequence component differs in its form depending on
the type of the WPP. For a check pattern it is (a) a statement that the case
described in the context field is lawful, according to the legal norms specified in
the header. Alternatively - for an activity pattern - the consequence is (b) a chain
of activities, specified with a workflow modeling notation like EPC (event-driven
process chain) or BPMN (Business Process Model and Notation). This chain
of activities has to be executed, if all the prerequisites described in condition
component are met.

4.2 The CCC Model

Typically, modeling a new WPP is triggered by a workflow engineer or a pri-
vacy officer, who has identified a recurring, challenging problem which has no
corresponding pattern. Recall that the WPP creator must be familiar with legal
texts (Requirement R2), but the workflow engineer does not necessarily possess
such knowledge. Thus, a model for deriving WPPs must ensure, that all legal
obligations are included in the resulting WPP.

We will now outline the six steps needed to derive a WPP. They constitute
our CCC Model. For this we use the structure described in previous subsection.
We use Text 1 to illustrate these steps. Note that Text 1 refers to an activity
pattern. An example for a check pattern can be found in the Appendix.

Define the Scope. At first, the WPP creator sets the outline of the new WPP. He
decides which legal articles and paragraphs will be in the scope. By setting the
scope, he must ensure that the resulting WPP meets the requirements of design
patterns (R1). In particular, the WPP must be not too complex or too simple
to be useful. He also has to ensure that the new WPP can be combined with
already existing WPPs (R3). Furthermore, the WPP creator has to consider
that the legal texts in the scope do not contain uncertain legal concepts that are
unsuitable for a WPP, as shown in Text 4. Scoping of a WPP can be supported
with four questions:

• Is the scope suitable to create a WPP that is non-trivial?
• Is the scope understandable for the workflow engineer?
• Does the scope overlap with a WPP that already exists?
• Does the scope include legal texts that need to be interpreted individually by

a legal expert?
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Example 1 The scope of the WPP is the implementation of the ‘right of
access’ according GDPR for customer data. The company doesn’t collect
data from and doesn’t transfer data to third parties, but it uses automated
means for data processing of customer data in the EU. Furthermore, the
WPP addresses only requests that arrive electronically.

Define the Header. In this step, the meta-data of the WPP is defined. The meta-
data of the pattern is the Name, the Type, the Legal focus and the Relations to
other WPPs. The WPP name should be intuitively understandable and reflect
the WPP type. A name beginning with ‘Processing’ would indicate an activity
pattern, while a name starting with ‘Lawfulness of’ would refer to a check pat-
tern. The articles and paragraphs specified in ‘Legal Focus’ mirror the scope of
the WPP. ‘Relations to other WPPs’ contains information if the scope of this
WPP depends on, overlaps with or contradicts with existing WPPs.

Example 2
WPP Name Processing the Right of Access from the Inventory of Pro-

cessing Activities
WPP Type Activity Pattern
Legal Focus Art. 15 Par. 1a-d, Par. 3; Art. 2 Par. 1; Art. 3 Par. 1 GDPR
Relation to other WPPs dependency to WPP ‘Update Inventory of

Processing Activities’

Define the Context. The context describes the situation and the purpose of the
pattern in a plain language that is clearly understandable without legal expertise.
It must answer the following questions:

• Which business activities are in concern of this WPP?
• When does the privacy pattern apply?
• Which activities can occur before or after the WPP?

Example 3 A business unit has received a request from a customer. The
customer asks if personal data concerning him is processed. If this is the
case, the customer must be given access to his personal data.

Define the Condition. The condition translates legal requirements into prereq-
uisites for the applicability of a WPP. The prerequisites have to be defined as
positive statements that do not leave room for misunderstanding for a person
without legal expertise. Thus, we discourage citing or referring to legal texts.
The following questions serve as a guideline to obtain a check list of conditions:

• Which legal texts are in the ‘Legal Focus’ of this WPP?
• Do those texts base on other legal definitions?
• Which different requirements exist in each sentence of the legal text?
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• Is a certain requirement already excluded by ‘Context’?

Example 4

� The identity of the requester has been verified.
� The requester asks for his or her own data.
� The requester does not make use of this right more than three times a

year.

Define the Consequence. The Consequence depends on the WPP type. For a
check pattern only a state must be defined, which comes into effect when all
requirements set in the Condition are met. For an activity pattern, the conse-
quence is a chain of activities which must be specified (e.g. in form of an EPC
notation) in this step.

Example 5 Figure 4 describes the activities to process the request for
access from a customer as a business process model.

Review the WPP. To ensure that the pattern is correct and useful, it must be
reviewed according to the following questions:

• Does the WPP meet the general quality criteria of design patterns?
• Is the WPP applicable for persons without legal expertise?
• Do the components Context, Condition and Consequence represent all infor-

mation specified in the ‘Legal Focus’?

5 Use Cases

In the last section, we have shown by example how the CCC model helps to
generate WPPs from legal texts. In this section, we will provide two different
use cases to demonstrate that our approach is applicable to very different parts
of the GDPR. In particular, we have used the CCC approach in order to map
the legal requirements for an electronic consent into a check pattern, and we
have transferred the Right to be Forgotten into an activity pattern.

5.1 Lawfulness of an Electronic Consent

In this section, we present a check pattern for the GDPR articles related to the
consent for data processing.

Scope

Before an enterprise processes personal data, it must verify the lawfulness of
processing. If there is no other legal basis, say, from other laws or a contract,
the data subject must have been provided a consent to the processing. The
purpose of this WPP is to prove the lawfulness of an electronic consent from
an adult according to the GDPR. The consent has been documented.
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Fig. 4. Workflow to handle a request for access.
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Header

WPP Name Lawfulness of an electronic consent
WPP Type Check pattern
Legal Focus The WPP considers the GDPR articles:

– Art. 4 (‘definitions’), Par. 11 (‘consent’)
– Art. 6 (‘lawfulness of processing’), Par. 1 (a)
– Art. 7 (‘conditions for consent’)

Relation to other WPPs
– ’Obtain Electronic Consent’
– ’Revoke Electronic Consent’

Context

The purpose of this WPP is to prove the lawfulness of an electronic consent
from an adult for the processing of personal data for a specific purpose.

Condition

� There exists a record of a consent from the data subject in the database.
� The consent has been obtained in a lawful way.

(cf. WPP ‘Obtain Electronic Consent’)
� The record documents that the data subject has been informed about

processing activity, data to be processed, purpose of the processing, stor-
age period, parties responsible for the processing and the receivers of the
data.

� The record corresponds to the current processing.
� In the last 18 months, the consent has been given or there has been a

processing activity related to this consent.
� There is an option to withdraw the consent that is easily accessible for

the data subject.
(cf. WPP ‘Revoke Electronic Consent’)

� The consent has not been withdrawn.

Note that the GDPR does not specify an expiration period for a consent.
However, court decisions say that it is best practice not to rely on a consent that
might have been forgotten already by the data subject.

Consequence

If all conditions are fulfilled, a lawful consent for the processing exists.

5.2 The Right to Be Forgotten

Similarly to the right of access, the right to be forgotten requires enterprises
to implement series of activities in order to find out where the data is stored.
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What makes the deletion of data challenging is that there are circumstances like
legal retention periods or required backups which cannot be deleted. This might
prevent the deletion of fragments of data.

Scope

The scope of this WPP is the implementation of the ‘right to be forgotten’
according GDPR for customer data. The company might have transferred
such data to third parties, and there might be ongoing business activities
or legal claims that prevent data from deletion. The enterprise in the focus
of this WPP does not operate in areas of public interest, i.e., aspects such
as freedom of speech, public health or scientific research must not be con-
sidered.

Header

WPP Name Processing the Right to be Forgotten
WPP Type Activity Pattern
Legal Focus Art. 17 Par. 1-2, Art. 2 Par. 1, Art. 6 Par. 1 GDPR
Relation to other WPPs

– excludes ‘Processing the Right to be Forgotten for public authorities’
– dependency to ‘Update Inventory of Processing Activities’

Context

A business unit has received a personal data erasure request from external
source. The purpose of this WPP is to find out which data can be deleted, to
handle ongoing business activities that depend on this data, and to forward
the request to external receivers of personal data, in a case if it is needed.

Condition

� An natural person has filed a request for deletion.
� There has been a business activity with the requester in the past.
� The identity of the requester has been verified.
� The requester asks for his or her own data.
� The requester does not make use of this right more than three times a

year.

Consequence

Model which is splitted in Figs. 5 and 6 describes the activities to process
the request for deletion from a customer as a business process model.
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Fig. 5. 1st part of workflow to handle right to be forgotten.
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Fig. 6. 2nd part of workflow to handle right to be forgotten.

Note that according to Art. 30 GDPR the Inventory of Processing Activi-
ties allows to obtain business activities, retention periods and external receivers
of personal data. However, typically it does not contain information regarding
particular IT systems where the data is actually stored.

5.3 Discussion

We have derived our WPP representation from the general structure of legal
texts. Essentially, we can represent any fragment of a legal article as a WPP.
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However, it was not in the scope of this paper to find out if a WPP representation
makes sense for a certain use case. For example, Article 21 GDPR contains
“legitimate grounds for the processing which override the interests, rights and
freedoms of the data subject”. It needs a lawyer to find out if such grounds
indeed override the rights of the subject. If a WPP contains such concepts, it
might not be useful for a workflow engineer, who does not possess legal expertise.

It remains an open issue to evaluate our approach systematically. This is
challenging: we have to consider three distinct user roles, with specific exper-
tise areas and domain knowledge. It is difficult to separately assess the WPP
representation and the framework for generating this representation. It is also
challenging to exclude the properties of the application domain, when testing
the applicability of a WPP. For this reasons, we plan to evaluate our approach
with a broad, qualitative case study.

Finally, it needs to be investigated how the creation, usage or verification of
WPPs can be supported within workflow modeling tools or even within work-
flow modeling notations. Furthermore, corresponding frameworks and (semi-
)automatic approaches would help to express the full potential of the WPPs.
They could support the verification if the workflow embeds a WPP correctly.
They also could help confirming if the WPP is conclusive, that is, if all (or
particular) aspects of a certain legal text are represented within the WPP.

6 Conclusion

The GDPR and other privacy norms resulted in new requirements for workflows
that handle personal data. It may be - for example - a requirement to ensure that
a particular information is used only for the purpose explained to the customer.
This information must be deleted when the original purpose for which it was
gathered is no longer valid. Furthermore, individual rights such as the ‘right of
access’ or the ‘right to be forgotten’ require for new workflow extensions which
are not directly related to the original core business objectives of a company.

Implementing privacy norms into workflows is challenging. Auditors, work-
flow engineers and data privacy officers normally have different fields of exper-
tise, but must cooperate in an interdisciplinary way to implement or verify legal
requirements in domain-specific business tasks. A promising approach to tackle
such challenges is the use Workflow Privacy Patterns (WPPs). WPPs provide
solutions to problems recurring in enterprise workflows. However, existing work
on WPPs does not explain how such patterns can be obtained systematically.

In this paper, we have investigated how to derive WPPs from legal texts such
as the GDPR. We have defined three distinct user roles that are involved in the
creation and use of WPPs. Furthermore, we have compared the characteristics
of legal texts with the properties of design patterns. From this point we have
developed a formal representation of WPPs that follows the structure of legal
norms. Furthermore, we have developed a framework that compiles WPPs in six
steps. With two different use cases we have provided evidence that our approach
allows to map articles of the GDPR into a formal representation which supports
process engineers in designing workflows, which meet legal requirements.
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Abstract. Platformas a Service (PaaS) is one ofCloudComputing servicemodels
[1]. Adoption factors associated with PaaS specifically are not explored. Manage-
ment of database systems, middleware and application runtime environments is
automated in PaaS [2]. PaaS issues and requirementswere collected in three rounds
from information technology experts using a novel Delphi technique augmented
with experiment. PaaS experiment was required to have understanding of the fac-
tors and requirements. In this paper, PaaS adoption factors by an organization
are systematically collected and explored. Evaluation of the adoption factors was
based on experiment in a private cloud for an organization undergoing a transfor-
mation toward PaaS computing. It was found that technology, organization and
environment (TOE) factors are relevant in this context. Based on collected data
fromDelphi process and the associated experiment, TOE adoptionmodel for PaaS
is proposed.

Keywords: Platform as a Service · PaaS cloud computing · Adoption
determinants · Delphi · Experiment · Exploratory · TOE model

1 Introduction

Based on National Institute of Standards and Technologies, Platform as a Service (PaaS)
is one of three service models in Cloud Computing (CC). In this service model, cus-
tomer does not have control over the infrastructure layer while he/she has control over
the application and its configuration [1]. Middleware, application runtime environment
and database systems are examples of components in PaaS model [3–6]. PaaS provides
self-deployment and lifecycle management of applications and development environ-
ments. Monitoring capabilities for PaaS resources are provided to customers [2, 7].
PaaS simplifies application platform provisioning and management.

General CC adoption factors by organizations were explored and validated in several
studies [8, 9]. Claiming the uniqueness of adoption factors for all CC types requires sci-
entific evidence for the following reasons. Infrastructure as a Service (IaaS) CCmaturity
level is higher. IaaS and PaaS models are different in terms of operation management,
underlying technologies, users, standardization and adoption level [7, 10–12]. PaaS secu-
rity requirements are not identical to IaaS. PaaS is functioning on top of IaaS. Securing
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the interaction between PaaS and IaaS needs exploration. PaaS tools and automation
systems require exploration and critical analysis by researchers. PaaS commercial and
technology offers are different from IaaS offers. Hence, analysis of adoption factors
should focus on specific type of CC.

Systematic exploration of PaaS adoption factors was not achieved based on a lit-
erature review. This could be attributed to the nature of PaaS model and its users. It
can be argued that finding PaaS experts who are potential users, actual users or service
providers as a source of input data is challenging.

The objective of this paper is exploring perceived adoption factors of PaaS in the
context of an organization based on Information Systems (IS) experts’ inputs. Research
scope is limited to PaaS model of CC. Software as a Service (SaaS) is out of the scope
of the research.

The paper is organized as follows. Section 2 is a literature review of PaaS, PaaS chal-
lenges and PaaS automation. Research questions are provided in this section. Section 3
presents the research methodology by describing Delphi technique, team structure and
rounds. Research findings are summarized in Sect. 4 by describing the design of PaaS
management system based on experts’ perceived requirements and critics and the asso-
ciated incremental experiment results. Section 5 begins with analysis of experts’ high-
lighted critics and proposes Technology, Organization and Environment (TOE) adop-
tion model. The conclusion of the paper is presented in Sect. 6 which includes research
implication, limitations and future work.

2 Literature Review

PaaS provides users with capabilities to develop, manage and operate application plat-
forms. Applications in PaaS context can be classified based on computation model,
resource utilization type, resource utilization variability or interactivity level. Examples
of PaaS offering include Google App Engine and Amazon Web Services Lambda [2].

2.1 PaaS

The user of PaaS model does not have control over the infrastructure layer while he/she
has control over the application and its configuration [13]. Middleware, application
runtime environment and database systems are examples of components in PaaS model
[3–6]. PaaS provides self-deployment, monitoring and lifecycle management of applica-
tions [2, 7]. PaaS offers includemiddleware services, likeDatabase as a Service (DbaaS),
and reusable middleware components. Complex application platforms consist of several
middleware components such as database, web application server and gateway. Middle-
ware components include application runtime environments that can be used as part of
an application platform [4, 14].

PaaS provides flexibility and agility to developer team. By automating the deploy-
ment of application platforms and their components, different setups and configurations
can be realized with minimal efforts and time. Interactions between software develop-
ment team and operation team areminimized through automation and abstraction [3, 10].
Infrastructure is abstracted by PaaS [4]. Automation associated with PaaS should lead
to operational cost reduction [4].
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Private cloud and multicloud are now the general practice of organizations that
need to protect their in-house information technology investment while seeking new
technologies and opportunities. Use of resources in multicloud can be sequential or
parallel. Support of multicloudminimizes vendor lock-in issue associated with the cloud
[2, 10, 15].

Two sets of users represent PaaS consumers. The first set represents software devel-
opers in organizations. The other set represents SaaS cloud service providers who needs
to focus on software development and services quality [10].

PaaS components can be provisioned in containers by cloud service providers [16].
Alternatively, PaaS can be coupled with IaaS virtualization. Analysis was done to com-
pare between the performance of containers and virtualization. Micro-services concept
is evolving with container platforms [17].

2.2 PaaS Challenges

The use of CC in general provides speed and flexibility to organizations. On the other
hand, cloud raises challenges in terms of quality and security of services [7, 18]. When
CC is evaluated by organization for production and business operation, security and
Quality Assurance (QA) are two significant adoption factors. Security factor associated
with PaaS model is not completely addressed [18]. Sequence of events and logs of
security control and QA must be forensically sound and reliable in case of a security
incident or PaaS failure [13].

Service Level Agreement (SLA) is one of the solutions that was studied in several
papers to address security and quality requirements [2, 19]. Service level quality is
measured based on Service Level Objectives (SLOs). Service Level Agreement (SLA)
grants SLOs based on contractual agreement between the service provider or a broker
and the customer [2].

Under PaaS service model, wide varieties of technologies exist [7]. Specific appli-
cations in PaaS are based on distributed computing. Managing the dependency between
distributed components is complex [5].Vendor lock-in is a risk associatedwith PaaS [18].

2.3 PaaS Automation

Application deployment automation is an enabler for PaaS [11]. Automation perfor-
mance can be evaluated qualitatively or quantitatively. Qualitative aspects include
automation flexibility, reusability and user input assumption freedom. Quantitative
aspects include automation processing time, dependencies between plans which rep-
resents the steps required to achieve specific automation case and finally the complexity
of automation process that consists of multiple steps [4].

Operation automation approaches were classified into infrastructure management,
plan-based configuration management, image-based configuration management, model-
based management and platform centric management automation. Plan-based config-
uration management automation enables deployment and management of middleware
in PaaS. UNIX shell scripts are considered artifacts in plan-based configuration. This
automation was proposed by DevOps community. Model based automation can be used
to orchestrate deployment or management plans on distributed applications [4, 12].
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Automation of middleware and application deployment should be decoupled from
Infrastructure layer. Encapsulating applications in virtual images reduces the flexibility
of updating applications over time [11].

Automation standardizations; such as Topology and Orchestration Specification for
Cloud Applications (TOSCA); are emerging. TOSCA has relatively small community.
Released automation artifacts are limited [12, 20, 21].

2.4 Research Questions

Comprehensive analysis of using PaaS for mission critical operation is not achieved.
Adoption factors specific to PaaS from organizational and environmental perspectives
are not explored. In this research project, new Delphi approach is proposed to analyze
adoption stages and factors of a new technology in an attempt to answer the following
questions:

• Q1: What are the critical adoption factors of PaaS by Organizations?
• Q2: How does cloud service providers manage PaaS technologies and automations?
• Q3: How does the governance, risk and control aspects of PaaS cloud are defined and
managed?

3 Research Methodology

Standards in PaaS are emerging [22]. Security and quality control processes in this con-
text are under development. Adoption determinants are not explored comprehensively. In
this research project, efforts were devoted to explore perceived adoption factors of PaaS
that is suitable for organizationmission critical operations.Delphi techniquewas selected
in this context. The experiment in the study augmented Delphi process with an objective
of developing an understanding of PaaS requirements and confirming suitability of the
requirements of an evolving technology with the real world.

3.1 Delphi Technique

Delphi technique is used when the pool of subject matter experts is relatively small and
the problem is not addressed in the scientific or technical literature [23, 24]. It is used in
exploratory research when there is a lack of holistic knowledge of adoptionmotivators or
inhibitors [24]. It fits as well in new technology evaluation [24]. The technique supports
independent thoughts and new ideas generation [25]. One of Delphi method objectives
is achieving an optimal system based on experts’ opinions [24].

Delphi process consists of iterative data collection rounds that build on summarized
information collected from previous rounds. Consensus ormajority is required to end the
Delphi process. Otherwise, another round is required to probe for further details and find
solutions [24]. Majority agreement was set to at least 80% [23]. Variables definition in
Delphi can be defined in the first round or added later [23]. Rounds are labeled differently
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in the literature. El-Gazzar, Hustad and Olsen [26] rounds were Brainstorming, Narrow-
ing Down, Ranking and Follow-Up Interviews. Other researchers labeled Delphi study
stages Projection/Question Development, Expert Selection, First Estimates, Feedback
& Revised Estimates and finally Further Analysis and Decision Making [27]. Delphi
was classified into four types [28]. The first type is Classical Delphi with an objective
to collect facts and create consensus. The applications for this type are natural sciences
and engineering problems studies. The second type is Policy Delphi with an objective
of generating ideas and differentiating views. Application for this type fits in social and
political contexts. The third type is Decision Delphi with an objective to make a decision
by an empowered group of decisionmakers. The last type is called Ranking-Type Delphi
in which experts identify and rank key factors [28].

3.2 Delphi Process Formation

Modified Delphi approach was used to collect data and opinions from Information Tech-
nology experts within an organization. The type is considered a combination of Classical
Delphi andDecisionDelphi. Eachmember of the group is empowered to approve or reject
the output of the round. Consensus rather than majority was required to achieve research
objective due to variation in experts’ specialties, small sample size, and complexity of
the system.

A group of information systems experts was formed as listed in Tables 1 and 2. IaaS
Systems Security, Application Developer and Information Systems Security specialties
were added in round three based on experts’ feedback in round two. Below three years
of experience was not accepted in experts’ panel.

Table 1. Specialties of experts

Information system specialty Frequency %

Application Platform Operation Management 4 36%

IaaS Systems Security 2 18%

Operating System Specialist 2 18%

IaaS Operation Management 1 9%

Information Systems Security 1 9%

Application Developer 1 9%

Awareness of PaaS specific requirements compared to the awareness of IaaS CCwas
limited. The study was augmented with practical experiment within the organization.

3.3 Delphi Rounds

The first round was started with building PaaS automation system without quality and
security control in a dedicated computing lab. Several Automation scenarios were tested
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Table 2. Years of experience of experts

Years of experience Frequency %

>20 5 45%

11–15 3 27%

3–5 1 9%

6–10 1 9%

16–20 1 9%

Total 11 100%

to deploy Database and application servers, and to manage their lifecycle in PaaS con-
text. Insights about technical aspects and organizational fit were collected from experts.
The collection was based on survey, one-to-one meeting and open-ended questions.
Anonymity was guaranteed through the survey approach. On the other hand, one-to-
one meeting was essential to probe for details regarding requirements, motivators and
inhibitors of PaaS from organizational perspectives.

The second round of data collection was started with experimenting the control mea-
sures highlighted by experts in the Exploring round. The prototype was customized with
automation control measures to control Operating System (OS) privileged activities. The
control included providing central management of executing privileged commands and
logging the activities on central server. The teams in the previous roundwere approached
to provide their feedback after implementing the updates and testing PaaS automation
within the same organization.

Fig. 1. Modified Delphi rounds
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The third round of data collectionwas triggered after summarizing experts’ input and
sharing the results of the second round with all participants. The proposed system in this
paper was designed and built to address operational, security and quality requirements at
organization level. In this round, the design was shared with experts for their feedback.
Based on their input, enhancements, that include dual integrity check subsystem, were
added and final green light was received from experts to build the system for production
operation. Figure 1 provides summaries of the modified Delphi rounds steps.

4 Research Findings

Critical adoption factors were probed in Delphi rounds. Table 5 provides PaaS critics
summary. The proposed design in the next section was developed based on the adoption
factors and the requirements gathered during the first and second rounds of Delphi
process. The design was drafted during the third round of Delphi process. Minor updates
were added to the system design in this round. Final design was validated based on
experiment and experts’ consensus.

4.1 PaaS Management System Design

The design is divided into five layers based on roles and responsibilities to achieve the
required operational, quality and security controls identified by experts. PaaS Manage-
ment System (MS) consists of Security Audit Layer, Infrastructure as a Service (IaaS)
Management Layer, PaaS Management Layer, PaaS Automation Developer Layer and
PaaSConsumer Layer. Segregation ofDuties (SoD) concept is implemented tomaximize
security and quality control in mission critical systems without losing the opportunity
of automating their deployment and routine operational activities. The five layers are
reflected in Fig. 2.

Security Audit Layer includes Privileged Activities Management, Security Policies
and Security Events systems. Security policies contain Delegated Privileged Commands
(DPC)swhich give a delegate group the authority to execute privileged commands owned
by different entity. IaaS Privileged commands are executed by PaaS in a controlled app-
roach. First of all, IaaS administrator assesses the impact of delegating and automating
the command or infrastructure operation. Once assessed and approved, Security Ana-
lyst registers them and assigns them to a delegate group, which is PaaS in this context,
in a security policy within Security Audit Layer. Thereby, the infrastructure operation
required to deploy or manage application is utilized at PaaS layers as a self-service.
Privileged Activities Management server enables a secure and central management of
privileged commands. Security Events database logs the usage of DPCs.

IaaSManagement Layer is where infrastructure resources of the cloud are managed.
Infrastructure resources include hypervisors, bare metal hosts [29], storage systems and
network components. IaaS administrator manages this layer. The administrator activities
as a super user are controlled by PrivilegedActivitiesManagement server. IaaS resources
deployment and management are orchestrated by central IaaS orchestrator tool.

The third layer is PaaS Management Layer. This layer consists of PaaS Develop-
ment Orchestrator (DO), PaaS Production Orchestrator (PO) and shared storage called



242 A. Tashkandi

Platform Images (PI). PaaS administrator manages these components to automate the
deployment and management of PaaS applications. The administrator also manages
containerization platforms in contrast to hypervisors which are managed by IaaS admin-
istrator. PaaS DO consists of an application server and OS level Development Area. The
application server is used to model PaaS automation processes by PaaS developer. It is
also integrated with lab resources to conduct QA tests by PaaS developer in the next
layer. DevelopmentArea is used to buildOS level artifacts. TheOrchestrator orchestrates
PaaS automation in labs and provides pooling capability to logically isolate lab resources
based on projects. Automation is developed and simulated in isolated environment before
deploying it in production to verify security, performance and quality factors. PaaS PO
is generally similar to the DO. The difference is in the role and integration with cloud
resources. PO is connected to consumer assigned tenants and resources.

PI storage in PaaS Management Layer consists of Development Engine, Production
Engine, Distributor, Repositories, Images and Shipment areas. PI storage is mounted
on all PaaS resources and protected by IaaS privileges. Development and Production
Engines store automation artifacts. In order to release new automation artifacts from
PaaS Development Area to Development Engine, DPCs are used. PaaS Developer is del-
egated to update Development Engine using pre-approved delegated commands. These
delegated commands verify integrity and analyze automation run time requirements. In
addition, the release events and the contents of the developed artifacts are reflected in the
Security Events system. The deployment to Production Engine is also protected. Only
PaaS administrator is delegated to deploy through DPCs. This is enforced to verify the
quality of automation before deploying them for production use.

The fourth Layer of the MS is PaaS Developer which provides a workbench for the
QA of automation associated with PaaS. Control of the workbench is enforced by system
design through roles assigned to developers at DO Application Server and Operating
System file and directory permissions. Developer cannot update an artifact directly in
Development or Production Engines. Artifact represents automation logical unit. PaaS
automation developers are PaaS automation experts who understand the requirements
to deploy and manage applications’ platforms.

The fifth layer is PaaS Consumer Layer. PaaS consumer can be SaaS service provider
or Organization software developer [10]. PaaS consumer consumes PaaS automated
services on his assigned resources. Automation artifacts are deployed for production
use after conducting quality assurance and reviewing privileged activities. Only PaaS
administrator has the right to achieve production deployment using DPCs.
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Fig. 2. PaaS layered management system

4.2 PaaS Automation Lifecycle Management

In Fig. 2, PaaS developerworks inDevelopmentArea of PaaSDevelopmentOrchestrator
server. Development Area is a multi-user Operating System environment. Automation
developer builds Operating System automation logical units in this area while orches-
tration and modeling of an automation process that consists of multiple logical units is
done in the application server layer of the Development Orchestrator server. Automation
orchestration modeling are exported from the application server to Operating system in
XML format toward Development Area.

Once automation development is finished, Developer utilizes Delegated Privileged
Commands to release definitions, artifacts, scripts and models from local file system
to Platform Images shared storage. In case the script requires IaaS privileged account,
LINUX root account for example, to execute infrastructure operation, IaaS administrator
needs to approve it and generate a checksum for it. The checksum is replicated inPlatform
Images storage and protected by IaaS privileged user. During the execution of Delegated
Privileged Command, the required user for execution is verified and the checksum is
checked. If successful, definition, script and model are replicated in Platform Images
storage and protected by privileged user. The contents of automation units are reflected
in Security Events storage.

Once automation is released to Development Engine and definitions are distributed
to lab host agents, the developer can start the quality assurance process of automation
in isolated environment. The test cannot be conducted in production resources because



244 A. Tashkandi

Development Orchestrator is not integrated with production resources. PaaS adminis-
trator has the privileges to establish integration. In addition, lab host agent automation
definitions point to Development Engine artifacts by design.

In the deployment process of automation artifact from Development Engine to Pro-
duction Engine, the artifact is replicated to the production engine. Automation definition
specifies the required operating system user to execute the artifact and the location of
the artifact. While deploying, the definition of the artifact is updated by the Delegated
Privileged Command to point to the artifact in the Production Engine. The orchestra-
tion between artifacts is achieved by uploading automation XML model from Platform
Images storage to PaaS Production Orchestrator application server.

The last step of enabling PaaS automation, if it involves IaaS interaction, is achieved
by rolling out automation definitions fromProductionEngine to PaaS cloudHostAgents.
These definitions define the allowed operations in cloud hosts. The definitions are
protected by privileged IaaS account. Through a Delegated Privileged Command, the
definitions are distributed globally by PaaS administrator in a controlled approach.

4.3 Dual-Integrity Check

Confidentiality, integrity and availability aspects of PaaS platforms should be secured. A
robust and proactive security control system to detect unauthorized updates and prevent
global damages, at cloud level, is required. This part was added during the third round
based on security experts’ recommendation.

In the system, two privileged roles exist; IaaS administrator and PaaS administrator.
PaaS administrator relies on IaaS privileged account to protect automation files integrity.
However, an attacker may target the IaaS layer and get access to the privileged account.
In order to achieve multilayer protection, integrity of PaaS automation is controlled at
PaaS and IaaS Management Layers.

Security can be compromised using PaaS Administrator role or IaaS Administrator
role. To mitigate the risk associated with these roles, Dual Integrity Check subsystem is
embedded to the overall design as reflected in Fig. 3.

In this subsystem, two secret servers are introduced. The secret servers maintain a
shadow of Platform Images storage. The shadow replicate Platform Images filesystem
tree structure. Moreover, the leaves represent the automation files in Platform Images
storage while they represent files’ calculated checksums in the shadow.

During the process of production deployment of a PaaS automation, the shadow is
updated with the checksums of authorized files. A scan job in IaaS secret server regu-
larly verifies the integrity of files accessible by cloud servers. If anomaly is detected,
the event is reported and the file is quarantined. The scope of IaaS job is monitoring
the compliance of artifacts that require execution using IaaS privileged accounts. The
scan job identifies such artifacts through the file definition available centrally in Plat-
form Images. IaaS service provider is not entirely protected from unauthorized updates.
Unauthorized update may be conducted by an insider within IaaS layer. For that reason,
PaaS service provider needs to protect his automated services integrity using PaaS Secret
Server. PaaS administrator maintains a shadow of authorized automation in the Secret
Server. In case of unauthorized update that was not detected by IaaS secret server, PaaS
Secret server detects this update and reports it to PaaS administrator. The automation is
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Fig. 3. Dual-integrity check subsystem

disabled at PaaS Production Orchestrator Application Server since PaaS Administrator
does not have direct write privileges on Platform Images shared storage at operating
system level.

4.4 Experiment

Research findings were internally validated through experiment. It was implemented in
a private data center. Consensus is achieved regarding the suitability of the design for
production use after experiment validation. Table 3 summarizes IaaS resources used in
the lab.

IaaS Management and Security Audit Layers. In Security Audit Layer, security
policies for DPCs were created. The policies are assigned to PaaS developers and PaaS
administrators based on roles. DPCs include PImanagement commands to add new com-
ponents or definitions, commands to deploy from Development Engine to Production
Engine, and commands to rollout automation definitions from Engines to Cloud HAs.
Contents of automation artifacts and definitions are written to Security Events database
during the release, deploy or rollout of these automation units. Management of HAs is
also achieved securely using DPCs by PaaS administrator. Events at HAs are monitored
and logged in Security Events subsystem.

During the provisioning process of an IaaS server, HA is installed automatically as
a sub-provisioning plan and PI NAS is mounted automatically. Artifacts definitions in
Production Engine are reflected in the HA as part of the provisioning process to achieve
automated and direct integration with PaaS orchestrator.
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Table 3. IaaS cloud resources for lab

Infrastructure
components

CPUs cores per
instance

RAM per instance
(GB)

Storage per
instance (GB)

# Instances

Lab Servers 2–4 8–32 200–500 14

PO 16 64 500 2

DO 4 32 400 1

PaaS Secret
Integrity Server

1 4 200 1

IaaS Secret
Integrity Server

1 4 200 1

Privileged
Activities
Management
Server

4 16 1,000 1

Security Log – – 20,000 1

PI (zone 1) – – 1,000 1

PI (zone 2) – – 500 1

Backup – – 50,000 1

The hosts are integrated with PaaS PO through Host Agents (HA). HAs are required
by PaaS Automation Orchestrator in this MS. Secure Hyper Text Transfer Protocol
(HTTPs) is used for the communication between PaaS Orchestrator and IaaS HAs.
HAs are started automatically during the booting process of the servers and run with
IaaS privileged accounts in the managed consumer servers. The agents digitally trust the
orchestrator. Automation artifacts arewhitelisted through definitions in theHAs. By that,
HAs provide additional layer of control on cloud hosts. Orchestrator is not configured
to execute any commands in the target host unless it is whitelisted.

Definitions are rolled out from Platform Images storage to host agents using Dele-
gated Privileged Commands. The rollout process verifies the checksum of the definition
and its content against unauthorized activities.

PaaS Layers. PaaS orchestrators in PaaS Management Layer are realized on Java plat-
form with web user interface. Orchestrators are installed on LINUX OS. PI storage is
based on Network Attached Storage (NAS). NAS is mounted with read only permis-
sions on Developer and Consumer layers while it is mounted with write permissions on
PaaS Management layer. This provides an additional layer of control at storage layer
to prevent unauthorized update from a random cloud host. Lab in PaaS Automation
Developer Layer consists of 14 servers and is divided into pools to simulate consumer
environment and isolate developers’ environments. A total of seven PaaS automation
developers worked on the lab environment during the experiment. The developer mod-
els and defines automation processes to execute artifacts on the target managed cloud
servers. Deployment of database, application server and web application server was
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simulated. Plans and artifacts were developed to patch and update middleware, database
systems and application run time environment in PaaS. Summary of PaaS application
components utilized in the lab are available in Table 4.

Table 4. PaaS application resources for lab

Application platform Components # Instances

PO Relational Database Management System 2

Java Web Application Server 2

DO Relational Database Management System 1

Java Web Application Server 1

Standalone Database Relational Database Management System 2

Multitenant Database Relational Database Management System 1

ERP System Relational Database Management System 6

Application Server 8

Web Application Platform Relational Database Management System 2

Java Web Application Server 2

5 Discussion of Findings

In this section, data collected as part of Delphi process are analyzed. Observations of
the experiment are discussed.

5.1 Analysis of Critics

Critics associated with PaaS, design consideration and experiment observation are
summarized in Table 5.

With respect to critic number one, PaaS automation cannot be fully guaranteed as
observed in the experiment. QA should minimize the probability of automation failure.
PaaS automation failure happened even after verifying and testing the quality in isolated
environment. Automation developer support is required to fix automation failure based
on SLAs. The added value of automation based on experiment is service agility and
mass processing of tasks. Reputation of PaaS and its relative advantage is a critical
adoption factor. If PaaS is associatedwith low quality, it diminishes the perceived relative
advantage.

With respect to critic number two, the following was observed. PaaS automation
requires deep understanding of how a platform is deployed and managed. PaaS automa-
tion developer needs to consider possible failure scenarios. These scenarios are simulated
in lab.
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Table 5. Critics, design consideration and observations

No. Critic Design consideration and observation

1 Automation of application platforms is not
reliable. Automation quality is low and
cannot be used for mission critical systems

Quality assurance should be integrated in
the process of PaaS automation
development

2 If automation is doing everything, labor
will lose the technical skills and know how

With new technologies, a shift in labor
skills is required. Automation requires high
level of expertise by cloud service providers

3 The cost of building PaaS and the required
automation is high

Financial Return on Investment analysis is
required to calculate cost against expected
return

4 Update of work procedures and policies is
required in case of PaaS adoption

This is confirmed in the experiment. The
update was mandatory to accommodate
PaaS objectives at organization level

5 Automating the deployment of applications
involves multiple functional group in
Information Technology department

Segregation of duties based on technical
functions is leveraged in the design to
increase the level of automation quality and
security

6 PaaS Orchestrator servers are empowered
with privileged accounts and connected to
applications and infrastructure components
across the organization

The design provides control for the
privileged accounts. The power of PaaS
production Orchestrator was confined. The
system securely manages the distribution of
allowed operations through definitions.
Unauthorized updates are detected by dual
integrity control subsystem

7 Specific experts expressed their ability to
achieve the same results using different
automation approaches

Acceptable level of quality and security to
implement PaaS is achieved in this
experiment. Different approaches and
designs should be experimented and
compared objectively in future work

8 Application platforms are updated regularly
with new features, security and bug fixes.
There is an overhead of keeping track of
changes and updating automation

A balance should be established between
the value of update and automation
development cost. Image based and plan
based automation approaches were
experimented. After the deployment of an
older version, plans are executed to roll
forward the platform to the required release

PaaS automation developer needs to be an expert in the platform being automated.
After the deployment of PaaS automation, the developer is needed to troubleshoot and fix
issues. Performance can be analyzed and improved. Upon the release of a new platform
version or patch, developer needs to review and update automation. In the experiment,
modularity and reusability approaches were adopted. Based on observation, labor tech-
nical skills about application platforms were enriched. There was a shift in the type
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of work being done by the labor. Instead of doing a deployment task manually and
sequentially, the work is shifted toward platform deployment automation analysis, PaaS
automation development and modeling, PaaS automation QA, and PaaS automation
lifecycle management. Throughput of one technical labor is increased. IT expertise is a
critical adoption factor of PaaS.

With respect to critic number 3, automation of database platform deployment was
analyzed from human hours’ perspectives. To deploy 100 database systems manually, a
labor needs to work sequentially. Deployment of one database systemmanually requires
around 4 h ofwork in average, based on experts’ judgement. In total, 400 human hours are
required to deploy 100 servers. On the other hand, development and QA of automating
database system deployment requires an average of 80 h based on the study experiment.
The created value is extended with the deployment of more servers while the initial
investment cost from the cloud service provider is the same. Breakeven is achieved
after the deployment of the 20th database system. Additional benefits beside human
hours saving include service agility and parallel execution. Deployment of the server
automatically was done in less than 30 min. On the other hand, cost of operating PaaS
MS should be considered. In addition, customer support service is required in case of
automation failure. Accordingly, financial feasibility study is required to measure return
on PaaS automation investment. Table 6 summarizes the observed capital and operation
cost elements associated with PaaS.

With respect to critic number 4, work instructions, policies and procedures were
updated to achieve the experiment in the organization. An example for that is handling
the use of root user which is a privileged account at LINUXOS system level. By focusing
on the common goal of providing competitive and secure services to customers and with
organization management support, legacy policies were updated to fit with the proposed
PaaS MS. Organization stringent formalization may hinder the adoption of PaaS.

With respect to critic number 5, the experiment was conducted in organization where
OSs, database systems and application servers are supported by different functional units.
Each team has a set of privileged accounts to manage its services. In the experiment,
it was found that deployment of database requires OS privileged account and database
privileged account. The proposed design described above resolved SoD issues associated
with the use of privileged accounts owned by different functional group. Organization
size, structure and governance can be considered significant adoption factors.

With respect to critic number 6, the unlimited power of PaaS Orchestrator was
controlled using the proposed MS. Only authorized artifacts are allowed to be executed
by the Orchestrator. Authorization is achieved through the definitions in the HAs. The
distribution of definitions from PI to HAs is achieved securely by theMS. Integrity of the
definitions and the associated artifacts is monitored through Dual Integrity subsystem.
Security is found critical adoption factor based on experts’ opinion.

With respect to critic number seven, it is not believed that the proposed solution in this
paper is the only possible management solution for PaaS. However, different solutions
can be proposed and evaluated. This could be attributed to the lack of standardization
which could hinder the adoption of PaaS CC.

With respect to the last critic, it was confirmed in the experiment that there is an
overhead of maintaining application platforms delivered by PaaS. In the experiment,
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Table 6. PaaS cost elements

Capital cost

Element Description

PaaS management system infrastructure The management system requires cloud datacenter resources.

PaaS setup Tools associated with PaaS requires installation, configuration and verification

Automation cost (off-the-shelf) Automation could be supplied by a third party. License to use such automation
is required if it is not an opensource

Automation cost (in house development) Automation can be designed and built by PaaS cloud service provider.
Development, quality assurance and deployment of automation require
resources

PaaS tools licenses PaaS system can be bundled in a container or designed as in this experiment
using a set of technologies and tools. Each of these tools requires license if it is
not an opensource

Initial labor training Security team, IaaS administrator, PaaS administrator, automation developer
training is required to prepare for PaaS configuration and setup

Operational cost

Element Description

Use case automation support cost Automation may fail. Support is required to respond to customer incidents
associated with automation. Based on SLA, the support could be required after
working hours on a 24/7 basis

Use case automation lifecycle cost This cost is required for in-house developed automation

PaaS management system monitoring &
maintenance cost

PaaS system is achieved and controlled by a set of technologies. This system
should be reliable and resilient. In addition, PaaS requires life cycle
management

Labor cost Associated cost with security team, Infrastructure as a Service team and PaaS
administrator and developers

Vendor support cost Required for off-the-shelf automation and tools

Datacenter operation cost This cost is associated with the datacenter operation for PaaS infrastructure

Labor training (up-to-date) cost Application market is dynamic. Demand for solutions varies over time. In
addition, new applications are introduced. PaaS developer requires continuous
training and skills development on these application platforms

flexibility, reusability, complexity and dependency automation properties [4] were incor-
porated in automation development tominimize themaintenance overhead.Modular and
reusable components represent the logical units of PaaS automation plans. Parameter
can be passed to these reusable units to control the use case. Also plan based automation
and image-based approaches were utilized. By that, a base image of the platform is
maintained. Then, new functions, updates and patches are added to the platform using
plan artifacts to roll forward the platform to the desired version. Relative advantage
of PaaS should be carefully assessed based on this critic and critic three. In addition,
PaaS automation of distributed systems is associated with complexity as observed in the
experiment.
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5.2 Proposed PaaS TOE Model

Based on secondary data and the critical analysis discussed above, TOE model is pro-
posed for PaaS perceived adoption factors (Fig. 4). Under Technology taxonomy, secu-
rity, complexity [9, 30], relative advantage [31] and vendor lock-in [9, 32] constructs
are included. Under Organization taxonomy, Information Technology expertise [33] and
formalization [33] are included. Under Environment taxonomy, industry standard con-
struct is considered for future empirical evaluation. Size can be measured in terms of
employees’ number or revenue amount. It is proposed to use size [30] as moderator in
case the sample size is large.

Fig. 4. PaaS derived TOE model

6 Conclusion

6.1 Research Contribution

Novel Delphi method was utilized in this research. Experiment captured different adop-
tion stages of PaaS from potential adopter to adoption at a limited scope. PaaS adoption
factors and requirements were analyzed and explored. TOE model is proposed based on
the explored adoption factors.

6.2 Implication for Research and Practice

Practicality of PaaS for mission critical systems was demonstrated. The study revealed
how critical systems can be managed by PaaS cloud service providers. Novel manage-
ment system model was designed.

The proposed design is considered amanagement system for cloud service providers.
It provides PaaS automation lifecycle management. Service interruption caused by PaaS
automation failure may lead to reputation damage. The developed management systems
design provides proactive and reactive security and quality control.

The study revealed the importance of directing adoption research efforts toward spe-
cific type of cloud computing. General cloud computing studies may overlook important
factors associated with specific types of cloud computing.
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6.3 Limitations and Future Work

Delphi expert panel was limited to 11 experts and from one organization. The study is
exploratory research of adoption factors associated with PaaS. Similar IaaS adoption
determinants exploratory study can be conducted in order to compare results.

The experiment can be repeated by different PaaS cloud service providers to test for
external validity. It is suggested to experiment the design in public cloud and multicloud
environments where IaaS layer is outsourced and offered by different cloud service
providers. In future studies, forensic aspects of the design can be analyzed and tested.
Cloud forensics is an emerging area of study.

Wide range of automation technologies in PaaS context is available and the model is
not standardized. In future studies, scientific comparison can be made between different
PaaS designs.

Future work should include empirical research for PaaS adoption determinants based
on the TOE model revealed in this study. Target population is information technology
experts in organizations involved in PaaS decisions.
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