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Preface

The present volume is a translation of my book Variétés algébriques réelles
originally published in French, [Man17b].

Apart from corrections and incorporation of several new bibliographical refer-
ences, this translated version is not substantially different from the original. In
particular, any statement from the original French edition to the new English one
has the same number: Théorème 5.4.16 in [Man17b] is now Theorem 5.4.16 in this
English version.

I wish to thank Catriona MacLean for the quality of her careful translation of the
text which allowed to improve it in several places.

Angers, France
December 2019

Frédéric Mangolte
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Introduction

My work always tried to unite the truth with the beautiful, but
when I had to choose one or the other, I usually chose the
beautiful.

Attributed to Hermann Weyl (Elmshorn, Allemagne, 1885–
Zurich, 1955).

Pessimism of the intelligence, optimism of the will.

Antonio Gramsci. (Ales, Sardaigne, 1891–Rome, 1937).
Taken from a letter written in prison to his brother Carlo the
19th December 1929 (Selections from the Prison Notebooks,
International Publishers, 1971).

Mathematicians often consider the set of real roots of a polynomial with real
coefficients: it is just as natural to consider the set of its complex roots. In this book
we will adopt the point of view that a real variety is also a complex variety.

When I was a doctoral student in the 90s there were essentially three reference
books in real algebraic geometry. As well as Benedetti and Risler [BR90], there was
the general reference, Bochnak Coste and Roy [BCR87]1 and Silhol’s book [Sil89]
for the classification of real algebraic surfaces. Since then [DIK00] by Degtyarev,
Itenberg and Kharlamov has appeared, containing the classification of surfaces of
special type summarised in [Sil89] plus the major progress made in the following
decade.

The natural first port of call for a mathematician looking for a reference for real
algebraic geometry is Bochnak, Coste and Roy, but for more information on sur-
faces or higher dimensional varieties he or she will need to look elsewhere. Silhol’s
book contains an overview of surfaces which was complete at the time of publi-
cation (1989): more up-to-date information can be found in Degtyarev, Itenberg and
Kharlamov (2000).

1English translation: [BCR98].

ix



It is my belief that a reader discovering real algebraic geometry can compare,
contrast and link the different points of view of these three texts only if they have
significant mathematical maturity, and the result is that many foundational results
are not easily available. For example, [BCR87] uses germs of real varieties rather
than schemes defined over R: these germs appear in our text as the real algebraic
varieties of Chapter 1. Meanwhile, [Sil89] adopts the point of view that real
algebraic varieties are schemes over R - a steep learning curve for readers interested
in topological applications, since the link between a scheme over R and a scheme
over C with real structure is not obvious for inexperienced readers. On the other
hand, [DIK00] considers “complex varieties with an anti-holomorphic involution”,
which appear in this text in Chapter 2 under the name of R-varieties: this choice
makes topological applications more accessible but is difficult to link to
scheme-theoretic results.

My goal in this book is to present the foundations of real algebraic varieties,
including their topological, geometric and algebraic structures and singularities,
from each of the three points of view described above simultaneously. The first few
chapters are intended to be accessible to PhD students and specialists of other areas.
Compared with the three texts mentioned above, this work presents the proofs
of the main theorems of the area in a uniform language, supplementary material on
the topology and birational geometry of real algebraic surfaces, and some new work
on three-dimensional varieties due to Kollár et al.

Before getting to the heart of the matter, we begin with a motivating discussion
of the Nash conjectures.

Algebraic Models of Smooth Manifolds

Any closed smooth curve M is diffeomorphic as a differential manifold to the circle
S
1 :¼ fðx; yÞ 2 R

2; x2 þ y2 ¼ 1g. We say that the manifold M has a real algebraic
model2—namely, the algebraic curve S1. In arbitrary dimension, Nash and Tognoli
showed that any smooth compact manifold has a real algebraic model. More pre-
cisely, for any such manifold M there are real polynomials
P1ðx1; . . .; xmÞ; . . .;Prðx1; . . .; xmÞ such that their locus of common zeros

XðRÞ :¼ fx 2 R
m such that P1ðxÞ ¼ . . . ¼ PrðxÞ ¼ 0g

2We will come back to this notion in Chapter 5, see Definition 5.1.1.
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is smooth3 and diffeomorphic to M (Nash and Tognoli theorem, below.)
Given that the existence of such a model is guaranteed for any M, does there

exist a model which is “simpler4” than the others? Let us go back to the example of
a smooth compact curve M. We have seen that S1 is a possible model for this curve
but for any even non-zero integer d the set Xd :¼ fðx; yÞ 2 R

2; xd þ yd ¼ 1g is
obviously another model of M.

Similarly, the ellipse Y of equation 1
2 x

2 þ y2 ¼ 1 and the curve Z of quartic

equation �xð1� x� yÞ3 þ y2ð1� x� yÞ2 � 1
2 xy

3 ¼ 0 are models of M.

We could argue that S1 and Y are “simple” real algebraic models of M because
their equations are of minimal degree—but an abstract algebraic variety does not
have a well-defined degree. (All the above examples are plane curves.) We will
consider the topology of the associated complex variety instead. For example, the
associated complex variety of S1 is the set fðx; yÞ 2 C

2; x2 þ y2 ¼ 1g. This com-
plex curve is not compact but can be made compact by adding two points at infinity
corresponding to the asymptotic directions �i. The curve then becomes isomorphic
to the Riemann sphere P

1ðCÞ whose underlying smooth manifold is an orientable
surface of genus 0. Since the models Y, Xd and Z are also (up to addition of a few
points) irreducible plane curves, the genus formula g ¼ ðd � 1Þðd � 2Þ=2 implies
that the genus of Y is 0, X4 and Z are of genus 3 and the genus of Xd grows

3By Hironaka’s theorem on the resolution of singularities Theorem 1.5.54, we may also suppose
that the set of complex zeros—real or not—is smooth.
4See also [Kol01c, LV06].
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quadratically with d. In dimension 1 we will, as in this example, consider that a
model is “simple” if its genus is 0. In higher dimensions manifold topology is more
complicated and there is no longer a single numerical invariant that detects simple
real algebraic models. For curves we have just seen that simple models are “close
to” P1ðCÞ. In dimension n the class of rational varieties (defined below and further
studied in Chapter 1, see Definition 1.3.37), which are in a certain sense “close” to
P
n, is a useful generalisation to higher dimensions of the class of algebraic curves

isomorphic to P
1 minus a few points.

Nash and Tognoli Theorems

When an algebraic variety X � P
mðCÞ, defined by homogeneous polynomials with

real coefficients, has at least one non-singular real point then
dimR X ¼ 2 dimR XðRÞ. In particular, when the complex algebraic variety X is
smooth and the real locus XðRÞ ¼ X \P

mðRÞ is non-empty the algebraic subsets
X � P

mðCÞ and XðRÞ � P
mðRÞ come equipped with the structure of a smooth

compact differentiable sub-variety. (See Section 1.5 for the definitions of a
non-singular point and the dimension of an algebraic variety.)

Conversely, given a smooth manifold, can it be realised as the set of points of a
smooth algebraic variety? It is quite clear that a general smooth manifold is not
necessarily diffeomorphic to any complex algebraic variety, if only because any
such variety is always orientable and even dimensional. There are many more
sophisticated obstructions to such a realisation—see [FM94], for example. On the
other hand, Nash proved there is no obstruction to the realisation of a compact
manifold as a real algebraic variety.

Theorem ([Nas52]) If M is a smooth connected compact manifold without
boundary, then there is a projective algebraic variety5 X whose real locus has a
connected component A � XðRÞ which is diffeomorphic to M,

M � A,!XðRÞ:

The reader will find a proof of this theorem in [Nas52, BCR98, Theorem 14.1.8]
or [Kol17, Theorem 2].

Following this theorem Nash proposed two conjectures strengthening its con-
clusion. The first of these, proved by A. Tognoli in the early seventies, stated that
there is a variety X such that XðRÞ � M.

5I.e. defined by homogeneous real polynomials.
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Theorem ([Tog73]) In the statement of Nash’s theorem, we may require XðRÞ to
be connected.

The proof ([Tog73] or [BCR98, Theorem 14.1.10]) uses a deep result from
cobordism theory which states that any compact smooth manifold is cobordant to a
compact smooth real algebraic set.

It is then easy to construct a real algebraic variety whose real locus is the union
of the real loci of a set of given varieties.

Corollary (Nash–Tognoli) If M is a smooth compact manifold without boundary
then there is a projective algebraic variety X whose real locus is diffeomorphic
to M:

M � XðRÞ:

In fact any given manifold has not one but an infinity of possible different
algebraic models. The theorem below is taken from [BK89, Theorem 1.1] sup-
plemented by [Bal91], see also [BK91].

Anticipating Definition 1.3.27, algebraic sub-varieties X � P
nðKÞ and Y �

P
NðKÞ are said to be birationally equivalent if there exist Zariski dense open subsets

U � X, V � Y and an isomorphism U�!’ V defined by rational functions with
coefficients in K.

Theorem Let M be a smooth compact manifold without boundary of strictly
positive dimension. There is an uncountably infinite set of real algebraic models for
M which are pairwise non-birationally equivalent.

An algebraic variety X � P
NðKÞ of dimension n is rational over K if and only if

it is birationally equivalent to projective space PnðKÞ, or in other words, if there are

dense open Zariski subsets U � X, V � P
nðKÞ and an isomorphism U�!’ V defined

by rational functions with coefficients in K.

Examples

1. Blowing up a variety along a subvariety (see Appendix F) is a birational
morphism.

2. The varieties PnðKÞ and Kn are rational over K.
3. The surface P

1 � P
1 with the product real structure such that ðP1 � P

1ÞðRÞ �
S
1 � S

1 and the Hirzebruch surfaces Fk with their canonical real structure (see
Definition 4.2.1) are rational surfaces over R.

Nash’s second conjecture is as follows.

Conjecture ([Nas52]) For any smooth compact connected manifold M without
boundary there is a rational algebraic variety X whose real locus is diffeomorphic
to M.
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We will see in Chapter 1 that when an algebraic variety is irreducible its ring of
rational functions is a field called the function field of the variety and moreover the
function field of a (reduced and irreducible) algebraic variety of dimension n over
K is a finite degree extension of the field of rational functions in n unknowns
KðX1; . . .;XnÞ. The variety X is then rational if and only if its field of functions is
isomorphic to KðX1; . . .;XnÞ. Nash’s conjecture is therefore much stronger than
Nash’s theorem, since it claims that we can choose X with a function field of degree
1 over RðX1; . . .;XnÞ for any M.

This conjecture is wrong. We will see a counter-example for surfaces in
Chapter 4 and for higher dimensional varieties, in Chapter 6. There exist smooth
manifolds for which no real algebraic model is rational. In other words, there is no
universal answer to the question ‘what is the the “simplest” real algebraic model of
a given smooth manifold?’ One of the leitmotifs of this book is a sort of converse to
this question: for some given class of real algebraic varieties, which are the smooth
manifolds which can be realised by models in this class?

Such a class of models may be characterised, as in Nash’s conjecture, by bira-
tional constraints on the abstract real algebraic model. More classically, we might
require that this model be defined by a single equation of given “small” degree,
particularly for planar curves or surfaces in P

3. Here are some examples of specific
questions dealt with in this text. What are the possible topological types of the real
locus of a rational surface? Of a degree 4 surface in P

3? Conversely, what is the
smallest possible degree of a real algebraic model in P

3 of an orientable surface of
genus 11? Of a disjoint union of 23 compact connected surfaces? In a similar vein,
in Chapter 3 we discuss the first part of the Hilbert’s famous sixteenth problem
which rounds off the sections on plane curves in Chapters 1 and 2.

Thanks Many people have encouraged me over the 4 years of writing this text.
Amongst them I would particularly like to thank (in alphabetical order) for their
rereading, corrections, improvement and support : Mouadh Akriche, Mohamed
Benzerga, Jérémy Blanc, Erwan Brugallé, Fabrizio Catanese, Michel Coste, Julie
Déserti, Adrien Dubouloz, Denis Eckert, Éric Edo, Marianne Fabre, José Fabre,
Goulwen Fichou, Michel Granger, Lucy Halliday, Ilia Itenberg, Viatcheslav
Kharlamov, János Kollár, Wojciech Kucharz, Jacques Lafontaine, Stéphane Lamy,
Gustave Mangolte, Jeanne Mangolte, Jean-Philippe Monnier, Delphine Pol, Ronan
Terpereau, Olivier Wittenberg, Mikhal Zaidenberg, Susanna Zimmermann, and the
three anonymous referees who proposed many improvements on the initial text.
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Chapter 1
Algebraic Varieties

1.1 Algebraic Varieties: Points or Spectra?

In this chapter we have chosen the naive (as opposed to scheme theoretic) point of
view in which an algebraic variety is a topological space equipped with a sheaf of
functions, called regular functions. The scheme theoretic point of view starts with a
ring (which turns out later to be the ring of regular functions) and constructs from it
a topological space called the spectrum. Many fundamental differences result from
this change of perspective. First of all, the spectrum has more points than the naive
space—for example, when the base field is algebraically closed, the naive space is
the set of closed points of the spectrum (also called the maximal spectrum). When
the base field is not algebraically closed, the situation is even more complicated.
For example, consider the algebraic set V := {

(x, y) ∈ R
2 | x2 + y2 = 0

}
which

naively consists of a single point (0, 0). In scheme theory a variety “is” its defining
equation. More precisely, the scheme-theoretic variety would be the union of two
complex lines L and L with equations x − iy = 0 and x + iy = 0 inC

2. In the naive
point of view V “is” the point (0, 0) (i.e. the intersection of the lines L and L),
which leads us to consider that the real equations of V are x = 0, y = 0, losing all
the information contained in the lines L and L in the process (see Example 1.5.20).

We will stick with the naive point of view, but from Chapter 2 onwards we will
address itsmost glaringweaknesses by associating complexifications to real varieties.
We will not, however, bypass sheaf theory, which is both necessary and reasonably
accessible. For the reader’s convenience, a summary of the necessary results from
sheaf theory in provided in Appendix C.

We have chosen to avoid the arduous “rite of passage” of scheme theory since we
do not believe its refinement to be necessary over C and R, especially since varieties
over these fields have a natural topology which is stronger than the Zariski topology,
and we believe it is helpful to the reader’s intuition to consider these two topologies
on the same naive set. We will come back to the scheme-theoretic point of view at
the end of Chapter 2.
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In short, this book is entirely accessible to a reader who does not want to invest
the time and energy required to learn scheme theory. This being said, any reader
intending to make a career in algebraic geometry will need to understand schemes.
We recommendAntoineDucros’s lecture notes [Duc14] andQingLiu’s book [Liu02]
for readers looking for an introduction to scheme theory. We have included many
remarks aimed at readers experienced with schemes.

In this first chapter we review the standard results of algebraic geometry over
an arbitrary field, particularly the real and complex numbers. Many elementary text-
books on algebraic geometry only deal with algebraically closed base fields andwhen
non-algebraically closedfields are discussed they are almost always arithmetic.When
the base field R is introduced the reader is typically assumed to be already familiar
with complex algebraic geometry. In short, our aim in writing this book is to provide
the reader with all the tools needed for algebraic geometry over a non-algebraically
closed base field of characteristic zero, including both the Euclidean topology and
the powerful results of complex algebraic geometry.

We end this introductionwith an important remark: overR orC algebraic varieties
are naturally also analytic varieties and it is unsurprising that such varieties appear
throughout this book. We have chosen to summarise the theory of analytic varieties
in Appendix D to avoid swamping the inexperienced reader—the field of study
generated by the various different definitions of a “real algebraic variety” is rich
and complicated enough as it is. As with schemes, the first-time reader can skip
the references to analytic varieties, which are only needed in a handful of proofs
in this book. Most of the time we deal only with smooth projective varieties and
the link between projective algebraic varieties and projective analytic varieties is
well understood (see Section D.5) despite the radical change in topology, since the
algebraic variety is equipped with the Zariski topology (Definition 1.2.3) and the
analytic variety with the Euclidean topology (Definition 1.4.1). Switching from one
topology to the other causes no problems for smooth varieties (a slippery concept,
see Section 1.5) but for singular varieties it becomes important to distinguish the
algebraic and analytic structures. For example, there are algebraic singularities that
are smooth from an analytic point of view, (see Example 1.5.1).

1.2 Affine and Projective Algebraic Sets

[The results from commutative algebra on which the discussion below relies are
summarised in Appendix A.]

Affine algebraic sets are local models of abstract algebraic varieties. We will
formalise this idea by fixing a base field K and giving a local definition of the
functions (i.e. morphisms to K ) authorised in the category of algebraic varieties over
K . Such functions will be called regular functions (Definition 1.2.33).When the base
field is algebraically closed the regular functions on an algebraic subset of a affine
space are simply restrictions of polynomial functions (Theorem 1.2.50). When the



1.2 Affine and Projective Algebraic Sets 3

base field is R, however, this correspondence is no longer valid and regular functions
are restrictions of rational functions without real poles (Theorem 1.2.52).

Affine Space

Let K be a field and let n be a natural number. As usual, we denote by Kn the set of
n-tuples of elements of K with its natural K -vector space structure. (By convention
K 0 = {0} is the trivial vector space and when n = 0 the notation K [X1, . . . , Xn]
means the ring K of constant polynomials). When K = R or C, we will mostly con-
sider Kn as a finite-dimensional topological vector space, all norm-induced topolo-
gies being equivalent. TheZariski topology defined immediately below is not induced
by a norm, since it is not even Hausdorff (see Appendix B.1).

Definition 1.2.1 Let K be a field and let n be a natural number. A subset F of Kn is
an affine algebraic set if F is the zero locus of a set of polynomials with coefficients
in K . In other words a set F is algebraic if and only if there exist polynomials
P1, . . . , Pl ∈ K [X1, . . . , Xn] such that1

F = {
(x1, . . . , xn) ∈ Kn | P1(x1, . . . , xn) = · · · = Pl(x1, . . . , xn) = 0

}
.

It is easy to check that algebraic sets are the closed subsets of a topology called
the Zariski topology. The affine space A

n(K ) of dimension n over K is the set
Kn equipped with the Zariski topology. For any F ⊂ A

n(K ) we define the Zariski
topology on F to be the topology induced by the Zariski topology on A

n(K ).

Exercise 1.2.2 Let K be an infinite field. Show that the Zariski topology on
A

2(K ) is strictly finer than the product of the Zariski topology on A
1(K ) with

itself. See Appendix B.1, particularly Exercise B.1.4, for a deeper exploration of this
subject.

For any subsetU in A
n(K )we let I(U ) be the ideal in K [X1, . . . , Xn] of polyno-

mials that vanish onU . If F is a closed subset of A
n(K ) then the quotient K -algebra

A(F) := K [X1, . . . , Xn]/I(F) is called the the K-algebra of affine coordinates
of F .

Projective Space

Let K be a field and let n be a natural number. Projective space P(Kn+1) is the set
of orbits of the action of the multiplicative group K ∗ on the set Kn+1 \ {0} given
by (x0, . . . , xn) �→ (λx0, . . . ,λxn). The orbit of (x0, . . . , xn) under this action is

1As the ring K [X1, . . . , Xn] is Noetherian we may assume that this family of polynomials is finite,
see Exercise A.3.14.
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denoted by (x0 : · · · : xn). A polynomial in n + 1 variables does not define a function
on P(Kn+1) but the vanishing locus of a homogeneous polynomial2 is well defined.

Definition 1.2.3 Let K be a field and let n be a natural number. A subset F in
P(Kn+1) is said to be a projective algebraic set if F is the zero locus of a set of
homogeneous polynomials with coefficients in K . In other words the set F is alge-
braic if and only if there are homogeneous polynomials P1, . . . , Pl ∈ K [X0, . . . , Xn]
such that

F = {
(x0 : · · · : xn) ∈ P(Kn+1) |

P1(x0, . . . , xn) = · · · = Pl(x0, . . . , xn) = 0
}
.

As in the affine case, theZariski topology onP(Kn+1) is the topologywhose closed
sets are the zero loci of families of homogeneous polynomials. The set P(Kn+1)with
this topology is called the projective space of dimension n over K and is denoted by
P
n(K ).

Definition 1.2.4 If U is a subset of P
n(K ) we denote by I(U ) the homogeneous

ideal in K [X0, . . . , Xn] of polynomials vanishing on U . If F is a Zariski closed
subset in P

n(K ) then the quotient K -algebra

S(F) := K [X0, . . . , Xn]/I(F)

is called the K-algebra of homogeneous coordinates of F .

Exercise 1.2.5 Let F ∈ P
n(K ) be a projective algebraic set and let I ⊂ S(F) be

a homogeneous ideal. Let
√
I be the radical of I (see Definition A.2.3). We then

have that Z(I ) = ∅ (see Definition 1.2.12) if and only if
√
I = S(F) or

√
I is the

homogeneous ideal ⊕d>0Sd .

Remark 1.2.6 The word dimension appears in Definitions 1.2.1 and 1.2.3. We will
define the dimension of an algebraic set further on (see Definition 1.5.9 for the
dimension of an affine algebraic set) and we will check (see Exercises 1.5.16 and
1.5.46) that affine space A

n(K ) and projective space P
n(K ) really are of (algebraic)

dimension n. For the moment we simply note that when K = R the affine and
projective spaces A

n(R) and P
n(R) with their affine (resp. projective) topology are

topological (or differentiable) manifolds of dimension n. When K = C, on the other
hand, the algebraic dimension is half the topological dimension of the associated
manifold. See also Remark 1.5.4 on the finiteness of the dimension.

2Ahomogeneous polynomial does not define amap to K but rather a section of a certain “K -bundle”,
see Exercise 2.6.15.
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Algebraic and Quasi-algebraic Sets

Definition 1.2.7 A set F is an algebraic set over K if it is a Zariski closed subset
in A

n(K ) or in P
n(K ) for some integer n. A set U is a quasi-algebraic set over K

if it is a Zariski open subset of an algebraic set over K . We will say that an open
subset of an affine algebraic set is quasi-affine and that an open subset of a projective
algebraic set is quasi-projective.

Remark 1.2.8 In other words, an algebraic set F over K is a closed subset of
either affine space A

n(K ) or projective space P
n(K ). We will emphasise the unusual

topology being used by saying that F is Zariski closed in A
n(K ) (or P

n(K )).

Exercise 1.2.9 A set U is quasi-algebraic over K if and only if it is a subset of
A

n(K ) or P
n(K ) satisfying one of the following equivalent conditions:

1. U is locally closed in the Zariski topology, i.e. U is the intersection of a closed
subset and an open subset,

2. U is an open subset of its Zariski closure.

Definition 1.2.10 Let f : Kn → K be a function. The vanishing locus (or zero-set)
of f is defined by

Z( f ) := {x ∈ Kn | f (x) = 0}

and the non-vanishing locus of f is defined by

D( f ) := {x ∈ Kn | f (x) 	= 0} .

Remark 1.2.11 If the function f in the above definition is polynomial then Z( f )
is Zariski-closed in A

n(K ) and D( f ) is Zariski-open in A
n(K ).

Definition 1.2.12 Let K be a field and let I ⊂ K [X1, . . . , Xn] be an ideal. The
zero-set of I is denoted by

Z(I ) := ZK (I ) = {x ∈ Kn | ∀ f ∈ I, f (x) = 0} .

More generally, if L is an extension of K then the zero-set in Ln of the ideal I is
denoted by

ZL(I ) := {x ∈ Ln | ∀ f ∈ I, f (x) = 0}

and the ideal of L[X1, . . . , Xn] generated by I is denoted by IL .
In particular, if I is an ideal in R[X1, . . . , Xn] then Z(I ) = ZR(I ) is the set of

real zeros of the ideal I and ZC(I ) = ZC(IC) is the set of its complex zeros.
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Remarks 1.2.13 (Zero sets of ideals)

1. The ideal in L[X1, . . . , Xn] generated by I turns out to be isomorphic to the
tensor product

IL = I ⊗K [X1,...,Xn ] L[X1, . . . , Xn] .

(see Proposition A.4.1 defining the tensor product ⊗)
2. As in Remark 1.2.11, Z(I ) is obviously Zariski closed in A

n(K ) and ZL(I ) is
Zariski closed in A

n(L).
3. We have that ZL(I ) = Z(IL). In particular, if I is an ideal in R[X1, . . . , Xn] then

IC is an ideal in C[X1, . . . , Xn] and ZC(I ) = ZC(IC) = Z(IC). The notation IC
denotes an ideal in C[X1, . . . , Xn] generated by a family of real polynomials.

Exercise 1.2.14 Let K be a field.

1. Let F be a closed subset of A
n(K ). Prove that

F = Z(I(F)) .

2. Let I ⊂ K [X1, . . . , Xn] be an ideal. Prove that

I ⊆ I(Z(I )) .

3. Let I ⊂ K [X1, . . . , Xn] be an ideal. Prove that if I is not radical (see Definition
A.2.3) then

I � I(Z(I )) .

4. Find an example where I ⊂ K [X1, . . . , Xn] is radical but

I � I(Z(I )) .

[Hint: the Nullstellensatz (see Corollary A.5.13) tells us that any such example
will involve a non-algebraically closed field K .]

Irreducible Algebraic Sets

Definition 1.2.15 We say that a non-empty subset U of a topological space X is
irreducible if for any pair of closed sets F1 and F2 in X such that U ⊂ F1 ∪ F2 we
have that U ⊂ F1 orU ⊂ F2. A subset that is not irreducible is said to be reducible.

Remark 1.2.16 Requiring an irreducible subspace to be non-empty is a convention
which corresponds in commutative algebra to the convention that the zero ring is not
an integral domain. See Remark 1.2.31(4).

Exercise 1.2.17 As an exercise, the reader may wish to prove the following state-
ments.
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1. A subspace U ⊂ X is irreducible if and only if it is non-empty and is not the
union of two non-empty closed sets (in the induced topology) which are strict
subsets of U . In particular, X itself is irreducible if and only if it is non-empty
and cannot be written as the union of two closed strict subsets.

2. If U is irreducible then any non-empty open subset of U is dense in U .

Lemma 1.2.18 Let ϕ : X → Y be a continuous map. The image under ϕ of any
irreducible subspace of X is an irreducible subspace of Y .

Proof LetU ⊂ X be irreducible and letY1 ∪ Y2 ⊃ ϕ(U )be aunionof twoclosed sets
in Y . The set ϕ−1(Yi ) is then closed in X for i = 1, 2 and ϕ−1(Y1) ∪ ϕ−1(Y2) ⊃ U .
As U is irreducible we may assume that ϕ−1(Y1) ⊃ U and hence Y1 ⊃ ϕ(U ). It
follows that ϕ(U ) is irreducible. �

Remark 1.2.19 Irreducibility is only relevant for relatively coarse topologies such
as the Zariski topology. We invite the reader to check that in a Hausdorff topological
space the only irreducible subspaces are isolated points.

Definition 1.2.20 The maximal irreducible closed subsets of a topological spaceU
are called its irreducible components.

Exercise 1.2.21 (Note that this exercise is immediate once Proposition 1.2.30 has
been established.) Let n be a non-zero natural number.

1. Let K be an infinite field. Prove the following statements.

(a) Affine space A
n(K ) is irreducible.

(b) Projective space P
n(K ) is irreducible.

2. Suppose that K is finite. Prove that the above spaces are reducible.

Definition 1.2.22 A topological space X is said to be Noetherian (or has a Noethe-
rian topology) if any decreasing sequence of closed sets stabilises (or alternatively
“if any decreasing sequence of closed sets is stationary”). This means that for
any sequence F1 ⊃ F2 ⊃ . . . of closed subspaces there is an integer r such that
Fr = Fr+1 = . . .

Example 1.2.23 For any field K the affine spaceA
n(K ) is Noetherian. Suppose that

F1 ⊃ F2 ⊃ . . . is a decreasing sequence of closed subsets of A
n(K ). We then have

that I(F1) ⊂ I(F2) ⊂ . . . is an increasing sequence of ideals of K [X1, . . . , Xn]
which is Noetherian. This sequence of ideals therefore stabilises and it follows that
F1 ⊃ F2 ⊃ . . . stabilises because for every i we have that Fi = Z(I(Fi )).

Proposition 1.2.24 Any non-empty quasi-algebraic set U admits a decomposition
into a finite number of irreducible components, i.e.

U = U1 ∪ · · · ∪Um

whereUi is irreducible for every i andUi 	⊂ Uj whenever i 	= j . This decomposition
is unique up to permutation of the components.
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Proof This follows from the fact that the Zariski topology is Noetherian. �

Regular Functions

Definition 1.2.25 Let K be a field and let U ⊂ A
n(K ) be a quasi-algebraic set. A

function f : U → K is polynomial if there is a g ∈ K [X1, . . . , Xn] such that for
every x ∈ U, f (x) = g(x). We denote the K -algebra of polynomial functions on U
by P(U ).

Remark 1.2.26 The polynomial g is only determined by the polynomial function f
up to addition of an element in I(U ). In particular, if K is finite the ideal of A

n(K )

is not trivial and a polynomial on Kn is not uniquely determined by a polynomial
function Kn → K .

Let F ⊂ A
n(K ) be an algebraic set and let I(F) be the ideal of elements of

K [X1, . . . , Xn]which vanish on F . The following proposition enables us to identify
P(F) with the K -algebra of affine coordinates A(F) := K [X1, . . . , Xn]/I(F).

Proposition 1.2.27 For any field K andany algebraic set F ⊂ A
n(K ) the restriction

morphism g �→ g|F induces an isomorphism

A(F)
�−→ P(F).

Proof The proof is immediate and is left as an exercise. �

Remark 1.2.28 In particular, if K is infinite then the ring of polynomial functions
on A

n(K ) is the ring of polynomials in n variables

P(An(K )) = K [X1, . . . , Xn] .

Remark 1.2.29 Note that for any subsetU ⊂ Kn the quotient ring K [X1, . . . , Xn]/
I(U ) is reduced because the ideal I(U ) is radical (see Definition A.2.3 and
Exercise A.2.4). This “vanishing” multiplicity—which identifies the algebraic sets
V := {x ∈ Kn | f (x) = 0} and W := {x ∈ Kn | f 2(x) = 0}3 for example—is
reflected in the differential geometric definition of a manifold as the zero set of
a submersion. If K is C or R and if f is a submersion at every point of V—and
hence at every point of W—then W is a differentiable submanifold of Kn , despite
the fact that f 2 is not a submersion at any point of W .

One of our motivations for scheme theory is that it allows us to distinguish
V and W by including nilpotent elements in the associated ring. Another illus-
tration of the weakness of the naive point of view is provided by the algebraic
set V := {(x, y) ∈ R

2 | x2 + y2 = 0}, whose ideal I(V ) = (x, y) is strictly larger
than the ideal generated by its defining equation (x2 + y2). Compare this with
Remark 1.2.31(3).

3Here f 2 is the function whose value at a point is the square of the value of f at that point.
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Proposition 1.2.30 Let K be a field.
An algebraic set F ⊂ A

n(K ) is irreducible if and only if its ideal I(F) is a prime
ideal of K [X1, . . . , Xn] or in other words if and only if its ring of affine coordinates
A(F) is an integral domain.

An algebraic set F ⊂ P
n(K ) is irreducible if and only if its homogeneous ideal

I(F) is a prime ideal of the graded ring K [X0, . . . , Xn].
Proof This is left as an exercise for the reader. �

Remark 1.2.31 (I(Z(I )) vs. I )

1. If K is algebraically closed and I ⊂ K [X1, . . . , Xn] is a prime ideal thenZ(I ) ⊂
A

n(K ) is an irreducible space.
2. The polynomial P(x, y) = (x2 − 1)2 + y2 = x4 − 2x2 + 1 + y2 is irreducible

in R[x, y]. Indeed, the rings R[x, y] ⊂ C[x, y] are both factorial and since
P(x, y) = (x2 − 1 + iy)(x2 − 1 − iy) in C[x, y] and the polynomials x2 − 1 ±
iy are irreducible in C the polynomial P is irreducible in R[x, y]. On the other
hand Z(P) is a reducible subspace of A

2(R) since

Z(P) = {(1, 0), (−1, 0)} = Z(x − 1, y) ∪ Z(x + 1, y) .

3. (See Exercise 1.2.14(4).) The ideal (x2 + y2) is prime in R[x, y] but I(Z(x2 +
y2)) = (x, y). In C[x, y] the ideal (x2 + y2) = ((x − iy)(x + iy)) is not prime.

4. The ideal I = (x2 + y2 + 1) is prime in R[x, y] but Z(I ) = ∅ ⊂ A
n(R) is not

irreducible since I(Z(I )) = R[x, y] is not a prime ideal in R[x, y].
Exercise 1.2.32 Following on from Exercise 1.2.14(1): let K be a field. Show that
a subset U in A

n(K ) or P
n(K ) is Zariski closed if and only if U = Z(I(U )).

Definition 1.2.33 Let K be a field and let U ⊂ A
n(K ) be a quasi-algebraic set. A

function f : U → K is said to be regular at a point x ∈ U if there is a neighbourhood
V of x in U and two polynomials g, h ∈ K [X1, . . . , Xn] such that for any y ∈
V, h(y) 	= 0 and f (y) = g(y)

h(y) .

In the following definition, note that the homogeneous polynomials g and h do
not define functions on U but as they have the same degree their quotient g

h is a
well-defined function on U .

Definition 1.2.34 Let K be a field and let U ⊂ P
n(K ) be a quasi-algebraic set. A

function f : U → K is said to be regular at a point x ∈ U if there is a neighbourhood
V of x in U and two homogeneous polynomials g, h ∈ K [X0, . . . , Xn] of the same
degree such that for any y ∈ V, h(y) 	= 0 and f (y) = g(y)

h(y) .

Definition 1.2.35 Let U be a quasi-algebraic set over K . A function f : U → K
is said to be regular if it is regular at every point in U . We denote by R(U ) the
K -algebra of regular functions on U .
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Remark 1.2.36 Of course, any polynomial function on an affine algebraic set F
over a field K is regular

A(F)
�−→ P(F) ↪→ R(F)

but the converse is false if K = R (see Proposition 1.2.38(1)–(3) below and
Exercise 1.2.51(2)).

Exercise 1.2.37 Check that any regular function f : U → K is continuous with
respect to the Zariski topology on U and K = A

1(K ).

Proposition 1.2.38 (Is the algebra R finitely generated?)

1. Let K be a field. For any Zariski-closed subset F ⊂ A
n(K ) the algebra A(F) is

a finitely generated K -algebra
2. Similarly, the C-algebra R(Cn) = R(An(C)) is finitely generated
3. On the other hand, the R-algebra R(Rn) = R(An(R)) is not finitely generated.

Proof 1. By definition A(F) is a quotient ring of the polynomial algebra
K [X1, . . . , Xn] so it is generated by a finite number of elements, namely the
classes of the elements X1, . . . , Xn .

2. By Theorem 1.2.50, for example, R(Cn) is isomorphic to C[X1, . . . , Xn].
3. Let A1, . . . , Al be elements of R(Rn). For any i = 1 . . . l the function x �→

1
1+(x−Ai )2

is a regular function on R
n but does not belong to the algebra gen-

erated by A1, . . . , Al .
�

Germs of Regular Functions

We refer the reader to Appendix C for basic sheaf theory. The notions of inductive
limit (A.1.2) and the stalk of a sheaf (C.3.1) will be particularly important.

Definition 1.2.39 Let K be a field and let U be a quasi-algebraic set over K . The
sheaf of regular functions OU onU is the sheaf of K -algebras whose set of sections
over an open set V ⊂ U is the K -algebra R(V ).

�(V,OU ) = OU (V ) := R(V ) .

Definition 1.2.40 Let K be a field and let U be a quasi-algebraic set over K . The
germ of a K -valued function onU , regular at x , is an equivalence class of pairs (V, f )
where V is an open set of U containing x and f is a regular function on V . Two
pairs (V, f ) and (W, g) are equivalent if and only if f = g on some neighbourhood
of x contained in V ∩ W .

We denote by Ox := OU,x the K -algebra of germs of K -valued functions on U
which are regular at the point x . The K -algebrasOU,x are then the stalks of the sheaf
OU :

OU,x = lim−→
V�x

OU (V )
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where the inductive limit is taken over all open neighbourhoods V of x contained in
U (see Definition C.3.1 and Examples A.1.3 and A.1.4.)

Our definition of germs of regular functions is more “local” than the definition
given in [Har77, Section I.3, page 16]. WhenU is irreducible—which is assumed in
[Ibid.]—the two definitions coincide.

Definition 1.2.41 Let x be a point in a quasi-algebraic set U defined over a field
K and let A be a ring of K -valued functions on U . We denote by mx := mA

x the
maximal ideal in A of functions vanishing at x .

We recall that, as in Definition A.3.1, for any prime ideal p ⊂ A we denote by Ap

the localisation of A with respect to the multiplicative set A \ p.
Exercise 1.2.42 Let K be a field. Prove that for any x ∈ A

n(K ) the algebra
OAn(K ),x ⊂ K (X1, . . . , Xn) is isomorphic to the algebra K [X1, . . . , Xn]mx of frac-
tions g

h such that h(x) 	= 0.

Lemma 1.2.43 A quasi-affine set U ⊂ A
n(K ) can be seen as a quasi-projective set

j (U ) ⊂ P
n(K ) where j : A

n(K ) ↪→ P
n(K ) is the inclusion

(x1, . . . , xn) �→ (1 : x1 : · · · : xn).

The morphism of K -algebras j∗ : K [X0, . . . , Xn] → K [X1, . . . , Xn] which sends
(X0, X1, . . . , Xn) to (1, . . . , Xn) then induces a sheaf isomorphism j∗OU � O j (U ).

Proof Left as an exercise for the reader �

Exercise 1.2.44 Let P ∈ K [X1, X2] be a polynomial of degree d � 1 and let
C = Z(P) ⊂ A

2(K ) be the corresponding plane curve. The projective completion

Ĉ := j (C)
Zar ⊂ P

2(K ) is the Zariski closure of j (C) in the projective plane. Prove
that Ĉ is the set of zeros of the homogenised polynomial P̂ ∈ K [X0, X1, X2]. Here,
if ai j X i

1X
j
2 is a monomial in P then ai j X

d−i− j
0 Xi

1X
j
2 is the corresponding monomial

in P̂ and Ĉ = Z(P̂) ⊂ P
2(K ).

Proposition 1.2.45 Let U ⊂ P
n(K ) be a quasi-projective set, let x be a point in U

and let H ⊂ P
n(K ) be a hyperplane not containing x. The open set V := P

n(K ) \ H
is then a neighbourhood of x isomorphic to affine space. (We will see further on that
V is a principal open set, see Exercise 1.2.60). We denote this isomorphism by

j : A
n(K )

�−→ V . The K -algebras OU,x and O j−1(U∩V ), j−1(x) are then isomorphic.

Proof Let (W, f ) be a pair representing an element ofOU,x . There are then homoge-
neous polynomials of same degree g, h ∈ K [X0, . . . Xn] such that h does not vanish
on the open set W and f = g

h on W . We consider the subset W ′ = j−1(W ∩ V ) in
j−1(U ∩ V ). This is a neighbourhood of j−1(x) contained in j−1(U ∩ V ) and we
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can assume that j is written in coordinates as (x1, . . . , xn) �→ (1 : x1 : · · · : xn). As
the polynomials g and h are homogeneous and of same degree the rational function
g(1,X1,...,Xn)

h(1,X1,...,Xn)
is in fact a regular function j∗( f ) onW ′. The pair (W ′, j∗( f )) represents

an element in O j−1(U∩V ), j−1(x).
Conversely, let (W, f = g/h) be a pair representing an element in

O j−1(U∩V ), j−1(x) .

Set d = max(deg g, deg h): denoting by p̂ the degree d homogenisation with respect
to X0 of a polynomial p ∈ K [X1, . . . Xn], the fraction ĝ/ĥ represents an element of
OU,x . �

When F is an algebraic set then for any neighbourhood U of x in F we can
identify OF,x with the localisation of R(U ) with respect to the maximal ideal mR

x
of regular functions vanishing at x by the following proposition.

Proposition 1.2.46 Let K be a field and let F be an algebraic set over K . Let x
be a point in F and let U be a neighbourhood of x in F. There is then a natural
isomorphism

OF,x � R(U )mR
x

.

If moreover F is affine then we also have a natural isomorphism

OF,x � P(U )mP
x
.

Proof By Proposition 1.2.45 we can assume in the proof of the first part of this
proposition that F ⊂ A

n(K ) is affine. By the natural mapR(U ) → OF,x sending f
to the class of the pair (U ∩ D( f ), f ) the image of a function which is non zero at
x is invertible in OF,x . Indeed, if f /∈ mR

x then 1
f is regular on the neighbourhood

U ∩ D( f ) of x . By the universal property of localisations (Proposition A.3.2) this
map induces a surjective map β : R(U )mR

x
→ OF,x . Indeed, consider an element in

OF,x represented by (U, f ). There is a neighbourhood V ⊂ U de x and polynomials
g, h ∈ K [X1, . . . , Xn] such that h does not vanish onV and g

h = f on V . The rational
function g

h represents an element ofR(U )mR(U )
x

whose image under β is equivalent to
f (see the solution to Exercise 1.2.42). We now prove that β is injective. If the image
of f

g
vanishes then f vanishes in a neighbourhood V ⊂ U of x . If U is irreducible

this implies that f vanishes onU . Otherwise, decomposeU = ∪Uj into irreducible
components. For each component of Uj containing x the function f vanishes on
V ∩Uj and therefore vanishes on Uj . Let W be the union of all components of U
not containing x . There is a h ∈ I(W ) such that h(x) 	= 0. It follows that the function
h f vanishes onU and since h /∈ mR

x it is an invertible element ofR(U )mR
x
. It follows

that f
1 vanishes inR(U )mR

x
.4

The proof when F is affine is identical, except that we replace R(U )mR
x

by
P(U )mP

x
. �

4If K is infinite, this can also be proved using the avoidance Lemma A.3.12.
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Corollary 1.2.47 Under the hypotheses of Proposition 1.2.46 we have that

OF,x � OU,x � R(U )mR(U )
x

� R(F)mR(F)
x

and if F is affine,
OF,x � P(U )mP(U )

x
� P(F)mP(F)

x
.

Example 1.2.48 If F ⊂ A
n(K ) is an affine algebraic set then any element ofOF,x is

represented by a fraction g
h where g ∈ K [X1, . . . , Xn]/I(F), h ∈ K [X1, . . . , Xn]/

I(F) and h(x) 	= 0.

Proposition 1.2.49 Let U be a quasi-algebraic set and let x be a point of U. The
point x belongs to a unique component of U if and only if the local ring Ox is an
integral domain. More generally, Ox is a reduced ring whose minimal prime ideals
can be identified with the irreducible components of U passing through x.

Proof Let V be a neighbourhood of x in U . The ring R(V ) is reduced so its local
rings are also reduced. The prime ideals of R(V )mx correspond to prime ideals
of R(V ) contained in mx . The minimal prime ideals of R(V )mx then correspond
to irreducible components of V containing x . Indeed, the maps I �→ Z(I ) and
F �→ I(F) provide a bijection between prime ideals and irreducible subvarieties
and are strictly decreasing for inclusion. The conclusion follows because any reduced
ring with only one minimal prime ideal is an integral domain. This can be proved
as follows—if a ring A contains only one minimal prime ideal then it must be equal
to the intersection I of all the prime ideals of A. It follows that the ideal I is prime,
but I is the radical

√
(0) of the zero ideal in A, see [Eis95, Corollary 2.12], which is

equal to (0) if A is reduced. The zero ideal of A is therefore prime, or in other words
A is integral. �

When F is an affine algebraic set and K is an algebraically closed field we usu-
ally identify regular functions (locally defined) and polynomial functions (globally
defined) using the following proposition.

Theorem 1.2.50 (K algebraically closed) If K is algebraically closed and F is
Zariski closed in A

n(K ) then the injection from P(F) toR(F) is a bijection.

A(F) � P(F) � R(F).

Proof By hypothesis F is algebraic and there is a canonical morphism

ι : K [X1, . . . , Xn]/I(F) → OF (F) = R(F)

which is injective by definition of I(F). By Proposition 1.2.46 we can identifyOF,x

with the ring of fractions of P(F) with respect to the idealmx of polynomials which
vanish at x .

We will assume that F is irreducible—see [Ser55a, Cor. 3, page 237] for the
general case. In this case, P(F) is an integral domain and the rings OF,x can be



14 1 Algebraic Varieties

considered as subrings of the field of fractions FracP(F), see Definition A.3.8. We
then have that

�(F,OF ) =
⋂

x∈F
OF,x . (1.2.1)

Any maximal ideal of P(F) is equal to some mx by Hilbert’s Nullstellensatz
(Theorem A.5.12). It follows immediately thatP(F) = ⋂

x∈F OF,x = �(F,OF ) by
Proposition A.3.11 and Equation (1.2.1). �

Exercise 1.2.51 1. The hypothesis that F is Zariski closed is necessary.
The function f : K 2 \ Z(x2 + y2 + 1) → K , (x, y) �→ 1

x2+y2+1 is a regular

function that is not the restriction of any polynomial function on K 2.
2. The hypothesis that K is algebraically closed is necessary.

The function g : R
2 → R, (x, y) �→ 1

x2+y2+1 is a regular function not given by

a polynomial function on R
2. This follows from the fact that it does not define a

regular complex function on C
2.

This last example shows that when K = R the correspondence given in
Theorem 1.2.50 between polynomial and regular functions no longer holds. In this
example, (x2 + y2 + 1) is a maximal ideal in R[x, y] which does not correspond to
any point in R

2.
We cannot develop the theory of algebraic varieties over a non algebraically

closed field exactly as in [Ser55a] because of the non surjectivity of the map
P(F) ↪→ R(F). However, over R (and more generally over any real closed field,
see Definition A.5.18) we do still have a global characterisation of regular func-
tions on quasi-affine algebraic sets. The algebra in question is now an algebra of
rational functions, rather than an algebra of polynomials, and is no longer finitely
generated—see Proposition 1.2.38—but the result has the advantage of applying to
the quasi-algebraic case. This is a very useful result, notably when applied to a princi-
pal open set of the formU = D( f ) for some f ∈ P(F)—see Exercise 1.2.60(1) and
Definition 1.3.14, especially since over R any Zariski open subset is principal—see
Proposition 1.2.61.

Theorem 1.2.52 (K a real closed field) Let U be a quasi-algebraic set which is an
open subset of a closed set F ⊂ A

n(R). The injection from the localisation of P(F)

with respect to the multiplicative systemSU := {h ∈ P(F) | ∀x ∈ U, h(x) 	= 0} into
R(U ) is a bijection

S−1
U P(F) � R(U ).

In particular, any regular function f : U → R is the restriction of a global rational
function defined at any point of U. In other words, there are polynomial functions
g, h ∈ P(F) such that h does not vanish at any point of U and for all x ∈ U, f (x) =
g(x)/h(x).

Proof Let g ∈ P(F) and h ∈ P(F) be functions defined on U and assume that h
does not vanish at any point ofU . The function g/h is then clearly regular everywhere
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on U . We now show that any regular function U → R is of this form. Consider an
element f ∈ R(U ). As U is quasi-compact (see Definition B.1.5) in the Zariski
topology, there is a finite covering of U by Zariski open sets

⋃l
i=1Ui = U and

polynomial functions gi , hi ∈ P(F), hi (x) 	= 0 ∀x ∈ Ui such that f |Ui = gi/hi . Let
si ∈ P(F) be such that F \Ui = {x ∈ F | si (x) = 0}. In other words Ui = D(si ).
The function h := ∑l

i=1 s
2
i h

2
i is then a polynomial function on F which does not

vanish on U . It will now be enough to prove that

f =
∑l

i=1 s
2
i gi hi

h

Consider a point x ∈ U and let Jx ⊂ {1, . . . l} be the set of points such that x ∈ Ui .
For any i ∈ Jx we then have that f (x) = gi (x)/hi (x) and for any i /∈ Jx we then
have that si (x) = 0. In particular

(∑l
i=1 s

2
i gi hi

h

)

(x) =
∑

i∈Jx
s2i (x)gi (x)hi (x)∑

i∈Jx
s2i (x)h

2
i (x)

=
∑

i∈Jx
s2i (x)h

2
i (x)

gi (x)
hi (x)∑

i∈Jx
s2i (x)h

2
i (x)

.

We choose an index i0 ∈ Jx . For any i ∈ Jx we then have that f (x) = gi (x)/hi (x) =
gi0(x)/hi0(x) and

(∑l
i=1 s

2
i gi hi

h

)

(x) =
∑

i∈Jx
s2i (x)h

2
i (x)

gi0 (x)
hi0 (x)∑

i∈Jx
s2i (x)h

2
i (x)

= gi0(x)/hi0(x) = f (x) .

�

In Corollary 1.2.66 below we will see the extent to which the ring of regular
functions of an affine algebraic set over R or C characterises the algebraic set. Over
R this result also holds for a projective algebraic set since by Proposition 1.2.63 any
such set is affine. On the other hand, the following theorem shows that the ring of
regular functions of a complex projective set is as simple as possible.

Theorem 1.2.53 Let F be a projective algebraic set over a base field K . If K is
algebraically closed and F is irreducible then the only regular functions on F are
the constants, i.e.

R(F) � K .

Proof Assume that F ⊂ P
n(K ) and consider the K -algebra of homogeneous coor-

dinates S(F) := K [X0, . . . , Xn]/I(F) (see Definition 1.2.4) which is an integral
domain because F is irreducible. For any N � 0 let S(F)N be the K -vector space of
homogeneous polynomials of degree N and for any i = 0, . . . , n let xi be the image
in S(F) of Xi . Using Proposition 1.2.45 we freely identify the complement of a
hyperplane in P

n(K ) with affine space A
n(K ). Let f ∈ R(F) be a regular function

on the whole of F . For any Ui := D(xi ) the function f is regular on Ui ∩ F and
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since K is algebraically closed, f ∈ A(Ui ∩ F) � S(F)(xi ) by Theorem 1.2.50. It
follows that there is a natural number Ni and a homogeneous polynomial function
gi ∈ S(F)Ni such that

f = gi

x Ni
i

.

Considering the ringsR(F) and S(F) as subrings of the field of fractions FracS(F)

(not to be confused with its subfield K (F)—seeDefinition 1.2.69), we see that for all
i the element xNi

i f is homogeneous of degree Ni . Set N �
∑n

i=0 Ni . The K -vector
space S(F)N is generated by monomials of degree N in the variables x0, . . . , xn and
in each of these monomials at least one of the variables xi appears with an exponent
that is larger than Ni . In particular, for any homogeneous polynomial h ∈ S(F)N
we have that h f ∈ S(F)N . Iterating we get that for any q > 0, f qS(F)N ⊂ S(F)N .
In particular xN

0 f q ∈ S(F)N for any q > 0. The subring S(F)[ f ] of FracS(F)

is therefore contained in x−N
0 S(F) which is a finitely generated S(F)-module. It

follows that f is integral over S(F) (see Definition A.5.1) or in other words there
exist elements a1, . . . , am ∈ S(F) such that

f m + a1 f
m−1 + · · · + am = 0 . (1.2.2)

Since f is of degree 0, equation (1.2.2) still holds if we replace each of the ai s by their
homogeneous degree 0 components. But now S(F)0 = K so for every i = 1 . . .m
we have that ai ∈ K and f is algebraic over K . Since K is algebraically closed,
f ∈ K . �

Regular Maps and Morphisms of Algebraic Sets

Definition 1.2.54 Let V and W be quasi-algebraic sets over K . A morphism of
quasi-algebraic sets (or regular map) ϕ : V → W is a continuous map (with respect
to the Zariski topologies) such that for any open setU ⊂ W and any regular function
f : U → K the function f ◦ ϕ : ϕ−1(U ) → K is regular.
A map ϕ : V → W is an isomorphism of quasi-algebraic sets if ϕ is a homeo-

morphism and ϕ and ϕ−1 are regular maps.

Remark 1.2.55 From the sheaf theoretic point of view (see Example C.5.3 in
Appendix C) the map ϕ is regular if and only if it is continuous and the image
of the pull back map ϕ# : OW → ϕ∗FV (a morphism of sheaves on W ) is contained
in ϕ∗OV . A map ϕ : V → W is an isomorphism of quasi-algebraic sets if and only
if ϕ is a homeomorphism and the induced maps of sheaves ϕ# : OW

�−→ ϕ∗OV is an
isomorphism of K -algebra sheaves.

Exercise 1.2.56 (Morphisms and polynomial functions)

1. Let F1 ⊂ A
n(K ) and F2 ⊂ A

m(K ) be two algebraic sets over the same alge-
braically closed field K . Using Theorem 1.2.50, prove that a map ϕ : F1 → F2
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is a morphism if and only if there are polynomial functions f1, . . . , fm ∈
K [x1, . . . , xn] such that for every point (x1, . . . , xn) ∈ F1,

ϕ(x1, . . . , xn) = ( f1(x1, . . . , xn), . . . , fm(x1, . . . , xn)) .

2. Let F1 ⊂ A
n(R) and F2 ⊂ A

m(R) be algebraic sets over the same real closed field.
Using Theorem 1.2.52 prove that a map ϕ : F1 → F2 is a morphism if and only
if there are polynomial functions g1, . . . , gm ∈ R[x1, . . . , xn] and h1, . . . , hm ∈
R[x1, . . . , xn] such that for every point (x1, . . . , xn) ∈ F1, h1(x1, . . . , xn) 	=
0, . . . , hm(x1, . . . , xn) 	= 0 and

ϕ(x1, . . . , xn) =
(

g1(x1, . . . , xn)

h1(x1, . . . , xn)
, . . . ,

gm(x1, . . . , xn)

hm(x1, . . . , xn)

)
.

3. Let F1 ⊂ P
n(K ) and F2 ⊂ P

m(K ) be algebraic sets over the same algebraically
closed base field K . A map ϕ : F1 → F2 is a morphism if and only if there exist
homogeneous polynomials f0, . . . , fm ∈ K [x0, . . . , xn] without common zeros
such that for all x = (x0 : · · · : xn) ∈ F1,

ϕ(x) = ( f0(x0, . . . , xn) : · · · : fm(x0, . . . , xn)) .

4. The projective real case follows from the affine real case using Proposition 1.2.63.

Example 1.2.57 Note that the image of a quasi-algebraic set under an algebraic
morphism is not necessarily quasi-algebraic. The image B ⊂ A

2(K ) of the affine
plane under themapA

2(K ) → A
2(K ), (x, y) �→ (xy, y) is a union of the point (0, 0)

and the complement of the line y = 0. It is neither open nor closed in A
2(K ). The

set B, which is the image under an algebraic map of an affine algebraic set is neither
algebraic nor quasi-algebraic, but only constructible. See [Har77, Exercise II.3.18
& 3.19] for an introduction to this notion.

Exercise 1.2.58 (Quasi-algebraic sets)

1. Prove that the quasi-algebraic set C
∗ ⊂ C is isomorphic to an algebraic set.

2. Similarly, prove that the groups GLn(C), which are open subsets of the spaces
Mn(C), are affine algebraic sets. These groups are algebraic groups.

3. Prove the same results over an arbitrary base field K .

Exercise 1.2.59 (Affine algebraic sets)

1. Let K be a field and let H ⊂ P
n(K ) be a hypersurface. Prove that the complement

P
n(K ) \ H is isomorphic to an affine space.

2. Let K be an algebraically closed field. Prove that the quasi-affine set
U := A

2(K ) \ {(0, 0)} is not isomorphic to an affine algebraic set.
[Hint: prove that any regular function on U extends to a regular function on the
whole ofA

2(K ). If the base field isC this result is a corollary of Hartog’s theorem
[GH78, page 7] on extending holomorphic functions of two variables.]
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3. Let K be an algebraically closed field. Prove that the only irreducible algebraic
set which is both affine over K and isomorphic to a projective algebraic set over
K is a point.

Exercise 1.2.60 (Principal open sets) Let K be an algebraically closed field (such
as C) or a real closed field—see Definition A.5.18—(such as R). Let n be a non-zero
natural number and let F ⊂ A

n(K ) be an algebraic set.

1. Using Theorems 1.2.50 and 1.2.52, prove that if f ∈ P(F) is a polynomial func-
tion then the set D( f ) of points where f does not vanish is isomorphic to an
affine algebraic set and there is an isomorphism of K -algebras.

OF (D( f )) � R(F)[ 1
f
] .

When K is algebraically closed there is in fact an isomorphism

OF (D( f )) � A(F)[ 1
f
] .

2. Consider the function f : A
2(R) → R, (x, y) �→ x2 + y2. Give an affine alge-

braic set which is isomorphic to D( f ). Compare with Exercise 1.2.59(2).

The following three results illustrate important differences between real and com-
plex algebraic varieties. We invite the reader to compare them with (2) and (3) of
Exercise 1.2.59. The first property, very different from complex case, follows from
the fact that any real algebraic set can be defined by a principal ideal.

Proposition 1.2.61 Any open set in a real affine algebraic set is principal.

Corollary 1.2.62 Any open set in a real affine algebraic set is isomorphic to a real
affine algebraic set.

Proof For any real algebraic set F ⊂ A
n(R) and any open setU ⊂ F consider F ′ =

F \U and take a set {P1, . . . , Pl} of generators of I(F ′). We have that F ′ = Z(P)

where P ∈ R[X1, . . . , Xn] is the polynomial P = P2
1 + P2

2 + · · · + P2
l . It follows

that the open set U in A
n(R) is isomorphic to the following closed set in A

n+1(R)

{
(x1, . . . , xn, y) ∈ A

n+1(R) | (x1, . . . , xn) ∈ F et yP(x1, . . . , xn) = 1
}

.

�

Proposition 1.2.63 Any real projective algebraic variety is isomorphic to a real
affine algebraic set.

Proof Simply note that Pn(R) is isomorphic to the real algebraic variety P
n(R) \ H ,

where H is the hypersurface in P
n(R) whose equation is x20 + · · · + x2n = 0. The

space P
n(R) is therefore an affine algebraic set by Exercise 1.2.59(1). �



1.2 Affine and Projective Algebraic Sets 19

Theorem 1.2.64 Let F and F ′ be algebraic sets over the same base field K . If F ′
is affine then there is a natural bijection

α : Hom(F, F ′) �−→ Hom(A(F ′),R(F))

where on the left hand side Hom represents the set of morphisms of algebraic sets,
and on the right hand side Hom represents the set of morphisms of K -algebras.

If the field K is real closed or algebraically closed then there is a natural bijection

β : Hom(R(F ′),R(F))
�−→ Hom(A(F ′),R(F)) .

We will see a generalisation of this result to abstract varieties in Theorem 1.3.18.

Proof We start by defining the map α. Any morphism of algebraic sets
ϕ : F → F ′ induces a morphism of K -algebras ϕ∗ : R(F ′) → R(F),ϕ∗( f ) =
f ◦ ϕ. We set α(ϕ) := ϕ∗|A(F ′). Conversely let h : A(F ′) → R(F) be a mor-
phism of K -algebras. We can assume that F ′ is a closed set in A

N (K ) and that
A(F ′) = K [y1, . . . , yN ]/I(F ′). Let the element ξi ∈ R(F) be the image under h
of the class in A(F ′) of the polynomial function yi . For any i , this is a globally
defined functions on F . Using these we can construct a function ψ : F → A

N (K )

given by ψ(x) = (ξ1(x), . . . , ξN (x)) for any x ∈ F . Since F ′ = Z(I(F ′)) and h is
a morphism of K -algebras it is immediate that ψ(x) ∈ F ′ for any x ∈ F . Since each
of the components ξi of ψ is regular on F the map ψ is easily seen to be a morphism
and by construction h �→ ψ is the inverse of the bijection α.

We define the map β using the injection A(F ′) ↪→ R(F ′) (see Remark 1.2.36)
sending the K -algebra of affine coordinates into the K -algebra of regular functions.
Let h : R(F ′) → R(F) be a morphism of K -algebras and set β(h) := h|A(F ′). By
Theorem 1.2.50 (if K is algebraically closed) or Theorem 1.2.52 (if K is real closed)
every element of R(F ′) is represented by a global rational function and it easily
follows that the map h is determined by its values on A(F ′). �

The following corollaries are immediate. The first of them forms the basis for
the dictionary between algebraic geometry and commutative algebra. We will see
similar results for abstract varieties in Corollary 1.3.19.

Corollary 1.2.65 Let F and F ′ be affine algebraic sets over the same base field K .
If K is algebraically closed then F is isomorphic to F ′ if and only if the K -algebras
A(F) and A(F ′) are isomorphic.

Corollary 1.2.66 Let F and F ′ be affine algebraic sets over the same base field K .
If K is either real closed or algebraically closed then F is isomorphic to F ′ if and
only if the K -algebras R(F) and R(F ′) are isomorphic.

Remark 1.2.67 If we consider polynomialmorphisms instead of regularmorphisms
then we obtain the same result over R as over C—the set F is polynomially isomor-
phic to F ′ if and only if theR-algebrasA(F) andA(F ′) are isomorphic. See [CLO15,
Chapter V, Section 4, Proposition 8].
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Exercise 1.2.68 (Conics) The full definition of an affine or projective plane curve
will be given in Definition 1.6.1. For now we define a conic to be a degree two plane
curve.5 An affine conic is thus given by a degree 2 polynomial in two variables. A
projective conic is given by a degree 2 homogeneous polynomial in three variables.
If the zero locus of a conic is non singular and non empty then it is a 1-dimensional
variety (see Definitions 1.5.9 and 1.5.43). Abusing notation, the zero set of a conic
will also be called a conic. We will be careful to keep track of information contained
in the equation but lost on passing to the zero locus. For example, the equation
(x + y − 1)2 is a conic called the double line but it has the same zero set as the
equation (x + y − 1) which is not a conic.

1. Let P be an irreducible polynomial of degree 2. The setZ(P) is then either empty
or irreducible. (See Definition 1.2.15).

2. Calculate the rings of affine coordinates of the conics given by the equations
y = x2 and xy = 1 and show that they are not isomorphic.

3. Assume the base field K is algebraically closed.

(a) Prove that any irreducible conic in P
2(K ) is isomorphic to P

1(K ).
(b) Prove that A

1(K ) is not isomorphic to A
1(K ) \ {0}.

(c) Prove that any irreducible conic inA
2(K ) is isomorphic toA

1(K ) orA
1(K ) \

{0}.
4. Assume that K = C.

(a) Classify up to isomorphism the (possibly reducible) conics in P
2(C).

(b) Classify up to isomorphism the (possibly reducible) conics in A
2(C).

5. Assume that K = R.

(a) Construct two degree 2 irreducible polynomials defining non-isomorphic
conics in P

2(R) and prove that any conic in P
2(R) defined by an irreducible

polynomial is isomorphic to one of them.
(b) Construct four degree 2 irreducible polynomials defining pairwise non-

isomorphic conics in A
2(R) and prove that any conic in A

2(R) defined by
an irreducible polynomial is isomorphic to one of them.

(c) Classify up to isomorphism the (possibly reducible) conics in P
2(R).

(d) Classify up to isomorphism the (possibly reducible) conics in A
2(R).

Rational Functions

Definition 1.2.69 Let K be a field and let U be a quasi-algebraic set over K . The
K-algebra of rational functions of U is the K -algebra

K (U ) = lim−→
V=U

OU (V )

5More generally, a quadric over a base field K is an equivalence classes of degree 2 polynomials
with coefficients in K , where polynomials P and Q are declared to be equivalent if there is aλ ∈ K ∗
such that P = λQ.
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where the limit is taken over all dense open sets inU . An element of K (U ) is therefore
an equivalence class of pairs (V, f ), where V is a dense open set inU , f is a regular
function on V , and we identify two pairs (V, f ) and (W, g) if and only if f = g
on some dense open set contained in V ∩ W . Elements of K (U ) are called rational
functions on U .

Remark 1.2.70 As K (U ) is an inductive limit of K -algebras it is a K -algebra.

Proposition 1.2.71 For any dense open set V in U the natural map

K (U )
�−→ K (V )

is an isomorphism.

Proof By definition of the inductive limit we can take the limit over dense open sets
contained in V . �

Proposition 1.2.72 Let U be a quasi-algebraic set over a field K . If U is irreducible
then K (U ) is a field.

Proof If (V, f ) represents an element of K (U ) with f 	= 0 then we can restrict f
to the non-empty open setW = V \ Z( f ) which is dense becauseU est irreducible.
It follows that 1

f is regular on W , and the class of (W, 1
f ) is the inverse of the class

of (V, f ) in K (U ). �

Definition 1.2.73 Let K be a field and letU be a quasi-algebraic set over K . IfU is
irreducible then K (U ) is called the field of rational functions or function field of U .

Remark 1.2.74 The field of rational functions of V is often denoted by K (V ) even
when the base field is not denoted by K . For example, if V is an irreducible algebraic
set over C then its function field will be denoted either K (V ) or C(V ).

Proposition 1.2.75 Let F be an irreducible algebraic set over a field K . For any
point x ∈ F and any neighbourhood U of x in F the canonical morphisms

R(U ) ↪→ OU,x ↪→ K (U )

are injective. Moreover the restriction morphisms

OF,x
�−→ OU,x and K (F)

�−→ K (U )

are isomorphisms.
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Proof Since the open set U is non-empty it is dense in the irreducible set F and
we have an isomorphism K (U ) � K (F) by Proposition 1.2.71. The three injectivity
results follow from the fact that any regular function is continuous for the Zariski
topology, so if such a function vanishes on a non-empty open set in an irreducible
space then it vanishes everywhere. �

Remark 1.2.76 If F is an irreducible affine algebraic set over a field K and x is a
point of F then the natural maps OF (V ) → K (F), where V is any open set in F
containing x , are injective and the ringsOF (V ) can be thought of as subrings of the
field of functions K (F). By Remark C.3.2 we then have that

OF,x =
⋃

V�x
OF (V ) .

Proposition 1.2.77 Let F be an algebraic set over a field K . For any dense open
set U ⊂ F we then have that

K (F) � FracR(U )

where Frac A denotes the total ring of fractions of some ring A (see Definition A.3.8).

Remark 1.2.78 Note that the analogous statement in complex analytic geometry is
false. For example, the function z �→ exp 1

z is holomorphic on C \ {0} but cannot be
written as a quotient of two holomorphic functions on C. (See Appendix D).

Proof Since the open set U is dense in F , Proposition 1.2.71 applies and the map
R(U ) → K (U ) � K (F) is injective because a regular function is continuous in the
Zariski topology, so if it vanishes on a dense open subset it vanishes everywhere.
The inducedmorphism on the total ring of fractions FracR(U ) → K (F) is therefore
also injective. As this map is surjective by definition of a regular function the result
follows. �

Corollary 1.2.79 Let F be an affine algebraic set over a field K which is either real
closed or algebraically closed. We then have that

K (F) � FracP(F).

Proof If K is algebraically closed then the above isomorphism follows from Propo-
sition 1.2.77 and Theorem 1.2.50. If K is real closed then any regular function
f ∈ R(F) is the restriction of a rational function defined on F by Theorem 1.2.52.
In particular FracR(F) � FracP(F). �

Exercise 1.2.80 Let K be a field which is algebraically closed or real closed.

1. For any non-zero natural number n we have that

K (An(K )) = K (X1, . . . , Xn).
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2. For any non-zero natural number n we have that

K (Pn(K )) = K (X1, . . . , Xn) = K (An(K )) .

3. Let C = Z(P) ⊂ A
2(K ) be a plane curve of equation P(x, y) = 0 where P ∈

K [x, y] is a polynomial of non-zero degree.

(a) If f1 = x |C and f2 = y|C then P( f1, f2) = 0 in K ( f1, f2) and

K (C) = K ( f1, f2)

is a finite degree extension of K (X).
(b) If K is algebraically closed then K (C) � Frac K [x, y]/√(P).

1.3 Abstract Algebraic Varieties

We started by defining algebraic and quasi-algebraic sets as sub-sets of affine and
projective spaces. Once we had introduced the sheaf of regular functions and defined
isomorphisms of algebraic sets we could give a definition of an algebraic variety
which was independent of the surrounding space. As in differential geometry, we
can go further and define algebraic varieties without any reference to an embedding:
an abstract algebraic variety is a ringed space6 covered by a finite number7 of open
sets that are isomorphic to affine varieties.8 The class of spaces thus defined is larger
than the class of quasi-projective varieties considered so far. This is an important
difference with differential geometry, where every abstract real differential manifold
can be smoothly embedded in R

n for some n. (See [Hir76, Theorem I.3.4], for
example, for a proof of this classical result).

Most of the time we will only consider varieties that are isomorphic to quasi-
projective varieties. This class includes all projective varieties, affine varieties and
quasi-affine varieties by Lemma 1.2.43. Even when dealing with quasi-projective
varieties, the notion of an abstract variety is useful for varietieswhich are not naturally
described by a set of homogeneous defining equations, such as quotient varieties or
fibre spaces.

Definition 1.3.1 An (abstract) algebraic variety over a field K is a pair (X,OX )

where X is a topological space (which will turn out to be quasi-compact, see Def-
inition B.1.5) and OX is a sub-sheaf of the sheaf of K -valued functions on X such
that there is a covering of the space X by a finite collection of open setsUi such that

6Or in other words, a topological space equipped with a sheaf of rings satisfying certain properties,
see Definition C.5.1.
7This is the algebraic analogue of the requirement that the topology on a differential manifold
should have a countable basis.
8These open sets play the role of local charts in differential geometry.
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(Ui ,OX |Ui ) is isomorphic as a ringed space to an affine algebraic subset of some Kn

with its ring of regular functions (see Definitions 1.2.1 and 1.2.33). By analogy with
the theory of affine and projective varieties the topology on X is called the Zariski
topology and the sheafOX is called the sheaf of regular functions or structural sheaf
of X .

Definition 1.3.2 An open setU ⊂ X such that (U,OX |U ) is isomorphic as a ringed
space to an affine algebraic set is called an affine open set of X and a covering of X
by such open sets is called an affine covering of X .

Remark 1.3.3 We emphasise the fact that our algebraic varieties are not assumed
irreducible, which is often required, especially in America.

Definition 1.3.4 If X and Y are algebraic varieties over K , a morphism (or regular
map) ϕ : X → Y is a continuous map such that for any open set V ⊂ Y and any
regular function f : V → K the function f ◦ ϕ : ϕ−1(V ) → K is regular.

Remark 1.3.5 (See Example C.5.3 in Appendix C) A morphism of algebraic vari-
eties is a morphism of ringed spaces which induces a morphism of sheaves of K -
algebras. In other words, a map ϕ : X → Y is a morphism of algebraic varieties if
and only if it is continuous and the image of the pullback morphism on sheaves
ϕ# : OY → ϕ∗FX is contained in ϕ∗OX .

Let X be an algebraic variety over K and letY ⊂ X be a locally closed subset of X .
We want to define a structural sheaf on Y such that the inclusion map is a morphism
of varieties. We cannot simply define this sheaf on Y using only restrictions of
regular functions on open sets of X , since this construction will generally yield a
presheaf rather than a sheaf, see [Per95, III.4.8] for example. We use the fact that
OX is a sheaf of functions on X and we set OY := (OX )Y , which is a sheaf on Y ,
see Definition C.1.6. We recall the definition of this sheaf in terms of local sections
below.

If Y is open in X we have that OY = OX |Y . Indeed, the pair (Y,OX |Y ) is clearly
an algebraic variety over K since the fact that any open set inU contained in Y is also
an open set in X implies thatOX |Y (U ) = OX (U ), see Example C.4.9. In general the
sections of OY over an open set U in Y are

OY (U ) = { f : U → K | ∀x ∈ U,

∃V neighbourhood of x in X and ∃g ∈ OX (V ) | g|V∩U = f |V∩U } .

Proposition 1.3.6 Let X be an algebraic variety over a field K and let Y be a
locally closed subset of X. The pair (Y,OY ) is an algebraic variety and Y ↪→ X is
a morphism of algebraic varieties.

Proof Immediate by definition. �

Definition 1.3.7 Let X be an algebraic variety over K and let Y be a locally closed
subset of X . The pair (Y,OY ) is said to be an algebraic subvariety of (X,OX ). If
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Y is Zariski-closed (resp. open) in X then we will say that Y is a closed algebraic
subvariety (resp. open algebraic subvariety) of X .

Example 1.3.8 Consider the case where X = A
n(K ) and Y = F is a closed subset

of A
n(K ). The K -algebra OF (F) is then the quotient of the ring OAn(K )(F) by the

ideal I(F).

Definition 1.3.9 Let X be an algebraic variety over K . If K = C we call X a
complex algebraic variety (or complex variety if it is clear from the context that X
is algebraic). If K = R we say that X is a real algebraic variety.

Definition 1.3.1 taken from [Per95, Section III.4] was first used by Serre in
[Ser55a, Chapitre II], where it is used for algebraically closed K .9 As in [BCR87] our
Definition 1.3.9 of real algebraic varieties is the same as Serre’s definition for alge-
braically closed fields.With this definition, any locally closed subsetU of affine space
A

n(R) is real algebraic variety with induced topology and sheaf OU as defined in
Definition 1.2.39. Similarly, any algebraic projective set overR (see Definition 1.2.3)
is a real algebraic variety.More generally, for any base field K any algebraic affine set
with its sheaf of regular functions (Definitions 1.2.33 and 1.2.39) is an algebraic vari-
ety, as is any algebraic projective set with its sheaf of regular functions (Definitions
1.2.34 and 1.2.39). This inspires the following definitions.

Definition 1.3.10 An algebraic variety (Y,OY ) over a field K is said to be

1. affine if it is isomorphic as a ringed space to an algebraic affine set with its sheaf
of regular functions (see Definitions 1.2.33 and 1.2.39);

2. projective if it is isomorphic as a ringed space to an algebraic projective set with
its sheaf of regular functions (see Definitions 1.2.34 and 1.2.39);

3. quasi-affine (resp. quasi-projective) ifY is a Zariski-open subset of an affine (resp.
projective) variety X and OY = OX |Y is the restriction to Y of the sheaf OX .

The following result illustrates an important difference between real and complex
algebraic varieties.We invite the reader to compare it with Propositions 1.2.61, 1.2.63
and Corollary 1.2.62.

Proposition 1.3.11 (Real affine algebraic varieties) A real algebraic variety is affine
if and only if it is quasi-projective.

Proof Whatever the field, any affine algebraic variety X is quasi-affine by definition
and any quasi-affine variety is quasi-projective by Lemma 1.2.43. Conversely, if the
base field is R, Proposition 1.2.63 implies the remarkable fact (which does not hold
for complex varieties) that any real projective algebraic variety is affine. It follows
from Corollary 1.2.62 that any open set in an affine real algebraic variety is a real
affine algebraic variety. �

9Note that Serre adds the technical condition that the space should be separated (see Appendix B.1)
which is not used in [BCR87] and [Per95] because all quasi-projective spaces are separated.
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By definition, an algebraic variety X over K is affine (resp. projective) if and only
if there exists an integer n and a morphism of algebraic varieties

ϕ : X → A
n(K ) (resp.Pn(K ))

such that ϕ(X) is locally closed in the Zariski topology on the target space and ϕ
induces an isomorphism of algebraic varieties between (X,OX ) and the subvariety
(ϕ(X),Oϕ(X)) in (An(K ),OAn(K )) (resp. (Pn(K ),OPn(K ))). Such a morphism is
called an embedding.

Definition 1.3.12 Let X and Y be algebraic varieties over the same base field K . A
morphism ϕ : X → Y is an embedding of X in Y si ϕ(X) is locally closed in Y and
ϕ induces an isomorphism between X and ϕ(X).

Exercise 1.3.13 (Segre embedding) Consider the map

ϕ :
{

P
r (K )a0:···:ar × P

s(K )b0:···:bs −→ P
N (K )

(a0 : · · · : ar ) × (b0 : · · · : bs) �−→ (· · · : aib j : . . .
)

where we set N = rs + r + s and the set
(· · · : aib j : . . .

)
is ordered lexico-

graphically. Check that ϕ is well-defined and injective and prove that its image
X := ϕ (Pr (K ) × P

s(K )) is a subvariety of P
N (K ) or in other words that ϕ is an

embedding. [Hint—see [Har77, Exercise I.2.14].]
In particular, check that the image of P

1(K ) × P
1(K ) under the Segre embedding

is a quadric surface in P
3(K ).

A projective algebraic variety cannot always be embedded in a projective space
of given dimension. In particular, there are smooth irreducible curves that cannot be
embedded in the projective plane. See Section 1.6 for more details.

Note that over R a fibre space whose base and fibre are both real affine algebraic
varieties is not necessarily a real algebraic affine variety. See Example 2.5.6 for more
details. This is a major obstacle in the theory of real algebraic varieties.

Definition 1.3.14 Let I, J ⊂ K [X0, . . . , Xn] be two homogeneous ideals and let
X ⊂ P

n(K ) be the quasi-projective variety defined by

X := Z(J ) \ Z(I ) = D(I ) ∩ Z(J ) .

An open setU in X is a principal open set of X if there is a function f ∈ I(Z(I ))
such that U is the non-vanishing locus of f in X ,

U = D( f ) := D( f ) ∩ Z(J ) .

Exercise 1.3.15 (Affine and principal open sets)

1. All open affine sets in a real quasi-projective algebraic variety are principal.



1.3 Abstract Algebraic Varieties 27

2. Prove that the intersection of two principal open sets in a quasi-projective variety
remains principal.

3. Deduce that in a quasi-projective algebraic variety the principal open sets are a
basis for the Zariski topology (see Exercise 1.2.60).

4. Prove that the intersection of two affine open sets in a quasi-projective variety
remains affine.

5. Let X be a quasi-projective algebraic variety over a base field K and let f : X →
K be a function. Prove that f is regular if and only if there is an affine covering of
X such that the restriction of f to each open affine set in the covering is regular.

6. Let K be an algebraically closed field and let X = Z(J ) \ Z(I )⊂P
n(K ) be a

quasi-projective variety definedby twohomogeneous ideals I, J⊂K [X0, . . . , Xn].
Let h ∈ I be a homogeneous polynomial function. Every regular function on the
principal open set D(h) := D(h) ∩ X can be written in the form g

hk where g is a
homogeneous function and deg g = k deg h.

Let f be an element of a ring A and recall that as in Definition A.3.1 we denote by
A f the localisation of the ring A with respect to the multiplicative system of powers
of f . The following statement follows from Exercise 1.2.60(1).

Proposition 1.3.16 Let K be an algebraically closed field (such as C) or a real
closed field (such as R). Let F be an affine algebraic set and let f ∈ P(F) be a
polynomial function on F. There is then an isomorphism of K -algebras

OF (D( f )) � OF (F) f .

By definition, if Y is isomorphic to X then the K -algebrasOX (X) andOY (Y ) are
isomorphic, so the algebra of global regular functions is an invariant of the variety X .
Similarly, the algebra of global rational functions is an invariant of X . Moreover, for
any point x ∈ X the algebra OX,x is an invariant of the pair (X, x) in the following
sense: if ϕ : X → Y is an isomorphism then OX,x and OY,ϕ(y) are isomorphic as
algebras.

The algebra of affine coordinatesA, the algebra of polynomialsP and the algebra
of homogeneous coordinates S may depend on the embedding. For any affine variety
X over an algebraically closed field, the coordinate algebra A(X) is an invariant
by Theorem 1.2.50 whereas for a projective variety X the ring of homogeneous
coordinates S(X) depends on the projective embedding, see Example 1.3.17 below.

Example 1.3.17 Consider the embedding (Definition 1.3.12) of P
1(K ) as a plane

conic (also called the degree 2 Veronese embedding of P
1(K )):

ϕ : P
1(K )x :y → P

2(K )X :Y :Z , (x : y) �→ (x2 : y2 : xy) .

The image of this map C := ϕ(P1(K )) is a conic of equation XY = Z2. The
ring of homogeneous coordinates of P

1(K ) is K [x, y], but the ring of homogeneous
coordinates of C , K [C] = K [X,Y, Z ]/(XY − Z2) is not isomorphic to K [x, y]
because the space of degree 1 elements in K [C] is of dimension 3.
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Theorem 1.3.18 Let X and Y be algebraic varieties over the same base field K . If
Y is affine there is a natural bijection

α : Hom(X,Y ) −→ Hom(A(Y ),R(X))

where on the left hand side Hom denotes the set of morphisms of algebraic varieties
and on the right hand side Hom denotes the set of morphisms of K -algebras.

If moreover the field K is algebraically closed or real closed then there is a natural
bijection

β : Hom(R(Y ),R(X)) −→ Hom(A(Y ),R(X)) .

Proof The proof of Theorem 1.2.64 applies on considering an affine algebraic set
F ′ isomorphic to Y . �

Corollary 1.3.19 Let X and Y be affine varieties over the same base field K . If K is
algebraically closed then X is isomorphic to Y if and only if the K -algebras A(X)

and A(Y ) are isomorphic.

Corollary 1.3.20 Let X and Y be affine varieties over the same base field K . If K
is algebraically closed or real closed then X is isomorphic to Y if and only if the
K -algebras R(X) and R(Y ) are isomorphic.

We now adapt Definition 1.2.40 for abstract varieties. Let (X,OX ) be an algebraic
variety over a base field K . The K -algebra of germs of regular functions at the point x
is the stalk at x of the sheaf OX :

Ox := OX,x = lim−→
V�x

OU (V )

where the inductive limit is takenover all openneighbourhoodsV of x inU . Similarly,
we can adapt Definition 1.2.69 for abstract varieties. The K-algebra of rational
functions of X is given by

K (X) = lim−→
U=X

OX (U )

where U runs over the dense open sets in X . The following result then follows
immediately from Proposition 1.2.77.

Proposition 1.3.21 Let X be an algebraic variety over K . For any open dense set
U ⊂ X we set

K (X) = FracOX (U ) .

This result is particularly useful when U is an open affine set.
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Rational Maps

Definition 1.3.22 If X and Y are algebraic varieties over a base field K a rational
map ϕ : X ��� Y is an equivalence class of pairs (U,ϕU ) where U is a dense open
subset of X , ϕU is a map from U to Y and two pairs (U,ϕU ) and (V,ϕV ) are
equivalent if and only if ϕU and ϕV are identical on the intersection U ∩ V . The
rational map ϕ is said to be dominant if for any representative (U,ϕU ) of ϕ the
image of ϕU is dense in Y . The map ϕ is defined at a point x ∈ X if there is a
representative (U,ϕU ) of ϕ such that x ∈ U . There is an obvious order on the set
of pairs representing ϕ and the largest open set on which ϕ is defined is called the
domain of ϕ. We denote it by

dom(ϕ) := {x ∈ X | ϕ is defined at x} .

Remark 1.3.23 1. Any morphism is a rational map.
2. Wewill often use a dotted arrow ��� to emphasise that a rational mapϕ : X ��� Y

is not necessarily defined at every point. Likewise, we will use the full arrow →
to indicate that a rational map ϕ : X → Y is actually a morphism.

3. It is obvious that if Y = K then a rational map ϕ : X ��� Y = K is simply a
rational function as defined in 1.2.69.

Exercise 1.3.24 The given relation is an equivalence relation because we have
required that the open sets should be dense. When X is irreducible it is enough
to require that the open sets should be non empty.

Exercise 1.3.25 (See Exercise 1.2.56) Suppose that K = R or C. Let X ⊂ A
n(K ),

and Y ⊂ A
N (K ) be algebraic sets over K and let

ϕ : X ��� Y

be a rationalmap. Prove thatϕ is the restriction of a rationalmapA
n(K ) ��� A

N (K ),
or in other words that there are polynomials P1, . . . , PN ∈ K [X1, . . . , Xn]with coef-
ficients in K and non zero polynomials Q1, . . . , QN ∈ K [X1, . . . , Xn] with coeffi-
cients in K such that for any point (x1, . . . , xn) ∈ X at which ϕ is well-defined we
have that

ϕ(x1, . . . , xn) =
(
P1(x1, . . . , xn)

Q1(x1, . . . , xn)
, . . . ,

PN (x1, . . . , xn)

QN (x1, . . . , xn)

)
.

Smooth curves (seeDefinition 1.3.26) are exceptional in the sense that any rational
map on a smooth curve can be extended to a morphism onto a projective target.

Proposition 1.3.26 Let X be a non-singular curve, let Y be a projective variety and
letϕ : X ��� Y be a rational map. There is then a regular map� : X → Y extending
ϕ, by which we mean that at every point P ∈ dom(ϕ) we have �(P) = ϕ(P).

Proof See [Har77, Proposition I.6.8]. �
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It is not always possible to compose rational maps, but it is clearly possible
to compose dominant rational maps. There is therefore a well-defined category of
varieties and dominant rational maps. The “isomorphisms” in this category are called
birational maps.

Definition 1.3.27 If X and Y are algebraic varieties over a base field K , a birational
map ϕ : X ��� Y is a dominant rational map which has a dominant rational inverse,
by which we mean a dominant rational map ψ : Y ��� X such that ϕ ◦ ψ = idY
and ψ ◦ ϕ = idX as rational maps. If there is a birational map X ��� Y we say that
the varieties X and Y are birationally equivalent or simply birational. A birational
morphism is a morphism ϕ : X → Y which has a dominant rational inverse.

Remark 1.3.28 In other words, a birational map ϕ : X ��� Y is a birational mor-
phism if and only if dom(ϕ) ⊃ X .

Example 1.3.29 The blow-up of a variety along a subvariety (see Appendix F for
details of this construction) is a birational morphism.

Theorem 1.3.30 Let X and Y be algebraic varieties over the same base field K .
There is amapϕ �→ ϕ∗ which associates a K -algebramorphism from K (Y ) to K (X)

to any dominant rational map from X to Y . Moreover, if X and Y are irreducible this
map yields a bijection between the following two sets:

1. The set of dominant rational maps from X to Y
2. The set of K -algebra morphisms from K (Y ) to K (X).

Proof Let ϕ : X ��� Y be a dominant rational map and let (U,ϕU ) be a pair rep-
resenting ϕ. Let (V, fV ) be a pair representing an element of K (Y ). By hypothesis
ϕU (U ) is dense in Y so ϕ−1

U (V ) is a non-empty open set in X . It follows that f ◦ ϕU

is regular on ϕ−1
U (V ) and the pair

(
ϕ−1
U (V ), f ◦ ϕU

)
represents a rational function

on X . This yields a K -algebra morphism ϕ∗ : K (Y ) → K (X).
Conversely, suppose that X and Y are irreducible and let θ : K (Y ) → K (X) be a

morphism of K -algebras. We want to define a rational map ϕ from X to Y such that
ϕ∗ = θ. By definition of a variety, Y can be covered by open affine subsets. Since Y is
irreducible we can therefore assume that Y is a closed subset of A

N (K ) andA(Y ) =
K [y1, . . . , yN ]/I(Y ) = P(Y ). The functions yi |Y ∈ P(Y ) are rational functions on
Y and their images θ(yi ) ∈ K (X) are rational functions on X . For any i = 1 . . . N let
Ui ⊂ X be the domain of θ(yi ). The open setU := ∩N

i=1Ui is non empty because X is
irreducible. We define a map ϕU : U → A

N (K ) by ϕU = (θ(y1), . . . θ(yN )). Since
Y = Z(I(Y )) and θ is a morphism of K -algebras it follows that ϕU (x) ∈ Y for any
x ∈ U ⊂ X . Since each component θ(yi ) of ϕU is regular on U it is easy to check
that ϕU is a morphism. The pair (U,ϕU ) represents a rational map ϕ : X ��� Y such
that ϕ∗ = θ. �

Remark 1.3.31 If X is irreducible and there is a dominant rational mapϕ : X ��� Y
then Y is also irreducible. To prove this, let U ⊂ X be an open set on which ϕ is
defined such that ϕ(U ) is dense in Y . Since X is irreducible, U is also irreducible
and by Lemma 1.2.18, ϕ(U ) is irreducible.
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Proposition 1.3.32 Let K be a field and let X and Y be two algebraic varieties over
K . If X and Y are irreducible then the following are equivalent.

1. The varieties X and Y are birationally equivalent,
2. There are non-empty open sets U ⊂ X and V ⊂ Y which are isomorphic as

algebraic varieties,
3. The K -algebras FracR(X) and FracR(Y ) are isomorphic,
4. The fields K (X) and K (Y ) are isomorphic as K -algebras.

Proof 3 ⇐⇒ 4 by Proposition 1.2.77.
1 =⇒ 2. Letϕ : X ��� Y andψ : Y ��� X be inverse rationalmaps and consider

representatives (U,ϕ) of ϕ and (V,ψ) of ψ. The composition ψ ◦ ϕ is represented
by (ϕ−1(V ),ψ ◦ ϕ) and by hypothesis ψ ◦ ϕ is the identity on ϕ−1(V ). Similarly,
ϕ ◦ ψ is the identity on ψ−1(U ). By construction, the open sets ϕ−1(ψ−1(U )) in X
and ψ−1(ϕ−1(V )) in Y are isomorphic.

2 =⇒ 4 by definition of a function field.
4 =⇒ 1 by Theorem 1.3.30. �

Corollary 1.3.33 Let K be a field and let X and Y be algebraic varieties over K .
Assume that X and Y are irreducible. If the fields K (X) and K (Y ) are isomorphic as
K -algebras then there are open sets U ⊂ X and V ⊂ Y such that U is isomorphic
to V .

Proof This result is an immediate corollary of Proposition 1.3.32. There is also a
direct proof for algebraically closed K .10 We can assume that X and Y are affine
and in this case the finitely generated K -algebras A(X) and A(Y ) are sub-algebras
of K (X). As K (X) = FracA(Y ) and A(X) is finitely generated, the primitive ele-
ment Theorem A.5.9 assures us there is a function f ∈ K (X), f 	= 0 such that
A(X) ⊂ A(Y )[ 1

f ]. Similarly there is a g ∈ K (X), g 	= 0 such thatA(Y ) ⊂ A(X)[ 1
g
].

It follows that A(X)[ 1
f g ] = A(Y )[ 1

f g ]. There is an element a ∈ A(X) and an ele-

ment b ∈ A(Y ) such that A(X)[ 1
f g ] = A(X)[ 1a ] and A(Y )[ 1

f g ] = A(Y )[ 1b ]. By
Theorem 1.2.50, for any Zariski-closed subset F we can identify the algebras
A(F) and R(F) and by Exercise 1.2.60 we have that A(D(a)) = A(X)[ 1a ] and
A(D(b)) = A(Y )[ 1b ]. The algebras A(D(a)) and A(D(b)) are therefore isomor-
phic and if K is algebraically closed this implies that D(a) ⊂ X and D(b) ⊂ Y are
isomorphic algebraic varieties. �

Definition 1.3.34 Let X be an abstract algebraic variety. The sheaf of rational func-
tions on X is the sheaf of K -algebras denoted M := MX , defined on any open set
of X by:

U �→ FracOX (U ).

For any x ∈ X , Mx is canonically isomorphic to FracOX,x .

10This proof is taken from a lecture course by Antoine Chambert-Loir [CL98].
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Proposition 1.3.35 For any irreducible algebraic variety X, any non-empty open
set U ⊂ X and any x ∈ U we have that

Mx = FracOX,x = MX (U ) = FracR(U ) = K (X) .

In particular, the sheafMX is a sheaf of constant ring-valued functions.

Proof Since any sheaf of locally constant functions on an irreducible space is con-
stant, it will be enough to prove the proposition for quasi-affine X . For quasi-affine X
the statement follows directly from Proposition 1.2.77 (see also Proposition 1.3.21).

�

Remark 1.3.36 Let F ⊂ A
n(K ) be an irreducible algebraic set over a real closed

or algebraically closed field. For any x ∈ F , the stalk Mx is isomorphic to the field
of rational functions K (F) = FracP(F) of the irreducible variety F (see Corol-
lary 1.2.79). The fact that FracP(F) is a field follows from the fact that P(F) is an
integral domain because F is irreducible.

Rational Varieties

By Proposition 1.3.35, if an algebraic variety X over a base field K is irreducible
its ring of rational functions is a field which we call the function field. By Noether’s
normalisation Lemma A.5.6, X (which is an integral variety and is hence reduced
(implicit in Definition 1.3.1) and irreducible) is a finite degree extension of the
field of rational fraction in n variable K (X1, . . . , Xn) (here n is the dimension of
X over K ). Classically we say that the variety X is rational if and only if its field
of functions is isomorphic to K (X1, . . . , Xn). We now give another definition of
rationality, equivalent to this one by Proposition 1.3.32 (exercise).

Definition 1.3.37 Let K be a field and let K be the algebraic closure of K .

1. An algebraic variety X of dimension n over K is rational (or rational over K ) if
and only if it is birationally equivalent to projective space P

n(K ), or alternatively
if there exist dense Zariski open sets U ⊂ X , V ⊂ P

n(K ) and an isomorphism
U

�−→ V of K -algebraic varieties.
2. A quasi-projective variety X over K is geometrically rational (or rational over

K ) if and only if the variety XK ,
11 which is an algebraic variety over K , is rational

or alternatively if there exist dense Zariski open subsets U ⊂ XK , V ⊂ P
n(K )

and an isomorphism U
�−→ V of algebraic varieties over K .

Proposition 1.3.38 Any rational variety is geometrically rational.

Remark 1.3.39 The converse of the above proposition is false, as wewill see below.

11Definition of XK : if X is a subvariety of P
N (K ) the subvariety XK ⊂ P

n(K ) is defined by the
same homogeneous ideal as X , see Definition 2.3.1.
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Exercise 1.3.40 1. The algebraic varieties P
n(K ) and A

n(K ) are rational over K .
2. The complex surface P

1(C) × P
1(C) is rational over C.

Example 1.3.41 1. The complex Hirzebruch surfaces Fn (surfaces fibered over
P
1(C) with fibre P

1(C) see Definition 4.2.1) are rational complex surfaces.
2. We will see examples in Section 4.4.10 of geometrically rational surfaces that

are not rational. In particular, certain conic bundles—notably those of the form
x2 + y2 = P(z) for some P ∈ R[z]—are geometrically rational but not rational.

1.4 Euclidean Topology

Let X be an algebraic variety over a field K . The set X is then also a topological
space with the Zariski topology. If K = C, X is a complex algebraic variety and if
K = R, X is a real algebraic variety. In both cases, X is equipped with a natural
topology, more refined than the Zariski topology, called the Euclidean topology.12

Definition 1.4.1 Let X be a complex or real algebraic variety. The Euclidean topol-
ogy on X is the topology generated by open sets of the form

V (U ; f1, . . . , fr ; ε) := {x ∈ U | | fl(x)| < ε, for l = 1, . . . , r}

where U is a Zariski open set in X , r is a natural number, f1, . . . , fr are real or
complex valued regular functions on U and ε > 0 is a real number.

Remark 1.4.2 Over R the open basis of semi-algebraic sets (Definition B.2.1)
V (U ; f1, . . . , fr ; ε) can be replaced by the basis of open sets of the form:

{x ∈ U | f1(x) > 0, . . . , fr (x) > 0} .

(which are also semi-algebraic).

Exercise 1.4.3 1. Prove that any Zariski-closed set is also closed in the Euclidean
topology but the converse does not hold.

2. Prove that the above definition of the Euclidean topology using regular function
is the same as the topology defined in a similar way using C∞ functions.

Exercise 1.4.4 Prove that any morphism of real or complex varieties (which is con-
tinuous for the Zariski topology by definition) is also continuous for the Euclidean
topology.

Theorem 1.4.5 Let X be a complex algebraic variety. If X is irreducible then it is
connected for the Euclidean topology.

12Or alternatively, the transcendental topology or the usual topology or sometimes the complex
topology if K = C, and so on.
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Fig. 1.1 y2 − x(x − 1)(x − 2) = 0

Proof See [Sha94, VII.2, Theorem 1] for example. �

Remark 1.4.6 The converse is obviously false.

Remark 1.4.7 The statement of Theorem 1.4.5 is easily seen to be false overR, even
in dimension 1. Consider an irreducible plane cubic given by an equation y2 = (x −
a)(x − b)(x − c) where a, b, c are pairwise distinct real numbers. The set of its real
points Z (

y2 − (x − a)(x − b)(x − c)
) ⊂ A

2(R) has two connected components.
This cubic is illustrated in Figure 1.1 for a = 0, b = 1, c = 2.

Exercise 1.4.8 (See [Ser56, Lemma 1 and Proposition 2].)
Let X be a complex quasi-projective algebraic variety and let X ↪→ P

N (C) be
a projective embedding. The topology induced on X by the Euclidean topology on
P
N (C) is the Euclidean topology on X . Similarly, if X is a quasi-projective real

algebraic variety and X ↪→ P
N (R) is an embedding then the topology induced by

the Euclidean topology on P
N (R) is the Euclidean topology on X .

Lemma 1.4.9 Let X be a real or complex algebraic variety. If X is projective then
X is compact with respect to the Euclidean topology

Proof Both real and complex projective space are compact with respect to the
Euclidean topology and X is a closed set in such a projective space. �

Remark 1.4.10 Recall that any quasi-projective real algebraic variety is affine by
Proposition 1.3.11. Let X be a projective real algebraic variety. There is then an n
such that X can be embedded as a Euclidean compact subset of R

n .

This remark motivates the following definition.
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Definition 1.4.11 A real or complex algebraic variety is said to be complete if it is
compact with respect to the Euclidean topology.

Remark 1.4.12 It turns out to be possible to define completeness of varieties over
any algebraically closed field—see [Har77, II.4] for example. The key fact about
completeness is that any projective variety is complete.

Remark 1.4.13 In [BCR98, Definition 3.4.10], a real set is said to be complete
if it is “closed and bounded” because unlike compactness this notion generalises to
semi-algebraic sets over real closed fields other thanR. Of course, the two definitions
coincide over R.

Proposition 1.4.14 Let X be a quasi-projective algebraic variety over R or C.

1. If X is projective then it is complete.
2. If X is non-singular and complete then it is projective.

Remark 1.4.15 Note that X is assumed quasi-projective. In particular, there exist
complete non-singular complex algebraic varieties that are not projective. An exam-
ple of such a variety due to Hironaka is given in [Har77, Appendix B.3.4.1].

Proof The first statement is simply Lemma 1.4.9. The second, whose proof is
explained in Chapter 2, Theorem 2.3.7, is a corollary of Hironaka’s theorem on
resolution of singularities Theorem 1.5.54. �

1.5 Dimension and Smooth Points

When the base field is R or C, algebraically “smooth” or “non-singular” points have
certain similarities with points on topological (or differentiable) manifolds, notably
because the only local analytic model is an open subset of the Euclidean topology on
a finite dimensional vector space. The dimension of this space is determined by the
local geometry of the variety. For more details, see [Mal67, Tou72] and Appendix B.
In particular, a complex affine algebraic set F is non singular at a point x in F
if and only if the space F with its Euclidean topology is an analytic variety in a
neighbourhood of x (Definition 1.4.1).

We can analyse singularities locally without using the Euclidean topology via
ring completions—see [Har77, Thm. 5.3, page 33] for more details. For example,
(0, 0) is an ordinary double point of the affine plane complex curve C := Z(xy)
and every ordinary double point is locally analytically isomorphic to C but there is
no Zariski open neighbourhood of C containing (0, 0) which is isomorphic to some
Zariski open neighbourhood of (0, 0) in the curve Z(y2 − x2(x + 1)). See [Har77,
Example I.5.6.3] for more details.

As the following example taken from [BCR98, Example 3.3.11.b] shows, this
analogy is of limited value over the real numbers. This example is a key illustration
of the theory developed in this section and is completed by Exercise 1.5.31.
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Fig. 1.2 y3 + 2x2y − x4 = 0

Example 1.5.1 Consider the polynomial P = y3 + 2x2y − x4 and set

C := {(x, y) ∈ R
2 | P(x, y) = 0} .

If we consider C as a differentiable subset of R
2 (see Figure 1.2) then it is a

C∞ submanifold, but (0, 0) is a singular point (Definition 1.5.27) of the irreducible
algebraic curve (Definition 1.5.9) C = Z(P).

Indeed, for any (x, y) ∈ C we have that x2 = y(1 + √
1 + y). In some neigh-

bourhood of (0, 0), the function y is thus a smooth (and indeed analytic) function of
x by the implicit function theorem. On the other hand, the partial derivatives of P
all vanish at (0, 0). The Zariski tangent space T Zar

(0,0)C (Definition 1.5.22) is therefore
equal to R

2 and the dimension of C is 1 by Definition 1.5.9. The point (0, 0) is
therefore a singular point of C by Definition 1.5.27.

Definition 1.5.2 For any set E a chain of length n of subsets of E is a sequence
E0 � E1 � · · · � En where the Ei ⊂ E are all distinct.

Definition 1.5.3 The dimension (or Krull dimension) of a ring A is the supremum
of the lengths of chains of prime ideals in A.

Remark 1.5.4 The dimension of a ring can be infinite even if the ring is Noetherian.
See [Eis95, Exercise 9.6, page 229] for Nagata’s example of an infinite dimensional
Noetherian ring. On the other hand, any local (Definition A.3.7) Noetherian ring is
of finite dimension (Exercise).

We recall a fundamental result from commutative algebra. In the theorem below,
trdegK L denotes the transcendance degree of a field extension L|K , see Defini-
tion A.5.7.
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Theorem 1.5.5 Let K be a field and let A be a finitely generated integral K -algebra.
We then have that

dim A = trdegK Frac(A) .

Proof By Noether’s normalisation Lemma A.5.6, there is an integer d � 0 and an
injective map K [X1, . . . , Xd ] ↪→ A which makes A into an integral K -algebra over
K [X1, . . . , Xd ], finitely generated as a K [X1, . . . , Xd ]-module. It follows from
Proposition A.5.3 that dim A = d and from the fact that Frac A is algebraic over
K (X1, . . . , Xd) that trdegK Frac(A) = d. �

Exercise 1.5.6 For any field K we have that dim K [X1, . . . , Xn] = n.

Example 1.5.7 If A := C[X,Y ] then theKrull dimension of A is 2.A chain realising
this equality is given by (0) � (X) � (X,Y ). The transcendance degree of Frac A
over C is 2 and the transcendance degree of Frac A over R is also 2.

Corollary 1.5.8 Let A be an affine integral domain and let m ⊂ A be a maximal
ideal in A. We then have that dim Am = dim A.

Proof By Definition A.5.5 there is a field K over which A is a finitely generated
integral K -algebra. By Theorem 1.5.5 the dimension of A is the common length of
all maximal chains of prime ideals of A. If m is a maximal ideal there is therefore a
chain of prime ideals contained in m of length dim A. But the dimension of Am is
the length of a maximal chain of prime ideals contained in m by Proposition A.3.5.

�

Definition 1.5.9 The dimension dim I of an ideal I in K [X1, . . . , Xn] is the dimen-
sion of the quotient ring K [X1, . . . , Xn]/I . The dimension of an irreducible alge-
braic set F ⊂ A

n(K ) over a field K is the dimension of its associated ideal
I(F), or in other words the dimension of its ring of affine coordinates13 A(F) =
K [X1, . . . , Xn]/I(F). We denote this quantity by dim F or dimK F .

Remark 1.5.10 We could have used the dimension of the ring R(F) rather than
A(F) but if K = R (for example) the ring R(F) is not typically finitely generated
(see Proposition 1.2.38). On the other hand, for any x ∈ F , the local ringR(F)mx is
of the right dimension, see Proposition 1.5.41.

Remark 1.5.11 Any ideal in A has a natural A-module structure. The dimension of
the A-module I is equal to the dimension of A whenever A is an integral domain for
example. It is important not to confuse the dimension of the ideal dim I = dim A/I
with the dimension of I as an A-module. See [Eis95, Chapter 9] for more details.

Definition 1.5.12 In a ring A the codimension (or height) of a prime ideal I is the
supremum of lengths of chains of prime ideals contained in I . It is denoted codim I .

Exercise 1.5.13 (Dimension and codimension of an ideal)

13See Proposition 1.2.27.
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1. It follows from the correspondence theorem (see Proposition A.2.8) that if I is
an ideal of A then dim I is the supremum of lengths of chains of prime ideals of
A containing I .

2. For any prime ideal I in A we have that codim I = dim AI .

Exercise 1.5.14 Let I be a prime ideal of dimension d in C[X1, . . . , Xn]. If I is
generated by polynomials with real coefficients then

dim(I ∩ R[X1, . . . , Xn]) � d

as an ideal in R[X1, . . . , Xn].
It turns out we can do better: these two sets are of the same dimension.

Lemma 1.5.15 Let I be a prime ideal of dimension d in C[X1, . . . , Xn]. The ideal
I ∩ R[X1, . . . , Xn] is then a prime ideal of dimension d in R[X1, . . . , Xn].
Proof Simply apply Proposition A.5.3 to the integral injective map R[X1, . . . , Xn]/
(I ∩ R[X1, . . . , Xn]) → C[X1, . . . , Xn]/I . �

Note that for any given prime ideal I ⊂ K [X1, . . . , Xn] the dimension of the
algebraic set F = Z(I ) is equal to the dimension of the ideal I(F) which is not
necessarily equal to the dimension of I—see Example 1.5.20.

Exercise 1.5.16 Let K be a field. Deduce from Exercise 1.5.6 that dimA
n(K ) = n.

We now give a more direct definition of the dimension of an irreducible affine
algebraic set (Proposition 1.5.19).

Definition 1.5.17 The dimension of a topological space X is the supremum of the
lengths of chains of irreducible closed subsets of X . We denote this dimension by
dim X . If X 	= ∅ then dim X is a natural number or +∞. By convention we set
dim∅ = −∞.

Remark 1.5.18 This definition is well adapted to coarse topologies such as the
Zariski topology which are almost combinatorical. As an exercise, the reader may
check that any Hausdorff topological space has dimension 0.

For reasonable topological spaces such as topological manifolds (see
Appendix B.5) it is better to define the dimension as being the maximal index of non-
zero cohomological groups with compact support of the space (see Definition B.6.7).

Proposition 1.5.19 Let K be a field. The dimension of an irreducible algebraic set
F ⊂ A

n(K ) over K is equal to its dimension as a topological space with the induced
Zariski topology.

When the base field is not algebraically closed this proposition should be applied
to the ideal I(F), see Example 1.5.20.

Proof Left to the reader as an exercise. �
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Example 1.5.20 The irreducible affine algebraic set

F := Z(x2 + y2) ⊂ A
2(R)

is a single point (0, 0). The dimension of the quotient ring R[x, y]/(x2 + y2) is
equal to 1 (see Example A.2.10). A priori this may seem counter-intuitive because
the dimension of F as a topological space is 0—which is also the dimension of
the quotient of the ring R[x, y] by the ideal I(F) = (x, y). We have that (x, y) =
I(Z(x2 + y2)) 	= (x2 + y2) and

R[x, y]
(x, y)

= P(F) 	= R[x, y]
(x2 + y2)

.

The situation is better understood by considering the algebraic set Z := ZC(x2 +
y2) ⊂ A

2(C)14 which is a reducible complex curve.Thepoint (0, 0) is the intersection
of the two irreducible componentsZC(x − iy) andZC(x + iy) and it is the only real
point on the curve Z .

Example 1.5.21 Consider the affine algebraic set

F := Z(y2 − x2(x − 2)) ⊂ A
2(R)

shown in Figure 1.3. It is an irreducible algebraic set of dimension 1 and the points
(0, 0) and (0, 2) are irreducible algebraic sets of dimension 0 contained in F . The
fact that (0, 0) appears isolated may seem at first glance to be contradictory with the
fact that it is a point on a curve.

Non-singular Points

As the Example 1.5.21 shows, themeaning of the algebraic dimension of an algebraic
set is not always obvious. In the following section, we will define “non-singular” or
“smooth” points, where the dimension can be easily interpreted.

Definition 1.5.22 Let K be a field, let F ⊂ A
n(K ) be an algebraic set and let

P1, . . . , Pl be a generating set for I(F). Consider a point a ∈ F . The Zariski tangent
space to F at the point a, denoted T Zar

a F , is the subspace of Kn given by

T Zar
a F :=

l⋂

i=1

⎧
⎨

⎩
x ∈ Kn |

n∑

j=1

∂Pi
∂X j

(a)x j = 0

⎫
⎬

⎭
=

l⋂

i=1

ker da Pi .

14The set ZC(x2 + y2) is the set of complex zeros of x2 + y2, see Definition 1.2.12.
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0 2

Fig. 1.3 y2 − x2(x − 2) = 0

Remark 1.5.23 The partial derivative of a a polynomial with respect to one of
its variables is well-defined over an arbitrary field, but its behaviour in nonzero
characteristic p can be surprising. For example, if P(X) = X p then ∂P

∂X= pX p−1 = 0.

Remark 1.5.24 (Notation T Zar
a F) If TaF denotes the usual differential-geometric

tangent space to a ∈ F then in Example 1.5.1,

R
2 = T Zar

(0,0)C 	= T(0,0)C = Z(y) � R .

We will define non-singular points later on. In any such point, the Zariski tangent
space and the usual tangent space coincide.

Proposition 1.5.25 Let K be a field of characteristic zero and let I be a prime ideal
in K [X1, . . . , Xn]. Set A := K [X1, . . . , Xn]/I . If d is the dimension of the ring
A then for any set of generators (see Example A.3.14) P1, . . . , Pl of I , the matrix(

∂Pi
∂X j

)

i=1...l
j=1...n

has rank n − d over Frac(A).

In particular, for anya ∈ Z(I ), rkK

(
∂Pi
∂X j

(a)

)

i=1...l
j=1...n

� n − d. Indeed, the propo-

sition tells us that determinants of all the (n − d + 1) × (n − d + 1)-sub-matrices

of

(
∂Pi
∂X j

)

i=1...l
j=1...n

vanish over Frac(A) so the determinants of all (n − d + 1) × (n −

d + 1)-submatrices of

(
∂Pi
∂X j

(a)

)

i=1...l
j=1...n

vanish.

Proof See [HP52, Chapter 10, Section14, Theorem1] or [Sam67, Chapter 2, Section
4.2, lemme 2]. �
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Remark 1.5.26 By Proposition 1.5.25, if F is irreducible then

dimK T Zar
a F � dimK F .

Definition 1.5.27 Let F ⊂ A
n(K ) be an irreducible algebraic set and consider a

point a ∈ F . We say that a is a non singular point of F if dimK T Zar
a F = dimK F .

Any point a which is not a non singular point of F will be said to be a singular point.

Remark 1.5.28 We set d = dimK F . If P1, . . . , Pl is a generating set for I(F), a
point a is a non singular point of F if and only if

rkK

(
∂Pi
∂X j

(a)

)

i=1...l
j=1...n

= n − d .

In particular, if K = R (resp. C), and a is a non singular point of F then some
neighbourhood of a in the subset F ⊂ Kn with its Euclidean topology (see Defini-
tion 1.4.1) is a differentiable submanifold of Kn whose real dimension is d (resp.
2d).

Proposition 1.5.29 Let F ⊂ A
n(R) be an irreducible algebraic set which in the

Euclidean topology is a differentiable submanifold of R
n of dimension d in a neigh-

bourhood of some point a ∈ F. We then have that dim F = d as a real algebraic set.
In other words, the dimension of F as an algebraic set, or alternatively as a Zariski
closed subset, is equal to its dimension as a differentiable manifold.

Proof We follow the proof given in [BCR98, Proposition 2.8.14]. By hypothesis, the
space TaF is a vector space of dimension d which is also an affine subspace ofRn . The
orthogonal projection15 pa : F → TaF is a semi-algebraicmap (seeDefinitionB.2.2)
which induces a bijection between some open semi-algebraic neighbourhood U of
a in F and a semi-algebraic open set in TaF . As the map pa is semi-algebraic
we have that the dimension associated to the Zariski topology (Definition 1.5.17)
satisfies dimU = dim pa(U ) by [BCR98, Theorem 2.8.8]. Since pa(U ) is a non-
empty Euclidean open set in R

d = TaF its Zariski dimension is d. We now prove
by induction on d that if f ∈ R[X1, . . . , Xd ] vanishes on a non empty Euclidean
open set V then f is the zero polynomial. If d = 1 then the result is immediate.
Suppose now that d > 1 and our result holds for d − 1. Let f ∈ R[X1, . . . , Xd ] be
a polynomial function vanishing on V . We can write

f (X ′, Xd) = Xl
d fl(X

′) + Xl−1
d fl−1(X

′) + · · · + f0(X
′)

where X ′ = (X1, . . . , Xd−1), l = deg f and ∀i = 0, . . . , l, fi ∈ R[X1, . . . , Xd−1].
For any X ′ ∈ V ∩ R

d−1 the function Xn �→ f (X ′, Xn) vanishes at every point
of V ∩ R and is therefore the zero polynomial. It follows that the polynomial func-
tions fi vanish at every point of V ∩ R

d−1 and therefore are identically zero by

15By which we mean the restriction to F of the orthogonal projection from R
n → Ta F for some

scalar product on R
n .
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the induction hypothesis. Any element f ∈ I(pa(U )) vanishes at every point of
pa(U ) so f is a zero function by the above. It follows that I(pa(U )) = (0) and
Z(I(pa(U ))) = A

d(R) which has dimension d by Exercise 1.5.16. �

Remark 1.5.30 Example 1.5.1 shows that a point of an algebraic set can be smooth
differentiably but singular algebraically. The above result shows that despite this, the
dimension of an algebraic set as a differentiable manifold and as an algebraic variety
are the same.

Exercise 1.5.31 We go back to the polynomial

P = y3 + 2x2y − x4

from Example 1.5.1 and consider the complex curve FC := ZC(P) ⊂ A
2(C), i.e. the

set of points FC = {(x, y) ∈ C
2 | P(x, y) = 0}.

1. Prove that FC is an irreducible algebraic set.
2. Prove that the dimension of FC is 1.
3. Prove that the dimension of T Zar

(x,y)FC is 1 at every point in (x, y) ∈ FC other than
(0, 0).

4. Deduce that (0, 0) is a singular point of FC.
5. Prove that, unlike the real curve, the complex curve FC is not a C∞ submanifold

of C
2 in a neighbourhood of the point (0, 0).

Whilst it is easy to check that the definitions of dimension and singular points of
an affine algebraic set F do not depend on the precise equations used to define F
or on the precise choice of embedding into affine space, it is still useful to have an
intrinsic definition.

Definition 1.5.32 A Noetherian local ring A of maximal ideal m and residue field
K = A/m is said to be regular if dim A = dimK m/m2, where we consider the
natural K -vector space structure on m/m2.

Proposition 1.5.33 Let F ⊂ A
n(K ) be an irreducible algebraic set over a field K .

A point a ∈ F is non-singular if and only if the local ringOF,a = P(F)ma of germs
of regular functions at a is regular.

Proof We assume that K is of characteristic zero. See [Liu02, Proposition IV.2.5
and Theorem IV.2.19] for a proof in arbitrary characteristic. Let a be the origin in
Kn . The idealma is formed of polynomials that vanish at a. Consider the linear map
θa : ma → (Kn)∨ sending P ∈ ma to the linear form

x = (x1, . . . , xn) �→
n∑

j=1

∂P

∂X j
(a) · x j .

The map θa induces an isomorphism da : ma/m
2
a → (Kn)∨. The dual of

T Zar
a (F) ⊂ Kn can be identified with a quotient of (Kn)∨ isomorphic via da to
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the quotientma/(m
2
a + I(F)). LetmF,a be the maximal ideal of the local ringOF,a .

The K -vector space ma/(m
2
a + I(F)) is then isomorphic to mF,a/m

2
F,a . It follows

from Definition 1.5.27 that a is a non-singular point of F if and only if dimmF,a/

m2
F,a = dim F . We now note that since F is irreducible, dimOF,a = dimOF by

Corollary 1.5.8. �

Proposition 1.5.34 Let F ⊂ A
n(R) be a real algebraic set and let a be a point of

F. The ring OF,a is then a regular local ring of dimension d if and only if there
exist n − d polynomials P1, . . . , Pn−d ∈ I(F) and an open Euclidean set U in R

n

containing a such that F ∩U = Z(P1, . . . , Pn−d) ∩U and

rk

(
∂Pi
∂X j

(a)

)

i=1...n−d
j=1...n

= n − d .

Proof To prove that the condition is sufficient we note that the standard differential-
geometric proof remains valid in the setting of semi-algebraic sets. We can assume

that the determinant of the sub-matrix
(

∂Pi
∂X j

(a)
)
i=1...n−d
j=1...n

is non zero, so applying

the implicit function theorem to (X1 − a1, . . . , Xd − ad , P1, . . . , Pn−d), we get a
semi-algebraic diffeomorphism ϕ : U → V from U , a semi-algebraic open neigh-
bourhood of 0 in R

n to V , a semi-algebraic open neighbourhood of a in R
n such that

ϕ((Rd × {0}) ∩U ) = F ∩ V . The Zariski dimension of any irreducible component
of F passing througha is therefore less than or equal to d by [BCR98,Theorem2.8.8].
The dimension of the ring OF,a is thus bounded below by d. Moreover, OF,a is a
quotient of ORn ,a/(P1, . . . , Pn−d), which is a regular (and in particular integral)
local ring of dimension d, and it follows that OF,a = ORn ,a/(P1, . . . , Pn−d). This
completes the proof of the proposition. �

Let I be a prime ideal ofR[X1, . . . , Xn].We saw in Example 1.5.20 that it is possi-
ble to have dim I(Z(I )) < dim I . The previous proposition yields a characterisation
of the case where these two dimensions are equal.

Corollary 1.5.35 Let I = (P1, . . . , Pl) be a prime ideal in R[X1, . . . , Xn]. We then
have that dim(I(Z(I ))) = dim I if and only if Z(I ) contains a point a such that

rkR

(
∂Pi
∂X j

(a)

)

i=1...l
j=1...n

= n − dim I .

Proof We set d = dim I . Let a ∈ Z(I ) be such that the rank of the matrix
(

∂Pi
∂X j

(a)
)

is n − d. We then have that OF,a is a regular ring of dimension d by Proposi-
tion 1.5.34 and Z(I ) is therefore an algebraic set of dimension d or in other words
dim(I(Z(I ))) = d. �

Proposition 1.5.33 renders the notion of “non singular point” intrinsic and enables
us to generalise it to abstract algebraic varieties.
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Definition 1.5.36 Let X be an algebraic variety over a field K . A point x ∈ X is said
to be non singular (or regular) if the local ring OX,x is a regular ring. The variety
X is said to be non singular if all its points are non singular. The variety X is said
to be singular if it has at least one singular point. We denote by Sing X the locus of
singular points (or singular locus) of X and by Reg X := X \ Sing X the locus of
non singular points (or regular locus) of X .

We recall the definition of a normal point of a variety. For a curve, this means
that there is only one branch (i. e. local irreducible component) of the curve passing
through the point in question.

Definition 1.5.37 A quasi-projective algebraic variety X over a field K is said to
be normal at x ∈ X if the local ring OX,x is integrally closed (Definition A.5.2) in
K (X). The variety X is said to be normal if it is normal at every point.

Example 1.5.38 Let X be a real irreducible quasi-projective algebraic variety. We
know that X is affine and we can therefore assume that X ⊂ R

n as an algebraic
set. Let A be the integral closure of P(X) in its fraction field. Since A is a finitely
generated R-algebra, we can assume that A = R[X1, . . . , X p]/I for some ideal I ⊂
R[X1, . . . , X p]. We set X̃ := Z(I ) ⊂ R

p. The variety X̃ is then normal. We call it
the normalisation of X and the birational map ν : X̃ → X is called the normalisation
map.

Exercise 1.5.39 Let F ⊂ A
2(R) be the affine cubic of equation y2 − x2(x − 2) = 0

represented in Figure 1.3.
We then have that F̃ = R and the normalisation map is given as follows:

R −→ R
2

t �−→ (
t2 + 2, t (t2 + 2)

)
.

Proposition 1.5.40 Let X be a topological space and let X = ⋃k
i=1 Xi be a decom-

position of X into not necessarily disjoint closed sets Xi . We then have that

dim X = sup
i∈{1...k}

dim Xi .

Proposition 1.5.41 Let X be an affine algebraic variety over an infinite base field
K . If X is irreducible then for any x ∈ X we have that dim X = dimOX,x . If X is
not irreducible then the Krull dimension of OX,x is the maximum of the dimensions
of irreducible components of X containing x. We denote this number by dimx X.

Exercise 1.5.42 Prove this lemma, starting with the case where K is algebraically
closed (see [Per95, IV.2.3 et 2.9]) and the avoidance lemma A.3.12, using the fact
that K is infinite.

Definition 1.5.43 Let X be an algebraic variety over an infinite field K and consider
a point x ∈ X . The dimension of X at the point x is defined by
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dimx X := dimOX,x .

The dimension of X is the supremum of all these dimensions

dim X := sup
x∈X

dimx X .

Remark 1.5.44 The dimension of an abstract variety at a point can be calculated in
any open affine subset containing the point.

Definition 1.5.45 An algebraic variety of dimension 1 is called a curve and an
algebraic variety of dimension 2 is called a surface.

Exercise 1.5.46 Let K be a field. Deduce fromExercise 1.5.16 that dim P
n(K ) = n.

Definition 1.5.47 Let x ∈ X be a non singular point in a variety of dimension n
over a field K . A set of n elements f1, . . . , fn ∈ Ox is said to be a local system
of parameters at x if every fi ∈ mx and the classes f1, . . . , fn form a basis of the
K -vector space mx/m

2
x .

Note that the analytic local inversion theorem fails in the algebraic setting. The
parameters fi only become local coordinates after refining the topology.

Exercise 1.5.48 If K = C there is an Euclidean open neighbourhood U of x (see
Definition 1.4.1) on which the restrictions f1, . . . , fn , seen as functions on U , form
a system of complex local analytic coordinates.

Proposition 1.5.49 Let x ∈ X be a non singular point on an algebraic variety of
dimension n over a field K . Any system of local parameters at x generates the
maximal ideal mx in Ox .

Proof Let f1, . . . , fn ∈ Ox be a local system of parameters at x . We simply
apply Nakayama’s Lemma (A.2.11) to the finitely generated Ox -module M =
mx/〈 f1, . . . , fn〉 and the ideal a = mx . �

Exercise 1.5.50 Using Theorem 1.5.5, prove that if X is an irreducible algebraic
variety over a field K then

dim X = trdegK K (X) .

The following theorem tells us that we can calculate the dimension of a variety X
by calculating the dimension of each of its irreducible components at a non-singular
point and taking the maximum of the numbers thus obtained.

Theorem 1.5.51 Let X be an algebraic variety over a field of characteristic zero. If
X 	= ∅ then the set Sing X of singular points of X is a strict closed subset of X. In
other words, the set Reg X of non-singular points of X is a non-empty Zariski open
subset.
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Proof As X is reduced by definition, we may without loss of generality assume that
X is irreducible and affine. Assume that X ⊂ A

n(K ) and set d := dim X . As the field
K is of characteristic zero, Definition 1.5.27 implies that Sing X is algebraic since it
is defined as the set of zeros of the ideal generated by I(X) = (P1, . . . , Pl) and all

the determinants of (n − d) × (n − d)-submatrices of
(

∂Pi
∂X j

)
i=1...l
j=1...n

. In particular, if

I(Sing X) = I(X) then the rank of the matrix

(
∂Pi
∂X j

)

i=1...l
j=1...n

over Frac(K [X1, . . . , Xn]/I(X)) is strictly less than n − d. By Proposition 1.5.25,
the ideal I(Sing X) is strictly larger than I(X) and it follows that Sing X =
Z(I(Sing X)) � X = Z(I(X)). �

Remark 1.5.52 1. There is a proof of the same result for algebraically closed K
of arbitrary characteristic in [Har77, Chapitre I, Theorem 5.3].

2. The theorem holds for an arbitrary field K , see [Liu02, Proposition IV.2.24 and
Corollary VIII.2.40(a)].

Definition 1.5.53 Let X be an algebraic variety over a field K . A resolution of sin-
gularities of X is a proper birational morphism π : Y → X which induces a biregular
map Y \ π−1(Sing X) → X \ Sing X .

Recall that Hironaka’s theorem on the resolution of singularities [Hir64] (see also
[Kol07]) holds over any field of characteristic zero. We refer to [Wal35] for a proof
for surfaces.

Theorem 1.5.54 (Hironaka 1964) Let X be an algebraic variety over a field K of
characteristic zero. There is then a non singular K -variety Y and a proper birational
morphism π : Y → X which induces a biregular morphism Y \ π−1(Sing X) →
X \ Sing X.

Moreover if X is projective we can require the variety Y to be projective.

We end this section with the birational invariance of the number of Euclidean
connected components.

Theorem 1.5.55 Let X and Y be quasi-projective algebraic varieties over the same
base field K which are both complete and non singular. If K = R or C and X and
Y are birationally equivalent over K then they have the same number of connected
components in the Euclidean topology.

Remark 1.5.56 The normalisation map ν : C̃ → C over a curve C such that C̃
has two connected components whose images under ν meet in at least one point
illustrates the fact that the “non singular” hypothesis is necessary in the above
result. Consider for example the curve C̃ = Z((x2, x3) ∩ (x1, x3 − x0)) in P

3
x0:x1:x2:x3

and let ν be the restriction to C̃ of the projection P
3 → P

2, (x0 : x1 : x2 : x3) �→
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(x0 : x1 : x2). The (reducible) curve C̃ is a disjoint union of two lines—C1, whose
equations are x2 = x3 = 0 and C2, whose equations are x1 = 0, x3 = x0. The
curve C := ν(C̃) is connected and singular since ν(C1) ∩ ν(C2) = {(1 : 0 : 0)}.
The hypothesis “complete” is also necessary, because the ellipse and the hyper-
bola are birationally equivalent—if E := {x2 + y2 = 1} ⊂ R

2
x,y , H := {u2 − v2 =

1} ⊂ R
2
u,v andϕ : E ��� H, (x, y) ���� ( 1x ,

y
x ) thenϕ is a birational map inducing an

isomorphism between the dense open set E \ {x = 0} in E and H—but #π0(E) = 1
whereas #π0(H) = 2.

Proof When K = C this statement is a corollary of Theorem 1.4.5. When K = R

Proposition 1.3.26 implies that two non singular complete curves are birationally
equivalent if and only if they are biregularly isomorphic and the theorem follows
for curves. For real surfaces, the result follows from the factorisation of birational
maps (Corollary 4.3.9) and the explicit description of the topology of a blow-up
(Example 4.2.18). For the general case, see the proof of Theorem 2.3.12. �

Remark 1.5.57 An alternative proof is given in [DK81, Thm. 13.3] and there is a
sketch proof in [BCR98, Theorem 3.4.12] which remains valid for a real closed field
other thanR if we replace “connected Euclidean” by “semi-algebraically connected”.

1.6 Plane Curves

This section draws on [Che78] and [Ful89].

Definition 1.6.1 Let K be a field.

1. We say that two polynomials P, Q ∈ K [X,Y ] are equivalent if there is a non-zero
λ ∈ K ∗ such that P = λQ.

2. An affine plane curve defined over K is then an equivalence class of non-constant
polynomials for this relation.

3. Let P ∈ K [X,Y ] be a non-constant polynomial. We say that P determines (or is
the equation of) the affine plane curve represented by P .

4. Similarly, let P(X0, X1, X2) ∈ K [X0, X1, X2] be a non-constant homogeneous
polynomial in three variables. We say that P determines a projective plane curve.

5. We say that an affine or projective plane curve is irreducible (resp. reduced) over
K if P is irreducible over K (resp. has no multiple factors).

Remarks 1.6.2 (Sets of points vs. equations)

1. If P is an irreducible polynomial then the ideal generated by P is prime and its zero
locusZ(P) is an irreducible topological space, seeDefinition 1.2.15. On the other
hand, even though Z(P2) = Z(P), the polynomial P2 is not irreducible. This
illustrates the pitfalls that arise whenmixing the two definitions of a “plane curve”
used in this section- the algebraic set or the equivalence class of polynomials.
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2. Consider a given plane curve. As any two equivalent polynomials have the same
zero setC , the plane curve (in the sense of polynomials) determinesC . The setC is
an algebraic variety over K by definition and if dimC = 1 it is an algebraic curve
as defined in Definition 1.5.45. As mentioned in Exercise 1.2.68 on conics, this
zero locus is often identified with the class of polynomials by abuse of notation,
which can be risky.
If K = C then there is a one-to-one correspondence between affine (resp. pro-
jective) reduced plane curves and 1-dimensional subvarieties of A

2(C) (resp.
P
2(C)). The definition given above generalises the notion of a dimension 1 sub-

variety of the plane by authorising multiple components—consider the double
line of Exercise 1.2.68. Further on we will return to our original definition (1.3.1)
which requires varieties to be reduced and our “multiple plane curves” will be
thought of as special divisors of the plane. See Definition 2.6.1 for more details.
If K = R the zero locus of an affine plane curve can be empty—consider
x2 + y2 + 1 = 0 for example—or of dimension 0—consider x2 + y2 = 0. This
problem will be resolved in Chapter 2 when we introduce R-curves.

Let A
n(K ) be affine space of dimension n over a field K . An affine change

of coordinates is a bijective polynomial map � = (P1, . . . , Pn) : A
n(K ) → A

n(K )

such that every Pi is a linear polynomial.

Exercise 1.6.3 Prove that any such morphism is the composition of a linear map
and a translation.

Let � = (P, Q) : A
2(K ) → A

2(K ) be an affine change of coordinates, i. e.
P(X,Y ) = a0 + a1X + a2Y , Q(X,Y ) = b0 + b1X + b2Y and

a1b2 − a2b1 	= 0 .

For any f ∈ K [X,Y ] we define f � ∈ K [X,Y ] by

f �(X,Y ) = f (P(X,Y ), Q(X,Y )) .

The map f �→ f � thus defined is an element of the automorphism group
Aut(K [X,Y ]|K ). If C is a plane curve of equation f then we denote by C� the
plane curve of equation f �.

Exercise 1.6.4 Describe the elements of Aut(K [X ]|K ). Describe the elements of
Aut(K [X,Y ]|K ).

Definition 1.6.5 A property of a family of curves f1, . . . , fk and points p1, . . . , pl
is said to be invariant under affine changes of coordinates if for any affine change of
coordinates � the property also holds for the families f �

1 , . . . , f �
k and �−1(p1), . . .

�−1(pl).

Exercise 1.6.6 The degree of a plane curve is invariant under affine change of coor-
dinates.
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Intersection Multiplicity

Let P ∈ K [X,Y ] be a polynomial whose constant term is 0. We can then write P =
Pμ + Pμ+1 + · · · + Pd where d is the degree of P and Pi is the degree i homogeneous
part of P , μ � d and Pμ 	= 0.

Definition 1.6.7 The integer μ > 0 is called the multiplicity of P at (0, 0). Let C
be a plane curve and let a be a point of C . After affine change of coordinate we
may assume that a = (0, 0) and hence an equation for C is a polynomial whose
constant term vanishes. The multiplicity, denoted μa(C), of the curve C at the point
a is defined to be the multiplicity of P at (0, 0). If μa(C) > 1 we say that a is a
multiple point of C with multiplicity μa(C). If μa(C) = 1 then a is a simple point,
if μa(C) = 2 it is a double point, if μa(C) = 3 it is a triple point and so on.

See [Ful89, Section 3.2] for a proof of the fact that the above definition is intrinsic
and invariant under affine change of coordinates.

Applied to plane curves, Definition 1.5.27 yields the following.

Lemma 1.6.8 A point a ∈ C is a singular point of the curve C of equation P if and
only if

∂P

∂x
(a) = 0 et

∂P

∂x
(a) = 0 .

Exercise 1.6.9 Deduce from Proposition 1.5.33 that the property of being a singular
point of a plane curve is invariant under affine change of coordinates.

Exercise 1.6.10 Let C be a plane curve and let a be a point of C . The point a is a
simple point of C if and only if it is a non singular point of C .

Recall that by Exercise 1.2.42, for any a ∈ A
n(K ) the local ring OAn(K ),a ⊂

K (X1, . . . , Xn) at a is given by

OAn(K ),a =
{
F

G
∈ K (X1, . . . , Xn) | G(a) 	= 0

}
.

Recall that K [X1, . . . , Xn] ⊂ OAn(K ),a ⊂ K (X1, . . . , Xn). Let P1, . . . , Pl be ele-
ments of K [X1, . . . , Xn]. To simplify notation, we denote by (P1, . . . , Pl) the ideal
(P1, . . . , Pl)OA2(K ),a in OA2(K ),a .

Definition 1.6.11 Let C1 and C2 be two affine plane curves over K of equations
P1(x, y) and P2(x, y) which may be reducible or non-reduced. For any a ∈ A

2(K )

we set
(C1 · C2)a := dimK OA2(K ),a/(P1, P2) .

The number thus defined is called the intersection multiplicity of the curves C1

and C2 at a.

Remark 1.6.12 This number is invariant under affine changes of coordinates, see
[Ful89, Section 3.3].
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Bézout’s Theorem

We say that the curvesC1 andC2 intersect properly at a ifC1 andC2 have no common
component passing through a.

Theorem 1.6.13 (Characterisation of intersection multiplicity) Let C1 and C2 be
plane curves. Their intersection number at a has the following properties, and is
moreover uniquely determined by them.

1. (C1 · C2)a is an integer � 0 if C1 and C2 intersect properly at a;
2. (C1 · C2)a = 0 if and only if a /∈ C1 ∩ C2;
3. If � is an affine change of coordinates of A

2(K ) and b = �−1(a) then (C�
1 ·

C�
2 )b = (C1 · C2)a;

4. (C1 · C2)a = (C2 · C1)a;
5. (C1 · C2)a � μa(C1)μa(C2), with equality if and only if the two curves do not

have a common tangent line at a;
6. If C1 = �iC

ri
1,i and C2 = � jC

s j
2, j then

(C1 · C2)a =
∑

i, j

ri s j (C1,i · C2, j )a ;

7. If P and Q are equations of plane curves then

(P · Q)a = (P · (Q + AP))a

for any polynomial A ∈ K [X,Y ].
Proof See [Ful89, Section 3.3]. �

Exercise 1.6.14 If Pi is a homogeneous degree di equation of the projective plane
curve Ci then we have

(C1 · C2)a = dimK OP2(K ),a/(
P1
Ld1

,
P2
Ld2

)

where L = 0 is the equation of a line which does not pass through a. Prove that this
number does not depend on the choice of L .

Definition 1.6.15 Let C1 and C2 be two projective plane curves which may be
reducible or non-reduced. We set

(C1 · C2) :=
∑

a∈P2(K )

(C1 · C2)a .

This is the intersection number of the curves C1 and C2.
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Theorem 1.6.16 (Bézout’s theorem: geometric statement) Let C1 and C2 be two
projective plane curves which may be reducible or non-reduced, of degrees d1 and
d2 respectively. If C1 and C2 are defined over an algebraically closed field and have
no common component then

(C1 · C2) = d1d2

where the intersection points on the left hand side are counted with multiplicity.

Proof See [Per95, Chapitre VI]. �

Genus Formula

Theorem 1.6.17 For any positive integer d we set

g(d) := (d − 1)(d − 2)

2
.

LetC be a non singular complex projective plane curve of degree d. If C is irreducible
and of genus g(C) then

g(C) = g(d) .

Proof (See [GH78, pages 219–220]) We project the curve C from a point p to a line
L , where the point p should be chosen neither in C nor in L . After a linear change
of coordinates we may assume that p = [1 : 0 : 0] and L = {X = 0} and we may
also suppose that the line at infinity {Z = 0} is not tangent to C . Let F(X,Y, Z)

be a homogeneous polynomial of degree d defining C . Taking coordinates x =
X/Z , y = Y/Z in the chart Z 	= 0 the affine equation of the curve will be denoted
f (x, y) = F(x, y, 1). Consider the projection πp : C → P

1 whose expression in this
open affine set is given by:

πp : (x, y) �→ y .

The degree of the map πp : C → P
1 is d. Close to a point q ∈ C such that

(∂ f/∂x)(q) 	= 0 the function y is a local coordinate on C and πp is not ramified. If
(∂ f/∂x)(q) = 0 then (∂ f/∂y)(q) 	= 0 since C is non singular at q and the implicit
function theorem implies that x is a local coordinate on C in a neighborhood of q.
We then have a parameterisation x �→ (x, y) = (x, y(x)) of C in a neighbourhood
of q, from which it follows that

f (x, y(x)) ≡ 0

and hence the chain rule implies that

∂ f

∂x
+ ∂ f

∂y
· ∂y

∂x
≡ 0 in a neighbourhood of q in C .
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Table 1.1 Genuses of smooth plane curves of small degree

d 1 2 3 4 5 6

g(d) 0 0 1 3 6 10

It follows that the order of the zero of ∂y
∂x at q, which is equal to the branching

order of πp : x �→ y(x) at q, is equal to the order of the zero of ∂ f
∂x at q which is also

equal to the intersection multiplicity of C with the curve of equation { ∂ f
∂x = 0} at the

point q. The equation { ∂ f
∂x = 0} determines a curve of degree d − 1 in P

2 so the total
intersection multiplicity of this curve with C is d(d − 1) by Bézout’s theorem. By
hypothesis there are no points in { ∂ f

∂x = 0} ∩ C on the line at infinity {Z = 0}.
By the Riemann–Hurwitz theorem (E.2.18) it follows that

g(C) = −d + 1 + 1

2

∑

q∈C
bπp (q) = 1

2
(d − 2)(d − 1) .

�

Remark 1.6.18 An important consequence of the genus formula is the existence of
projective curves that cannot be embedded in the projective plane. For example, an
irreducible smooth curve of genus 2 cannot be embedded as a non-singular plane
curve, since for all d ∈ N

∗, 1
2 (d − 2)(d − 1)) 	= 2 (Table1.1).

1.7 Umbrellas

We end this chapter with a series of images showing some remarkable singular real
algebraic varieties appearing in the article [FHMM16]. These surfaces are called
umbrellas because their real locus consists of a two-dimensional surface attached
to a one-dimensional handle. The first two umbrellas in this list are well known to
experts in the field, the others are new.

Remark 1.7.1 Despite appearances, all the umbrellas in this list are irreducible in
the Zariski topology

Whitney’s Umbrella

This is the subvariety of R
3 whose equation is

zx2 = y2 (Figure 1.4).
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Fig. 1.4 Whitney’s umbrella

The line {x = y = 0} is the real singular locus of the surface. The half-line {x = y =
0, z � 0} is contained in the Euclidean closure of the non singular locus which is
simply the open surface {zx2 = y2, x 	= 0, y 	= 0}. The half line {x = y = 0, z < 0}
is contained in the Zariski closure of this surface, but not in its Euclidean closure
(Figure1.4).

Cartan’s Umbrella

This is the subvariety of R
3 whose equation is

z(x2 + y2) = x3 (Figure 1.5).

Once again, the line {x = y = 0} is the real singular locus of this variety, but this
time only the point {x = y = z = 0} is contained in the Euclidean closure of the non
singular locus {z(x2 + y2) = x3, x 	= 0, y 	= 0} (Figure1.5).
Kollár’s Umbrella

This is the subvariety of R
3 whose equation is

x2 + y2z2 − y3 = 0 (Figure 1.6).

see [KN15]).
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Fig. 1.5 Cartan’s umbrella

Fig. 1.6 Kollár’s umbrella

As for the two next examples, the real singular locus of this umbrella is the line
{x = y = 0} and on this line only the point {x = y = z = 0} is contained in the
Euclidean closure of the non singular locus, which is given by Reg = {x2 + y2z2 −
y3 = 0, x 	= 0, y 	= 0} (Figure1.6).
Cuspidal Umbrella

This is the subvariety of R
3 whose equation is (Figure1.7)

x2 − y2(y3 − z2) = 0 (Figure 1.7).
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Fig. 1.7 Cuspidal umbrella

Fig. 1.8 Horned umbrella

Horned Umbrella

This is the subvariety of R
3 whose equation is

x2 + y2
(
(y − z2)2 + yz3

) = 0 (Figure 1.8)

which expands to (Figure1.8)

x2 + y4 + y2z4 + y3z3 − 2y3z2 = 0 .
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1.8 Solutions to exercises of Chapter 1

1.2.2Consider for example the set F := {
(x, y) ∈ K 2 | x − y = 0

}
, which is closed

in the Zariski topology on A
2(K ). Its complement U := {

(x, y) ∈ K 2 | x 	= y
}
is

not open in the product topology. Any open set in the product topology contains a
product of open sets in A

1(K ), i.e. a product of complements of finite subsets of K .

1.2.91. The setU is quasi-algebraic if and only ifU is an open set in an algebraic set
F (i.e. a Zariski closed subset of A

n(K ) or P
n(K ) for some n) which by definition of

the induced topology is true if and only if there is an open set V in A
n(K ) or P

n(K )

such that U = V ∩ F , i.e. U is a locally closed subset of A
n(K ) or P

n(K ).
2. If U is an open subset of U then by definition of the induced topology there is

an open set V of the larger space such that U = V ∩U so U is locally closed. We
prove the converse by showing that ifU is a locally closed subset of the larger space
then there is an open set V such that U = V ∩U , which implies that U is open in
U .

By 1 we haveU = V ∩ F for some open V and closed F and henceU ⊂ V ∩U
since U ⊂ V and U ⊂ U . Conversely, U ⊂ F and F is closed so U ⊂ F , hence
V ∩U ⊂ V ∩ F = U .

1.2.141. For any x ∈ F and any f ∈ I(F) we have that f (x) = 0 by definition of
I(F) so x ∈ Z(I(F)). Conversely if x ∈ Z(I(F)) and F = Z(( f1, . . . , fl)) for
some family fi ∈ K [X1, . . . , Xn] then the polynomials fi belong to I(F) so for any
i = 1 . . . n we have that fi (x) = 0 and hence x ∈ F .

2. Consider n = 1 and I = (x2), for example. We then have that Z(I ) = {x ∈
A

1(K ) | x2 = 0} = {0} and I(Z(I )) = (x) 	= I .
3. Consider K = R and I = (x2 + y2 + 1), for example. We then have that

I(Z(I )) = I(∅) = R[x, y].
1.2.21 We will give the solution to the exercise for affine space. The solution for
projective space is similar.

1.a. Let F and G be two Zariski-closed subsets such that A
n(K ) = F ∪ G. We

will prove that at least one of these two subsets is the whole space. There are
polynomials f, g ∈ K [X1, . . . , Xn] such that F ⊂ Z( f ) and G ⊂ Z(g) and hence
A

n(K ) = Z( f ) ∪ Z(g) = Z( f g). If both subspaces are not strict we can assume
that f and g are non-zero. The field K is infinite so Z( f g) = A

n(K ) implies that
f g ≡ 0 and hence either f = 0 or g = 0 from which it follows that either F or G is
equal to A

n(K ).
2. If K = {α1, . . . ,αr } then f = �1�i�n

1� j�r
(xi − α j ) satisfies A

n(K ) = Z( f ) and

f 	= 0. It follows that A
n(K ) = ∪i, jZ(xi − α j ).

1.2.32 See the solution of Exercise 1.2.14(1) for a proof of the fact that the given
condition is sufficient. (The argument given in this exercise remains valid forP

n(K )).
The condition is obviously necessary.

1.2.37 We will show that the inverse image of any closed set in A
1(K ) is closed

in U . A closed set in A
1(K ) is either a finite set of points or the whole of A

1(K ).
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It is therefore enough to show that f −1(y) = {x ∈ U | f (x) = y} is closed16 in U
for any y ∈ A

1(K ). This is a local condition so we may assume that U ⊂ A
n(K ) is

an open set and consider an open set V in U on which f can be represented as g
h

where g, h ∈ K [X1, . . . , Xn] are such that for all x ∈ V, h(x) 	= 0.We then have that
f −1(y) ∩ V = {x ∈ V | g(x)

h(x) = y}, but g(x)
h(x) = y if and only if (g(x) − yh(x)) = 0.

It follows that f −1(y) ∩ V = Z(g − yh) ∩ V which is closed in V and hence f −1(y)
is closed in U .

1.2.42 We note that the image of a polynomial function which does not vanish at x
under the natural injection K [X1, . . . , Xn] → OAn(K ),x which sends f to the class
of the pair (An(K ), f ) is invertible inOAn(K ),x because if f (x) 	= 0 then 1

f is regular
on the neighbourhood D( f ) of x . It follows that there is a morphism

ϕ : K [X1, . . . , Xn]mx → OAn(K ),x

which sends the class of g
h to the class of the pair (D(h),

g
h ). This morphism is

injective because K [X1, . . . , Xn] → OAn(K ),x is injective.17 We now consider an
element of OAn(K ),x represented by a pair (U, f ). By definition of a regular map,
there is a neighbourhood V ⊂ U of x and polynomials g, h ∈ K [X1, . . . , Xn] such
that h does not vanish on V and g

h = f on V . The fraction g
h represents an element

of K [X1, . . . , Xn]mx whose image under ϕ is equivalent to f .

1.2.511. The function f is regular on K 2 \ Z(x2 + y2 + 1) but is not polynomial—if
there were a p ∈ K [x, y] such that ∀(x, y) ∈ K 2 \ Z(x2 + y2 + 1) then we would
have p(x, y) = 1

x2+y2+1 and hence p(x, y)(x2 + y2 + 1) = 1 which is impossible
since for any given y we would have degy p + 2 = 0 (note that K is algebraically
closed and hence infinite.)
2. See 1, noting that in this case Z(x2 + y2 + 1) = ∅.

1.2.561. As ϕ : F1 → F2 is a morphism for any U ⊂ F2 and any regular function
f ∈ OF2(U ) we have that f ◦ ϕ ∈ OF1(ϕ

−1(U )). In particular for any global regu-
lar function f ∈ OF2(F2), f ◦ ϕ ∈ OF1(F1)—or in other words, by Theorem 1.2.50
for any f ∈ P(F2) we have that f ◦ ϕ ∈ P(F1). Apply this to the functions yi |F2
for i = 1 . . .m. We then have that yi ◦ ϕ ∈ P(F1) or in other words there are func-
tions fi ∈ K [x1, . . . , xn] such that for any (x1, . . . , xn) ∈ F1, yi ◦ ϕ(x1, . . . , xn) =
fi (x1, . . . , xn). The result follows.
2. Similarly, it follows from Theorem 1.2.52 that for any f ∈ S−1

F2
P(F2) we have

that f ◦ ϕ ∈ S−1
F1
P(F1) (where SFk = {h ∈ P(Fk) | ∀x ∈ Fk, h(x) 	= 0}). Consider

the functions yi |F2 for any i = 1 . . .m. We then have that yi ◦ ϕ ∈ S−1
F1
P(F1) or in

any words for any i = 1 . . .m there are polynomial functions gi ∈ R[x1, . . . , xn] and
hi ∈ R[x1, . . . , xn] such that for any point (x1, . . . , xn) ∈ F1, hi (x1, . . . , xn) 	= 0 and
yi ◦ ϕ(x1, . . . , xn) = gi (x1,...,xn)

hi (x1,...,xn)
. The result follows.

16Which would be obvious if the topology were Hausdorff!
17The localisation S−1A is a flat A-module by the universal property of localisation-, see Proposi-
tion A.3.2.
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1.2.581 and2 and3.Denote by H := Z(xy − 1) ⊂ A
2(K ). Themap K \ {(0, 0)} →

H , x �→ (x, 1
x ) is an isomorphism.

Similarly, if A and B are matrices in Mn then the coefficients of the matrix
AB − In are polynomials in the coefficients of A and B.We setH := Z(AB − In) ⊂
Mn × Mn � K 2n2 . The map GLn(K ) → H, A �→ (A, A−1) is an isomorphism.

Note that K ∗ and GLn(K ) are special cases of principal open sets—see
Exercise 1.2.60 (1)—where the function f is given by f : z �→ z, respectively
f : A �→ det A.

1.2.591. Let d be the degree of H , i.e. H = Z( f ) for some homogeneous polynomial
f of degree d. Consider the degree d Veronese embedding, ϕd : P

n(K ) → P
N (K )

where N = (n+d
n

) − 1 which sends (x0 : · · · : xn) to the N + 1-tuplet of all degree d
monomials in the n + 1 variables x0, . . . , xn . The image ϕd(H) is then the intersec-
tion of a hyperplane H0 inP

N (K )with the image ofϕd and viaϕd , the setPn(K ) \ H
is a closed set inP

N (K ) \ H0. The result follows because the complement of a hyper-
plane is affine. Indeed, consider coordinates onP

N (K ) such that H0 is the hyperplane
of equation x0 = 0. The map

P
N (K ) \ H0 −→ A

N (K )

(x0 : · · · : xN ) �−→ ( x1x0
, . . . , xN

x0
)

is then an isomorphism.
2. To prove that U := A

2(K ) \ {(0, 0)} is not affine, we prove that OA2(K )(U ) is
isomorphic to K [x, y] or in other words that every regular function on U extends to
a regular function on A

2(K ). We cover U with the two open sets U1 := D(x) and
U2 := D(y). Let f : U → K be a regular set. The restriction of f toU1 is then of the
form g1

xn for some polynomial g1 ∈ K [x, y] and some natural number n. Moreover
we can assume that xn does not divide g1. Similarly, f = g2

ym on U2. Since their
restrictions coincide on U1 ∩U2 we have that xng2 = ymg1. By the uniqueness of
decompositions into irreducible elements in the factorial ring K [x, y] we deduce
that n = m and g1 = g2, from which the theorem follows.

3. Theorem 1.2.53 tells us that the only regular functions on an irreducible (or
indeed connected) projective algebraic variety are the constant functions and the
Nullstellensatz A.5.12 (or its consequence Theorem 1.2.50) tells us that any affine
set whose only regular functions are the constant functions is a point.

1.2.601. Consider the affine algebraic set

Z := {x ∈ Kn+1 |
∀g ∈ I(F), g(x1, . . . , xn) = 0 and xn+1 f (x1, . . . , xn) − 1 = 0}.

By Exercise 1.2.56 it is clear that the restriction to Z of the projection (x1, . . . , xn,
xn+1) �→ (x1, . . . , xn) is an isomorphism to D( f ) inducing an isomorphism of K -
algebras R(Z)

�−→ OF (D( f )).
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Let β : R(F)[ 1
f ] → R(Z) be the following morphism. For any h = ∑d

i=0 hi (
1
f )

i

where each hi ∈ R(F) the image of h underβ is (Z , x �→ ∑d
i=0 x

i
n+1hi (x1, . . . , xn)).

This morphism is injective, since if

d∑

i=0

xin+1hi (x1, . . . , xn)) ≡ 0

on Z then for any i we have that hi ≡ 0 on F because K is infinite. Con-
sider an element a ∈ R(Z) and a point x ∈ Z . There is a neighbourhood U of
x in Z such that a = b

c on U where b, c ∈ P(Z) and c does not vanish at any

point of U . We can decompose b(x1, . . . , xn, xn+1) = ∑d1
i=0 x

i
n+1bi (x1, . . . , xn) and

c(x1, . . . , xn, xn+1) = ∑d2
i=0 x

i
n+1ci (x1, . . . , xn). Since f is an invertible regular

function onD( f ) we have that a = b′
c′ onU where for any x = (x1, . . . , xn, xn+1) ∈

Z we set b′(x) = ∑d1
i=0 f (x1, . . . , xn)d2−i bi (x1, . . . , xn) and c′(x) = ∑d2

i=0
f (x1, . . . , xn)d2−i ci (x1, . . . , xn). By construction c′ is contained in P(F) and does
not vanish at any point of U and b′ ∈ P(F)[ 1

f ]. If we can show that it is possible
to take U = F then the proof is complete. We know that this is possible in two
cases—if K is algebraically closed by Theorem 1.2.50 or if K is a real closed field
(Definition A.5.18) by Theorem 1.2.52.

2. We have thatD( f ) � {(x, y, z) ∈ A
3(R) | z(x2 + y2) − 1 = 0}. In particular,

A
2(R) \ {(0, 0)} is affine, which is not the case for A

2(K ) \ {(0, 0)} for any alge-
braically closed field K .

1.2.681. Let P be an irreducible polynomial of degree 2. IfZ(P) 	= ∅ then I(Z(P))

is a prime ideal and Z(P) is irreducible by Proposition 1.2.30.
2. Let A := Z(y − x2) be a parabola and let B := Z(xy − 1) be a hyper-

bola. We have that A(A) = K [x, y]/(y − x2) � K [x, x2] � K [x] and A(B) =
K [x, y]/(xy − 1) � K [x, 1

x ] which is the localisation of K [x] at x . Any morphism
of K -algebras h : K [x, 1

x ] → K [x] must send x to a constant because x is invertible
in K [x, 1

x ]. It follows that h is not surjective and cannot be an isomorphism. The two
curves A and B are therefore not isomorphic.

3a. Since K is algebraically closed any symmetric matrix S with coefficients in
K is congruent to a diagonal matrix S = t PDP . Any degree 2 polynomial in three
variables is therefore isomorphic to x2 + y2 + z2 or x2 + y2 or x2 after a linear
change of variables. These last two polynomials are reducible so any projective
conic defined by an irreducible polynomial is therefore isomorphic to Z(xz − y2)
which is the image of P

1(K ) under the degree two embedding P
1(K ) → P

2(K ),
(u : v) �→ (u2 : uv : v2).

3b. Set U := A
1(K ) \ {0}. We have that �(A1(K ),OA1(K )) = K [x]. Since U is

an open set in A
1(K ) we have the following equality of sheaves

OU = OA1(K )|U .
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Fig. 1.9 Projective complex conics. By convention, a double curve is represented by a thickened
line. From left to right: r = 1, x2 = 0, r = 2, x2 + y2 = 0, r = 3, x2 + y2 + z2 = 0

It follows that
OU (U ) = OA1(K )(U )

which by Exercise 1.2.60 is equal to K [x]x = K [x, 1
x ] which is not isomorphic to

K [x]. The result follows by Corollary 1.2.65.
3c. Let P ∈ K [x, y] be a degree 2 irreducible polynomial and consider C :=

Z(P). Its projective closure is Ĉ = Z(Q) ⊂ P
2(K ) where Q ∈ K [x, y, z] is the

irreducible homogeneous polynomial z2P( xz ,
y
z ). The intersection of the projective

conic Ĉ with the line at infinity L := Z(z) is determined by the two variables homo-
geneous polynomial Q(x, y, 0) which factors as the product of two polynomials of
degree 1. If Q(x, y, 0) has a double root then Ĉ meets Z(z) in a unique point and
C = Ĉ \ {pt.} � P

1(K ) \ {∞} � A
1(K ) by (3a). Likewise, if Q(x, y, 0) has two

distinct roots then C is isomorphic to P
1(K ) minus two points, or in other words

A
1(K ) minus a point. Changing the coordinates so this point is at 0, we get the

coordinate ring A(C) = K [x, 1
x ]. See the second line of Figure 1.10.

4a. The classifying invariant is the rank r of the quadratic polynomial. This can
be equal to 1, 2 or 3 and after linear change of coordinates the associated conics are
given by equations x2 = 0 (a double projective line), x2 + y2 = 0 (two projective
lines meeting in a point) or x2 + y2 + z2 = 0 (an irreducible projective conic). See
Figure 1.9.

4b. Removing a point from a projective line leaves an affine line. Considering
all possible intersections between the projective conics in the above classification
and the line at infinity yields the following list: a double affine line, two affine lines
meeting in a point, two parallel affine lines, an irreducible affine conic which may be
an ellipse or a parabola. See Figure 1.10. (Linear changes of coordinates have been
used to make these diagrams clearer.)

5a. Consider the projective real conicsC1 := Z(x2 + y2 + z2) andC2 := Z(x2 +
y2 − z2). The first is empty and the second is a circle so they are not isomorphic.

Any symmetric matrix with real coefficients is diagonalisable in an orthonormal
basis so any irreducible homogeneous polynomial of degree 2 in three variables
with non-empty zero locus can be written x2 ± y2 ± z2 after linear change of basis.



1.8 Solutions to exercises of Chapter 1 61

L

L

L

L
L

Fig. 1.10 Affine complex conics. L is the line at infinity—the actual affine conic is the complement
of L . In order: a double affine line, two affine lines meeting in a point, two parallel affine lines, an
ellipse and a parabola

Fig. 1.11 Real projective conics. By convention, non-real curves are drawn as dotted lines. From
left to right: x2 = 0, x2 + y2 = 0, x2 − y2 = 0, x2 + y2 + z2 = 0, x2 + y2 − z2 = 0. Real locus:
a real projective double line, an isolated real point, two non-parallel real projective lines, ∅, an
ellipse

Permuting coordinates, any real projective irreducible conic is thus isomorphic toC1

or C2, cf. the two right hand conics in Figure 1.11.
5b. Consider the real affine conics A := Z(x2 − y), B := Z(xy − 1), C1 :=

Z(x2 + y2 + 1), C2 := Z(x2 + y2 − 1) et C3 := Z(x2 − y2 − 1). The set C1 is
empty. C2 is compact and connected, C3 is neither compact nor connected, A is
not compact but is connected and C3 is isomorphic to B via the change of variables
(x, y) �→ (x − y, x + y).

Let C be an affine conic defined by an irreducible polynomial and let Ĉ be its
projective completion. If Ĉ is empty it is isomorphic to Z(x2 + y2 + z2) and C is
isomorphic to C1. If Ĉ is non empty then as in (c) we consider its intersection with
the line at infinity Z(z). This intersection may be empty (two imaginary points): C
then isomorphic to C2. It may contain one real point, in which case C is isomorphic
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L

L

L

L

L

L
L

L

L
L

Fig. 1.12 Real affine conics. L is the line at infinity and the actual affine conic is the complement
of L . Real locus in order: an affine double line, an isolated real point, ∅, two non-parallel affine
lines, two affine parallel lines, ∅, ∅, an ellipse, a hyperbola, a parabola

to P
1(R) minus a point, which is isomorphic to A. Finally, the intersection may

contain two real points, so C is isomorphic to A
1(R) minus a point, in which case C

is isomorphic to B � C3. Compare with the last two lines of Figure 1.12.
5c. The real classifying invariant is the signature (s+, s−) of the quadratic polyno-

mial. (The rank r is then given by r = s+ + s−). Permuting variables, there are five
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possibilities for the conic: {(1, 0), (0, 1)}, {(2, 0), (0, 2)}, {(1, 1)}, {(3, 0), (0, 3)},
{(2, 1), (1, 2)} corresponding respectively, after linear change of variables, to x2 = 0
(a real projective double line), x2 + y2 = 0 (two imaginary projective lines meet-
ing in one real point), x2 − y2 = 0 (two real projective lines meeting in one real
point), x2 + y2 + z2 = 0 (an irreducible projective conic without real points) and
x2 + y2 − z2 = 0 (an irreducible projective conic with real points). See Figure 1.11.

5d. We argue as in the complex case, see Figure 1.12.

1.2.801. This follows immediately from Corollary 1.2.79, K (An(K )) = Frac
P(An(K )) = Frac K [X1, . . . , Xn].

2. Consider the inclusion map i : A
n(K ) ↪→ P

n(K ), (x1, . . . , xn) �→ (1 : x1 :
· · · : xn). The set i(An(K )) is a dense open set in P

n(K ), since it is a non-empty
open set in P

n(K ) which is irreducible since K is infinite by Exercise 1.2.21(1), so
by Proposition 1.2.71, K (Pn(K )) = K (An(K )).

3a. It is immediate that P( f1, f2) = 0 in K ( f1, f2), so f2 is algebraic over K ( f1)
and hence K (C) = K ( f1, f2) is a finite degree extension of K ( f1). Similarly, K (C)

is a finite degree extension of K ( f2).
If f1 is transcendental over K then K ( f1) � K (x) � K (X). If f1 is algebraic

over K then f2 is transcendental over K by the hypothesis on the degree of P and
K ( f2) � K (y) � K (X).

3b. This follows from Corollary 1.2.79 and the Nullstellensatz. See Corol-
lary A.5.13.

1.3.151. This is an immediate corollary of Proposition 1.2.61.
2.We use the same notation as in the definition: X = Z(J ) \ Z(I ). Let f and g be

two functions in I(Z(I )). We then have that D( f ) ∩ D(g) ∩ Z(J ) = X \ (Z( f ) ∪
Z(g)) = X \ ( f g).

3. All open sets in X are of the form X \ Z(L) for some ideal L in K [X0, . . . , Xn].
Let { f1, . . . , fl} be a set of generators of L . We then have that Z(L) = ∩l

i=1Z( fi )
so X \ Z(L) = ∪l

i=1D( fi ). Note that if X is affine then OX (X \ Z(L)) = ∩l
i=1OX

(D( fi )).
4. See [Ser55a, Proposition 1, page 234].

1.3.24 It is clear that the relationship∼ is reflexive and symmetric.We now show that
it is transitive: suppose that (U,ϕU ) ∼ (V,ϕV ) and (V,ϕV ) ∼ (W,ϕW ). We then
have that ϕU |U∩V = ϕV |U∩V and ϕV |V∩W = ϕW |V∩W from which it follows that
ϕU |U∩V∩W = ϕW |U∩V∩W . But V is dense in X so U ∩ V ∩ W is dense in U ∩ W
and hence ϕU |U∩W = ϕW |U∩W or in other words (U,ϕU ) ∼ (W,ϕW ).

1.3.25We use that same argument as in Exercise 1.2.56: pulling back the coordinate
functions yields regular functions on some dense open set in X , namely the open set
on which ϕ is defined. If this open set is written in the formU = X \ Z(I ) for some
ideal I generated by f1, . . . , fk then U = ∪k

i=1D( fi ).

1.4.4 In fact the Euclidean topology is the coarsest topology for which all Zariski-
continuous functions f are continuous with respect to the Euclidean norm on the
target space.
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1.5.14ByLemmaA.2.9, IR := I ∩ R[X1, . . . , Xn] is a prime ideal inR[X1, . . . , Xn]
and I = IR ⊗ C[X1, . . . , Xn] byhypothesis. For any chain of prime ideals of length l,
IR = J0 � J1 � · · · � Jl � R[X1, . . . , Xn] we have that I = J0 ⊗ C[X1, . . . , Xn]
� J1 ⊗ C[X1, . . . , Xn] � · · · � Jl ⊗ C[X1, . . . , Xn] � C[X1, . . . , Xn] is a chain of
prime ideals of length l. It follows that dim IR � dim I by Exercise 1.5.13(1).

1.5.50 Let U ⊂ X be a non-empty affine open set. As X is irreducible, U is
dense and hence K (X) = K (U ) by Proposition 1.2.71. As dim X = dimU by
Remark 1.5.44, we simply apply Theorem 1.5.5 to the ring of affine coordinates
of U .



Chapter 2
R-Varieties

In the introduction to Chapter1 we warned the reader that our category of real
algebraic varietieswas insufficient for certain purposes. In this chapter we introduce
complex varieties with a conjugation map, which Atiyah [Ati66] calls “real spaces”.

In this introduction we will assume for simplicity that our varieties are projective.
Let X ⊂ P

n(C) be a complex algebraic set defined by real homogeneous equations.
The set V ⊂ P

n(R) of real solutions to these equations, which is simply X ∩ P
n(R),

is then a real algebraic set. Both X and V are sometimes called real varieties in
the literature, depending on the type of problem being studied. It is tempting to
distinguish the objects V and X by calling V a real algebraic variety (as in Chapter1)
and X an algebraic variety defined over R. Some authors make this distinction—see
[BK99, Hui95] for example—but not all—see [Sil89, DIK00] for example. It is fairly
common to consider that a “real algebraic variety” and an “algebraic variety defined
over R” are the same thing, namely a complex algebraic variety which has a set of
real defining equations, or alternatively, a complex variety stable under conjugaison.

In practice we can mostly specify which point of view we are using on a case
by case basis, since many problems require just one point of view or the other.
Occasionally, however, we will need to jump between definitions in the course of a
single argument. We have chosen to call a pair of a complex algebraic variety and
a conjugation map an algebraic R-variety (see Definition 2.1.10) and reserve the
expression real algebraic variety for algebraic subsets of P

n(R). Note that the “real
varieties” defined in [Sil89, I.2] and [DIK00] are our R-varieties.

This chapter deals with R-varieties and their relationship with the real algebraic
varieties defined in the previous chapter. After definingR-varieties and studying their
main properties in Section2.1, we explain to what extent an R-variety determines a
real algebraic variety in Section2.2. In the subsequent section we will consider the
following question: given a real algebraic variety, does it determine an R-variety?
We end Section2.2 with a summary of the logical relations between real algebraic
varieties, R-varieties and schemes over R, achieving thereby one of the goals stated
in the Introduction. The final part of this chapter deals with refinements and conse-
quences of this theory. Section2.5, which is technically difficult and can be skipped
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on first reading, deals with sheaves and bundles, Section2.6 deals with divisors and
Section2.7 deals with R-plane curves.

2.1 Real Structures on Complex Varieties

In this section we introduce complex varieties to the study of real varieties. The
following example illustrates their usefulness: further on, Example2.1.29 illustrates
the usefulness of abstract real structures on complex varieties.

Example 2.1.1 (Continuation of Example1.5.20) Let us return to the real irre-
ducible algebraic variety F := Z(x2 + y2) ⊂ A

2(R) which is an isolated point
(0, 0). Consider the algebraic set X := ZC(x2 + y2) ⊂ A

2(C) which is a reducible
complex curve. The restriction of σ : (x, y) �→ (x, y) to X is an involution sending
X to itself: its set of fixed points is F = Xσ = {(0, 0)}. The complex algebraic curve
X has a unique real point. The point (0, 0) is the intersection of the two irreducible
components ZC(x − iy) and ZC(x + iy) and it is the only real point of X . We have
dim X = 1 and dim F = 0.

Going further, consider the variety V := Z(x2 + y2 − z) ⊂ A
3(R) and the mor-

phism π : V → A
1(R), (x, y, z) �→ z. For any z0 ∈ A

1(R) the fibre π−1(z0) is an
algebraic subset of the affine plane Z((z − z0)) � A

2(R). If z0 > 0, π−1(z0) is a
non singular real curve; π−1(0) � F on the other hand is a point and for all z0 < 0,
π−1(z0) is empty. Consider Y := ZC(x2 + y2 − z) ⊂ A

3(C) and πC : Y → A
1(C),

(x, y, z) �→ z. For any z0 the preimage π−1
C

(z0) is an algebraic subset of the affine
plane Z((z − z0)) � A

2(C). Consider a point z0 ∈ A
1(R) ⊂ A

1(C). If z0 > 0 then
π−1
C

(z0) is a non singular complex curve whose real locus is a non singular real curve.
If z0 = 0 then π−1

C
(0) � X is a singular complex curve whose real locus is a point.

If z0 < 0 then π−1
C

(z0) is a non singular complex curve whose real locus is empty.

The complex variety Y provides a deeper understanding of this example. The real
variety V can be recovered as the set of fixed points of the involution defined by
complex conjugation on C

3. More generally, we will seek to imitate the standard
conjugation map. On A

n(C) = C
n we denote by σA := σAn the involution

σA :
{

A
n(C) −→ A

n(C)

(z1, . . . , zn) �−→ (z1, . . . , zn) .

In particular, for any z ∈ C, σA1(z) = z. Similarly, on P
n(C) we denote by σP :=

σPn the standard conjugation map

σP :
{

P
n(C) −→ P

n(C)

(x0 : x1 : · · · : xn) �−→ (x0 : x1 : · · · : xn) .

We can recover R
n ⊂ C

n as the set of fixed points of σAn and the real projec-
tive plane P

n(R) ⊂ P
n(C) as the set of fixed points of σPn . We will generalise this
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situation to an arbitrary (algebraic or analytic) complex variety. In other words, we
will introduce real structures (analogues of σA and σP) on complex varieties: see
Definition2.1.10 for more details. We note immediately that for general X ⊂ C

n it
is not enough to consider the restriction of σA to X for two reasons. Firstly, we have
to require that this restriction induces a morphism from X to X (i.e. σA(X) ⊂ X ).
Secondly, a given complex variety X can have several different real forms (see Def-
inition2.1.13) corresponding to different real structures. In other words, there are
pairs of complex varieties X1 and X2 defined by real polynomials which are iso-
morphic as complex varieties but do not have an isomorphism defined over R: see
Example2.1.29 for an example.

Let f be a holomorphic function (such as a polynomial) defined in a neighbour-
hood of z0 = (z0,1, . . . , z0,n) ∈ C

n by

f (z) =
∑
k∈Nn

ak(z1 − z0,1)
k1 . . . (zn − z0,n)

kn .

There is then a conjugate holomorphic function of f , denoted σ f , defined in a
neighbourhood of z0 = (z0,1, . . . , z0,n) ∈ C

n by

σ f (z) =
∑
k∈Nn

ak(z1 − z0,1)
k1 . . . (zn − z0,n)

kn

or in other words σ f = f ◦ σAn = σA1 ◦ f ◦ σAn . If F is a subset of C
n defined by

the vanishing of the functions f1, . . . , fk then

F := {z ∈ C
n|σAn (z) ∈ F}

is the set of common zeros of the functions σ f1, . . . , σ fk . It follows that if F ⊂ A
n(C)

is a complex algebraic affine set then F ⊂ A
n(C) is also a complex algebraic affine

set.

Remark 2.1.2 Note that σ f and f are not the same thing. If f is a holomorphic
function then σ f is also holomorphicwhereas f = σA ◦ f anti-holomorphic. Passing
from f to σ f simply involves conjugating coefficients. If f is a polynomial then σ f
is also a polynomial, unlike f . The coefficients of the polynomial f are real if and
only if σ f = f .

Exercise 2.1.3 (Sheaf on a conjugate algebraic set)

1. LetO be the sheaf of regular functions on A
n(C) (resp. Pn(C)). We define a sheaf

σO on A
n(C) (resp. P

n(C)) by setting

σO(U ) := {
σ f | f ∈ O(U )

}
.

for every open set U in A
n(C) (resp. P

n(C))
Prove that σO = O.
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2. Let F ⊂ A
n(C) be an affine algebraic set. The sheaf of regular functions on F

is denotedOF and the sheaf of regular functions on F is denoted OF (These are
sheaves deduced fromO: equipped with these sets, F and F are sub-varieties of
A

n(C)—see Definition1.3.7 and Example1.3.8).
Prove that if F = F then σOF := (σO)F is a sheaf on F which is equal to OF

by the above. We then say that OF is an R-sheaf: see Definition2.2.1 for more
details.

Proposition 2.1.4 Let X ⊂ A
n(C) be an algebraic set. The restriction of σAn to X

is an involution of X if and only if X can be defined by real polynomials.
Let X ⊂ P

n(C) be an algebraic set. The restriction of σPn to X is an involution of
X if and only if X can be defined by real homogeneous polynomials.

Proof If X = Z(P1, . . . , Pl) then by definition we have that X = Z(σ P1, . . . , σ Pl)
and the restriction σA|X is an endomorphism of X if and only if X = X . Suppose
that X = X . We then have that Z(P1, . . . , Pl) = Z(σ P1, . . . , σ Pl) = Z( 12 (P1 +
σ P1), . . . ,

1
2 (Pl + σ Pl),

1
2i (P1 − σ P1), . . . ,

1
2i (Pl − σ Pl)). The proposition follows

on noting that for any polynomial P with complex coefficients the polynomials
1
2 (P + σ P) and 1

2i (P − σ P) have real coefficients. The converse is immediate.
Similarly, if X is a projective algebraic variety defined in P

n(C) by homogeneous
polynomial equations

P1(z0, . . . , zn) = · · · = Pl(z0, . . . , zn) = 0 ,

then the variety X defined by σ
An+1 P1(z0, . . . , zn) = · · · = σ

An+1 Pl(z0, . . . , zn) = 0
is an algebraic subvariety of P

n(C). It is easy to check that if P is a homogeneous
polynomial then 1

2 (P + σ P) and 1
2i (P − σ P) are homogenous polynomials The

restriction of σP to X is therefore an endomorphism of X if and only if X can be
defined by real homogeneous polynomials. �

Before generalising the above to abstract varieties we need the following defini-
tion.

Definition 2.1.5 Let L be a sheaf of complex functions over a topological space X .
The anti-sheaf L of L is defined over any open set U in X by

L(U ) := { f := σA ◦ f | f ∈ L(U )} .

More generally, let X be a topological space and let L be a sheaf of maps to C
n .1

We define the sheaf L over any open set U of X by

L(U ) := { f := σAn ◦ f | f ∈ L(U )} .

1Note that L is no longer a sheaf of rings, but a sheaf of vector spaces.
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Definition 2.1.6 Let (X,OX ) be a complex algebraic variety (resp. a complex ana-
lytic space2). The conjugate variety (resp. the conjugate analytic space) of X is
defined to be the topological space X equipped with the anti-sheaf of OX

X := (X,OX ) .

Exercise 2.1.7 If F is the subset of C
n defined by the vanishing of functions

f1, . . . , fk then F := {z ∈ C
n|σAn (z) ∈ F} is the vanishing locus of the functions

σ f1, . . . , σ fk . If F ⊂ A
n(C) is a complex affine algebraic set then F is a complex

affine algebraic set and σA induces an isomorphism of varieties from (F,OF ) to the
conjugate variety (F,OF ).

Let (X,OX ) and (Y,OY ) be complex algebraic varieties (resp. complex analytic
spaces). In particular, OX and OY are sheaves of complex valued functions. Recall
that a map ϕ : X → Y is regular (resp. holomorphic) if and only if it is continuous
and for any function f ∈ OY (V ) the function f ◦ ϕ belongs to OX (ϕ−1(V )). (See
Definition1.3.4).

Definition 2.1.8 A map ϕ : (X,OX ) → (Y,OY ) is anti-regular (resp. anti-
holomorphic) if and only if it is continuous and for every open set V in Y and
every function f ∈ OY (V ) the function f ◦ ϕ belongs to OX (ϕ−1(V )).

Remark 2.1.9 If X is a complex algebraic variety (resp. complex analytic space)
andOX is its sheaf of regular functions (resp. holomorphic functions) the anti-sheaf
OX is the sheaf of anti-regular (resp. anti-holomorphic) functions. A continuous
map ϕ : X → Y is anti-regular (or anti-holomorphic) from (X,OX ) to (Y,OY ) if
and only if it is regular (or holomorphic) when considered as a map from (X,OX )

to the conjugate variety (Y,OY )—see Exercise2.1.7.

As promised in the introduction, we now generalise the involutions σA and σP

to complex varieties. (We invite the reader to compare this definition with Atiyah’s
“real structures on a bundle” in [Ati66].)

Definition 2.1.10 (Real structure) A real structure on a complex algebraic variety
(resp. complex analytic space) X is an anti-regular (resp. anti-holomorphic) global
involution σ on X .

Examples 2.1.11 (Basic examples)

1. σA on A
n(C);

2. σP on P
n(C);

3. (x : y) �→ (−y : x) on P
1(C).

2In complex analytic geometry the term variety is usually only used for non singular complex
analytic spaces see AppendixD.
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Definition 2.1.12 (R-variety) In short, we will say that a pair (X, σ ) is an R-variety
if X is a complex variety and σ is a real structure on X . If necessary we will specify
whether (X, σ ) is an algebraic R-variety or analytic R-variety. On occasion we will
wish to authorise our analytic varieties to be singular: we will then call them analytic
R-spaces.

Definition 2.1.13 An R-variety (X, σ ) is also called a real form of the complex
variety X .

Example 2.1.14 Real forms of Lie groups provide a rich family of examples. See
[MT86] for more details.

Remark 2.1.15 Generalising R-varieties to complex analytic varieties is particu-
larly useful when studying real K3 surfaces (Definition4.5.3), 2-dimensional com-
plex R-toruses (Definition4.5.22), real elliptic surfaces (Definition4.6.1) and real
Moishezon varieties (Definition6.1.4).

Remark 2.1.16 Let (X, σ ) be an R-variety and let U ⊂ X be an open affine set.
The set σ(U ) is then also an open affine set, since σ is a homeomorphism. Moreover,
if ϕ : U → A

n(C) is an embedding of U as an affine algebraic variety of ideal I =
(P1, . . . , Pl) ⊂ C[X1, . . . , Xn] then σA ◦ ϕ ◦ σ : σ(U ) → A

n(C) is an embedding
of σ(U ) as an affine variety of ideal σ I = (σ P1, . . . , σ Pl) ⊂ C[X1, . . . , Xn].
Definition 2.1.17 A pair (Y, τ ) is an R-subvariety of (X, σ ) if and only if Y ⊂ X
is a complex subvariety of X and τ = σ |Y .

By definition, an R-variety (X, σ ) is quasi-affine (resp. affine, resp. quasi-
projective, resp. projective) if the complex variety X has a regular embedding
ϕ : X ↪→ A

n(C) (resp. ϕ : X ↪→ A
n(C) with closed image, resp. ψ : X ↪→ P

n(C),
resp. ψ : X ↪→ P

n(C) with closed image). The central question is whether there is
always a regular embedding such that ϕ ◦ σ = σA ◦ ϕ (resp. ψ ◦ σ = σP ◦ ψ). In
other words, is (X, σ ) isomorphic as a R-variety to a R-subvariety of (An(C), σA)

(resp. (Pn(C), σP))? The answer to this question is yes: this is one of the main results
of the theory. Any quasi-projective R-variety can be defined by equations with real
coefficients: see Theorem2.1.33.

The well known identification (see [Ser56] for more details) of a complex projec-
tive algebraic variety with an analytic variety is compatible with its real structure.

Proposition 2.1.18 Let X be a complex projective algebraic variety. The variety X
then has a real structure if and only if there is an anti-holomorphic involution on the
analytic space underlying X.

Proof Let Xh be the underlying analytic space of X , by which we mean that Xh is
the set X with its Euclidean topology and the sheaf Oh

X of holomorphic functions
associated to the sheaf OX . If X is projective then the conjugate variety X is also
projective. Let σ : Xh → Xh be an anti-holomorphic involution and let ψ : Xh →
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Xh be the canonical map induced by the identity on topological spaces. The map
σ ◦ ψ : Xh → Xh is holomorphic and X is projective so by Serre’sGAGA theorems
[Ser56] it is regular for the Zariski topology. In other words, σ : X → X is an anti-
regular involution. �

Consider X ⊂ P
n(C) and let ψ : X → P

N (C) be a morphism of complex vari-
eties. We denote by σψ := σP ◦ ψ ◦ σP.

Proposition 2.1.19 (Conditions for the existence of a real structure) If a complex
quasi-projective variety X ⊂ P

n(C) has a real structure then there is an isomorphism
ψ : X → X satisfying σψ ◦ ψ = idX .

Proof If σ is a real structure on X then we simply set ψ := σ = σP ◦ σ . We then
have that ψ−1 = σ−1 ◦ σP

−1 = σ ◦ σP. Moreover, σψ = σP ◦ ψ ◦ σP = σP ◦ (σP ◦
σ) ◦ σP = σ ◦ σP. �

Remark 2.1.20 We insist on the fact that a real structure σ is an involution (i.e.
σ ◦ σ = id). The following example by Shimura [Shi72a, p. 177] (see also [Sil92,
p. 152]) shows that a complex variety can be isomorphic to its conjugate without
having a real structure! (The variety in question has an anti-isomorphism or order 4
but no anti-isomorphism of order 2.)

Exercise 2.1.21 (Curveswithout real structures) Letm be an odd number, let a0 ∈ R

be a real number and let ak ∈ C \ R, k = 1, . . . ,m be non real complex numbers.
Consider the curve Cm,a0,...,am which is the projective completion (i.e. the Zariski
closure of the image of the affine curve under the inclusion j : A

2(C) ↪→ P
2(C)—

see Lemma1.2.43 and Exercise1.2.44) of the affine plane curve of equation

y2 = a0x
m +

m∑
k=1

(
akx

m+k + (−1)kakx
m−k

)
.

1. Prove that the curve Cm,a0,...,am is isomorphic to its conjugate via the map
ϕ : (x, y) �→ (− 1

x ,
i
xm y) for (x, y) 	= (0, 0) and ϕ(0, 0) = (0, 0).

2. Prove that ϕ induces an anti-isomorphism of Cm,a0,...,am of order 4.
3. Assume that the number a0, the numbers ak and the numbers ak are all alge-

braically independent over Q.

(a) Prove that the only automorphisms of Cm,a0,...,am are the identity and
ρ : (x, y) �→ (x,−y). (Use Exercise1.2.80(3a).)

(b) Deduce that Cm,a0,...,am has no real structure.

See Section5.5 and [KK02, Theorem 5.1] for examples of complex surfaces with
no real structure, or even with no anti-automorphism.

Definition 2.1.22 The real locus, or real part of an R-variety (X, σ ) is the set of
fixed points Xσ := {x ∈ X | σ(x) = x} of the real structure. By analogy with the set
of real points of a scheme defined over R the set of fixed points of σ is often denoted
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X (R) := Xσ

when there is no possible confusion.

Remark 2.1.23 Obviously, if (Y, τ ) is an R-subvariety of (X, σ ) then Y (R) ⊂
X (R).

Examples 2.1.24 (Real loci of Examples2.1.11)

1. A
n(R);

2. P
n(R);

3. ∅.

Definition 2.1.25 Let (X, σ ) and (Y, τ ) be R-varieties. A morphism of R-varieties
(or regular map of R-varieties) (X, σ ) → (Y, τ ) is a morphism of complex varieties
ϕ : X → Y which commutes with the real structures

∀x ∈ X, ϕ(σ (x)) = τ(ϕ(x)) .

Remark 2.1.26 R-varieties (X, σ ) and (Y, τ ) are therefore isomorphic if and only

if there is an isomorphism X
ϕ� Y of complex varieties commuting with the real

structures. Indeed, if ϕ : X → Y commutes with the real structures i.e. ϕ ◦ σ = τ ◦ ϕ

then ϕ−1 : Y → X is a morphism of R-varieties; for any y ∈ Y and x = ϕ−1(y)
we have that ϕ(σ(ϕ−1(y))) = ϕ(σ(x)) = τ(ϕ(x)) = τ(y) and hence σ(ϕ−1(y)) =
ϕ−1(τ (y)).

Definition 2.1.27 Let (X, σ ) and (Y, τ ) be R-varieties. A rational map of
R-varieties (X, σ ) ��� (Y, τ ) is a rational map of complex varieties

ϕ : X ��� Y

which commutes with the real structures

∀x ∈ dom(ϕ) ⊂ X, ϕ(σ (x)) = τ(ϕ(x)) .

Remark 2.1.28 Denoting the Galois group by G := Gal(C|R), the involution σ

(resp. τ ) equips X (resp. Y ) with a G-action. A regular map of R-varieties (X, σ ) →
(Y, τ ) is then by definition a G-equivariant regular map of complex varieties. Sim-
ilarly, a rational map of R-varieties is a G-equivariant rational map of complex
varieties.

If X is a projective algebraic variety defined in some P
n(C) by homogeneous

polynomial equations

P1(z0, . . . , zn) = · · · = Pl(z0, . . . , zn) = 0 ,
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then, aswehave seen above, the variety X has a real structure inducedbyσP : P
n(C) →

P
n(C) if and only if we can assume the polynomials Pi have real coefficients, or in

other words if the homogeneous ideal generated by the Pi s has a system of generators
with real coefficients. If this is the case then the real locus of the R-variety (X, σP|X )

is simply X (R) = X ∩ P
n(R). Similarly, if X is an affine algebraic variety defined

in A
n(C) by polynomial equations

P1(z1, . . . , zn) = · · · = Pl(z1, . . . , zn) = 0 ,

then σA : A
n(C) → A

n(C) induces a real structure on the complex variety X if and
only if we can assume the polynomials Pi have real coefficients and in this case the
real locus of the R-variety (X, σA|X ) is given by

X (R) = X ∩ A
n(R) .

Note that the variety X may however have other real structures than the restriction
of σP or σA.

Example 2.1.29 (Twodistinct real structures on the same complex variety) Consider
the affine algebraic plane curveC ⊂ A

2(C) determined by the equation y2 = x3 − x .
As this equation has real coefficients, the conjugation σA restricted to C yields a real
structure. If we set σ1 := σA|C then (C, σ1) is an R-variety whose set of real points
C(R) = Z (

y2 − x(x − 1)(x + 1)
) ∩ A

2(R) has two connected components in the
Euclidean topology—see Figure2.1.

Now let us consider σ2, the restriction to C of the anti-regular involution
A

2(C) → A
2(C), (x, y) �→ (−x, i y). We check that σ2(C) ⊂ C so the pair (C, σ2)

is an R-variety whose real structure is not induced by σA. Let C ′ be the curve of
equation y2 = x3 + x in A

2(C) end let ζ be a square root of −i , ζ 2 = −i . The mor-
phism ϕ : A

2(C) → A
2(C), (x, y) �→ (i x, ζ y) is an automorphism of A

2(C) whose

−1 10

Fig. 2.1 C : y2 = x(x − 1)(x + 1)



74 2 R-Varieties

Fig. 2.2 C ′ : y2 = x(x − i)(x + i)

restriction ϕ|C : C → C ′ is an isomorphism of complex varieties. Set σ ′ := ϕ|C ◦
σ2 ◦ ϕ−1|C ′ : theR-curves (C, σ2) and (C ′, σ ′) are then isomorphic. It is easy to check
that σ ′ = σA|C ′ . The set of real points C ′(R) = Z (

y2 − x(x − i)(x + i)
) ∩ A

2(R)

has only one connected components—see Figure2.2. The R-varieties (C, σ1) and
(C, σ2) are therefore not isomorphic by Proposition2.1.38 below.

In the above example, the abstract R-variety (C, σ2) is isomorphic to theR-variety
(C ′, σ ′)whose real structure is induced by the real structure on the surrounding space.
The fact that there is always anR-subvariety of someA

n isomorphic to a given affine
abstractR-variety is guaranteed by the fundamental Theorem 2.1.30 below.We insist
on the fact that the isomorphism of complex varieties C → C ′ is not always induced
by an automorphism of the surrounding space.

Theorem 2.1.30 (Real embedding of an affineR-variety)Let (X, σ ) be an algebraic
R-variety. If the complex variety X is affine, X ↪→ A

m(C) then there is an affine
algebraic set F ⊂ A

n(C) such that σA(F) ⊂ F and there is an isomorphism of R-
varieties

(F, σA|F ) � (X, σ ) .

In particular, the ideal I(F) is generated by real polynomials or in other words
there is an ideal I ⊂ R[X1, . . . , Xn] such that I(F) = IC and A(X) is isomorphic
to A(F) = (R[X1, . . . , Xn]/I ) ⊗R C.

Remark 2.1.31 Note that n 	= m in general.

This theorem is a reformulation—modulo LemmaA.7.3—of the following result.

Lemma 2.1.32 Let (X, σ )be anaffine algebraicR-variety. There is then a real affine
algebraic set V ⊂ A

n(R) with defining ideal I = I(V ) ⊂ R[X1, . . . , Xn] such that
the R-algebra A(V ) = R[X1, . . . , Xn]/I is isomorphic to the R-algebra of affine
invariant coordinates A(X)σ = { f ∈ A(X) | σ f = f } of X.
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Proof The above result is a special case of the scheme-theoretic result stating that
there is an equivalence between the data of an affine scheme X over C with a real
structure σ and the data of a real scheme X0, namely that if X = Spec A then X0 =
Spec Aσ . See Section2.4 for more details. �

Theorem 2.1.33 (Real embedding of a quasi-projective R-variety) Let (X, σ ) be
an algebraic R-variety. If the complex algebraic variety X is projective (resp. quasi-
projective), X ↪→ P

m(C) then there is a projective (resp. quasi-projective) algebraic
set F ⊂ P

n(C) such that σP(F) ⊂ F and there is an isomorphism of R-varieties

(F, σP|F ) � (X, σ ) .

Remark 2.1.34 We insist on the fact that, as in the affine case, n 	= m in general.

Proof The above statement is a special case of the scheme-theoretic statement that
there is an equivalence between the data of a quasi-projective scheme X over C

with a real structure σ and the data of a real scheme X0 such that X0 = X/〈σ 〉. See
Section2.4 for more details. �

Like many other authors, Silhol [Sil89] states the above result as a special
case of a general result of the Galois descent theory developed first by Weil
[Wei56, Theorem 7] then Grothendieck [Gro95, Théorème 3]. See also Borel–Serre
[BS64, Proposition 2.6, p. 129]. We give an alternative Proof of Theorem2.1.33 in
Section2.6, namely Theorem2.6.44.

In Example2.1.29, σA and σA
′ : (x, y) �→ (−x, i y) are distinct real structures on

A
2(C). The R-varieties

(
A

2(C), σA

)
and

(
A

2(C), σA
′), however, are isomorphic via

the map ϕ : (x, y) �→ (i x, ζ y). In this situation we say that the real structures are
equivalent.

Definition 2.1.35 Two real structures σ and τ on a complex variety X are equivalent
if they are conjugate under an automorphism of the complex variety X or in other
words if there is an automorphism ϕ of X such that

σ = ϕ−1 ◦ τ ◦ ϕ

In other words, σ and τ are equivalent if there is an isomorphism of R-varieties,
ϕ : (X, σ ) → (X, τ ).

Remark 2.1.36 Two real forms (see Definition2.1.13), (X, σ ) and (X, τ ) of a com-
plex variety X are isomorphic if and only if the real structures σ and τ are equivalent.

Example 2.1.37 It is proved in [Kam75] that all real structures on the affine complex
plane are equivalent.

We recall that for any R-variety (X, σ ) we define #π0(Xσ ) = #π0(X (R)) to be
the number of connected components of the real locus in the Euclidean topology.
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Proposition 2.1.38 (Real locus and isomorphism) An isomorphism of R-varieties
ϕ : (X, σ ) → (Y, τ ) induces a homeomorphism between Xσ and Y τ in the Euclidean
topology. In particular

#π0(X
σ ) = #π0(Y

τ ) or in other words #π0(X (R)) = #π0(Y (R)) .

Proof Start by noting that for a any given real structure the Euclidean topology on the
real locus is simply the topology induced by the Euclidean topology on the complex
variety. As ϕ is a homeomorphism for the Euclidean topology (see Exercise1.4.4)
and commutes with the real structures, it induces a bijection Xσ → Y τ between the
fixed loci which is a homeomorphism. �

Corollary 2.1.39 (Real locus and equivalence) Let σ and τ be real structures on a
complex variety X. If σ and τ are equivalent then Xσ and X τ are homeomorphic for
the Euclidean topology and in particular

#π0(X
σ ) = #π0(X

τ ) .

Proof The real structures σ and τ are equivalent so there is an isomorphism of
R-varieties ϕ : (X, σ ) → (X, τ ). �

Example 2.1.40 (Two real forms on the same complex variety) We return to the two
complex algebraic curves C and C ′ studied in Example2.1.29 whose equations in
A

2(C) are y2 = x3 − x and y2 = x3 + x respectively. It is easy to check that the set
of real points of C(R) ⊂ A

2(R) has two connected components, see Figure2.1, and
that the set of real points of C ′(R) ⊂ A

2(R) has only one connected component, see
Figure2.2. In particular, by Proposition2.1.38, the R-curves (C, σ1) and (C, σ2) are
not isomorphic.

The complex variety C therefore has two non-equivalent real structures σ1 =
σA|C : (x, y) �→ (x, y) and σ2 = ϕ−1|C ′ ◦ σA|C ′ ◦ ϕ|C : (x, y) �→ (−x, i y). It is
interesting to note that these non equivalent real structures are restrictions of real
structures σA and ϕ−1 ◦ σA ◦ ϕ on A

2(C) which are equivalent by definition.

Remark 2.1.41 (Non-standard real structure on the projective line)Wehave already
met the antipodal map on the Riemann sphere:

σP
′ : P

1(C) → P
1(C), (x0 : x1) �→ (−x1 : x0)

which is a real structure on P
1(C) whose set of fixed points is empty and which is

therefore not equivalent to σP.

Exercise 2.1.42 (Real structures on a complex torus) Find four pairwise non-
equivalent real structures on P

1(C) × P
1(C). (There are in fact exactly four classes

of real structures on P
1(C) × P

1(C).)
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Remark 2.1.43 Until recently it was not known whether the number of equivalence
classes of real structures on a given complex varietywasfinite. See [DIK00,Appendix
D] for a review of this question.

In [Les18], John Lesieutre constructs a variety of dimension 6 with a discrete
automorphism group which cannot be generated by a finite number of generators
and which has infinitely many non-isomorphic real forms. In [DO19], Dinh and
Oguiso use different methods to construct examples of projective varieties of any
dimension greater than one with non-finitely automorphism generated group. Their
work also provides examples of real varieties of any dimension greater than one with
infinitely many non-isomorphic real forms. In [DFM18], Dubouloz, Freudenburg
and Moser–Jauslin construct affine rational varieties with infinitely many pairwise
non-isomorphic real forms in every dimension ≥ 4.

Surprisingly, this finiteness question is still open for rational surfaces. See Benz-
erga’s work [Ben16a, Ben16b, Ben17] for the most recent results on this question.

2.2 R-Varieties and Real Algebraic Varieties

For a given quasi-projective R-variety (X, σ ) we seek to define a sheaf of regu-
lar functions on X (R) with which X (R) becomes a real algebraic variety as in
Definition1.3.9. By Theorem2.1.33 and Exercise2.1.3 the structural sheaf satisfies
σOX = OX , which justifies the following definition. Recall that a real structure is a
Zariski homeomorphism and in particular if U is open in X then so is σ(U ). Let L
be a sheaf of C

n-valued functions. For any open set U in X and any map f ∈ L(U )

we denote by σ f : σ(U ) → C
n the map f ◦ σ = σA ◦ f ◦ σ . We then have that

σ f ∈ L(σ (U )) which generalises the notion of conjugate function introduced at the
beginning of Section2.1.

Definition 2.2.1 Let (X, σ ) be an R-variety and let L be a sheaf of C
n-valued func-

tions. The sheaf σL defined on any open set U of X by

σL(U ) := {σ f | f ∈ L(σ (U ))} .

is a sheaf on X called the conjugate sheaf. We say that L is an R-sheaf if and only
if σL = L. Note that this is required to be an equality, not an isomorphism.

From a cohomological point of view, the sheaves L and σL are similar. (See
[Liu02, Section 5.2] for an introduction to sheaf cohomology.) In particular, we have
the following proposition.

Proposition 2.2.2 Let (X, σ ) be an R-variety and let L be a coherent sheaf (Defi-
nitionC.6.7) of C

n-valued functions. We then have that

dimC Hk(X, σL) = dimC Hk(X,L) .
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Proof See [Sil89, I.(1.9)]. �

Let (X, σ ) be a quasi-projective R-variety. We saw above that the sheaf of C-
algebras OX is an R-sheaf: σOX = OX . In particular, for any open set U in X , the
morphism

OX (U ) −→ OX (σ (U ))

f �−→ σ f

is a ring isomorphism.

Remark 2.2.3 We can prove more: this map is an anti-isomorphism of C-algebras.
Let us prove anti-linearity: for any λ ∈ C and for any regular function f on U we
have that σ (λ f ) = λ f ◦ σ = λ( f ◦ σ) = λ(σ f ).

If A is anR-algebra equippedwith aG-action, whereG := Gal(C|R), and σ is the
corresponding involution of A then we denote by AG := Aσ = {a ∈ A | σ(a) = a}
the sub-algebra of invariants of A (see DefinitionA.7.2).

Let (X, σ ) be an R-variety. A subset U ⊂ X is said to be invariant if and only if
σ(U ) = U . Any such subset inherits a G-action: since σ is a homeomorphism, for
any open setU in X the intersectionU ∩ σ(U ) is an invariant open set in X . For any
invariant open setU we say that a local section f overU is invariant if σ f = f . Let
F be anR-sheaf of functions on X . We denote byFX (R) the sheaf of its restrictions to
X (R), see DefinitionC.1.6 and byFG

X (R) its invariant subset. We apply this definition
to OX , which is an R-sheaf of functions on X , and obtain a sheaf

(OX )GX (R) := (
(OX )X (R)

)G
of real-valued functions on X (R). It takes some work to prove that these functions
are R-valued, since a priori they are C-valued—see below for the proof.

Let us describe the local sections of this new sheaf. Let � ⊂ X (R) be an open
subset in the induced topology. We check first that any f ∈ (OX )GX (R)(�) is R-

valued. As f is invariant, for any x ∈ � we have that f (x) = (σ f )(x) = f (σ (x))
and since x is a point in X (R) we have that σ(x) = x so f (x) ∈ R. By definition of
(OX )X (R) there is an open neighbourhood U ⊂ X of x and an element g ∈ OX (U )

such that g|U∩� = f |U∩�. ReplacingU byU ∩ σ(U ) and g by 1
2 (g + σ g)we get an

element g ∈ (OX (U ))G such that g|U∩� = f |U∩�. In other words, the local sections
of (OX )GX (R) over an open set � in X (R) are as follows.

(OX )GX (R)(�) = {
f : � → R | ∀x ∈ �,

∃U open invariant neighbourhood of x in X and

∃g ∈ (OX (U ))G | g|U∩� = f |U∩�

}
.

We invite the reader to compare the following theorem with Theorem2.1.30.
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Theorem 2.2.4 Let F ⊂ A
n(C) be a complex affine algebraic set such that I(F) is

generated by polynomials with real coefficients. In particular, F(R) := F ∩ A
n(R)

is a real algebraic affine set.
If F(R) is dense in F with respect to the Zariski topology then

OF(R) � (OF )GF(R) .

Proof Let I ⊂ R[X1, . . . , Xn] be an ideal and let F = ZC(I ) ⊂ A
n(C) be the com-

plex algebraic set whose ideal is I(F) = IC and whose sheaf of regular functions
is OF . The set F(R) = F ∩ A

n(R) = ZR(I ) ⊂ A
n(R) is then a real algebraic set

whose sheaf of regular functions will be denoted by OF(R). By hypothesis F is sta-
ble under σA. By PropositionC.3.12 these sheaves are isomorphic if and only if their
stalks are isomorphic.

Let � ⊂ F(R) be a Zariski open subset in A
n(R) and let f be an element of

OF(R)(�). Passing to a smaller open set if necessary, we can assume that on �

f = p
q where p, q are polynomials with real coefficients and q does not vanish at

any point of �. There is then an open set U of F in A
n(C) on which q does not

vanish and hence f ∈ OF(R)(�) can be extended to a regular function fC ∈ OF (U )

such that σ fC = fC. As F(R) is dense in F , the germ of the extension fC of f is
uniquely determined by the germ of f . It follows that OF(R) � (OF )GF(R). �

Theorem2.2.4 motivates our next definition.

Definition 2.2.5 Let (X, σ ) be an R-variety. We say that (X, σ ) has enough real
points if and only if X (R) is Zariski-dense in X .

Exercise 2.2.6 Let I ⊂ R[X1, . . . , Xn] be a radical ideal and let F = ZC(I ) ⊂
A

n(C) be the associated complex algebraic set as in Definition1.2.12. Let (F, σA|F )

be the associated affine R-variety.

1. Prove that theR-variety (F, σA|F )has enough real points if andonly ifI(Z(I )) ⊂
I in R[X1, . . . , Xn].

2. Prove that the R-variety (F, σA|F ) has enough real points if and only if I is a
real ideal, see DefinitionA.5.14.

Exercise 2.2.7 Prove that the R-variety (F = ZC(x2 + y2), σA|F )—which has a
non-empty real locus—does not have enough real points. (See Example2.1.1). Fur-
ther prove that OF(R) 	= (OF )GF(R).

Theorem2.2.9 below characterises thoseR-varieties that have enough real points.
In particular, any irreducible non singular R-variety with non-empty real locus has
enough real points.

Lemma 2.2.8 Let (X, σ ) be an algebraic R-variety, let a ∈ X (R) be a real point
and let ma be the maximal ideal of the local ring OX,a. We then have that

dimC ma/m
2
a = dimR((ma/m

2
a)

G) .
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Proof As a is real σ induces an anti-linear involution onOX,a and by LemmaA.7.3
there is a basis of ma/m

2
a whose elements are all σ -invariant. �

Theorem 2.2.9 (Density of the real locus in the complex variety)

1. The space A
n(R) is dense in A

n(C) for the Zariski topology.
2. Let V ⊂ A

n(C) be an irreducible affine algebraic set whose ideal I = I(V )

is generated by polynomials with real coefficients. The real locus V (R) = V ∩
A

n(R) is Zariski dense in V if and only if it contains at least one non singular
point of V .

3. Let (X, σ ) be an algebraic R-variety. The real locus X (R) is Zariski dense in
every irreducible component Z of X containing a non singular real point if
and only if X (R) is not contained in the singular locus of X. In other words,

X (R)
Zar ∩ Z = Z if and only if (Reg Z) ∩ X (R) is non empty.

Corollary 2.2.10 Let (X, σ ) be an algebraic R-variety. If the complex variety X is
irreducible and non singular and if X (R) 	= ∅ then (X, σ ) has enough real points,

or in other words X (R)
Zar = X.

The behaviour of the Euclidean topology is very different.

Proposition 2.2.11 The real locus X (R) of an algebraic R-variety (X, σ ) is closed
in X for the Euclidean topology.

Proof The real structure σ is continuous for the Euclidean topology and the real
locus X (R) = {x ∈ X | x = σ(x)} is therefore closed in X because the Euclidean
topology is Hausdorff. �

Proof of Theorem 2.2.9 1. We reuse the argument of Proposition1.5.29. Assume
for the moment that we have proved that if a polynomial function vanishes on all real
affine points then it is identically zero—this will be proved below by induction on
the dimension. If Z(I ) is a closed subset of A

n(C) containing A
n(R) then for any

f ∈ I the function f vanishes on every point of A
n(R) and by assumption f is the

zero polynomial. It follows that I = (0) and Z(I ) = A
n(C).

Let us now prove that for any n, any polynomial vanishing on all real affine
points is identically zero. For n = 1, the result is immediate. Suppose that n > 1 and
the induction hypothesis holds for n − 1. Let f ∈ C[X1, . . . , Xn] be a polynomial
function vanishing on R

n . We can write

f (X ′, Xn) = Xd
n fd(X

′) + Xd−1
n fd−1(X

′) + · · · + f0(X
′)

where X ′ = (X1, . . . , Xn−1), d = deg f and ∀i = 0, . . . , d, fi ∈ C[X1, . . . , Xn−1].
For any X ′ ∈ R

n−1 the function Xn �→ f (X ′, Xn) vanishes at every real point so
f (X ′, Xn) is the zero polynomial for any fixed X ′. It follows that the polynomial
functions fi vanish for every real X ′ ∈ R

n−1 and are therefore identically zero by
the induction hypothesis.
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2. As V is irreducible in A
n(C), I = I(V ) is a prime ideal in C[X1, . . . , Xn] and

IR := I ∩ R[X1, . . . , Xn] is a prime ideal inR[X1, . . . , Xn] (LemmaA.2.9).We then
have that V = ZC(IR) and V (R) = Z(IR). Set d = dimC V : by the Nullstellensatz
(CorollaryA.5.13), we have that dim I = d (see Definition1.5.9) and dim IR = d
by Lemma1.5.15. Note that a priori dimR V (R) is not necessarily equal to d: see
Example1.5.20 or 2.2.15.

We now use the fact that there is a non singular point a = (a1, . . . , an) ∈
(Reg V ) ∩ A

n(R). ByRemark1.5.28, V is a differentiable submanifold of dimension
2d � 2n at a or in other words there is a Euclidean neighbourhood W of a in C

n

such that W ∩ V is a Euclidean neighbourhood of a in V of real dimension 2d and
W ∩ V (R) is a Euclidean neighbourhhood of a in V (R) of real dimension d (take an
open chart (W, ϕ) whereW = σ(W ) and justify that ϕ can be chosen G-equivariant
using LemmaA.7.3 if necessary). The subvariety V (R) is therefore a submanifold
of real dimension d at a. The real algebraic set V (R) then has Zariski dimension d
by Proposition1.5.29, or in other words the dimension of the ideal I(V (R)) is equal
to d. There is therefore a length d chain of prime ideals in R[X1, . . . , Xn] contain-
ing I(V (R)). As I(V (R)) ⊃ IR by definition if I(V (R)) were different from IR
we would get a chain of length d + 1 of prime ideals containing IR, contradicting
the fact that dim IR = d. It follows that I(Z(IR)) = IR and hence V (R) = V by
2.2.6(1).

3. We can assume that X is irreducible. By definition of a algebraic variety, X can
be covered by open affine subsets. By hypothesis we can therefore chose an open
affine subset U in X such that U ∩ X (R) is not contained in the singular locus of
X (and in particular, U is not empty and since X is irreducible, U is Zariski-dense).
Replacing U by U ∩ σ(U ) if necessary we can assume that U is stable under σ . As
U is affine (see Exercise1.3.15(4)) the R-variety (U, σ |U ) is isomorphic to an affine
R-variety (V, σA|V ) ⊂ (An(C), σA) by Theorem2.1.30 so we now simply apply (2)
to this affine R-variety. V ∩ A

n(R) is dense in V ∩ A
n(C) = V and we note that

U ∩ X (R) = ϕ−1(V ∩ A
n(R)) for any R-isomorphism ϕ : U → V . �

Example 2.2.12 (Reducible, singular, non empty and non dense) We return to
Example1.5.20. Consider the reducible affine algebraic R-variety

(V, σ ) := (ZC(x2 + y2), σA|V )

whose real locus is the isolated point a = (0, 0). By definition we have that

OV,a =
(

C[x,y]
(x2+y2

)
(0,0)

whence dimOV,a = dimOG
V,a = 1 et dimC mV,a/m

2
V,a =

dimR((mV,a/m
2
V,a)

G) = 2, illustrating the fact that a is a real singular point of
the 1-dimensional complex variety. A contrario we have that dimOV (R),a = dimR

mV (R),a/m
2
V (R),a = 0 illustrating the fact that the real algebraic variety {a} is a zero-

dimensional non singular variety.

Example 2.2.13 (Irreducible, singular, dense) We return to Example1.5.21. Con-
sider the affine algebraic R-curve
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0 2

Fig. 2.3 V (R) = {y2 − x2(x − 2) = 0} ⊂ A
2(R)

(V, σ ) := (ZC(y2 − x2(x − 2)), σA|V )

whose real locus is shown in Figure2.3. The Zariski closure inA
2(C) of the “branch”

(Reg V ) ∩ V (R) = V (R) ∩ {x > 1} is V .

Remark 2.2.14 The point (0, 0) is not, however, contained in the Euclidean closure
of the branch V (R) ∩ {x > 1}.
Example 2.2.15 (Irreducible, singular, non empty and non dense) This is an exam-
ple of an irreducible singular algebraic set V whose real locus is neither empty nor
Zariski dense in V . Consider

P(x, y) = ((x + i)2 + y2 − 1)((x − i)2 + y2 − 1) + x2 =
x4 + 2x2y2 + y4 − 4y2 + 4 + x2

which is a polynomial in R[x, y]. The set V := ZC(P) ⊂ A
2(C) is an irreducible

algebraic set and its real locus contains exactly two points. Indeed, let P1(x, y) =
P(x, y) − x2 and set V1 := Z(P1). If (x, y) is a real point of V1 then y2 =
1 − (x + i)2 or y2 = 1 − (x − i)2. As x and y are real, x must be identically zero
so y = ±√

2 and V1(R) = {(0,√2), (0,−√
2)}. We will now prove that we also

have that V (R) = {(0,√2), (0,−√
2)}. Note that if P(x, y) = 0 for some real x

then this implies that P1(x, y) = x4 + 2x2y2 + y4 − 4y2 + 4 is a negative or zero
real number. Considering P1 as a degree 2 polynomial in the variable Y = y2 with
coefficients inR[x]we see that its discriminant is equal to−4x2. If x is non zero then
this discriminant is strictly negative so for real x and y, P(x, y) = 0 if and only if
P1(x, y) = 0. We leave it as an exercise for the reader to show that P is irreducible,
a long but unsurprising calculation. (We constructed the polynomial P by starting
from the polynomial P1 and looking for a perturbation of P1 preserving the two real
points in V1, whose existence is guaranteed by Brusotti’s Theorem 2.7.10.).
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Exercise 2.2.16 Construct a similar example from the example given in
Remark1.2.31(2).

Theorem 2.2.17 Let (X, σ ) be a quasi-projective algebraic R-variety. If the variety
(X, σ )has enough real points, or in otherwords if X (R) is Zariski dense in X, then the

real locus equipped with the restriction of the structural sheaf,
(
X (R), (OX )GX (R)

)
,

is a real algebraic variety as in Definition1.3.9.

Proof This follows easily from Theorem2.1.33 and the projective analogue of The-
orem2.2.4. �

Corollary 2.2.18 Let (X, σ ) be a quasi-projective algebraic R-variety. If the com-

plex variety X is irreducible andnon singular and X (R) 	= ∅ then
(
X (R), (OX )GX (R)

)
is a real algebraic variety.

Proof See Corollary2.2.10. �

The following proposition justifies the introduction of a third type of morphism
betweenR-varieties, somewhere between regularmapsDefinition2.1.25 and rational
maps Definition2.1.27.

Proposition 2.2.19 Let (X, σ ) and (Y, τ ) be R-varieties with enough real points
and let

ψ : (X, σ ) ��� (Y, τ )

be a rational map of R-varieties. If the domain of ψ contains the real locus
X (R), then ψ induces by restriction a regular map of real algebraic varieties(
X (R), (OX )GX (R)

)
→

(
Y (R), (OY )GY (R)

)
.

Proof See Exercise2.2.26(2). �

Definition 2.2.20 Let (X, σ ) and (Y, τ ) be R-varieties.
A rational R-regular map or real morphism

ψ : (X, σ ) ��� (Y, τ )

is a rational map of R-varieties such that X (R) ⊂ dom(ψ).

Remark 2.2.21 Amorphism of R-varieties is of course always a rational R-regular
map but the converse is false.

Proposition 2.2.22 Let (X, σ ) and (Y, τ ) be quasi-projective R-varieties. Suppose
that these varieties have enough real points. The following then hold.

1. A rationalR-regular map ofR-varieties (X, σ ) ��� (Y, τ ) induces a regular map
of real algebraic varieties

(
X (R), (OX )GX (R)

) → (
Y (R), (OY )GY (R)

)
.
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2. Conversely, any regular map of real algebraic varieties

(
X (R), (OX )GX (R)

) → (
Y (R), (OY )GY (R)

)

is the restriction of an R-regular rational map ψ : (X, σ ) ��� (Y, τ ).
3. Any rational map of R-varieties (X, σ ) ��� (Y, τ ) induces a rational map of real

algebraic varieties

(
X (R), (OX )GX (R)

)
���

(
Y (R), (OY )GY (R)

)
.

4. Conversely, any rational map

(
X (R), (OX )GX (R)

)
���

(
Y (R), (OY )GY (R)

)

is the restriction of a rational map (X, σ ) ��� (Y, τ ).

Proof Left for the reader as an exercise. �

Remark 2.2.23 We insist on (2) in the above proposition: the complex extension of
a real regular map is not generally regular. The map (x, y) �→ 1

x2+y2+1 fromA
2(R) to

A
1(R) is a regular map of real algebraic varieties but does not extend to a morphism

of R-varieties.

Remark 2.2.24 The “isomorphisms” corresponding to R-regular rational maps are
the R-biregular birational maps. Note that it is important the map be both birational
and R-biregular: blowing up a real point (or in other words, contracting a (−1)-
real curve) on an R-surface (see Definition4.1.26 for more details) is an R-regular
birational map but it is not R-biregular.

Definition 2.2.25 Let (X, σ ) and (Y, τ ) be R-varieties.
A R-biregular birational map or real isomorphism

ψ : (X, σ ) ��� (Y, τ )

is a birational map of R-varieties inducing a biregular map of real algebraic varieties

(
X (R), (OX )GX (R)

) �−→ (
Y (R), (OY )GY (R)

)
.

Exercise 2.2.26 (UseExercises1.2.56 and1.3.25)Let F1 ⊂ A
n(C)and F2 ⊂ A

m(C)

be affine algebraic sets stable under σA so that (F1, σA|F1) and (F2, σA|F2) are affine
R-varieties and let ϕ : F1 ��� F2 be a rational map of complex varieties.

1. Prove that ϕ is a morphism of R-varieties if and only if there are polynomial
functions f1, . . . , fm ∈ R[x1, . . . , xn] such that for any point (x1, . . . , xn) ∈ F1,

ϕ(x1, . . . , xn) = ( f1(x1, . . . , xn), . . . , fm(x1, . . . , xn)) .
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In this case, F1 ⊂ dom(ϕ) and ϕ : F1 → F2 is a morphism of complex varieties.
2. Prove that ϕ is an R-regular birational map if and only if there are polynomial

functions g1, . . . , gm ∈ R[x1, . . . , xn] and h1, . . . , hm ∈ R[x1, . . . , xn] such that
for every point (x1, . . . , xn) ∈ F1(R), h1(x1, . . . , xn) 	= 0, . . . , hm(x1, . . . , xn) 	=
0 and

ϕ(x1, . . . , xn) =
(
g1(x1, . . . , xn)

h1(x1, . . . , xn)
, . . . ,

gm(x1, . . . , xn)

hm(x1, . . . , xn)

)
.

In this case F1(R) ⊂ dom(ϕ) and if F1 and F2 have enough real points then
ϕ|F1(R) : F1(R) → F2(R) is a regular map of real algebraic varieties with the
induced structure.

2.2.1 Non Singular R-Varieties

Anon singular complex variety of complex dimension n is naturally a real differential
manifold of dimension 2n with the Euclidean topology. For example, for any non
singular projective algebraic variety X ⊂ P

N (C)wehave that X inherits a differential
submanifold structure fromP

N (C). If X is stable under σP and X (R) 	= ∅ then X (R)

is a real algebraic variety by Corollary2.2.18. The variety X (R) inherits a Euclidean
topology from P

N (R) (the same as in Definition1.4.1) and can be thought of as a
differential submanifold of P

N (R).

Proposition 2.2.27 Let (X, σ ) be an R-variety. If the complex variety X is non
singular and has complex dimension n then the set X with its Euclidean topology
is a differential manifold of real dimension 2n. If moreover X (R) 	= ∅ then the set
X (R) with its euclidean topology is a differentiable manifold of real dimension n.

We invite the reader to compare this result with Remark1.5.28. We recall that
under the hypotheses of the above proposition, X (R) is Euclidean closed but Zariski
dense in X . See Corollary2.2.10 and Proposition2.2.11 for more details.

Proof As we have seen above, as OX is an R-sheaf, the morphism

OX (U ) −→ OX (σ (U ))

f �−→ σ f

is a ring isomorphism for any open set U in X . As the variety X is non singular
and of dimension n we can find a local system of parameters {ϕx }x∈X—see Defini-
tion1.5.47. Exercise1.5.48 tells us that in terms of local coordinates we get a set of
systems (Ux , ϕx ) where ϕx : Ux → C

n is analytic and on refining this open cover
using Euclidean open sets we can assume that ∀x ∈ X,Uσ(x) = σ(Ux ) and

∀x ∈ X, σ (ϕx ) = ϕσ(x) . (2.1)

where σ (ϕx ) = σA ◦ ϕx ◦ σ .



86 2 R-Varieties

It follows that if (z1, . . . , zn)x is a systemof local coordinates satisfying (2.1), then
the system (�(z1),�(z1), . . . ,�(zn),�(zn))x is a system of real local coordinates
for the manifold structure, equivalent to the complex local system of coordinates
(z1, z1, . . . , zn, zn).

The real structure σ then transforms (z1, z1, . . . , zn, zn)x into

(z1, z1, . . . , zn, zn)σ(x) .

In particular, if x ∈ X (R) is a non singular point of X then by (2.1), σ (ϕx ) =
ϕσ(x) = ϕx from which it follows that σA ◦ ϕx = ϕx ◦ σ and if y ∈ Ux ∩ X (R) then
ϕx (y) = ϕx (y). The local coordinates of a real point are therefore real and the restric-
tion of ϕx to X (R) induces a system of real smooth (and in fact analytic) local
coordinates (�(z1), . . . ,�(zn)) on X (R) in a neighbourhood of x .

Alternatively, we can bypass the first part of this argument by using Lemma2.2.8.
Let x be a real point of X : there is then a system of local parameters which is
invariant under σ . By Exercise1.5.48 we can derive from this an invariant system of
local coordinates. �

The underlying 2n-dimensional manifold structure on the non singular complex
variety X is not only orientable (since a holomorphic change of coordinate map
has a positive determinant), but also oriented. Any isomorphism R

2n � C
n yields

an orientation on R
2n by pull back and the complex structure on X yields such an

isomorphism. (See ExerciseB.5.11 for more details).

Proposition 2.2.28 Let (X, σ ) be a non-singular R-variety. The real structure σ is
a diffeomorphism of the 2n-dimensional oriented manifold X which preserves the
orientation if n is even and reverses it otherwise.

Proof This follows immediately from the previous proof. The map σ takes
(z1, z1, . . . , zn, zn)x to (z1, z1, . . . , zn, zn)σ(x), so the determinant of its differential
is (−1)n . �

2.2.2 Compatible Atlas

Exercise 2.2.29 If X is a non singular complex analytic variety of dimension n we
can reframe the definition of the conjugate variety using a maximal atlas (Ui , ϕi )i
determining the complex structure on X: the complex structure of the conjugate
variety (X,OX ) is given by the atlas (Ui , σAn ◦ ϕi )i .

Definition 2.2.30 A compatible atlas on a smooth analytic R-variety (X, σ ) of
dimension n is an atlas A = {(Ui , ϕi : Ui → C

n)}i on the complex analytic vari-
ety X satisfying the following conditions. (Recall that σϕi = σA ◦ ϕi ◦ σ .)

1. The atlas is globally stable for the real structure, or in other words
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(Ui , ϕi ) ∈ A =⇒ (σ (Ui ),
σ ϕi ) ∈ A ;

2. If Ui ∩ X (R) 	= ∅ then Ui = σ(Ui ) and σ ϕi = ϕi ;
3. If Ui ∩ X (R) = ∅ then Ui ∩ σ(Ui ) = ∅.

Exercise 2.2.31 Give a compatible atlas for (P1(C), σP).

Proposition 2.2.32 Every smooth analytic R-variety has a compatible atlas.

Proof This follows from the existence of local systems of parameters satisfying
(2.1). �

2.3 Complexification of a Real Variety

We have seen that the real locus of an R-variety is a real algebraic variety whenever
it is Zariski dense. In this section we will study the converse: given a real algebraic
variety V , is there an R-variety whose real locus is isomorphic to V ?

Let K be a field and let L ⊃ K be an extension of K . The set A
n(K ) is then a

subspace of A
n(L) and P

n(K ) is a subset of P
n(L).

Definition 2.3.1 (Revisions of Definition1.2.12) Let F ⊂ A
n(K ) be an algebraic

set over K of ideal I = I(F) ⊂ K [X1, . . . Xn]. We define the algebraic set FL over
L to be the set ZL(I ) of zeros of I in A

n(L):

FL := ZL(I ) ⊂ A
n(L) .

Similarly, if F ⊂ P
n(K ) is a projective algebraic set of homogeneous ideal I =

I(F) ⊂ K [X0, . . . Xn] then we define an algebraic set

FL := ZL(I ) ⊂ P
n(L) .

More generally, if U = F \ F ′ ⊂ A
n(K ) is a quasi-affine set and I = I(F) ⊂

K [X1, . . . , Xn] and I ′ = I(F ′) ⊂ K [X1, . . . , Xn] are the associated ideals then we
can define a quasi-affine set

UL := FL \ F ′
L = ZL(I ) \ ZL(I

′) ⊂ A
n(L) .

And finally if U = F \ F ′ ⊂ P
n(K ) is a quasi-projective algebraic set and

I = I(F) ⊂ K [X0, . . . , Xn] and I ′ = I(F ′) ⊂ K [X0, . . . , Xn] are the associated
homogeneous ideals then we define a set

UL := FL \ F ′
L = ZL(I ) \ ZL(I

′) ⊂ P
n(L) .
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Any real algebraic set (which here will be assumed affine to simplify the nota-
tion) F ⊂ R

n with vanishing ideal I := I(F) ⊂ R[X1, . . . , Xn] is therefore natu-
rally associated to a complexification FC := ZC(I(F)) = ZC(I ) ⊂ C

n which is just
the set of complex commonzeros of the real polynomials vanishingon F .Note that the
ideal I is made up of polynomials with real coefficients whereas FC ⊂ C

n is a set of
complex points.As FC is defined by polynomialswith real coefficients,σA(FC) ⊂ FC

and the restriction σ of the standard real structure σA : (x1, . . . , xn) �→ (x1, . . . , xn)
to FC is a real structure with which (FC, σ ) is an R-variety. Our initial real algebraic
variety can be recovered as the set of fixed points of F = (FC)σ .

The above construction depends heavily on the equations defining F . The follow-
ing definition enables us to consider abstract complexifications, by which we mean
complexifications which are independent of a particular embedding into affine or
projective space, or alternatively independent of a choice of equations.

Definition 2.3.2 Let (V,OV ) be a real algebraic variety. A pair ((X, σ ), j) is a
complexification of V if (X, σ ) is an R-variety with enough real points and j : V →
X is an injective map inducing an isomorphism of real algebraic varieties

(V,OV )
�−→ (X (R), (OX )GX (R)) .

A complexification ((X, σ ), j) of a real algebraic variety V is quasi-projective (resp.
non singular) if X is a quasi-projective (resp. non singular) complex variety.

Let ((X, σ ), j) be a complexification of a real algebraic variety V and let
ψ : (X, σ ) ��� (Y, τ ) be an R-biregular birational map. It is easy to check that
((Y, τ ), ψ ◦ j) is then a complexification of V . Indeed, since X (R) is dense in X and
ψ is birational the set Y (R) = ψ(X (R)) is dense in Y . The following proposition
establishes the converse.

Proposition 2.3.3 Let V be a real algebraic variety and let ((X, σ ), j) be a com-
plexification of V . Then for any complexification ((X ′, σ ′), j ′) of V , there is a unique
R-biregular birational map ψ : (X, σ ) ��� (X ′, σ ′), X (R) ⊂ dom(ψ) such that the
following diagram commutes.

X
ψ

X ′

V

j
j ′

Proof We start by proving the proposition in the case where V , X and X ′ are affine.
The uniqueness of the map for affine varieties will then enable us to glue complex-
ifications and R-biregular birational maps on open affine subsets of V to prove the
general result. By hypothesis the morphism h = j ′ ◦ j−1 : X (R) → X ′(R) is an iso-
morphism of real algebraic varieties. By the solution to Exercise1.2.56(2), there is
a morphism defined on an open neighbourhood of X (R) in X extending j ′ ◦ j−1.
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As X (R) is dense in X , the rational map ψ : (X, σ ) ��� (X ′, σ ′) induced by this
extension is an R-biregular birational map uniquely determined by j ′ ◦ j−1. �

Proposition 2.3.4 Any real affine algebraic set has an affine complexification. Any
real projective algebraic set has a projective complexification.

Proof Let X ⊂ A
n(R) be a real affine algebraic set and let I = I(X) ⊂ R[X1,

. . . , Xn] be its ideal. The set X is then the set of real zeros ofZ(I ) ⊂ A
n(R) and the

Zariski closure, XC of X in A
n(C) is the set of complex zeros ZC(I ) ⊂ A

n(C) by
Remark1.2.13. By construction the R-variety (XC, σA|XC

) has enough real points;
denoting by j : X ↪→ XC the inclusion map, the pair

(
(XC, σA|XC

), j
)
is then an

affine complexification of X . Similarly, if X ⊂ P
n(R) is a real projective alge-

braic set and I = I(X) ⊂ R[X0, . . . , Xn] is its homogeneous ideal then we take
ZC(I ) ⊂ P

n(C), the set of complex zeros of I . �

Remark 2.3.5 We have seen that any real projective variety is also affine, and there-
fore has an affine complexification.

A complex projective algebraic variety is not generally affine, so a projective
R-variety is not typically affine, and neither is a projective complexification.

Certain real affine algebraic varieties also have projective complexifications, and
these will be studied in Theorem2.3.7 below.

Remark 2.3.6 Let X be a quasi-projective real algebraic varietywith X = V \ W ⊂
P
n(R). Let IV ⊂ R[X0, . . . , Xn] be the homogeneous ideal of V and let IW ⊂

R[X0, . . . , Xn] be the homogeneous ideal ofW . The set VC = ZC(IV ) is a projective
complexification of V by the above andWC = ZC(IW ) is a projective complexifica-
tion of W . The variety XC = VC \ WC is therefore a quasi-projective complexifica-
tion of X .

We recall Definition1.4.11 which states that a real algebraic variety is complete
if and only if it is compact for the Euclidean topology.

Theorem 2.3.7 Any non singular complete real affine algebraic variety has a non
singular projective complexification.

Before proving this theorem we state some very useful lemmas concerning bira-
tional morphisms of R-varieties. Let (X, σ ) be an R-variety and let x ∈ X (R) be
a real point. We denote by Cx the connected component of X (R) containing x .
Throughout this section, connected means connected in the Euclidean topology.

Lemma 2.3.8 Let (X, σ ) be an R-variety and let x ∈ X (R) ∩ Reg X be a regular
real point. The Euclidean connected component Cx ⊂ X (R) is not then contained
in any strict Zariski closed subset of X.

Proof ByProposition1.5.29, x has a connected Euclidean open neighbourhoodU ⊂
X (R) homeomorphic to a non empty subset of R

n where n is the Zariski dimension
of X at x . AsU ⊂ Cx and any strict Zariski closed subset of X is of strictly positive
codimension the result follows. �



90 2 R-Varieties

Lemma 2.3.9 Let ϕ : (Y, τ ) → (X, σ ) be a birational morphism of R-varieties and
let Z ⊂ Y be the smallest Zariski closed subset such that ϕ|Y\Z is an isomorphism
onto its image. Consider a point y ∈ Y (R) ∩ Reg Y : the connected Euclidean com-
ponent Cϕ(y) is not then contained in ϕ(Z).

Proof As codim Z > 0,Cy ∩ (Y \ Z) 	= ∅ by Lemma2.3.8. It follows that ϕ(Cy) ∩
(X \ ϕ(Z)) 	= ∅ and as the image of a connected subset under a continuous map is
still connected, ϕ(Cy) ⊂ Cϕ(y) and hence Cϕ(y) ∩ (X \ ϕ(Z)) 	= ∅. �

Proposition 2.3.10 Let (X, σ ) be an R-variety and let ϕ : (Y, τ ) → (X, σ ) be a
resolution of singularities of X. Suppose that the connected component of a real
singular point x ∈ X (R) is contained in the singular locus Cx ⊂ Sing X. We then
have that ϕ−1(x) ∩ Y (R) = ∅.

Proof By Theorem1.5.51, Sing X is a strict Zariski closed subset of X . The result
then follows fromLemma2.3.9 applied to Z = π−1(Sing X) usingDefinition1.5.53.
�

Proof of Theorem 2.3.7 Let V be a non singular real affine algebraic variety which is
compact for theEuclidean topology.ByProposition2.3.4,V has an affine complexifi-
cation ((X, σ ), j). By Theorem2.2.9, X (R) � V does not meet Sing X .We consider
a projective completion (X ′, σ ′) of (X, σ ): in particular, X is a subvariety of X ′ and
σ = σ ′|X . ByHironaka’s resolution of singularitiesTheorem1.5.54 there is a non sin-
gular projective R-variety (Y, τ ) and a birational morphism π : (Y, τ ) → (X ′, σ ′) of
R-varietieswhich is an isomorphismonπ−1(Reg X ′) → Reg X ′. As X (R) ⊂ Reg X ,
the restriction of the composition (Y, τ ) → (X, σ ) to X (R) is an isomorphism.

As V is compact, X (R) is also compact, so it is closed in X ′(R) for the Euclidean
topology. It follows that for every x ∈ X ′(R) \ X (R) there is an inclusion Cx ⊂
X ′(R) \ X (R) and Proposition2.3.10 tells us that π−1(X ′(R) \ X (R)) ∩ Y (R) = ∅.
We can therefore conclude that ((Y, τ ), (π |Y (R))

−1 ◦ j) is a non singular projective
complexification of V . �

Remark 2.3.11 In the above proof, X ′(R) \ X (R) may be non empty. In Exam-
ple2.6.38, examined in detail below, we consider the set

W := Z(16(x21 + x22 ) − (x21 + x22 + x23 + 3)2) ⊂ A
3(R) .

and the projective complexification given by

ŴC := Z (
16(x21 + x22 ) − (x21 + x22 + x23 + 3x20 )

2) ⊂ P
3(C) .

The R-variety (ŴC, σP|ŴC
) contains real points that do not belong to the torus

of revolution WC(R) = W . Indeed, if x21 + x22 � 16 then the point(
0 : x1 : x2 :

√
4
√

(x21 + x22 ) − (x21 + x22 )

)
belongs to ŴC(R) \ WC(R). The R-

morphism ψ : P
1(C) × P

1(C) → ŴC is a resolution of singularities of ŴC.
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We use the above results to prove Theorem1.5.55 for R-varieties.

Theorem 2.3.12 Let ϕ : (Y, τ ) → (X, σ ) be a birational morphism of non singular
R-varieties. If the real loci X (R) et Y (R) are compact for the Euclidean topology
then they have the same number of connected components.

#π0(Y (R)) = #π0(X (R)) .

Proof Let Z ⊂ Y be the smallest Zariski closed subset such that ϕ|Y\Z is an iso-
morphism onto its image. The map ϕ is continuous for the Euclidean topology so
#π0(Y (R)) � #π0(X (R)). To prove the opposite inequality, assume there are twodis-
tinct connected components Y1 and Y2 in Y (R) such that ϕ(Y1) ∩ ϕ(Y2) is non empty.
LetU be an open Euclidean neighbourhood of x ∈ ϕ(Y1) ∩ ϕ(Y2) in X (R). We then
have that U ∩ ϕ(Y1) 	= ∅ and U ∩ ϕ(Y2) 	= ∅. Indeed for i = 1, 2, ϕ−1(U ) ∩ Yi is
a non empty open space in Y (R) and as Y is non singular ϕ−1(U ) ∩ Yi \ Z is non
empty by Lemma2.3.8. As X is non singular we can assume thatU is homeomorphic
to a non empty open set in R

n , where n is the dimension of X , which by the above
is cut into two disjoint parts by the algebraic subset ϕ(Z). The codimension of ϕ(Z)

is at least two because ϕ is a birational morphism (see [Sha94, II.4.4, Theorem 2]
for example) which contradicts the fact that ϕ(Z) disconnects the open set U . This
yields a contradiction. �

The behaviour of an R-variety away from its real points is often irrelevant for the
study of the real locus X (R)—but not always. We saw in Remark2.3.11 an example
where we needed to consider the non real points of the complex variety.

Definition 2.3.13 A quasi-algebraic affine or projective set U over K is said to
be geometrically irreducible if the set UK (see Definition2.3.1) defined over the
algebraic closure K of K is irreducible.

A quasi-projective algebraic set V over K , is said to be geometrically irreducible
if the imageU of V under embedding into a projective space over K is geometrically
irreducible. Under these circumstances the image under any projective embedding
of V is geometrically irreducible by Exercise2.3.14.

An R-variety (X, σ ) is said to be irreducible if and only if X is irreducible as a
complex variety.

Exercise 2.3.14 Check that if ϕ : V → P
N (K ) and ϕ′ : V → P

N ′
(K ) are two

projective embeddings of V then ϕ(V )K is irreducible if and only if ϕ′(V )K is
irreducible.

Proposition 2.3.15 Let K be a field.

1. An algebraic set over K which is geometrically irreducible is irreducible.
2. An algebraic variety over K which is geometrically irreducible is irreducible.
3. A real algebraic variety V is geometrically irreducible if and only if it has an

irreducible complexification.
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4. Let (X, σ ) be a quasi-projective algebraic R-variety with enough real points.
We then have that (X, σ ) is irreducible if and only if the real algebraic variety(
X (R), (OX )GX (R)

)
is geometrically irreducible.

Proof Left as an exercise for the reader. �

Remark 2.3.16 Recall that by Corollary2.2.10 the real locus of a non singular
irreducible algebraic R-variety is Zariski dense whenever it is non empty.

Exercise 2.3.17 (Review of Example2.1.1)

1. The real algebraic set F := Z(x2 + y2) ⊂ A
2(R) is geometrically irreducible.

2. On the other hand, theR-variety (V, σ ), where V := ZC(x2 + y2) ⊂ A
2(C) and

σ = σA|V , is not irreducible.
3. This appears to contradict the fact that V σ = F—what is happening?

2.3.1 Rational Varieties

Definition 2.3.18 (Rational R-varieties)

1. AnR-variety (X, σ ) of dimension n is rational (orR-rational) if it is birationally
equivalent to the R-variety (Pn(C), σP), or in other words if there is a birational
map of R-varieties (X, σ ) ��� (Pn(C), σP).

2. An R-variety (X, σ ) of dimension n is geometrically rational (or C-rational)
if and only if the complex variety X is rational, or in other words if there is a
birational map of complex varieties X ��� P

n(C).

Remark 2.3.19 Weinvite the reader to compare this definitionwithDefinition1.3.37
in the first chapter. Note that “geometric” irreducibility and rationality behave dif-
ferently: a geometrically irreducible variety is irreducible, whereas a rational variety
is geometrically rational.

Proposition 2.3.20 Any R-rational R-variety is C-rational

Remark 2.3.21 The converse of the above proposition is false, an example being
given by P

1(C) with its anti-holomorphic involution z �→ − 1
z̄ . See Remark2.1.41

for more details. Chapter4 contains many 2-dimensional examples.

Proposition 2.3.22 Let (X, σ ) be a quasi-projective non singular R-variety. If
(X, σ ) is R-rational and has non zero dimension then X (R) is connected and non
empty.

Proof This follows from Theorem2.3.12 since P
n(R) is connected and non empty

for all n > 0. �
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2.4 R-Varieties, Real Algebraic Varieties and Schemes
Over R—a Comparison

This section reviews the various types of R-varieties met so far and the logical
relationships between them. We have identified two different types of real variety:
real algebraic varieties and R-varieties. In total, there are five different incarnations
of real algebraic varieties:

1. The real locus of a set of real equations.
2a. A complex variety defined by equations with real coefficients.
2b. A complex variety with an anti-regular involution.

These last two cases of special complex varieties are equivalent if we make the
extra assumption that the variety is quasi-projective.

3a. A scheme defined over R.
3b. A scheme defined over C with a real structure.

Once again, these last two cases are equivalent if we make the assumption that
the scheme is quasi-projectif.

At the end of the day, the last four definitions are all equivalent for quasi-projective
varieties and only the first is different. A variety of type (1) can be thought of as the
germ of a variety of type (2a) in a neighbourhood of the real locus.

Moreover, any such variety has two topologies and two associated structures

• Zariski topology and algebraic variety structure.
• Euclidean topology and analytic variety structure.

There is a dictionary translating algebraic structures into underlying analytic
structures. For example, the (anti)-regular maps become (anti)-holomorphic. This
“translation” is not however an equivalence unless the variety is projective. See
AppendixD.5 for more details.

Let us examine these structures in more detail.

1. (Section1.3) A real algebraic variety (resp. complex algebraic variety) is a
topological space X with a subsheaf OX of the sheaf of functions with a finite
covering of affine open setsU , by which we mean that (U,OX |U ) is isomorphic
to the zero set Z(I ) ⊂ A

n(R) of an ideal I ⊂ R[X1, . . . , Xn] with the sheaf
of functions which are locally rational fractions without real poles (resp. the
set of zeros Z(I ) ⊂ A

n(C) of an ideal I ⊂ C[X1, . . . , Xn] with the sheaf of
functions which are locally rational functions without poles). Varieties X and Y
are isomorphic if and only if there exists a biregular map X → Y .

2. (Section2.1) An R-variety (X, σ ) is a complex variety X with an anti-regular
involution (or in other words a real structure) σ . The R-varieties (X, σ ) and
(Y, τ ) are isomorphic if there is a biregular isomorphism of complex varieties
that commutes with the real structure. The varieties (X, σ ) and (Y, τ ) are bira-
tionally R-biregularly isomorphic if there is a birational map ϕ : X ��� Y com-
muting with real structure such that X (R) ⊂ dom(ϕ) and Y (R) ⊂ dom(ϕ−1).
(Section2.3) A complexification of a real algebraic variety V is an R-variety
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(X, σ ) with enough real points whose real locus X (R) is isomorphic to V as a
real algebraic variety.

(a) (Section2.1) Any quasi-projective R-variety can be realised as a variety
defined by real coefficients (as can its principal sheaves, see Section2.5).

(b) (Section2.2) A quasi-projective R-variety with enough real points induces
by restriction a real algebraic variety structure on its real locus. A morphism
of quasi-projective R-varieties with enough real points induces a regular
map of real algebraic varieties.

(c) (Section2.3) Conversely, any quasi-projective real algebraic variety has a
complexification which is an R-variety with enough real points. Any mor-
phism of quasi-projective real algebraic varieties can be extended to a ratio-
nal R-regular map of R-varieties.

(d) (Section2.3) Two R-varieties which are complexifications of isomorphic
real algebraic varieties are birationally R-isomorphic but not generally iso-
morphic.

3. This paragraph requires some knowledge of schemes—see [Duc14] or [Liu02]
for more details. See also [Ben16b, Section 3.1] for a more specific discussion
of realisations of schemes over R. We leave it is an exercise for the reader to
check the claims made below.

A scheme over a field K (or a K -schema) is a scheme X with a scheme mor-
phism (called the structural map) X → Spec K . Throughout this paragraph, we
assume X is of finite type over K (or in other words that X is covered by a finite
number of spectra of finitely generated K -algebras). TwoR-schemes X andY are
birationally R-biregularly isomorphic if there is a birational map ϕ : X ��� Y of
R-schemes such that ϕ is regular at everyR-rational point of X and ϕ−1 is regular
at every R-rational point of Y . Let X be a scheme over C equipped with an invo-
lution σ lifting complex conjugation σ ∗

A
= Spec(z �→ z̄) : SpecC → SpecC:

we call such an involution a real structure on X . If X is quasi-projective then by
[BS64, Proposition2.6] there is a scheme Z = X/〈σ 〉overR and an isomorphism
of C-schemes ϕ : X → Z ×SpecR SpecC such that σ = ϕ−1 ◦ (id×σ ∗

A
) ◦ ϕ.

Moreover, the pair (Z , ϕ) is uniquely determined by the pair (X, σ ) up to R-
isomorphism. For example if X = Spec A is affine then Z = Spec Aσ .
Implicitly, most types of algebraic varieties used in this book are different man-
ifestations of R-schemes of finite type.

(a) The set X (R) of R-rational points of a scheme X over R with the restriction
of the structural sheaf is a real algebraic variety. A morphism of R-schemes
induces a morphism of real algebraic varieties.

(b) Conversely, any quasi-projective real algebraic variety can be obtained as
the set of R-rational points of a scheme X over R. Any morphism of quasi-
projective real algebraic varieties can be extended to an R-regular map of
schemes over R.
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(c) Any two schemes over R whose real loci are isomorphic as real algebraic
varieties are birationally R-biregularly isomorphic.

(d) Let Z be a scheme of finite type over R. We can associate to it the following
R-variety: X is the topological space of C-rational points of the C-scheme
Z ×SpecR SpecC, The pair (X, σ ) is the R-variety obtained on equipping X
with the real structure σ := id×Spec(z �→ z̄). We denote by X (R) the set
of closed points fixed by σ . If Z(R) is the set of R-rational points of the
R-scheme Z then X (R) = Z(R). A morphism of schemes over R induces a
morphism of R-varieties.

(e) Conversely, if (X, σ ) is an R-variety then there is a C-scheme Z such that
Z(C) = X , [Har77, II.2.6] and there is an involutive morphism σZ : Z →
Z lifting σ ∗

A
: SpecC → SpecC such that σZ |Z(C) = σ . As we have seen

above, if X is quasi-projective then (Z , σZ ) corresponds to an R-scheme. A
morphism of R-varieties induces a morphism of schemes over R.

2.4.1 Real Forms of a C-Scheme

By the above, Definition2.1.13 can be reformulated scheme theoretically as follows.

Definition 2.4.1 A real form of a scheme X over C is a scheme X0 over R whose
complexification X0 ×SpecR SpecC is isomorphic to X .

2.4.2 Notations X, X (R), X (C), XC, XR

We now briefly discuss the various notations the reader may meet in the literature.
As in scheme theory, where by abuse of notation the structural morphism Z →

SpecR is often omitted, the abbreviation X for the R-variety (X, σ ) is often used.
Consequently, the notation XC for the variety X is often used to emphasise the fact
that we are concentrating on the complex variety and “forgetting” σ . Some authors,
particularly of the Russian school, use the notation XC or CX for the complex locus
and XR or RX for the real locus of R-varieties.

Remark 2.4.2 In case that wasn’t confusing enough, there is another object called
XR in the literature, constructed using extension of scalars. In the embedded case,
it simply means separating the real and imaginary parts of the equations of a com-
plex variety. From the scheme point of view this corresponds to taking the scheme
morphism SpecC → SpecR associated to the inclusionR ↪→ C and compose maps
X → SpecC → SpecR to see that a scheme over C is necessarily a scheme over R.
For example, if X ⊂ A

n(C) is defined by r equations

{
Pi (z1, . . . , zn) = 0

}
i=1,...,r
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then XR ⊂ A
2n(R) is defined by the 2r equations

{�(Pi (x1 + iy1, . . . , xn + iyn) = 0),

�(Pi (x1 + iy1, . . . , xn + iyn) = 0
}
i=1,...,r .

Let X be an algebraic variety defined over C which for simplicity we will assume
to be non singular. Consider the product variety Z := X × X with the anti-regular
involution σZ : (x, y) �→ (y, x). The set of real points of the R-variety (Z , σZ ) is
then a real algebraic variety as in Definition1.3.9, homeomorphic in the Euclidean
topology to the topologicalmanifold underlying the complex variety X . Some authors
use XR = Z(R) to denote this underlying real algebraic variety.

2.5 Coherent Sheaves and Algebraic Bundles

Wewill now generalise the above constructions to certain sheaves and vector bundles
needed in the development of the theory.

2.5.1 Coherent R-Sheaves

Let (X, σ ) be anR-variety, letL be a quasi-coherent sheaf ofOX -modules (see Theo-
remC.7.3) and letU be an open affine set in X . The space of sectionsM := L(σ (U ))

is then an OX (σ (U ))-module. We define an OX (U )-module σ M by equipping the
group M with the following OX (U )-twisted action.

( f,m) �→ σ f · m (2.2)

where
( f,m) �→ f · m

denotes the OX (σ (U ))-action on M .

Definition 2.5.1 Let (X, σ ) be an R-variety and let L be a quasi-coherent sheaf of
OX -modules. The conjugate sheaf σL is the sheaf ofOX -modules defined overU by
declaring σL(U ) to be the twistedOX (U )-module σ M . We say that L is an R-sheaf
if and only ifL = σL. This is required to be an equality, not simply an isomorphism.

Remark 2.5.2 These definitions generalise Definition2.2.1. Indeed, for any open
set U in X , there is an equality of OX (U )-modules σL(U ) = L(σ (U )) provided
the right hand side is equipped with the twisted action (2.2). In particular, if L is a
sheaf of C

n-valued functions then σL(U ) = {σ f | f ∈ L(σ (U ))}. Moreover, L is
an R-sheaf if and only if σL(U ) = L(U ) for any open set U in X .
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Our definition of an R−sheaf is motivated by the following result which explicits
the relationship between R-sheaves on an R-variety (X, σ ) and sheaves of invariant
functions. A priori an R-sheaf is only a sheaf which is globally fixed by σ .

Lemma 2.5.3 Let (X, σ ) be a quasi-projective R-variety and let L be a quasi-
coherent sheaf of OX -modules. If L is an R-sheaf then there is a quasi-coherent
sheaf of OX -modules L0 such that for any open affine subset U ⊂ X,

L(U ∩ σ(U )) � L0(U ∩ σ(U )) ⊗R C

and ∀ f ∈ L0(U ∩ σ(U )), σ f = f . When this is the case we will say that f has real
coefficients.

Proof Recall that by definition σ is a homeomorphism for the Zariski topology on X
and in particular ifU is a Zariski open set in X then the intersectionU ∩ σ(U ) is also
Zariski open.Moreover, byExercise1.3.15(4), the open setU ∩ σ(U ) is affine. It will
therefore be enough to prove the result for an affine R-variety so by Theorem2.1.33
we may assume we are in the case where X ⊂ A

n(C) and I(X) ⊂ R[X1, . . . , Xn].
Under these hypotheses we have that σ = σA|X and

OX (X) = A(X) = (R[X1, . . . , Xn]/I(X)) ⊗R C .

Let M be theA(X)-module of global sections of theOX -module L(X). By hypoth-
esis, σ induces a Galois action on M for which, on equipping the subgroup of fixed
points MG with its natural A(X (R))-module structure, we have that

M = MG ⊗A(X (R)) (A(X (R)) ⊗R C) .

We then simply defineL0 to be the sheaf associated to theA(X (R))-module MG .
See DefinitionC.7.2 for more details, �

Wewill make intensive use of coherentR-sheaves, particularly invertible sheaves,
see DefinitionC.5.8. These are in bijective correspondence with line bundles, see
Corollary2.5.13.

Let (X,OX ) be an affine real or complex algebraic variety and let F be a quasi-
coherent sheaf. The set of global sections �(X,F) is then a �(X,OX )-module. If
F is locally free then this module is projective, by which we mean that it is a direct
summand of a free �(X,OX )-module, see DefinitionA.4.6.

The next lemma requires us to generalise DefinitionC.7.2. Let M be a �(X,OX )-
module and let OX ⊗�(X,OX ) M be the sheaf of OX -modules associated to the
presheafU �→ OX (U ) ⊗�(X,OX ) M . If (X,OX ) is a complex variety thenOX (U ) =
�(X,OX ) f for any principal open set U = D( f ) and OX ⊗�(X,OX ) M can be iden-
tified with the sheaf M̃ of DefinitionC.7.2. In particular,

(OX ⊗�(X,OX ) M
)
(U ) =

M̃(U ) = M f for any principal open set U = D( f ). If (X,OX ) is a real variety
then for any open set U in X , OX (U ) can be identified with the inductive limit
lim−→D( f )⊃U

�(X,OX ) f of the localisations �(X,OX ) f where f runs over the set of
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regular functionswhich donot vanish on anypoint ofU and
(OX ⊗�(X,OX ) M

)
(U ) �

lim−→D( f )⊃U
M f .

The special case of locally free finitely generated sheaves leads us directly to
vector bundles.

Lemma 2.5.4 Let (X,OX ) be a real or complex affine algebraic variety. LetF be a
sheaf of finitely generated locally freeOX -modules. The �(X,OX )-module �(X,F)

of global sections of F is then projective and finitely generated. Conversely, let
M be a projective finitely generated �(X,OX )-module. The associated OX -module
OX ⊗�(X,OX ) M is then finitely generated and locally free.

Proof Left as an exercise for the reader. �

If (X,OX ) is a complex variety then every locally free finitely generated OX -

moduleF is equal to the sheaf ˜�(X,F) associated to its�(X,OX )-module�(X,F)

of global sections.

Proposition 2.5.5 If (X,OX ) is a complex affine algebraic variety then the map
M �→ M̃ yields a bijective correspondence between finitely generated projective
�(X,OX )-modules and finitely generated locally free OX -modules.

Proof See [Har77, Corollary II.5.5]. �

On the other hand, as the following example shows, if (X,OX ) is a real affine
variety then there are finitely generated locally free sheaves which are not associated
to �(X,OX )-modules.

Example 2.5.6 Based on [BCR98, Example 12.1.5], see also [FHMM16, Example
5.35].

Let P ∈ R[x, y] be the polynomial defined by

P(x, y) = x2(x − 1)2 + y2

which has exactly two real zeros, a0 = (0, 0) and a1 = (1, 0). SetUi = R
2 \ {ai } for

i = 0, 1. The Zariski open subsets U0 and U1 form an open covering of A
2(R). We

define a locally free coherent rank 1 sheaf F by gluing the sheaves OA2(R)|U0 and
OA2(R)|U1 over U0 ∩U1 using the transition function ψ01 = P on U0 ∩U1. In other
words, two sections s0 ∈ OA2(R)|U0(V0) and s1 ∈ OA2(R)|U1(V1) on the Zariski open
sets V0 and V1 are glued together if and only if ψ01s1 = s0 over V0 ∩ V1.

The OA2(R)-module F is not generated by its global sections because any global
section s ofF vanishes at a1. Indeed, the restriction si of s toUi is a regular function
on Ui for i = 0, 1. The gluing condition is ψ01s1 = s0 on U0 ∩U1. Set si = gi/hi
where gi , hi ∈ R[x, y], with hi 	= 0 at every point on Ui and gi , hi coprime for
i = 0, 1. The gluing condition implies that Ph0g1 = g0h1 onR

2. As P is irreducible
and h1(a0) 	= 0 the polynomial P divides g0 or in other words there is an λ ∈ R

∗ such
that g0 = λPg1 and h1 = λ−1h0. In particular g0(a1) = 0 and hence s(a1) = 0. It
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follows that the quasi-coherent sheafF onA
2(R) is not generated by global sections.

A fortiori, there is no �(A2(R),OA2(R))-module whose associated sheaf is F .
Note that the module of global sections �(A2(R),F) is isomorphic to

�(A2(R),OA2(R)) = R(R2) via the map (s0, s1) �→ s1 = g1
h1

since h1 = λ−1h0 does
not vanish at any point of R

2.

2.5.2 Algebraic Vector Bundles

Definition 2.5.7 Let (X,OX ) be an algebraic variety over a field K . A rank r pre-
algebraic vector bundle over X is a K -vector bundle (E, π), see DefinitionC.3.5,
where E is an algebraic variety over K , π : E → X is a regular map and the home-
omorphisms ψi : π−1(Ui )

�−→ Ui × Kr are biregular maps. More generally, a pre-
algebraic vector bundle has constant rank on every connected component of X .

Remark 2.5.8 On an affine real algebraic variety the vector bundles defined above
are called pre-algebraic in [BCR98] but algebraic in the previous version [BCR87].

Consider a pre-algebraic (resp. rank r ) vector bundle on X . Its sheaf of algebraic
local sections is then naturally equipped with aOX -module structure which is locally
free (resp. of rank r ).

Proposition 2.5.9 Let (X,OX ) be an algebraic variety over a base field K . There is
a bijective correspondence between the class of finitely generated locally free (resp.
of rank r) coherent sheaves on X and isomorphism classes of pre-algebraic (resp.
rank r) vector bundles on X.

Proof See [BCR98, Proposition 12.1.3]. �

If (X,OX ) is a complex variety, pre-algebraic bundles are well behaved, as we
saw in Proposition2.5.5. If (X,OX ) is a real variety, the pre-algebraic line bundle
associated to the sheaf F of Example2.5.6 is not generated by its global sections,
illustrating the fact that on a real variety the notion of pre-algebraic vector bundles
is not particularly useful and motivating thereby the following definition.

Definition 2.5.10 A pre-algebraic vector bundle (E, π) on an affine real algebraic
variety X is said to be algebraic if it is isomorphic to a pre-algebraic subbundle of a
direct sum of structural sheaves. Similarly, a finitely generated locally free sheaf is
said to be algebraic if its associated vector bundle is algebraic.

Remark 2.5.11 (Real and complex bundles)

1. Proposition2.5.5 implies that any pre-algebraic vector bundle on an affine com-
plex algebraic variety is algebraic.

2. On a real affine algebraic variety the vector bundles defined above were said to be
algebraic in [BCR98, Definition 12.1.6] but were strongly algebraic in [BCR87].
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Definition 2.5.12 A rank one algebraic vector bundle is called a line bundle.

Corollary 2.5.13 Let (X,OX ) be a real or complex algebraic variety. There is
a bijective correspondence between isomorphism classes of invertible algebraic
sheaves on X and (algebraic) line bundles on X.

Proof This follows immediately from Proposition2.5.9. �

Theorem 2.5.14 Let (X,OX ) be a real affine algebraic variety and let (E, π) be a
pre-algebraic vector bundle on X. The bundle E is then algebraic if and only if there is
a finitely generated projective �(X,OX )-module M such that the �(X,OX )-module
of algebraic sections of (E, π) is isomorphic to the �(X,OX )-moduleOX ⊗�(X,OX )

M.

Proof See [BCR98, Theorem 12.1.7]. �

As in [Hui95], we see that Definition2.5.10 of “nice” vector bundles on a real
algebraic variety V , which may initially seem unnatural, simply says that “nice”
vector bundles are precisely those that can be obtained by restricting an R-vector
bundle on some complexification (X, σ ) of V .

Let (X, σ ) be a quasi-projective algebraic R-variety with enough real points
(see Definition2.2.5 and Theorem2.2.9) and let L be a finitely generated locally
free R-sheaf. It is immediate that the restriction L0|X (R) of the sheaf L0 defined in
Lemma2.5.3 is a finitely generated locally free sheaf on the real algebraic variety(
X (R), (OX )GX (R)

)
.

Theorem 2.5.15 Let (X, σ ) be a quasi-projective algebraic R-variety with enough
real points and letLbe a finitely generated locally freeR-sheaf. The finitely generated

locally free sheaf L0|X (R) on the real algebraic variety
(
X (R), (OX )GX (R)

)
is then

algebraic.

Corollary 2.5.16 Let (X, σ ) be a quasi-projective algebraic R-variety with enough
real points and let (E, π) be a topological vector bundle on the real algebraic variety(
X (R), (OX )GX (R)

)
.

The vector bundle (E, π) is then algebraic if and only if there is a pre-algebraic
R-vector bundle (E, η) on (X, σ ) whose restriction (E |X (R), η|X (R)) is isomorphic to
(E ⊗ C, π ⊗ C).

Remark 2.5.17 In other words, a topological R-vector space E on a real affine
algebraic variety V is algebraic if and only if tensoring with C yields the restriction
to V of an algebraic C-vector bundle E equipped with a real structure on some
complexification VC of V .



2.6 Divisors on a Projective R-Variety 101

2.6 Divisors on a Projective R-Variety

This section draws on [Liu02, Chapter 7], where the interested reader will find all
the proofs left out below. A handful of statements and proofs in this section require
some knowledge of sheaf cohomology, for which we also refer to [Liu02, Section
5.2].

2.6.1 Weil Divisors

Definition 2.6.1 Let X be a quasi-projective irreducible normal complex algebraic
variety (Definition1.5.37). This is not the weakest possible hypothesis we could
make: everything that follows holds on any variety that is non singular in codimension
1.

• A prime divisor on X is an irreducible closed subvariety of X of codimension 1.
• A Weil divisor on X is a codimension 1 cycle, i.e. a finite formal sum of prime
divisors with integer coefficients3

D =
∑

A prime Weil
divisor on X

aA A , aA ∈ Z almost all zero.

• Let D = ∑
aA A be a divisor. For any prime divisor A in X , the integer aA is called

the multiplicity, denoted multA(D), of D along A.
• The support of a divisor is the subvariety

Supp D =
⊔
aA 	=0

A .

• If all the coefficients vanish, i.e. Supp D = ∅, we write D = 0.
• If all the coefficients are positive or zero D is said to be effective and we write

D � 0.

We denote by Z1(X) we set of all Weil divisors on X . By definition, Z1(X) is the
free abelian group generated by prime divisors.

Example 2.6.2 1. If X is a curve then the prime divisors on X are the points of X .
We define the degree of aWeil divisor

∑s
i=1 ai Di to be the sum of the coefficients

deg D =
s∑

i=1

ai .

3Or in other words—zero except for a finite number of them.
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2. If X is a projective surface then the prime divisors on X are the irreducible curves
in X . There is then no intrinsic definition of the degree of a divisor but we can
define the degree with respect to a choice of very ample divisor or projective
embedding.

3. If X = P
n then prime divisors are irreducible hypersurfaces. The degree of a

hypersurface Di is then well-defined (it is the degree of a polynomial generating
the principal ideal I(Di ), see [Har77, Chapitre I]) and the degree of aWeil divisor∑s

i=1 ai Di ∈ Z1(Pn) is defined by

deg D =
s∑

i=1

ai deg Di .

If f ∈ K (X)∗ = C(X)∗ is a rational function not identically zero (see Defini-
tion1.2.69 and Remark1.2.74) and A is a prime divisor we define the multiplicity
multA( f ) of f along A as follows:

• multA( f ) = k > 0 if f vanishes along A to order k;
• multA( f ) = −k if f has a pole of order k along A (i.e. if 1

f vanishes along A to
order k;

• multA( f ) = 0 in all other cases.

We can associate to any rational function f ∈ K (X)∗ a divisor div( f ) ∈ Z1(X)

defined by
div( f ) :=

∑
A prime Weil
divisor in X

multA( f )A .

Note that div( f ) ∈ Z1(X) since multA( f ) vanishes for almost all prime divisors A.
Such divisors are called principal divisors. Since div( f g) = div( f ) + div(g) the set
of such divisors is a subgroup P(X) in Z1(X).

Exercise 2.6.3 Prove that for any rational function f on P
n we have that

deg(div( f )) = 0 .

Definition 2.6.4 Two divisors D, D′ on a variety X are said to be linearly equivalent
if D − D′ is a principal divisor. We denote by D ∼ D′ the equivalence relation thus
defined and by

Cl(X) := Z1(X)/P(X) = Z1(X)/∼

the group of divisors modulo linear equivalence.

Exercise 2.6.5 Prove that the group Cl(Pn) is isomorphic to Z and it is generated
by the linear class of the divisor 1H associated to a hyperplane H ⊂ P

n.

Example 2.6.6 LetC be aprojective plane curveof degreed—seeDefinition1.6.1—
and let L be a line in P

2(C). The curve C is then linearly equivalent to d times the
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line L . In particular, any projective conic (see Exercise1.2.68) is linearly equivalent
to the double line 2L .

2.6.2 Cartier Divisors

Let X be an algebraic variety, let U ⊂ X be an open subset and let f ∈ K (U )∗ be
a rational function which is not identically zero on U . By definition there is then a
dense open subset V ⊂ U such that ∀p ∈ V , f (p) = g(p)

h(p) for some g, h ∈ OX (V ).

Definition 2.6.7 A Cartier divisor (or locally principal divisor) on an algebraic
variety X is a global section of the quotient sheaf arising from the following exact
sequence of multiplicative sheaves

1 −→ O∗
X −→ M∗

X −→ M∗
X/O∗

X −→ 1 (2.3)

where O∗
X is the sheaf of regular functions that do not vanish at any point and M∗

X
is the sheaf of rational functions that are not identically zero4. We denote by

Div(X) := �(X,M∗
X/O∗

X )

the group of Cartier divisors. The group law on Div(X) is abelian and is written
additively.

Definition 2.6.8 A Cartier divisor is said to be principal if it is associated to a
global rational function. We say that two divisors D1 and D2 are linearly equivalent
if D1 − D2 is principal. We then write D1 ∼ D2 as for Weil divisors. The subgroup
of Div(X) of principal divisors is isomorphic to P(X) and we denote by

CaCl(X) := Div(X)/P(X) = Div(X)/∼

the group of Cartier divisors modulo linear equivalence.

Proposition 2.6.9 Let X be an algebraic variety. The group CaCl(X) is a subgroup
of the cohomology group H 1(X,O∗).

Proof We consider the long exact sequence associated to the short exact

sequence (2.3). Part of this long exact sequence is given by H 0(X,M∗
X )

f−→
H 0(X,M∗

X/O∗
X )

g−→ H 1(X,O∗
X ). By definition, the image of H 0(X,M∗

X ) under
f is the group of principal divisors so g induces an inclusion

CaCl(X) ↪→ H 1(X,O∗) . �

4Of course, M∗
X (X) = K (X)∗. The notation MX , chosen to emphasise the fact that the corre-

sponding analytic sheaf is the sheaf of meromorphic functions, is used to avoid confusion with the
canonical sheaf KX . See Definition 2.6.26 for more details.
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Let D = (Ui , fi )i ∈ Div(X) be a Cartier divisor describedwith respect to an open
covering {Ui }i of X . There are therefore germs of regular functions gi , hi ∈ OX (Ui )

such that

fi = gi
hi

and
gi
hi

·
(
g j

h j

)−1

∈ O∗
X (Ui ∩Uj ).

Let D be a Cartier divisor on X . For any prime divisor A on X we define the
multiplicity multA(D) of D on A as follows. If D is represented by (Ui , fi )i∈I then
we set multA(D) = multA( fi ): since by hypothesis fi

f j
is nowhere vanishing, the

value multA(D) does not depend on i . If a Cartier divisor D is represented by data
(Ui , fi )i∈I then we associate to it a Weil divisor

[D] :=
∑

A prime divisor
on X

multA(D)A.

The map Div(X) → Z1(X), D �→ [D] thus defined is a group morphism.

Proposition 2.6.10 Let X be an irreducible complex variety.

1. If X is normal then themapDiv(X) → Z1(X), D �→ [D] is injective and induces
an injective morphism

CaCl(X) → Cl(X) .

2. If X is non singular then D �→ [D] is an isomorphism

Div(X) � Z1(X)

and the induced morphism
CaCl(X) � Cl(X)

is an isomorphism.

Proof See [Har77, II.6]. �

2.6.3 Line Bundles

We recall that an (algebraic) complex line bundle is an algebraic vector bundle of
fiberC as in Definition2.5.7.We further remark that overC, any pre-algebraic vector
bundle is algebraic, as in Remark2.5.11(1). The sheaf of sections of such a bundle
is an invertible sheaf, see DefinitionC.5.8, and the correspondence thus induced
between isomorphism classes of line bundles and invertible sheaves is one-to-one,
see Proposition2.5.9.



2.6 Divisors on a Projective R-Variety 105

To any Cartier divisor D represented by (Ui , fi )i we can associate the sub-sheaf
OX (D) ⊂ MX defined byOX (D)|Ui = f −1

i OX |Ui . The sheafOX (D) is an invertible
sheaf over X . By abuse of notation we will also denote by OX (D) the associated
line bundle. More explicitly, the line bundle OX (D) is given by the data of the
open cover {Ui }i∈I of X and the transition functions fi j : Ui ∩Uj → C

∗ where
fi j = f j |Ui∩Uj ◦ f −1

i |Ui∩Uj . The total space of the bundle is the quotient of the
disjoint union �i (Ui × C) by the equivalence relation (x, z) ∼ (x, f jk(x)z) for any
pair of open sets Uj ,Uk containing x . This quotient is well defined because these
functions satisfy the cocycle condition:

fik = fi j f jk sur Ui ∩Uj ∩Uk ∀i, j, k .

By construction, D is effective if and only if OX (−D) ⊂ OX . If U is an open
subset of X then OX (D)|U = OU (D|U ).

Definition 2.6.11 The line bundle OX (D) is the line bundle associated to D.
We denote by Pic(X) the Picard group of line bundles modulo isomorphism

with group operation given by tensor product and by ρ : Div(X) → Pic(X) the map
associating to a divisor D the isomorphism class of the line bundle OX (D).

Proposition 2.6.12 Let X be a complex algebraic variety. The Picard group Pic(X)

is isomorphic to the cohomology group H 1(X,O∗).

Proof See [Har77, III, Exercise 4.5] or [GH78, Section 1.1] for an analytic version
of this theorem. �

Example 2.6.13 Consider X = P
n . By Exercise2.6.5, the group Cl(Pn) is isomor-

phic to Z and it is generated by the class of a hyperplane H ⊂ P
n . The Picard group

Pic(Pn) is therefore isomorphic toZ and has a natural generator, namely the line bun-
dle associated to H . By convention,wedenote this line bundle byOPn (1) := OPn (H).
The other generator of Pic(Pn) is its dual bundle, denoted OPn (−1) := OPn (1)∨.

By extension, we writeOPn (k) := OPn (1)⊗k andOPn (−k) := OPn (−1)⊗k for any
positive integer k. In particular, OPn (0) = OPn . It follows that the line bundle asso-
ciated to the divisor kH is OPn (k) for any k ∈ Z. See [Ser55a, Chapitre III, Section
2] for the original construction of the sheaves O(k).

Definition 2.6.14 The line bundle OPn (1) is called Serre’s twisting sheaf and the
line bundle OPn (−1) is called the tautological bundle. See SectionF.1 for a direct
construction of this bundle.

Exercise 2.6.15 Consider an integer d>1. Prove that the vector space �(Pn,

On
P
(dH)) of global sections of the line bundle OPn (d) is exactly the space of degree

d homogeneous polynomials in n + 1 variables. Deduce that dim H 0
(
P
n,On

P
(d)

) =(n+d
d

)
.

Proposition 2.6.16 Let X be an irreducible quasi-projective complex algebraic
variety.
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1. For any D1, D2 ∈ Div(X) we have that

ρ(D1 + D2) = OX (D1) ⊗ OX (D2) .

2. The map ρ : Div(X) → Pic(X) induces an isomorphism

CaCl(X) � Pic(X) .

Proof See [Har77, II.6]. �

By abuse of notation we will often write D ∈ Pic(X) for the linear class of a
divisor D ∈ Div(X).

Corollary 2.6.17 Let X be a non singular irreducible quasi-projective complex
algebraic variety. There are isomorphisms

Cl(X) � CaCl(X) � Pic(X) � Div(X)/P(X) .

Definition 2.6.18 Let D be a divisor on an algebraic variety X . The linear system
|D| is the set of effective divisors which are linearly equivalent to D. We identify this
set with the projectivisation of the complex vector space H 0(X,OX (D)) of global
sections of OX (D).

We have that H 0(X,OX (D)) = { f ∈ K (X)∗ | D + ( f ) � 0} ∪ {0}. If this com-
plex vector space is of finite dimension then any basis {s0, . . . , sN } of H 0(X,OX (D))

is a set of global rational functions on X which enables us to defined a rational map

ϕD :
{
X ��� P(H 0(X,OX (D))) = P

N (C)

x ���� (s0(x) : · · · : sN (x)) .

Remark 2.6.19 The map ϕD depends on a choice of basis for H 0(X,OX (D)) and
is only determined by D up to automorphism of P(H 0(X,OX (D))).

Definition 2.6.20 A divisor D on a variety X is very ample if the rational map ϕD

is a morphism embedding X in P(H 0(X,OX (D))). A divisor D is ample if one of
its multiples mD, m � 1, is very ample.

Likewise, an invertible sheaf L is very ample if it is associated to a very ample
divisor L = OX (D), and it is ample if L⊗m is very ample for some m � 1.

Proposition 2.6.21 An abstract algebraic variety (constructed by “gluing together”
affine algebraic varieties as in Definition1.3.1) is projective if and only if it has an
ample divisor.

Proof Suppose that D is an ample divisor on X . There is then a multiple mD,
m � 1, which is very ample and the associated morphism ϕmD embeds X as a closed
subvariety of projective space. Conversely, let X be a projective algebraic variety and
let ϕ : X → P

N be an embedding. For any hyperplane H in P
N the divisor ϕ∗(H) is
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a very ample divisor on X (or in terms of line bundles, ϕ∗(OPN (1)) is very ample on
X ). The divisor ϕ∗(H) is the divisor of the hyperplane section of X relative to the
embedding ϕ. �

Definition 2.6.22 A divisor D on an algebraic variety X (which we will assume
complete in order to be sure that the maps ϕmD exist) is big if there exists an
m > 0 for which the dimension of the image of the rational map ϕmD : X ���
P(H 0(X,OX (mD))) is maximal, or in other words, if

dim ϕmD(X) = dim X .

Likewise, a line bundle L is big if for some m > 0 we have that

ϕL⊗m (X) = dim X .

Example 2.6.23 1. Any ample line bundle is of course big.
2. The pull back of an ample line bundle along a generically finite map is a big line

bundle. See [Laz04, Section 2.2] for more details.

Theorem 2.6.24 If X is a normal variety (which is the case in particular, for any
non singular variety) then a line bundle L is big if and only if there is some m > 0
for which the rational map ϕL⊗m : X ��� P(H 0(X,OX (mD))) is birational onto its
image.

Proof This result follows from the existence of the Iitaka fibration. See [Laz04,
Section 2.2] for more details. �

Remark 2.6.25 The bigness of a line bundle is invariant under birational transfor-
mations.

If X is a non singular quasi-projective complex algebraic variety then the sheaf of
regular differential forms (see [Liu02, Chapter 6] or [Har77, II.8] for regular differen-
tial forms and DefinitionD.3.2 for holomorphic differential forms) of degree 1 on X ,
denoted �X := �1

X , is a locally free finitely generated sheaf. The associated vector
bundle, also denoted �X , has rank equal to the dimension of X and its determinant
bundle det�X is a line bundle.

Definition 2.6.26 Let X be a non singular quasi-projective complex algebraic vari-
ety. The canonical bundle on X is the complex line bundle defined by

KX := det�X =
n∧

�X .

The canonical divisor of X denotes any divisor associated to the canonical bundle

OX (KX ) = KX .
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It is customary to talk about “the” canonical divisor, even though such divisors
are only defined up to linear equivalence.

Exercise 2.6.27 Prove that KPn is isomorphic to the line bundle OPn (−n − 1).

Exercise 2.6.28 (See [CM09, Theorem 4.3]) Let X be a non singular projective
variety. Prove that if H 0(X,OX (−KX )) 	= 0 and H 0(X,�1

X ) = 0 then H 0(X,�1
X

(KX )) = 0.
Using Serre duality (TheoremD.2.5) deduce that

H 2(X,�X ) = 0

where �X is the tangent bundle.

Definition 2.6.29 A non singular projective variety X is said to be of general type
if its canonical bundle KX is big.

2.6.4 Galois Group Action on the Picard Group

Let (X, σ ) be an R-surface: we denote by σ the involution induced on the divisor
group of X . If D = ∑

ni Di is a Weil divisor on X then σD := ∑
niσ(Di ). If

D = (Ui , fi )i is a Cartier divisor on X then σD = (σ (Ui ),
σ fi )i . If L is a line

bundle on X with cocycle (Ui j , gi j ) then the conjugate sheaf (Definition2.5.1) σL is
the line bundle on X of cocycle (σ (Ui j ),

σ gi j ).

Proposition 2.6.30 Let X be projective. If D is a Cartier divisor and OX (D) is the
associated invertible sheaf then

OX (σD) = σ (OX (D)).

Conversely, if L is an invertible sheaf on X, D is a divisor associated to L and
D′ is a divisor associated to σL then D′ ∼ σD.

Proof Let D = (Ui , fi )i be a Cartier divisor. The sheaf OX (D) is determined by
the cocycle (gi j )i j = (

fi
f j
)i j . Indeed,�(U,OX (D)) = { f ∈ OX (U ) | ( f ) + D � 0}.

Let (si )i be a family of local sections of OX (D). We then have that

∀i, j, si = gi j s j . (2.4)

By definition of the conjugate sheaf, (σ si )i is a family of local sections of the
sheaf σ (OX (D)) and by (2.4) we have that

∀i, j, σ si = σ gi j
σ s j . (2.5)
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The proof follows on noting thatOX (σD) is determined by the cocycle (σ gi j )i j =
(

σ fi
σ f j

)i j . �

Proposition 2.6.31 Let D be a divisor invariant under (X, σ ). There is then a
basis {s0, . . . , sN } of the complex vector space H 0(X,OX (D)) = { f ∈ K (X)∗ |
D + ( f ) � 0} ∪ {0} consisting of invariant functions σ si = si , i = 0, . . . , N.

Proof Follows immediately from LemmaA.7.3. �

Theorem 2.6.32 Let (X, σ ) be an irreducible non singular complex projective alge-
braic R-variety. If X (R) 	= ∅ then for any divisor D linearly equivalent to σ(D)

there is a divisor D′ linearly equivalent to D such that D′ = σ(D′). In other words,5

Div(X)G/P(X)G = Pic(X)G .

Proof See [Sil89, pp. 19–20]. �

Example 2.6.33 (Div(X)G/P(X)G 	= Pic(X)G) The example of the conic X in P
2

of equation x20 + x21 + x23 = 0 shows that when X (R) = ∅, Pic(X)G can be larger
than Div(X)G/P(X)G . In this example, Pic(X)G = Pic(X) = Z which is generated
by a point, but all the invariant divisors are of even degree and there is an exact
sequence

0 → Div(X)G/P(X)G −→ Pic(X)G −→ Z/2Z → 0 .

Up till now we have studied the Picard group of linear divisor classes. We now
present another group of divisor classes, the Néron–Severi group.

Definition 2.6.34 Let X be a non singular complex projective variety and let Pic0(X)

be the connected component of Pic(X) containing the identity (Pic0(X) is the Picard
variety of X , see DefinitionD.6.6). The Néron–Severi group NS(X) is the group of
components of Pic(X):

0 → Pic0(X) −→ Pic(X) −→ NS(X) → 0 .

Two divisors in the same class in the Néron Severi group are said to be alge-
braically equivalent.6

Theorem 2.6.35 (Néron–Severi theorem) Let X be a non singular complex pro-
jective variety. The group NS(X) is then finitely generated.

Proof See [GH78, IV.6, pp. 461–462]. �

5Scheme-theoretically, if X is a scheme defined over R satisfying the hypotheses of the theorem
then Pic(X) = Pic(XC)G .
6See [GH78, III.5] for an explanation of this term. The term “numerically equivalent” is also
common in the literature: see [Ful98, Section 19.3] for more details.



110 2 R-Varieties

Definition 2.6.36 Let X be a non singular complex projective variety. The rank
of the Neron–Severi group ρ(X) := rk NS(X) = rk(Pic(X)/Pic0(X)) is called the
Picard number of X . Let (X, σ ) be a non singular projective R-variety. If X (R) is
non empty then the real Picard number of (X, σ ) is the rank of the realNéron–Severi
group ρR(X) := rk(Pic(X)G/Pic0(X)

G
).

Proposition 2.6.37 Let X be a non singular complex projective variety such that
q(X) = dim H 1(X,OX ) = 0. We then have that

NS(X) � Pic(X) .

Proof It follows from the exact sequence (D.3) following PropositionD.6.7 that if
q(X) = 0 then the group Pic0(X) is trivial. �

2.6.5 Projective Embeddings

We have seen that any compact real affine algebraic variety has a projective com-
plexification. The aim of this section is to study these projective models using ample
divisors.

Example 2.6.38 (R-embedding of the product torus) This example draws on
[BCR98, Example 3.2.8]. Let V be the product torus V := Z (

t2 + u2 − 1
) ×

Z (
v2 + w2 − 1

) ⊂ A
2(R) × A

2(R) and let W be the quartic torus in R
3
x1,x2,x3

obtained by rotating the circle of centre (2, 0) and radius 1 in the (x1, x3) plan
around the x3 axis

W := Z(16(x21 + x22 ) − (x21 + x22 + x23 + 3)2) ⊂ A
3(R) .

Both of these real algebraic sets are diffeomorphic to the torus with the Euclidean
topology V ≈ W ≈ S

1 × S
1.

ConsiderW as a subset of P
3(R) via the inclusion R

3
x1,x2,x3 ⊂ P

3(R)x0:x1:x2:x3 . The
polynomial map

ϕ : V −→ W
(t, u, v, w) �−→ (1 : t (2 + v) : u(2 + v) : w)

is bijective and its inverse ϕ−1 : W → V ,

ϕ−1(x0 : x1 : x2 : x3) = (
x1x0/ρ, x2x0/ρ, (ρ − 2x20 )/x

2
0 , x3/x0

)

where ρ = (x21 + x22 + x23 + 3x20 )/4, is a regular map of real algebraic varieties since
W ∩ {x0 = 0} = ∅.

The map ϕ is therefore an isomorphism of real algebraic varieties and the algebras
R(V ) andR(W ) are isomorphic by Corollary1.3.20: the algebras P(V ) and P(W ),
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however, are different, since the first is regular, unlike the second. Consider the
projective complexifications of the toruses V and W : V C � P

1(C) × P
1(C) for the

first and the singular quartic hypersurface

ŴC := Z(16(x21 + x22 ) − (x21 + x22 + x23 + 3x20 )
2) ⊂ P

3(C) .

for the second. The map ϕ is then the restriction of a birational map of R-varieties

ψ : P
1(C) × P

1(C) → ŴC

which is a resolution of singularities of ŴC.
Note that ψ is a morphism of R-varieties but ψ−1 is only a rational map. Note

also that as ŴC is a quartic in P
3(C) which is birational to P

1(C) × P
1(C) it must be

singular. Indeed, P1(C) × P
1(C) is a rational surface whereas a non singular quartic

in P
3 is a non rational surface (called a K3 surface, see Definition4.5.3). The R-

surfaces (P1(C) × P
1(C), σP × σP) and (ŴC, σP|ŴC

) are birationally equivalent but
not isomorphic.

2.6.6 Review of Theorem 2.1.33

We have seen that a variety X embedded in P
n(C) and stable by the conjugation σP

has a natural real structure σ induced by σP. Note that if X is a projective complex
variety with a real structure σ then its image under an arbitrary projective embed-
ding is not always stable under σP, but we can always find a real embedding by
Theorem2.6.44 below. We will give a proof of this theorem based on the Nakai–
Moishezon criterion. Of course, Theorem2.6.44 implies Theorem2.1.33 for which
we have only provided a reference for the proof. In what follows, up to and including
the proof of Theorem2.6.44, we will not use Theorem2.1.33.

The key fact to remember is that if X is a complex projective variety then for any
real structure σ on X theR-variety (X, σ ) has an equivariant embedding in projective
space.

2.6.7 Nakai–Moishezon Criterion

See [Har77,AppendixA, p. 424] for the definition andmain properties of intersection
theory onvarieties of arbitrary dimension. If the global variety has a real structure then
this intersection theory is compatible with the real structure. If r is the dimension of
a non singular variety Y and D1, D2, . . . , Dr are divisors on Y then their intersection
product (D1 · D2 · · · Dr ) belongs to Z and only depends on the linear class of the
divisors Di . In particular, if the Di s are hypersurfaces meeting transversally then
(D1 · D2 · · · Dr ) is equal to the number of points in the intersection of the Di s.
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Theorem 2.6.39 (Nakai–Moishezon criterion) Let D be a Cartier divisor on a
complex projective algebraic variety X. The divisor D is then ample on X if and
only if for any irreducible subvariety Y ⊂ X of dimension r we have that

(D|Y )r > 0 .

Proof See [Har77, Appendix A, Theorem 5.1, p. 434], for example. The above
statement also holds for singular X , but requires a modified intersection theory. See
[Kle66, Ful98] for more details. �

Corollary 2.6.40 (Nakai–Moishezon criterion for surfaces) A divisor D on a non
singular irreducible complex projective algebraic surface X is ample if and only if
(D)2 > 0 and D · C > 0 for any irreducible curve C in X.

Proof Simply set Y = X in the general criterion to obtain (D)2 > 0 and for any
irreducible curve C ⊂ X , D · C > 0. �

Definition 2.6.41 A divisor D on a variety X is nef (for numerically eventually
free7) if for any irreducible subvariety Y ⊂ X of dimension r we have that

(D|Y )r � 0 .

Similarly, a line bundle L is nef if and only if it is associated to a nef divisor
L = OX (D).

Remark 2.6.42 Any ample bundle is of course nef.

Proposition 2.6.43 Let X be a complex projective variety with a real structure σ .
There is then an ample divisor D such that D = σD.

Proof Let H be an ample divisor on X . For any irreducible subvariety Y ⊂ X of
dimension r the conjugate subvariety σY is irreducible and of dimension r and by
the Nakai–Moishezon criterion (Theorem2.6.39) we have that (H |σY )r > 0. Since
the real structure is involutive, (σH)|Y = σ(H |σY ) and since the real structure is
compatible with the intersection product we get that ((σH)|Y )r = (H |σY )r > 0. By
the Nakai–Moishezon criterion, σH is ample, as is

D := H + σH .

�

Theorem 2.6.44 Let (X, σ ) be an algebraic R-variety. If the complex algebraic
variety X is quasi-projective then there is an R-embedding

7If the linear system |mD| is free for some m > 0 (eventually free), then D is nef. The incorrect
interpretation numerically effective often appears in the literature, but considering (−1)-curves—
see Definition4.3.2—we see that a divisor can be effective without being either nef or linearly
equivalent to a nef divisor.
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ϕ : (X, σ ) ↪→ (PN (C), σP) .

Proof We start by assuming X is projective, so by Proposition2.6.43, there is an
ample divisor D0 and a positive integer m such that D = mD0 is very ample on
X and satisfies σD = D. By Proposition2.6.31, there is a basis {s0, . . . , sN } of
H 0(X,OX (D)) such that σ si = si , i = 0, . . . , N . As the divisor D is very ample,
the map

ϕD :
{
X ��� P

N (C)

x ���� (s0(x) : · · · : sN (x))

is a morphism which induces an isomorphism of R-varieties

(X, σ ) � (ϕD(X), σP|ϕD(X)) .

Now consider a quasi-projective variety U = X \ Y , where X is a projective R-
variety andY ⊂ X is a closedR-subvariety of X .We have just proved the existence of
an R-embedding; ϕ : (X, σ ) ↪→ (PN (C), σP): in particular, ϕ is a homeomorphism
onto its image ϕ(X \ Y ) = ϕ(X) \ ϕ(Y ) and ϕ therefore induces an embedding of
U as a quasi-projective algebraic set

(U, σ |U ) � (ϕ(X) \ ϕ(Y ), σP|ϕ(X)\ϕ(Y )) .

�

2.6.8 Degree of a Subvariety of Projective Space

Classically, we define the degree of a subvariety of P
N using its Hilbert polynomial

[Har77, Section I.7] and only subsequently prove that this definition is equivalent to
the definition given below.

Definition 2.6.45 (Degree of a subvariety of projective space) The degree of an n
dimensional subvariety X of P

N is the degree of the 0-cycle D := (H · X) obtained
on intersecting X with a general codimension n projective subspace H in P

N .

There is a hidden difficulty in the above definition, namely finding the coefficients
of the 0-cycle D := (H · X) for an arbitrary X . See the section preceding [Har77,
Theorem 7.7, p. 53] for more details. If X is complex and non singular then by
Bertini’s Theorem D.9.1 if we choose a sufficiently general H then the 0-cycle D is
the sum of all points in H ∩ X .

Definition 2.6.46 (Complex degree) The complex degree of a complex projec-
tive algebraic variety is the smallest degree of any of its embeddings in a complex
projective space P

N (C).
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Definition 2.6.47 (Real degree) Let (X, σ ) be a projective R-variety. The real
degree of (X, σ ) is the smallest degree of a real embedding in projective space
(PN (C), σP).

The real degree exists by Proposition2.6.43. As any real embedding is also a
complex embedding, the real degree is not smaller than the complex degree. The
minimal degree of a complex projective embedding is frequently strictly smaller
than the minimal degree of a real projective embedding. The simplest example is
that of conic without real points, whose complex degree is 1 but whose real degree
is 2. Let X be the projective plane curve defined by the equation x2 + y2 + z2 = 0
with the restriction of σA. The curve X is isomorphic as an abstract complex curve
to the curve P

1(C) and has degree 1 embeddings—namely lines—in every P
n(C).

None of these embeddings can be real because any embedding as an R-line has real
points. The following proposition generalises this principle.

Proposition 2.6.48 Let X ⊂ P
n(C) be a algebraic subvariety, stable under σP. If

the degree of X is odd then X (R) 	= ∅.

Proof We can assume that r := n − dim X > 0. Let H be a projective subspace of
dimension r in P

n which is not contained in X . By hypothesis, the degree of the
0-cycle D := (H · X) is odd. In particular, the real part of D has odd degree and its
support consists of an odd number of points so it is non empty. �

2.7 R-Plane Curves

We end this chapter by applying the above theory to plane curves. We refer to
Section1.6 of the first chapter for the general definitions. Bézout’s theorem on plane
curves, given in Chapter1, is here applied toR-curves. It will be generalised to curves
on other surfaces in Chapter 4.

Theorem 2.7.1 (Bézout’s theorem forR-plane curves) Let C1 andC2 be projective
plane R-curves of degrees d1 and d2 respectively

1. If C1 and C2 have no common component then

(C1 · C2) = d1d2 .

2. If the intersection C1(R) ∩ C2(R) is finite then

(C1(R) · C2(R)) � d1d2 .

3. If moreover the branches of C1 and C2 are transverse at every point then the
number of intersection points #(C1(R) ∩ C2(R)) is congruent modulo 2 to the
product d1d2.
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Proof We simply defined the intersectionmultiplicitymodulo 2 at a point a ∈ A
2(R)

of two affine plane R-curves C1 and C2 of equations P1(x, y) and P2(x, y) to be

(C1 · C2)
R

a := dimR OA2(R),a/(P1, P2) mod 2 ;

and the intersection number modulo 2 to be

(C1 · C2)
R :=

∑
a∈C1(R)∩C2(R)

(C1 · C2)
R

a mod 2 .

We then apply Theorem1.6.16 to the complex curves C1 and C2. �

We recall the genus formula proved in Chapter1, Theorem1.6.17. If C is a non
singular irreducible projective plane curve of genus g = g(C) then

g = (d − 1)(d − 2)

2
.

The real locus of a non singular projective R-curve is a compact differentiable
variety of dimension 1. It is therefore homeomorphic to a finite union of disjoint
embedded circles.

Theorem 2.7.2 (Harnack 1876) Let (C, σ ) be a non singular projective plane R-
curve of degree d. Let s be the number of connected components of C(R). We then
have that

s � (d − 1)(d − 2)

2
+ 1 = g(C) + 1 . (2.6)

Remark 2.7.3 Further on we will give an elementary proof of this inequality based
on Bézout’s theorem. It is useful to note that the number of connected components
of a plane curve of degree d is bounded above by (d−1)(d−2)

2 + 1 even when C is
singular. First of all, it is enough to prove the result when C is irreducible. If not, C
is defined by a product of polynomials of degrees d1 and d2, so that d = d1 + d1 and

(d1 − 1)(d1 − 2)

2
+ 1 + (d2 − 1)(d2 − 2)

2
+ 1 � (d − 1)(d − 2)

2
+ 1 .

We then show that we can assume that C(R) contains at least one component of
dimension 1 using Brusotti’s Theorem2.7.10 as in Corollary3.3.20. The proof then
follows the proof for the smooth case given below, see [BR90, Second proof of 5.3.2].

Remark 2.7.4 More generally, for any non singular projective R-curve(C, σ ) (note
that C is not assumed to be plane), we have that s � g(C) + 1, where g(C) is the
genus of the topological surface C . We will give two proofs of this in Chapter3 and
Corollary3.3.7. We will also see in Chapter3 that this inequality can be generalised
to higher dimension using Smith theory.
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Lemma 2.7.5 There is a real projective curve of degree d which passes through any
given set of

(d+2
2

) − 1 = 1
2 (d + 2)(d + 1) − 1 points in P

2(R).

Proof The number of degree d monomials in three variables is
(d+2

2

)
. We deduce

from this a bijection between the set of degree d curves in the real projective plane
and a real projective space of dimension 1

2 (d + 2)(d + 1) − 1. �

Proposition 2.7.6 For any point p ∈ RP
2,

π1(RP
2, p) � Z2 .

Proof Consider RP
2 as the quotient of S

2 by the antipodal map. �

Definition 2.7.7 A simple closed curve in the real projective space is an oval if it is
homotopic to 0 and a pseudo-line if it is not homotopically trivial.

Lemma 2.7.8 (Ovals and pseudo-lines) Let (C, σ ) be a non singular projective
plane R-curve of degree d.

1. If d is even all the connected components of C(R) are ovals.
2. If d is odd then one connected component of C(R) is a pseudo-line and all the

others are ovals.
3. Any curve meets any oval in an even number of intersection points, counted with

multiplicity.

Proof The proof is left as an exercise. Use Bézout’s theorem. �

Proof of Theorem 2.7.2 Suppose that d > 2. We argue by contradiction: suppose
that � is a non singular irreducible plane R-curve of degree d whose real locus
has at least g(d) + 1 connected components. Let h = g(d) + 1 and �1, . . . , �h be
ovals in �(R): there is at least one other component in �(R). Choose 1

2d(d − 1) − 1
points on �(R). Since 1

2d(d − 1) − 1 � g(d) + 1 for any d > 2 we can choose one
point on each of the ovals �1, . . . , �h and the other points on some other connected
component of �(R). Consider an R-curve � of degree d − 2 passing through these
1
2d(d − 1) − 1 points. The curves � and � have no common components because
� is irreducible and the degree of � is d − 2. By Bézout’s theorem, the number of
intersection points of � with � counted with multiplicity is less than or equal to
d(d − 2). If � meets an oval �i with multiplicity 1 then � meets �i at some other
point, so that � · � � 1

2d(d − 1) − 1 + g(d) + 1 = (d − 1)2 which is larger than
d(d − 2). The theorem follows. �

The bound (2.6) is optimal: Harnack’s bound is realised for any degree d:

Proposition 2.7.9 For any d ∈ N
∗ there is a non singular projective plane R-curve

(C, σ ) of degree d whose real locus C(R) contains s = (d−1)(d−2)
2 + 1 connected

components.

Proof See [BCR98, pp. 287–288] or [BR90, 5.3.11] for Harnack’s construction. �
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The constructions of the curves described above often use explicit deformations
of reducible curves. We can often prove the existence of configurations of ovals of
given degree without explicit constructions using Brusotti’s useful theorem.

Theorem 2.7.10 (Brusotti’s theorem) Let C ⊂ P
2(R) be a degree d real plane curve

whose singularities are ordinary double points. Suppose given a local deformation
of each of the ordinary double points. There is then a deformation of the curve C in
the space of real curves of degree d which realises each of the local deformations.

Proof See [BR90, Section 5.5]. �
As well as (2.6) which gives a bound on the number of connected components,

we have restrictions on the positions of ovals of plane R-curves.

Definition 2.7.11 The complement RP
2 \ � of a oval in the real projective plane

has two connected components. One of these is diffeomorphic to the disc and is
called the interior of the oval, and the other is diffeomorphic to a Moebius band.
We say that another oval is contained in � if it is contained in its interior. An oval
component of a real curve is said to be empty if it does not contain any other oval
component. A family E is said to be a nest of ovals if and only if it is totally ordered
by inclusion.

Definition 2.7.12 An oval is said to be positive (or even) if it is contained in an even
number of ovals and negative (or odd) otherwise.8

Theorem 2.7.13 (Petrovskii’s inequalities) Let (C, σ )be anon-singular projective
plane R-curve of even degree d = 2k. Let p be the number of even ovals of C(R)

and let n be the number of negative ovals. We then have that

p − n � 3

8
d(d − 2) + 1 = 3

2
k(k − 1) + 1 ;

n − p � 3

8
d(d − 2) = 3

2
k(k − 1) .

See [Pet33, Pet38] or [Arn71]. In Chapter3, Theorem3.3.14 we prove these
inequalities using double covers.

Corollary 2.7.14 Let (C, σ ) be a non singular projective plane R-curve of even
degree d = 2k. Let p be the number of positive ovals of C(R) and n be the number
of negative ovals. Then we have that

p � 7

4
k2 − 9

4
k + 3

2
; n � 7

4
k2 − 9

4
k + 1 .

Proof For any curve of even degree d = 2k, Harnack’s inequality (2.6) gives p +
n � 2k2 − 3k + 2. Adding with the Petrovskii inequalities yields the desired result.

�

8See [Pet38, p. 190] for a justification of this terminology.
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Remark 2.7.15 (Ragsdale’s conjecture) A famous, but incorrect, conjecture by
Ragsdale [Rag06] states that p and n actually satisfy the inequalities p � 3

2k(k −
1) + 1, et n � 3

2k(k − 1). We will come back to this conjecture in Chapter3, at the
end of Section3.5.

When the curve does not have any nest of ovals, all ovals are positive and Petro-
vskii’s first inequality gives us the following.

Corollary 2.7.16 Let C be a non singular projective plane R-curve of even degree
d = 2k without a nest of ovals. The number of ovals s := #π0(C(R)) is then bounded
by

s � 3

2
k(k − 1) + 1 .

Corollary 2.7.17 The maximal even degree d curves, by which we mean the curves
with the maximal number of connected components in their real locus, namely
(d−1)(d−2)

2 + 1, (see Definition3.3.10) have at least one nesting from degree 6
onwards.

2.8 Solutions to exercises of Chapter 2

2.1.3 1. LetU be an open set inA
n(C) and consider f ∈ σO(U ). By definition there is

a function g ∈ O(σA(U )) such that f = σ g so f = g ◦ σA : U → C is regular and
hence f ∈ O(U ). The opposite inclusion O(U ) ⊂ σO(U ) is proved by a similar
argument.

2. Apply Definition1.3.7 to the sheaf σO and the subspace F to get the sheaf
σOF . If U is an open subset of F then U is an open set of F and hence of F by
hypothesis. A function f : U → C belongs to σOF (U ) if and only if for any point
x in U there is a neighbourhood V of x in A

n(C) and a function g ∈ σO(V ) such
that g(y) = f (y) for any y ∈ V ∩U . By the previous question g ∈ O(V ) and hence
σOF = OF .

2.1.7The sets F and F are subsets ofAn(C) andOF = (OAn )F (seeDefinition1.3.7).
The restriction σA : F → F is clearly bijective. Moreover, σA is continuous since if
Z = Z(I ) is a Zariski closed subset of F defined by an ideal I inC[X1, . . . , Xn] then
σA

−1(Z) = σA(Z) = Z = Z(σ I ) where σ I := {σ f | f ∈ I }. Finally, σA|F induces
an isomorphism of ringed spaces (see ExerciseC.5.3) (F,OF ) → (F,OF ) because
ifU is an open subset of F then σA(U ) is an open subset of F and if f ∈ OF (U ) then
f ◦ σA : σA(U ) → C is regular or in other words f ◦ σA ∈ OF (σA(U )). Indeed, as
f ∈ OF (U ) there is a function f0 ∈ OF (U ) such that f = f0 and it follows that
f ◦ σA = f0 ◦ σA = σ f0. As f0 is regular on U , σ f0 is regular on σA(U ).
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C

z �→z

F
σA

F
f

f0

C

2.1.21 1. Recall that if C is the zero locus of a polynomial P then C is the
zero locus of σ P . A straightforward calculation shows that (ϕ ◦ ϕ)(x, y) = (x, y)
so ϕ is an involutive automorphism of A

2(C) and in particular ϕ−1 = ϕ. Now
consider P(x, y) = y2 − a0xm − ∑m

k=1

(
akxm+k + (−1)kakxm−k

)
. On substituting

P(ϕ(x, y)) we obtain − y2

x2m + a0
1
xm + ∑m

k=1

(
ak

1
xm−k + (−1)kak 1

xm+k

)
and hence

−x2m P(ϕ(x, y)) = σ P(x, y).
2. Set τ = σA ◦ ϕ. We then have that τ(x, y) = (− 1

x ,− i y
xm ) et (τ ◦ τ)(x, y) =

(x,−y).
3a. Restricting the projection (x, y) �→ x we exhibit the curve C := Cm,a0,...,am as

a degree 2 covering of P
1(C). Its function fieldC(C) is therefore a degree two exten-

sion of C(x) = C(P1(C)). Moreover, there is a one-to-one correspondence between
automorphisms ofC and automorphisms of the fieldC(C).9 The two elements of the
automorphism group of the extension C(C)|C(x) are represented by idC and ρ. Any
automorphism of C(C) therefore induces an automorphism of Frac (C[x, y]/(P)).
If the coefficients of the one-variable polynomial P(x, y) − y2 are independent over
Q then the only non trivial automorphism is represented by ρ.

3b. By Proposition2.1.19, if C has a real structure then there is an isomorphism
between C and C satisfying σAψ ◦ ψ = idC .

Moreover, it follows from 3a that the only isomorphisms between Cm,a0,...,am and
its conjugate are ϕ and ϕ′ : (x, y) �→ (− 1

x ,− i
xm y), but ϕ ◦ σAϕ = (ϕ′) ◦ (σA(ϕ′)) =

ρ 	= idCm,a0 ,...,am
. It follows that if a0, ak , ak are independent over Q then the curve

Cm,a0,...,am has no real structure.

2.1.42 We have two non-equivalent real structures on P
1(C):

σP : (x0 : x1) �→ (x0 : x1)

et
σP

′ : (x0 : x1) �→ (−x1 : x0)

which give rise to three non-equivalent structures on P
1(C) × P

1(C): the involution
σP × σP whose fixed locus is the torus T

2 = S
1 × S

1 and the involutions σP × σP
′

and σP
′ × σP

′ whose fixed loci are empty.
The fourth structure is ((x : y), (z : t)) �→ (

(z : t), (x : y)) whose fixed locus is
the sphere S

2.

9As an automorphism ofC is also a birational transformation ofC we simply apply Theorem1.3.30
which states there is a one-to-one correspondence between automorphisms of C(C) and birational
transformations of C . The stronger correspondence used in this proof relies on the fact that C is a
smooth projective curve.
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2.2.6 1. We have that F(R) = Z(I ) and F(R) = ZC(I(F(R))).
If I(Z(I )) ⊆ I then ZC(I(F(R))) ⊇ ZC(I ) or in other words F(R) ⊇ F so

F(R) is dense in F .
If F(R) is dense in F then ZC(I(F(R))) = F = ZC(I ). As the ideal I is rad-

ical the ideal IC = I ⊗R[X1,...,Xn ] C[X1, . . . , Xn] is also radical. It follows by the
Nullstellensatz that IC(F(R)) ⊆ IC and hence I(F(R)) ⊆ I .

2. This follows immediately from (1) using TheoremA.5.15.

2.2.7 Set I = (x2 + y2): we then have that F = ZC(I ) = {x ± iy = 0} and the real
locus is F(R) = Z(I ) = {(0, 0)} and I(Z(I )) = (x, y) � I in R[X1, . . . , Xn].

We set a = (0, 0). On the one hand, OF(R),a =
(
R[x,y]
(x,y)

)
mF(R),a

= R and on the

other hand
(OG

F |F(R)

)
a = OG

F,a =
((

C[x,y]
(x2+y2)

)
mF,a

)G

� R since the class of the poly-

nomial x modulo (x2 + y2) belongs to OG
F,a since its coefficients are real.

2.2.26 1. ϕ is a morphism of R-varieties if and only if

• ϕ is an morphism of complex varieties and
• ϕ ◦ σA|F1 = σA|F2 ◦ ϕ.

By Exercise1.2.56 the first condition is equivalent to the existence of poly-
nomial functions f1, . . . , fm ∈ C[x1, . . . , xn] such that for every (x1, . . . , xn) ∈
F1, ϕ(x1, . . . , xn) = ( f1(x1, . . . , xn), . . . , fm(x1, . . . , xn)). The second condition is
equivalent to

ϕ (x1, . . . , xn) = ϕ(x1, . . . , xn) ,

which simply means that for every (x1, . . . , xn) ∈ F1 and every i = 1 . . .m,

fi (x1, . . . , xn) = fi (x1, . . . , xn) .

i.e. for every i = 1 . . .m, σ fi = fi or in other words fi has real coefficients.
2. ϕ is an R-regular rational map if and only if

• ϕ is a rational map of R-varieties;
• F1(R) ⊂ dom(ϕ).

In other words, ϕ is an R-regular rational map if and only if

• ϕ is a rational map of complex varieties
• ϕ ◦ σA|F1 = σA|F2 ◦ ϕ;
• F1(R) ⊂ dom(ϕ).

By Exercise1.3.25, the first condition is equivalent to the existence of polynomial
functions g1, . . . , gm ∈ C[x1, . . . , xn] and h1, . . . , hm ∈ C[x1, . . . , xn] such that for
any (x1, . . . , xn) ∈ dom(ϕ),

ϕ(x1, . . . , xn) =
(
g1(x1, . . . , xn)

h1(x1, . . . , xn)
, . . . ,

gm(x1, . . . , xn)

hm(x1, . . . , xn)

)
.
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The map ϕ is therefore an R-regular rational map if and only if gi and hi have
real coefficients and the functions hi do not vanish at any point of F1(R).

2.2.31 The usual atlas is a compatible atlas because the functions defining the open
sets have real coefficients. We set

U0 := {(x0 : x1) ∈ P
1(C) | x0 	= 0}

and

ϕ0 :
{

U0 −→ C

(x0 : x1) �−→ x1
x0

.

Similarly, set U1 := {(x0 : x1) ∈ P
1(C) | x1 	= 0} and

ϕ1 :
{

U1 −→ C

(x0 : x1) �−→ x0
x1

.

We then have that

σ ϕ0 :
{

σ(U0)
σP−→ U0

ϕ0−→ C
σA−→ C

(x0 : x1) �−→ (x0 : x1) �−→ x1
x0

�−→ x1
x0

and
σϕ1 :

{
U1 −→ C

(x0 : x1) �−→ x0
x1

.

2.3.14 Use Exercise1.2.56(3) to write the isomorphism

ϕ′ ◦ ϕ−1 : ϕ′(V ) → ϕ(V )

in homogeneous coordinates then check that ϕ′ ◦ ϕ−1 extends to an isomorphism
ϕ(V )K → ϕ′(V )K .

2.3.17 1. I(F) = (x, y) so FC = {(0, 0} is a complexification of F which is irre-
ducible so F is geometrically irreducible.

2. V = ZC(x + iy) ∪ ZC(x − iy).
3. The R-variety (V, σ ) does not have enough real points so it is not a complexi-

fication of F .

2.6.15 See [Ser55a, Chapitre III, Section 2] if necessary.

2.6.27 To simplify notation we will prove this result only for n = 2. Take a system
of linear homogeneous coordinates (x0 : x1 : x2) and let Uk := P

2 \ Z(xk) be the
standard open affine set defined by xk 	= 0. Consider U0 with its coordinates u1, u2.
Sections of KP2 onU0 are all of the form p(u1, u2) du1 ∧ du2. We will calculate the
poles and zeros of the section du1 ∧ du2 outside of U0. There is only one divisor
outside of U0, namely x0 = 0, so it is enough to check the multiplicity along this
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divisor.Wewill calculate inU1 with coordinates v0, v2 such that (1 : u1 : u2) = (v0 :
1 : v2). In other words, u1 = 1

v0
and u2 = v2

v0
, from which we get that

du1 ∧ du2 =
(

− 1

v2
0

dv0

)
∧

(
v0 dv2 − v2 dv0

v2
0

)
= − 1

v3
0

dv0 ∧ dv2 .

This form therefore has a pole of order 3 along v0 = 0 as claimed.

2.6.28 Since H 0(X,OX (−KX )) 	= 0, there is an effective divisor C linearly equiva-
lent to −KX .

There is an exact sequence

0 → OX (−C) → OX → OC → 0

which on tensorising with �1
X gives us

0 → �1
X (KX ) → �1

X → �1
X |C → 0

whose initial terms in the long exact sequence are

0 → H 0(X,�1
X (KX )) → H 0(X,�1

X ) → · · ·

and the conclusion follows because H 0(X,�1
X ) = 0.

For the second question simply note that �X is the dual of �1
X and apply Theo-

remD.2.5.



Chapter 3
Topology of Varieties with an Involution

Equipped with the Euclidean topology, an R-variety (X, σ ) is a topological space
with a continuous involution. In this chapter we study the action of this involution
on the homology of the topological space X .

We startwith preliminary results on involutivemodules, Poincaré duality and char-
acteristic classes and then present Smith theory and its applications to R-varieties.
Themain consequences of this theory are constraints on the topology of the real locus
depending on the topology of the complex variety. Most of the time these constraints
take the form of upper and lower bounds on various topological invariants, such as
the Smith-Thom (3.8), Harnack (3.9), Petrovskii (3.11) and (3.12), Comessatti (3.14)
inequalities.

If the variety X is non singular then X and X (R) are topological and differen-
tiable manifolds. We recall that- as in Definition 1.4.1 and Proposition 2.2.27—any
non singular n-dimensional complex variety is also a differentiable manifold of
dimension dimR X = 2n and its real locus is a differentiable manifold of dimension
dimR X (R) = n if X (R) �= ∅. This enables us to apply topological tools such as
Poincaré duality and characteristic classes which yield various constraints on the
topological invariants of these spaces expressed in the form of congruences, such as
the results due to Rokhlin (3.15) and Gudkov–Kharlamov–Krakhnov (3.16).

We then turn our attention on R-curves, especially plane curves, which leads to a
discussion of the first part of Hilbert’s famous sixteenth problem.

In the following section we consider the Galois cohomology of X ’s homology and
define the various different forms of Galois-maximality. In many cases this method
will enable us to calculate the homology of the real locus using the Galois group
action on the homology of the complex variety. This method yields preciser bounds
than those obtained in previous sections.

We end this chapter with a discussion of algebraic cycles, by which we mean
homology classes represented by algebraic subvarieties.

© Springer Nature Switzerland AG 2020
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3.1 Homology and Cohomology of R-Varieties

Unless otherwise stated, the homology and cohomology used here will always
be singular homology. Of course when dealing with the underlying topological
space of a differentiable manifold or a real or complex quasi-projective variety with
its Euclidean topology, we determine singular homology by calculating simplicial
homology—see Remark B.3.3 and [Hat02, Section2.1]. The homology groups of a
compact topological or differentiable manifold are finitely generated, as are those of
a projective real or complex algebraic variety—see [Hat02, Corollary A.8] for more
details. We denote by Hk(X, L; A) the kth homology group and by Hk(X, L; A)

the kth cohomology group of the pair (X, L) with values in an abelian group A:
typically A will be a ring or a field such as A = Z2, Z, Q, R or C. If L = ∅ then we
will write “X” rather than “X, ∅”. See the appendix, SectionB.3 for basic homology
and cohomology theory.

As is standard practice, we will denote by

Zm := Z/mZ

the cyclic group of order m > 1.(Be careful not to confuse this notation with the
profinite group Zp = lim←− Z/pnZ, where p is a fixed prime number and n runs over
all natural numbers.)

3.1.1 Involutive Modules

An involutive module is a pair (M, σ ) where M is a Z-module with a linear invo-
lution σ . Any involutive module is a G-group where G is the group {1, σ } � Z2.
Indeed, any Z-module is an abelian group and any abelian group is equipped with
a unique Z-module structure. We denote by MG or Mσ the submodule of M of
elements which are invariant under σ and by M−σ the submodule of anti-invariant
elements.

Lemma 3.1.1 Let M be a free Z-module of finite rank n equipped with a linear
involution σ . There is then a basis of M

(a1, . . . , ar , b1, . . . , bλ, cλ+1, . . . , cn−r )

such that

1. for any 1 � i � r , σ(ai ) = ai ;
2. for any 1 � i � λ, σ(bi ) = ai − bi ;
3. for any λ � i � n − r , σ(ci ) = −ci .

In other words, M can be decomposed as a direct sum
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M1 ⊕ M2 ⊕ B1 ⊕ · · · ⊕ Bλ

where σ |M1 = idM1 , σ |M2 = − idM2 and σ |Bi has a matrix of the form

(
0 1
1 0

)
.

Proof By convention1 we denote by 1 = σ ◦ σ the identity map on M . The invariant
submodule ker(1 − σ) is a direct factor of M and the morphism induced by 1 +
σ onto M/ ker(1 − σ) is identically zero because (1 − σ) ◦ (1 + σ) ≡ 0. In other
words, the map induced by σ on M/ ker(1 − σ) is− id. In any basis for M extending
a basis for ker(1 − σ) the matrix of σ is therefore of the form

(
Ir N
0 − In−r

)
.

Using matrices of the form

(
Ir B
0 C

)
to make base changes we see that we can reduce

N modulo 2 and replace N by any matrix of the form NC for some invertible matrix
C . This completes the proof of the lemma.

To prove the second part of the lemma, simply consider the basis given by

(a1 − b1, . . . , aλ − bλ, b1, . . . , bλ)

of the submodule generated by (a1, . . . , aλ, b1, . . . , bλ) and reorganise terms. �

Note that the integerλ appearing in the above lemma corresponds to the dimension
λ := λσ of the Z2-vector space (1 + σ)(M ⊗Z Z2) (See Appendix A.4 for the defi-
nition of the tensor product ⊗). It is therefore an invariant of the involutive module
(M, σ ). Similarly, the rank r := rσ = rk Mσ (which is also equal to rk M1 + λσ ) of
the invariant submodule Mσ is independant of the choice of basis of M . We therefore
have the following proposition.

Proposition 3.1.2 Let (M, σ ) and (N , τ ) be free finitely generated involutive Z-
modules and let (M, σ ) → (N , τ )beaG-equivariant isomorphism (which is another
way of saying that (M, σ ) → (N , τ ) is an isomorphism of involutive modules). We
then have that λσ = λτ and rσ = rτ .

Definition 3.1.3 Let M be a free Z-module of finite rank n with a linear involution
σ . We define the Comessatti characteristic2 of (M, σ ) to be the dimension λ := λσ

of the Z2-vector space (1 + σ)(M ⊗Z Z2).

As M is an abelian G-group the Galois cohomology sets Hk(G, M) are abelian
groups (indeed, they turn out to be Z2 vector spaces). See [Ser94, Section I.5] for a
general definition of the cohomology groups Hk(G, M).

1This convention derives from the fact that the identity is the multiplicative unit in the group algebra
Z[G].
2Terminology due to Silhol [Sil89, I.(3.5.1), page 15].
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Proposition 3.1.4 Let (M, σ ) be an involutive module and set G = {1, σ }. For any
k > 0 we have that Hk(G, M) � Hk+2(G, M) and

H 0(G, M) = ker(1 − σ) = Mσ ;
H 1(G, M) = ker(1 + σ)/ Im(1 − σ) = M−σ / Im(1 − σ) ;
H 2(G, M) = ker(1 − σ)/ Im(1 + σ) = Mσ / Im(1 + σ) .

Proof See [Wei94, Theorem 6.2.2], noting that the norm on Z[G] is the element
1 + σ . �

Lemma 3.1.5 Let E be a Z2-vector space equipped with a linear involution σ .3 We
then have that Eσ = E−σ and (1 + σ)E = (1 − σ)E from which it follows that

H 1(G, E) = H 2(G, E)

and setting λσ = dimZ2(1 + σ)E we have that

dimZ2 E
G = dimZ2 E − λσ ;

dimZ2 H
1(G, E) = dimZ2 E − 2λσ .

Proof Simply note that EG = ker(1 + σ). �

Proposition 3.1.6 Let M be a free Z-module of rank n with a G-action. The group
G also acts on the Z2-vector space M2 = M ⊗Z Z2 = M/2M and on setting r =
rk Mσ and λ = dimZ2(1 + σ)M2 we get that

dimZ2 H
1(G, M) = rk M−σ − λ = n − r − λ ;

dimZ2 H
2(G, M) = r − λ ;

dimZ2 M
σ
2 = n − λ ;

dimZ2 H
1(G, M2) = n − 2λ .

Proof Simply apply Lemmas 3.1.1 and 3.1.5. �

We conclude this subsection with a useful result on involutive integral lattices,
by which we mean free Z-modules of finite rank n equipped with an integer-valued
symmetric bilinear form (see Definition A.6.5) and an involution.

Proposition 3.1.7 Let (M, Q) be an integral quadratic lattice with an involutive
isometry σ . The discriminant of the restriction of Q to the invariant (resp. anti-
invariant) part of M satisfies

| det(Q|Mσ )| = | det(Q|M−σ )| = 2λ .

3The space E has a uniqueZ-module structure obtained by composing theZ2 action with the unique
ring morphism Z → Z2.
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Proof Applying Lemma A.6.9 to the invariant submodule gives us | det(Q|Mσ )| =
| det(Q|M−σ )| = [M : Mσ ⊕ M−σ ]. Lemma 3.1.1 then completes the proof of the
proposition. �

3.1.2 Poincaré Duality on R-Varieties

Poincaré duality holds for all topological manifolds—see Definition B.5.1—and
therefore for all non singularR-varieties in particular. Herewewill deal with varieties
whose underlying Euclidean topological space is compact: see Theorem B.7.1 for
the non-compact case.

Proposition 3.1.8 Let (M, σ ) be an oriented compact topological manifold of
dimension n equipped with an orientation-preserving (resp. reversing) involu-
tion. Consider an integer k ∈ {0, .., n}. The Poincaré duality isomorphism (Corol-
lary B.7.2)

DM : Hk(M; Z)
�−→ Hn−k(M; Z)

φ �−→ [M] � φ

is then equivariant (resp. anti-equivariant) for the G = Z2 action determined by σ .

Proof Simply apply the fact that the cap-product is natural (Proposition B.7.5) to
the continuous map σ : M → M for l = n and α = [M]:

σ∗([M]) � φ = σ∗
([M] � σ ∗(φ)

)
.

As the linear map σ∗ is involutive it follows that

σ∗(DM(φ)) = DM(σ ∗(φ)) (resp. σ∗(DM(φ)) = −DM(σ ∗(φ)))

if σ∗([M]) = [M] (resp. σ∗([M]) = −[M]). �

Corollary 3.1.9 Let (X, σ ) be a non singular projective R-variety (or compact
analytic R-variety) of dimension n. The Poincaré duality isomorphism,

DX : Hk(X; Z)
�−→ H2n−k(X; Z)

φ �−→ [X ] � φ

is then equivariant if n is even and anti-equivariant if n is odd.

Proof By Proposition 2.2.27 the complex variety X with its Euclidean topology
has an oriented real differentiable manifold structure of dimension 2n. By Proposi-
tion 2.2.28 the real structure σ is orientation preserving if n is even and orientation
reversing if n is odd. �
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3.1.3 Orientability and Characteristic Classes

A complex variety is always orientable and oriented—see Exercise B.5.11 and
Remark E.2.2(4)- which is not always the case for a real variety. In this subsec-
tion we will prove some results concerning the orientability of the real locus of
an R-variety. The first non-trivial case is that of surfaces because any non-singular
R-curve has real dimension 1 and is therefore orientable (see Remark B.5.5).

We start our investigations with non singular hypersurfaces in P
3.

Proposition 3.1.10 Let Xd ⊂ P
3(C) be a non singular real algebraic surface

defined by a polynomial of degree d with real coefficients. Assume that Xd(R) =
Xd ∩ P

3(R) is non empty. The compact topological surface Xd(R) is then orientable
if and only if d is even.

Proof By Poincaré duality (see Proposition B.7.17), a topological surface V ⊂
P
3(R) is orientable if and only if its homology class [V ] ∈ H2(P

3(R); Z2) vanishes.
The group H2(P

3(R); Z2) is generated by the class of a real hyperplane H ⊂ P
3(R).

The class [Xd(R)] = d[H ] therefore vanishes in H2(P
3(R); Z2) if and only if d is

even. �

Remark 3.1.11 The group H4(P
3(C); Z) is generated by the class of a complex

hyperplane H ⊂ P
3(C) so we have that [Xd ] = d[H ] in H4(P

3(C); Z). This makes
it tempting to reason using the complex variety: this idea is illustrated in Exam-
ple 3.1.17. See also Section3.7.

When the degree d is odd we have a stronger result.

Proposition 3.1.12 Let Xd ⊂ P
3(C) be a non singular algebraic surface defined by

a polynomial of degree d with real coefficients. If d is odd then Xd(R) �= ∅ and has a
unique non-orientable connected component: there may be other components which
are orientable. Moreover, this unique non orientable connected component has odd
Euler characteristic.

Proof 1. By Proposition 2.6.48, we have that Xd(R) �= ∅.
2. By Proposition 3.1.10 the real locus Xd(R) has at least one non-orientable con-

nected component since a line in P
3(R) transverse to Xd(R) meets it in a odd

number of points, namely d.
3. There cannot be any other non orientable component because in P

3(R) any two
non orientable surfaces must meet. Let H be a plane which is transverse to Xd(R)

(such a plane exists by Bertini’s theorem D.9.1)- the curve cut out on H by each
non orientable component contains a pseudo-line, but any two pseudo-lines in
H � RP

2 always meet. See [BR90, 5.1.6] for more details if necessary.
4. The statement about the Euler characteristic follows from the fact that any non-

orientable surface in RP
3 is cobordant with RP

2 (see [BW69]) so is necessarily
diffeomorphic to the connected sum of RP

2 with a finite number of Klein bottles
K

2. We recall that the connected sum V#K
2 of a non orientable surface V with a

Klein bottle is homeomorphic to the connected sum V#T
2 of V with a torus). �
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Example 3.1.13 A non singular cubic surface X3(R) in RP
3 is homeomorphic to

one of the following surfaces. (In this list, Vg denotes the non-orientable surface
whose topological Euler characteristic is 2 − g and � denotes disjoint union as in
notation 4.2.15)

V1 = RP
2, V3, V5, V7, RP

2 � S
2 .

See [BR90, Proposition 5.6.4] for an elementary proof of this fact. Anticipating
Chapter4, we can use the fact that a non singular cubic inP

3(C) is aDel Pezzo surface
of degree 3, which implies that the complex surface X3 is isomorphic to the blow up
of P

2(C) in 6 points in general position, by which we mean that they do not all lie on
one conic (they are not coconic) and no three of them are on the same line. Consider
the case where this set of 6 points is globally fixed by σP. The number of these points
in non real conjugate pairs can be 0, 2, 4 or 6, giving the first 4 possibilities. (See
Example 4.2.18 for the calculation of the topology of a blow-up at a point). The last
topological type can be realised by blowing up a real point on a conic bundle over
P
1 which is R-minimal and has four singular fibres as in Example 4.2.8. The real

locus of such a bundle is a disjoint union of two spheres which after blow up gives
us the desired topological form. To be sure that this complex surface really is the
blow up of P

2 in 6 points we need the minimal model, which is a Hirzebruch surface
by Exercise 4.2.11, to be of index 1. To prove this, recall that every singular fibre
consists of two non real conjugate (−1)-curves, which gives us four contractions, to
which we add our extra blow-up and the contraction of the exceptional section which
is a (−1)-curve by hypothesis. See also [Sil89, SectionVI.5].

Returning to abstract surfaces, the differentiablemanifold structure inherited from
the non singular real or complex algebraic structure means we can use the character-
istic classes of the tangent bundle. See [MS74, Sections4 et 14] for the construction
and main properties of these classes.

Definition 3.1.14 Let (X, σ ) be a non singularR-variety of dimension n. We denote
by TX the differential tangent bundle of the 2n-dimensional manifold underlying
X and if X (R) �= ∅ we denote by TX (R) the differential tangent bundle of the n
dimensional manifold underlying X (R). The bundle TX (R) is a real vector bundle of
rank n and its kth Stiefel–Whitney class

wk(X (R)) := wk(TX (R)) ∈ Hk(X (R); Z2)

is called the kth Stiefel–Whitney class of X (R).
The bundle TX is a real vector bundle of rank 2n and its kth Stiefel–Whitney class

wk(X) := wk(TX ) ∈ Hk(X; Z2)

is called the kth Stiefel–Whitney class of X . The bundle TX has a natural rank n
complex vector bundle structure and its kth Chern class
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ck(X) := ck(TX ) ∈ H 2k(X; Z)

is called the kth Chern class of X.

The first Stiefel–Whitney class w1(V ) of a differentiable compact manifold V
vanishes if and only if V is orientable. See [MS74, Problem 12.A] for more details.
The vanishing of w1(X (R)) therefore detects the orientability of the real locus X (R):
on the other hand, the first Stiefel–Whitney class of X always vanishes because X is
orientable. The key result is therefore the following.

Proposition 3.1.15 Let (X, σ ) be a non singular R-variety whose real locus is non
empty. The variety X (R) is then orientable if and only if

w1(X (R)) = 0 in H 1(X (R); Z2) .

It is not always easy to calculate the characteristic classes of the real locus but we
can sometimes use the characteristic classes of the complex variety.

Proposition 3.1.16 Let X be a non singular complex projective variety of dimension
n. The Stiefel–Whitney and Chern classes of X satisfy the following relationships.

1. w2k+1(X) = 0 ;
2. w2k(X) ≡ ck(X) mod 2.
Moreover, if σ is a real structure on X then
3. σ ∗ck(X) = (−1)kck(X) ;
4. σ ∗ w2k(X) = w2k(X).

Proof The first two equations are proved in [MS74, Problem14.B]. For the third, first
note that the image under σ of the tangent bundle TX is isomorphic to the conjugate
bundle TX and then apply [MS74, Lemma 14.9]. The final equation is a consequence
of the first three. �

Example 3.1.17 Let Xd ⊂ P
3(C) be a non singular algebraic surface of degree d.

We then have that w2(Xd) = 0 if and only if d is even. Indeed, w2(X) ≡ c1(X)

mod 2 and c1(X) = c1(dH) = dc1(H) for some hyperplane H ⊂ P
3(C).

Theorem 3.1.18 Let (X, σ ) be a non singular R-variety of even dimension n = 2m
with non empty real locus such that b1(X; Z2) = 0.

Ifw2(X) ∈ H 2(X; Z2), the secondStiefel–Whitney class of X, vanishes then X (R)

is orientable.

Remark 3.1.19 This theorem is particularly useful when the variety X is simply
connected.

Proof of Theorem 3.1.18 The proof below draws on [DK00, 2.9.1 Remark, page
753]. The basic idea is to apply a result due to Edmonds.
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Lemma 3.1.20 ([Edm81, Theorem 3]) Let V be an oriented manifold with a spin
structure (see SectionB.5.2) equipped with a C∞ involution σ fixing both the orien-
tation and a spin structure. If the stable locus V σ is non empty then it is orientable.

The complex variety X with the Euclidean topology is an oriented manifold—see
Proposition 2.2.27. An oriented differentiable manifold V has a spin structure if and
only if w2(TV ) = 0, as in Proposition B.5.20. By [LM89, Chapter II, Theorem 2.1],
as b1(X; Z2) = 0, this variety has only one spin structure which must therefore be
fixed by σ . As n is even, σ is orientation preserving by Proposition 2.2.28. The
proposition follows on applying Edmond’s theorem.

Example 3.1.21 The real locus of a real K3 surface (see Definition 4.5.3) is either
empty or orientable. See the proof of Proposition 4.5.6 for more details.

3.2 Smith Theory

As in [Bre72, Chapitre III] we present a version of Smith theory based on simplicial
homology which in principle is only valid for triangulable topological spaces—see
Definition B.3.2. This class contains all differentiable manifolds and all complex or
real quasi-projective varieties with their Euclidean topology—see Remark B.3.3.

Let (X, σ ) be a projectiveR-variety of dimension n.We equip the complex variety
X and the real locus X (R)with their Euclidean topology so that they become compact
triangulable topological spaces as in Remark B.3.3. We do not assume that X is non
singular: we do however assume it is projective, which guarantees it is compact for
the Euclidean topology and that all its homology groups are finitely generated.

Remark 3.2.1 Most of the results given in this section remain valid for a com-
pact complex analytic space with an anti-holomorphic involution. In particular, the
following results hold for any compact Kähler variety X—see Definition D.3.4—
equipped with an anti-holomorphic involution σ . This generalisation will be useful
in the study of real K3 surfaces in Chapter4.

The involutionσ equips X with aGalois group actionwhereG = Gal(C|R) � Z2.
Let L ⊂ X be a subvariety that is stable under σ (or in other words an R-subvariety).
A triangulation of the pair (X, L) is a simplicial pair (X̃ , L̃)—see Definition B.3.1—
equipped with a G-action. In particular, σ acts simplicially on X̃ . As X is compact,
X̃ is a finite simplicial complex. Passing to a barycentric subdivision if necessary,
we may assume that if σ fixes a simplex s of X̃ then it fixes all the vertices of s as
in [Bre72, Proposition III.1.1]. We denote by X̃G the subcomplex fixed by σ and set
L̃G = L̃ ∩ X̃G . The complex X̃G (resp. L̃G) is then a triangulation of X (R) (resp.
L(R)).We denote byC(X̃ , L̃; Z2) the chain group of the pair (X̃ , L̃)with coefficients
in Z2.
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Theorem 3.2.2 The sequence

0 → ρC(X̃ , L̃; Z2) ⊕ C(X̃G, L̃G; Z2)
i−→ (3.1)

C(X̃ , L̃; Z2)
ρ−→ ρC(X̃ , L̃; Z2) → 0

where i is the sum of canonical injections and ρ = 1 + σ , is an exact sequence of
chain complexes (we recall that 1 = σ ◦ σ is the identity map).

Proof The second to last arrow is obviously surjective and if s is a simplex fixed by
σ then ρ(s) = 2s = 0 which implies that i is injective. It remains to prove that the
sequence is exact atC(X̃ , L̃; Z2). For every n we simply consider the set of n-chains
in the orbit of s for every n-simplex s ⊂ X̃ \ L̃ . It is clear that ρ ◦ ρ = 2(1 + σ) = 0
so Im i ⊂ ker ρ. Consider an element s ∈ ker ρ. If s is invariant then ρ(s) = 2s = 0
et s = i(s) ∈ Im i . If s �⊂ X̃G then any n-chain in the orbit of s can be written as
k1s + k2σ(s) where ki ∈ {0, 1} for i = 1, 2 and corresponds to the unique element
k1 + k2σ in the group algebra	 := Z2[G]. The sequence (3.1) reduces to a sequence
of vector spaces

0 → ρ	
i−→ 	

ρ−→ ρ	 → 0 .

The sequence is immediately exact: 	 is a 2-dimensional vector space over Z2

and ker(σ : 	 → 	) = 〈σ 〉 is a vector subspace of dimension 1. �
Remark 3.2.3 More generally, if G is a group of prime order p then there is an
exact sequence analogous to (3.1) for chains with coefficients in Zp. See [Bre72,
Chapitre III, Theorem 3.1] for more details.

The singular homology groups of the pairs (X, L) and (X (R), L(R)) are isomor-
phic to the homology groups associated to the simplicial complexes C(X̃ , L̃; Z2)

and C(X̃G, L̃G; Z2) (see [Hat02, Section2.1] for more details). The exact sequence
(3.1) therefore induces a long exact sequence of homology groups:

· · · ρk+1−−→Hk+1(ρC(X̃ , L̃; Z2))
γk+1−−→ (3.2)

Hk(ρC(X̃ , L̃; Z2)) ⊕ Hk(X (R), L(R); Z2)
ik−→

Hk(X, L; Z2)
ρk−→ Hk(ρC(X̃ , L̃; Z2))

γk−→ · · ·

where ρk is the map induced by ρ on each homology group.

Remark 3.2.4 Let σ∗ be the action of σ on Hk(X, L; Z2). The restriction of σ∗ to
Im ik is then the identity.

For any given k we can deduce from the exact sequence (3.2) the following exact
sequence

0 → Hk+1(ρC(X̃ , L̃; Z2))/ Im ρk+1 → (3.3)

Hk(ρC(X̃ , L̃; Z2)) ⊕ Hk(X (R), L(R); Z2) → Hk(X, L; Z2) → Im ρk → 0 .
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The homology groups appearing in the exact sequence above are Z2-vector spaces.
For k = 0, . . . , 2nwe set ak := dimZ2 Im ρk and ck := dimZ2 Hk(ρC(X̃ , L̃; Z2)) and
we get

0 = dim H2n(X, L) −c2n −a2n
0 = dim H2n−1(X, L) −c2n−1 + c2n −a2n − a2n−1
...

...
...

...

0 = dim Hn+1(X, L) −cn+1 + cn+2 −an+2 − an+1

dim Hn(X (R), L(R)) = dim Hn(X, L) −cn + cn+1 −an+1 − an
...

...
...

...

dim Hk(X (R), L(R)) = dim Hk(X, L) −ck + ck+1 −ak+1 − ak
...

...
...

...

dim H1(X (R), L(R)) = dim H1(X, L) −c1 + c2 −a2 − a1
dim H0(X (R), L(R)) = dim H0(X, L) −c0 + c1 −a1 − a0 .

Summing these equalities and noting that c0 = a0 = 0 we get that

n∑
l=0

dim Hl(X (R), L(R); Z2) =
2n∑
k=0

(
dim Hk(X, L; Z2) − 2ak

)
. (3.4)

For ease of notation we will assume that L = ∅. We now interpret the groups
Hr (ρC(X̃; Z2)) geometrically using the projection p : X → Y from X to the orbit
space Y := X/G (which is triangulable—see [Bre72, III.Section1, page 117] for
more details). The topological space

Y = X/G

is the topological quotient (or topological quotient space) of X byG: in other words,
we equip Y with the finest topology rendering p continuous. We consider X (R) as
a subspace of both X and Y , we means essentially that we identify the ramification
locus X (R) and the branching locus p(X (R)). The projection p is a double cover
ramified along X (R) and the restriction X \ X (R) → Y \ X (R)of p is a non ramified
double cover (see [Hat02, Section1.3]).

Proposition 3.2.5 Thegroups Hk(ρC(X̃; Z2))appearing in the exact sequence (3.2)
are isomorphic to the homology groups of the pair (Y, X (R)):

∀k, Hk(ρC(X̃; Z2)) � Hk(Y, X (R); Z2) .

Proof We start by proving that

Hk(ρC(X̃ , L̃; Z2)) � Hk(X̃/G, X̃G ∪ L̃/G; Z2)
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as in [Bre72, III.(3.4)]. Let s be a simplex in X̃ \ L̃ . Then we have that ρ((k1 +
k2σ)(s)) = (k1 + k2)ρ(s) and ρ((k1 + k2σ)(s)) = 0 if and only if k1 + k2 = 0
where s ∈ X̃G . The map ρ : C(X̃ , L̃; Z2) → C(X̃ , L̃; Z2) therefore has the same
kernel as the composition

C(X̃ , L̃; Z2)
j−→ C(X̃ , X̃G ∪ L̃; Z2)

π−→ C(X̃/G, X̃G ∪ L̃/G; Z2) .

The images of these morphisms are therefore isomorphic via the map given by
ρ(c) �→ (π ◦ j)(c) for any chain c. Passing to homology groups for L = ∅ we get
that

Hk(ρC(X̃; Z2)) � Hk(X̃/G, X̃G; Z2)

and
Hk(X̃/G, X̃G; Z2) � Hk(Y, X (R); Z2) .

�
We note for later use that the following diagram is commutative

0 → ρC(X̃) ⊕ C(X̃G)
i−−−−→ C(X̃)

ρ−−−−→ ρC(X̃) → 0⏐⏐	0+id

⏐⏐	 ⏐⏐	�

0 → C(X̃G) −−−−→ C(X̃/G) −−−−→ C(X̃/G, X̃G) → 0

and therefore induces a commutative diagram of homology groups

→ Hk(ρC(X̃)) ⊕ Hk(X (R)) −−−−→ Hk(X) −−−−→ Hk(ρC(X̃)) →⏐⏐	
⏐⏐	

⏐⏐	�

→ Hk(X (R)) −−−−→ Hk(Y ) −−−−→ Hk(Y, X (R)) → .

(3.5)

The exact sequence (3.2) implies the following theorem.

Theorem 3.2.6 Let (X, σ ) be a projective R-surface. There is a homology long
exact sequence:

· · · → Hk(Y, X (R); Z2) ⊕ Hk(X (R); Z2) → Hk(X; Z2) → (3.6)

Hk(Y, X (R); Z2)
�k−→ Hk−1(Y, X (R); Z2) ⊕ Hk−1(X (R); Z2) → · · ·

where G = {1, σ } � Z2, X (R) = XG and Y = X/G is the quotient topological
space of X by G.

Moreover, it follows from diagram (3.5) that the second component of �k is the
boundary map δk of the homology sequence associated to the pair (Y, X (R))

Hk(Y, X (R); Z2)
δk−→ Hk−1(X (R); Z2) → Hk−1(Y ; Z2) . (3.7)
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3.3 Upper Bounds on Betti Numbers

Definition 3.3.1 Let (X, L) be a pair of topological spaces (if L = ∅ we simply
write X ) with L ⊂ X such that for any k, dimQ Hk(X, L; Q) < ∞. The kth Betti
number bk(X, L) of (X, L) is the dimension of the kth homology group of (X, L)

with coefficients in Q

bk(X, L) := dimQ Hk(X, L; Q) .

We denote by bk(X, L; Z2) the kth Betti number with coefficients in Z2, or in other
words

bk(X, L; Z2) := dimZ2 Hk(X, L; Z2) .

We will denote by

b∗(X) =
∑

bk(X) and b∗(X; Z2) =
∑

bk(X; Z2)

the total Betti number of X and the total Betti number of X with coefficients in Z2.

Remark 3.3.2 Of course, as

Hk(X, L; C) = Hk(X, L; Q) ⊗Q C

(see SectionB.4), we have that

bk(X, L) = dimC Hk(X, L; C) .

Remark 3.3.3 The Betti numbers with coefficients in Z2 are not always equal to
the Betti numbers. See SectionB.4 for the general theory and the exercise below for
some examples.

Exercise 3.3.4 Prove the following statements.

1. If X = RP
2 then b1(X) = 0 but b1(X; Z2) = 1.

2. If X = S
1 × S

1 then b1(X) = b1(X; Z2) = 2.
3. If X = K

2 is a Klein bottle then b1(X) = 1 but b1(X; Z2) = 2.

[Hint: use universal coefficients, see Corollary B.4.5.]

Proposition 3.3.5 Let (X, σ )beaprojectiveR-variety of dimensionn and let L ⊂ X
be an R-subvariety. The Betti numbers with coefficients in Z2 satisfy the following
equation:

2n∑
k=0

bk(X, L; Z2) −
n∑

l=0

bl(X (R), L(R); Z2) ≡ 0 mod 2



136 3 Topology of Varieties with an Involution

and in particular

2n∑
k=0

bk(X; Z2) −
n∑

l=0

bl(X (R); Z2) ≡ 0 mod 2.

Proof As X is projective it is compact for the Euclidean topology and its homology
groups are therefore finitely generated. We then simply apply (3.4). �

Theorem 3.3.6 (Smith-Thom inequality) Let (X, σ ) be a projective R-variety of
dimension n and let L ⊂ X be an R-subvariety. The Betti numbers with coefficients
in Z2 satisfy the following inequalities

n∑
l=0

bl(X (R), L(R); Z2) �
2n∑
k=0

bk(X, L; Z2)

and in particular
n∑

l=0

bl(X (R); Z2) �
2n∑
k=0

bk(X; Z2). (3.8)

Proof This follows immediately from (3.4) as in the previous proof. �

For R-varieties defined by explicit equations, Thom [Tho65] and Milnor [Mil64]
independantly established an upper bound on

∑n
l=0 bl(X (R); Z2) depending on the

degrees of the defining equations. This result is proved using Morse theory for man-
ifolds with boundary. The bound given depends only on the complex variety so this
inequality is of the same type as (3.8).

For curves, Theorem 3.3.6 has the following corollary, often called Harnack’s
theorem or Harnack’s inequality despite that fact that the general statement was due
to Klein, Harnack having proved it only for plane curves.

Corollary 3.3.7 (Harnack’s inequality) Let (C, σ ) be a non singular projective
irreducible R-curve, let g(C) be the genus of the topological surface underlying the
complex curve C and let s(C(R)) be the number of connected components of the
real locus C(R). We then have that

s(C(R)) � g(C) + 1. (3.9)

Proof We will give two proofs of (3.9), the first being an application of (3.8) and
the second being Klein’s original proof, see [Kle82, page 72].

1. As the topological surfaceC is compact, connected, boundary free and orientable
of genus g := g(C) its Betti numbers are b0(C) = b2(C) = 1 and b1(C) = 2g.
As C(R) is a smooth compact curve by Proposition 2.2.27 (or by linearisation
as below), it is homeomorphic to a disjoint union of s := s(C(R)) circles and it
follows that b0(C(R)) = b1(C(R)) = s.
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2. The involution σ reverses the orientation on the topological surface C , so in a
neighbourhood of any fixed point it can be linearised as a symmetry. Indeed, the
topological surface C has a 2 dimensional C∞ manifold structure and if P is a
fixed point of σ then σ induces a linear involution on the tangent space TX,p. It
follows that the quotient Y = C/〈σ 〉 is a connected surface with boundary whose
boundary, which may be empty, can be identified with C(R). The base of the
two-to-one covering map C \ C(R) → Y \ ∂Y is connected because a connected
surface minus its boundary remains connected. It follows that C \ C(R) has at
most two connected components and if it has two components they are exchanged
by σ . The topological surface C minus all its invariant circles except one is
connected. If we had s(C(R)) > g(C) + 1 then we could cut C along g + 1
circles without disconnecting it, which contradicts Riemann’s definition of the
genus, see Definition E.1.2. �

We recover Harnack’s theorem 2.7.2 from Chapter2:

Corollary 3.3.8 Let (C, σ ) be an irreducible non singular projective plane R-curve
of degree d. We then have that

s(C(R)) � (d − 1)(d − 2)

2
+ 1 . (3.10)

Proof Simply apply the genus formula (Theorem 1.6.17) to (3.9). �

Remark 3.3.9 Harnack’s inequality (3.9) is optimal in the strongest possible sense:
for any integer g � 0 and any integer s such that 0 � s � g + 1 there is a projective
non singular R-curve (C, σ ) such that g(C) = g and s(C(R)) = s, see Section3.5.

Definition 3.3.10 An irreducible non singular projective R-curve (C, σ ) is said to
be maximal (we will also say that (C, σ ) is an M-curve) if and only if Harnack’s
bound (3.9) is attained, or in other words if

s = g + 1 .

More generally, a non singularR-variety (X, σ ) of dimension n is said to bemaximal
(we will also say that (X, σ ) is an M-variety) if the inequality (3.8) is an equality,
or in other words if

b∗(X (R); Z2) = b∗(X; Z2).

By (3.4) b∗(X; Z2) − b∗(X (R); Z2) = ∑2n
k=0 2ak so we can “measure” the non-

maximality of an R-variety using the quantity a = ∑
ak .

Definition 3.3.11 Consider an integer a ∈ N. An R-variety (X, σ ) of dimension n
is said to be an (M − a)-variety whenever

b∗(X; Z2) − b∗(X (R); Z2) = 2a .
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This terminology comes from the curve case, as illustrated by the exercise below.

Exercise 3.3.12 Prove that a non singular irreducible projective R-curve (C, σ ) of
genus g with s connected components is an (M − a)-curve if and only if

s = g + 1 − a .

Example 3.3.13 1. (See Example 2.1.29.) A non singular plane projective cubic
with two connected components (such as the cubic zy2 − x(x − z)(x + z) = 0) is
anM-curve; a non singular projective plane cubic with one connected component
(such as the cubic of equation zy2 = x3 + z2x = 0) is an (M − 1)-curve. The
original complex curve is of genus 1.

2. (See Example 4.2.19.) The quadric sphere of equation x2 + y2 + z2 − w2 = 0
in P

3 is an (M − 1)-surface: the torus x2 + y2 − z2 − w2 = 0 is an M-surface.
In both cases the complex variety X is isomorphic to P

1(C) × P
1(C) whence∑4

r=0 br (X; Z2) = 4.

Maximal planeR-curves have other constraints on their topology than those given
by (3.10). For example, any plane R-curve of degree at least 6 has nested ovals—
see Corollary 2.7.17. We now give a proof of the Petrovskii inequalities stated in
Chapter2, Theorem 2.7.13.

Theorem 3.3.14 (Petrovskii inequalities) Let (C, σ ) be a non singular projective
plane R-curve of even degree d = 2k. Let p be the number of positive ovals in C(R)

and let n be the number of negative ovals as in Definition 2.7.12. We then have that

p − n � 3

2
k(k − 1) + 1 ; (3.11)

n − p � 3

2
k(k − 1) . (3.12)

We will prove this theorem via a useful refinement of the Smith-Thom inequal-
ity, Theorem 3.3.6, based on the Hodge decomposition of cohomology, defined in
SectionD.3.

Remark 3.3.15 In [Har74] Kharlamov presents the inequalities (3.13) below as a
generalisation of the Petrovskii inequalities (3.11) and (3.12) above.

Theorem 3.3.16 (Petrovskii–Oleinik inequalities) Let (X, σ ) be a compact con-
nected Kähler R-variety of even complex dimension 2n. We then have that

2 − hn,n(X) � χtop(X (R)) � hn,n(X) . (3.13)

Proof We can deduce this result from the Atiyah-Singer index theorem (Corol-
lary 3.4.15), see [Wil78, Remark 1 after the proof of Proposition 4.2]. This result
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was first proved (in Russian) in [Har74] using Lefschetz’s fixed point theorem (The-
orem 3.4.23). We refer to [Wil78, Proposition 4.2] for a proof of this theorem in
English. �

In the case of surfaces, the Petrovskii–Oleinik inequalities(3.13) are called the
Comessatti inequalities, see [Com28]:

Corollary 3.3.17 (Comessatti inequalities) Let (X, σ ) be a projective non singular
R-surface. We then have that

2 − h1,1(X) � χtop(X (R)) � h1,1(X) . (3.14)

Proof of Theorem 3.3.14 This proof is based on ideas developed by Arnol’d
[Arn71]. Let C be a non singular projective complex plane curve of even degree
d = 2k. (C is not assumed irreducible, but is assumed to be a reduced effective divi-
sor). We will define a double cover X → P

2 ramified along C such that if (C, σP|C)

is an R-curve then X has two real structures lifting σP. We imitate Wilson’s con-
struction [Wil78, Section5, page 64]. Let P(x0 : x1 : x2) = 0 be an equation for C
in P

2(C). The homogeneous polynomial P is of even degree d = 2k: set

Z := {(x0 : x1 : x2 : x3) ∈ P
3(C) | x2k3 − P(x0 : x1 : x2) = 0}

and let pZ : Z → P
2(C) be the restriction to Z of the projection (x0 : x1 : x2 : x3) �→

(x0 : x1 : x2). The map pZ is a branched cover of degree d with branching locus C .
We define an intermediate covering Z → X → P

2(C) by considering the action on
Z of the group μd of dth roots of unity given for any ε ∈ μd by

(x0 : x1 : x2 : x3) �→ (x0 : x1 : x2 : εx3) .

The covering Z → P
2(C) can then be identifiedwith the quotientmap Z → Z/μd

and we set
X := Z/μk .

The complex surface X thus obtained is a double cover of P
2(C) branching along

C . We denote by η : X → X the covering involution. Assume that the homogeneous
polynomial P has real coefficients: the restriction σP|Z of the canonical real structure
on P

3(C) is then a real structure on Z which induces a real structure σ1 on X which
in turn lifts the real structure σP on P

2(C). The composition σ2 := η ◦ σ1 = σ1 ◦ η

is another real structure on X which also lifts σP. Note that the passage from σ1 to
σ2 is equivalent to replacing P by −P in the equation x2k3 − P(x0 : x1 : x2) = 0.

Replacing the polynomial P by −P if necessary we can therefore assume that P
is negative on the unique non orientable component of the complement of C(R) in
P
2(R).We denote by F := {(x0 : x1 : x2) ∈ P

2(R) | P(x0 : x1 : x2) � 0} the surface
with boundary consisting of all the points where P is positive or zero. The boundary
of F is the zero locus C(R) of P . By construction, the Euler characteristic of F is
then p − n. The Euler characteristic of the double cover X (R) of F ramified along
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C(R) is therefore equal to 2χ(F) = 2(p − n). Moreover, it is possible to express
the Hodge numbers of a double cover of the plane as a function of the degree of the
branching curve as in Example D.4.5 and in particular we have that

h1,1(X) = 3k2 − 3k + 2 .

We now simply apply the inequalities (3.14). �

3.3.1 Singular Curves

Brusotti’s theorem 2.7.10 enables us to give an upper bound for the number of double
points which are locally R-analytically isomorphic to x2 + y2 = 0 that can appear
in a planar R-curve of given degree.

Lemma 3.3.18 For given degree d the number of isolated ordinary double points-
by which we mean points that are R-analytically isomorphic to x2 + y2 = 0—on a
real algebraic plane curve of degree d is bounded above by the maximal number of
empty ovals that can appear on a non singular real algebraic curve of degree d.

Remark 3.3.19 See [Cos92] for a generalisation of this lemma to higher dimension.

Corollary 3.3.20 Let C be a projective plane R-curve of degree d. If C(R) is finite
then d is even, d = 2k, and

#(C(R)) � 3k(k − 1)

2
+ 1 .

Proof If the degree is odd then the real locus contains at least one pseudo-line
because every line in a pencil of lines centred on a point outside C meets the real
locus in at least one point. There is therefore a natural number k such that d = 2k.
If all the points of C(R) are isolated ordinary double points then the bound given
on the number of points in C(R) follows immediately from Lemma 3.3.18 and the
inequality of Corollary 2.7.16. The general case requires a little more work: we can
use either [Cos92] or [BDIM19]. �

3.4 The Intersection Form on an Even-Dimensional
R-Variety

Quadratic forms arise in the theory of non singular complex algebraic varieties
because on any compact orientable variety of dimension 4m the homology inter-
section form (or the cohomology intersection form, in which case we should, strictly
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speaking, call the product a cup-product) in dimension 2m is unimodular—seeCorol-
lary B.7.7. See Appendix A.6 for the general theory of quadratic forms on free Z-
modules. The heart of this section is Rokhlin’s famous theorem 3.4.2(3.15) which
states that for certain R-varieties there is a congruence relation between the Euler
characteristic of the real locus and the index of the intersection form in dimension
2m.

Let (X, σ ) be a non singular projective R-variety of even (complex) dimension
n = 2m. The underlying differentiable manifold is therefore of real dimension 4m.
Let QR be the intersection form on H 2m(X; R): it is a unimodular quadratic form
by Poincaré duality B.7.7.

Definition 3.4.1 If (a, b) is the signature (Definition A.6.10) of the intersection
form QR then we define the index of the form QR by

τ := τ(X) = a − b .

Theorem 3.4.2 (Extremal congruences) Let (X, σ ) be a non singular projective
R-variety of even dimension n = 2m.

If (X, σ ) is an M-variety (Definition 3.3.10) then

χtop(X (R)) ≡ τ(X) mod 16 (Rokhlin). (3.15)

If (X, σ ) is an (M − 1)-variety (Definition 3.3.11) then

χtop(X (R)) ≡ τ(X) ± 2 mod 16 (Gudkov–Kharlamov–Krakhnov) (3.16)

where τ(X) is the index of the intersection form on the real vector space H 2m(X; R).

Remark 3.4.3 We can go further: see for example [Wel02], unifying and extending
several classical congruence results.

We state a series of intermediate results before attacking the proof of this theorem.
We start by introducing Wu classes which are a key ingredient of the proof. We
motivate these objects by studying the real 2-dimensional case. This discussion draws
on [MH73, Chapter V].

Lemma 3.4.4 A compact topological surface without boundary V is orientable if
and only if

(x · x) = 0 for every x ∈ H1(V ; Z2)

where (x, y) �→ (x · y) is the intersection form on H1(V ; Z2).

Proof We can reduce to the case where V is connected: every homology class x ∈
H1(V ; Z2) can then be represented by a simple closed curve γ ⊂ V . Note that the
self-intersection number (x · x) is zero if and only if a small neighbourhoodW ⊂ V
of γ is orientable. Indeed, if W is orientable then a small homotopy deforms γ

to a curve γ ′ ⊂ W which is disjoint from γ . But if γ does not have an orientable
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neighbourhood then it must have a neighbourhood W which is a Möbius band. In
this case we can deform γ to a curve γ ′ meeting γ transversally in an odd number
of points. The lemma follows. �

The classification of compact connected topological surfaces (Theorem E.1.6)
yields the following corollary.

Corollary 3.4.5 Two compact connected topological surfaces without boundary V
and V ′ are homeomorphic if and only if the quadratic Z2-modules H1(V ; Z2) and
H1(V ′; Z2) are isomorphic.

Example 3.4.6 If T
2 is a torus, H1(T

2; Z2) is a two dimensional vector space and

the intersection product is given by the matrix

(
0 1
1 0

)
with respect to a basis of two

classes (e1, e2) that represent two non identified edges in a quadrilateral from which
the torus is constructed by identifying opposite sides.

Example 3.4.7 For the Klein bottleK
2, H1(K

2; Z2) is also a two dimensional space
generated by classes (e1, e2) representing two edges of a quadrilateral. However, this

time the intersection matrix is given by

(
0 1
1 1

)
. Alternatively, consider the basis

(e1 + e2, e2): the matrix is then given by

(
1 0
0 1

)
.

See [MS74, page 131] for the definition and construction of the Wu classes vk ∈
Hk(V ; Z2) of a compact differentiable manifold V . In particular, we have that

Proposition 3.4.8 Let V be a compact differentiable manifold of even dimension
2n. There is then a unique element vn ∈ Hn(V ; Z2) such that for every element
x ∈ Hn(V ; Z2),

(x · x) = (x · vn) .

The element vn ∈ Hn(V ; Z2) is the nth Wu class of V .

By the cohomological analogue of Lemma 3.4.4 a compact topological surface
without boundary V is orientable if and only if the Wu class

v1(V ) ∈ H 1(X; Z2)

vanishes. We saw in Proposition 3.1.15 that the orientability of V depended on the
vanishing of its first Stiefel–Whitney class

w1(V ) ∈ H 1(X; Z2) .

The relationship between these two classes is simple: we have that

v1(V ) = w1(V ) .
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This equality can be deduced from the following proposition, which in its turn
follows from Wu’s theorem, [MS74, Theorem 11.14] or [Wil78, Lemma 3.8].

Proposition 3.4.9 Let V be a compact differentiable manifold. For any k the kth
Wu class of V is a polynomial in the Stiefel–Whitney classes of V . In particular we
have that

v1 = w1 and v2 = w2 +w1 � w1 .

Exercise 3.4.10 Recall as in [MS74, pages 90–91] that the Steenrod squares

Sql : Hk(V ; Z2) → Hk+l(V ; Z2)

are morphisms such that for any x ∈ Hk(V ; Z2), Sq0(x) = x , Sqk(x) = x � x and
Sql(x) = 0 for any l > k. Using Wu’s theorem [MS74, Theorem 11.14]

wk =
∑

p+q=k

Sqp(vq) , (3.17)

reprove the formulas of Proposition 3.4.9 above. Calculate v3 as a function of the
classes w1,w2,w3 and v4 as a function of the classes w1,w2,w3,w4 using Wu’s
formula, [MS74, Problem 8-A] and Cartan’s formula [MS74, (4) page 91].

Recall that as inDefinitionA.6.12 a symmetric bilinear form Q on a freeZ-module
is even (or of type II) if and only if for all x , Q(x, x) is even.

Corollary 3.4.11 Let V be a simply connected oriented differentiable manifold of
dimension 4. V then has a spin structure if and only if its degree 2 intersection pairing
is even.

Proof The first Stiefel–Whitney class vanishes because V is orientable so v2(V ) =
w2(V ) in H 2(V ; Z2). Moreover, the second Stiefel–Whitney class w2(V ) vanishes
if and only if V has a spin structure and the result follows by Proposition 3.4.8. �

Definition 3.4.12 Let (X, σ ) be a projective non singular R-variety of even dimen-
sion n = 2m whose intersection form on H 2m(X; R) will be denoted QR. The index
τ(σ ) of the involution σ is the index of the symmetric bilinear form (x, y) �→
QR(x, σ (y)).

Remark 3.4.13 The index τ(σ ) can equivalently be defined by

τ(σ ) = τ+ − τ−

where QR is the intersection form on H 2m(X; R) and we have set τ+ := τ+(σ ) =
τ(QR|H 2m (X;R)σ ) and by τ− := τ−(σ ) = τ(QR|H 2m (X;R)−σ ).

Theorem 3.4.14 (Atiyah, Singer) On any oriented compact differentiable manifold
of real dimension 4m the index of any orientation-preserving involution is equal to
the auto-intersection of its fixed locus.
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Proof See [AS68] for the original proof or [JO69] for a more elementary proof. �

Corollary 3.4.15 Let (X, σ ) be a non singular projective R-variety of dimension
n = 2m. We then have that

τ(σ ) = (−1)mχtop(X (R)).

Proof See Propositions 2.2.27 and 2.2.28 for the differentiable manifold structures
on X and X (R). As X has real dimension 4m, σ ∗ is orientation preserving by Propo-
sition 2.2.28. The index of the self intersection of X (R) in X is therefore equal by
[Hir76, page 132] to the self-intersection of X (R) in its normal bundle NX |X (R) (see
also [MS74, page 119]). At any real point multiplication by i in the tangent bundle TX

induces an isomorphism of real vector bundles between TX (R) and the normal bundle
NX |X (R). Indeed, consider a point x ∈ X (R) and let (u1, . . . , u2m) be a basis of the
vector space TX (R),x . Since x is a point in the real locuswe have TX,x = TX (R),x ⊗R C.
The 4m-tuplet (u1, iu1, . . . , u2m, iu2m) is therefore a basis of TX,x and the 2m-tuplet
(iu1, . . . , iu2m) is a basis for the normal bundle NX |X (R),x . As the natural orienta-
tion on the manifold X of real dimension 4m is given by (u1, iu1, . . . , u2m, iu2m),
the orientation induced on NX |X (R),x is obtained via a permutation of sign (−1)m of
the set of vectors (u1, iu1, . . . , u2m, iu2m). As the Euler characteristic χtop(X (R)) is
equal to the self-intersection of X (R) in its own tangent bundle TX (R) as in [Hir76,
page 13] the result follows. �

Remark 3.4.16 Both the statement and the proof remain valid if we replace “pro-
jective” by “compact Kähler” throughout—see Appendix D.

Lemma 3.4.17 Let (X, σ ) be a projective R-variety. If b∗(X (R); Z2) = b∗(X; Z2)

then σ∗ is the identity on H∗(X; Z2).

Proof Immediate by Remark 3.2.4 and Equation (3.4). �

Exercise 3.4.18 Check that the converse of Lemma 3.4.17 is false by showing that
the projective plane conicwithout real points given by the equation x2 + y2 + z2 = 0
is a counter-example.

Lemma 3.4.19 Let (X, σ ) be a non singular projectiveR-variety of even dimension
n = 2m. The submodules H 2m(X; Z)G and H 2m(X; Z)−σ are then orthogonal for
the intersection form on H 2m(X; Z).

Proof Recall that

H 2m(X; Z) = H 2m(X; Z) f ⊕ Tor(H 2m(X; Z))

where H 2m(X; Z) f := H 2m(X; Z)/Tor(H 2m(X; Z)) is the free part of H 2m(X; Z).
By Proposition 3.1.8, the submodules H 2m(X; Z)Gf and H

2m(X; Z)−σ
f are orthogonal

for the form induced by the intersection pairing Q on H 2m(X; Z). Moreover, for any
x ∈ Tor(H 2m(X; Z)) and any y ∈ H 2m(X; Z)we have that Q(x, y) = 0. Indeed, let
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k ∈ N
∗ be such that kx = 0 in H 2m(X; Z): by linearity in the first variable we then

have that 0 = Q(kx, y) = kQ(x, y) whence Q(x, y) = 0 in the integral ring Z. �

Lemma 3.4.20 Let (X, σ ) be a non singular projectiveR-variety of even dimension
n = 2m. We consider the intersection form Q on H 2m(X; Z). If m is even then the
restriction of Q to H 2m(X; Z)−σ is even (Definition A.6.12) and if m is odd then the
restriction of Q to H 2m(X; Z)G is even.

Proof By Propositions 3.4.9 and 3.1.16(1) the Wu class v2m := v2m(X) ∈
H 2m(X; Z2) is a polynomial P(w) in the Stiefel–Whitney classes w2k(X) which
are reduction modulo 2 of the Chern classes ck(X) by Proposition 3.1.16(2). Since
σ ∗ck(X) = (−1)kck(X), it follows by Exercise 3.4.21 below that if m is even then
v2m is the reduction modulo 2 of an element y ∈ H 2m(X; Z)G . The element y is
obtained by considering the same polynomial P(c) in the Chern classes. Consider
an element x ∈ H 2m(X; Z)−σ and let x2 ∈ H 2m(X; Z2) be its reduction modulo 2.
As H 2m(X; Z)−σ and H 2m(X; Z)G are orthogonal for Q we have that (x · y) = 0 so
(x2 · v2m) = (x2 · x2) = 0 which implies that (x · x) = Q(x, x) is even. The result
for n odd can be proved in a similar way since v2m is the reduction modulo 2 of an
element in H 2m(X; Z)−σ .

�

Exercise 3.4.21 Using the fact that everymonomial in P(w)belongs toH 2m(X; Z2),
prove that P(c) ∈ H 2m(X; Z)G if m is even and P(c) ∈ H 2m(X; Z)−σ if m is odd.

Proof of Theorem 3.4.2 We will prove Rokhlin’s congruence (3.15) and refer to
[DK00, 2.7.1] (or [Sil89, II.(2.9)] when m = 1) for the proof of the Gudkov–
Kharlamov–Krakhnov congruence. We have that τ(X) = τ+(σ ) + τ−(σ ) so by
Corollary 3.4.15:

τ(X) − 2τ−(σ ) = χtop(X (R)) if m is even ,

τ (X) − 2τ+(σ ) = χtop(X (R)) if m is odd .

If (X, σ ) is anM-variety then σ ∗ is the identity on H 2m(X; Z2) byLemma 3.4.17.We
now apply Lemma 3.4.20: ifm is even then the restriction of Q to H 2m(X; Z)−σ

f is an
even quadratic form and hence τ−(σ ) ≡ 0 mod 8 by Proposition A.6.13. Similarly,
if m is odd then the restriction of Q to H 2m(X; Z)σf is an even quadratic form and it
follows that τ+(σ ) ≡ 0 mod 8. �

Remark 3.4.22 The presentation above is the same as in Risler,
[Ris85, Théorème 2.1]. In [DK00, 2.7.1], Degtyarev and Kharlamov propose a dif-
ferent proof which yields an additional result on (M − 2)-varieties. Silhol gives yet
another proof for surfaces (m = 1) in [Sil89, II.(2.4)].

We conclude this section with a series of useful results and an application to
surfaces in P

3.
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Lefschetz’s formula links theEuler characteristic of thefixed locus of an involution
on a triangulable space X to the traces of the endomorphisms that it induces on the
homology of X . This formula also appears in the litterature as the “Lefschetz trace
formula or Lefschetz index theorem”.

Theorem 3.4.23 (Lefschetz formula) Let (X, σ ) be a projective R-variety. We then
have that

χtop(X (R)) =
∑
k�0

(−1)k tr
(
σ ∗ : Hk(X; Q) → Hk(X; Q)

)
. (3.18)

Proof Smith’s exact sequence (3.6) immediately gives us

χtop(X) = χtop(X (R)) + 2χtop(Y, X (R)) .

Using the exact sequence of the pair (Y, X (R)) (by Theorem B.3.6 we have that
χtop(Y, X (R)) − χtop(Y ) + χtop(X (R)) = 0) it follows that

χtop(X) = 2χtop(Y ) − χtop(X (R)) . (3.19)

Moreover, taking the coefficient ring to be a field of characteristic different from
2 we have that

Hk(X; Q)σ � Hk(Y ; Q) . (3.20)

(see [DIK00, Corollary I.1.3.3])
Diagonalising its matrix, we immediately see that the trace of a linear involution

τ on a Q-vector space E satisfies

tr(τ : E → E) = 2 dim Eσ − dim E .

The right hand side of Equation (3.18) becomes

2
∑
k�0

(−1)k dimQ Hk(X; Q)σ −
∑
k�0

(−1)k dimQ Hk(X; Q) ,

or in other words
2χtop(Y ) − χtop(X)

by (3.20). The theorem follows by (3.19).
The above proof is taken from [DIK00, I.1.3.5]. We refer to [Mun84, Chapter 2,

Section22] or [Hat02, Theorem 2C.3] for a proof of the Lefschetz–Hopf
theorem. �

We now consider a compact Kähler R-variety (X, σ ). See Appendix D.3 for
the basic properties of the Hodge decomposition on the cohomology of X . Note in
particular Corollary D.3.15 which states that
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H p,q(X) = Hq,p(X)

and Lemma D.3.17 which states that

σ ∗H p,q(X) = Hq,p(X) (3.21)

where σ ∗ is the action on H∗(X; C) = H∗(X; Q) ⊗Q C induced by σ .

Proposition 3.4.24 Let (X, σ ) be a compact Kähler R-variety of dimension n
and consider an integer k ∈ {0, . . . , 2n}. We denote by rk(X) = dim Hk(X; Q)G

the dimension of the Q-subspace of homology classes that are invariant under
G = {1, σ }. The number rk(X) is then subject to the following constraints depending
on the kth Betti number and the Hodge numbers of X:

rk(X) = 1

2
bk(X) if k is odd (3.22)

and

∑
p+q=2n−k

p<q

h p,q(X) � rk(X) � bk(X) −
∑

p+q=2n−k
p<q

h p,q(X) if k is even. (3.23)

Proof By Corollary 3.1.9, Hk(X; Z) is isomorphic (or anti-isomorphic depending
on the parity of n) to H 2n−k(X; Z) as an involutive module. We will prove that
theorem in the case where n is even: the case where n is odd is similar. In par-
ticular, bk(X) = dimC H 2n−k(X; C) and rk(X) = dimC H 2n−k(X; C)G . Consider
theHodge decomposition H 2n−k(X; C) = ⊕

p+q=2n−k H
p,q(X). ByEquation (3.21)

quoted above, an element of ⊕
p+q=2n−k

p �=q

H p,q(X)

is stable under σ ∗ if and only if it is of the form ω + σ ∗ω. In other words, the
dimension of the subspace of

⊕
{p+q=2n−k, p �=q} H p,q(X) fixed by σ ∗ is equal to

∑
p+q=2n−k

p<q

h p,q(X) .

If k is odd this implies that

rk(X) = 1

2
bk(X)

and if k is even this implies that
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rk(X) �
∑

p+q=2n−k
p<q

h p,q(X) .

As Lemma D.3.17 also applies to −σ a similar argument gives that dimC H 2n−k

(X; C)−σ �
∑

p+q=2n−k
p<q

h p,q(X). Moreover, as H 2n−k(X; C) is a vector space

and σ ∗ is an involution we have a direct sum decomposition H 2n−k(X; C) =
H 2n−k(X; C)σ ⊕ H 2n−k(X; C)−σ whence it follows that

rk(X) � bk(X) −
∑

p+q=2n−k
p<q

h p,q(X) .

�

Proposition 3.4.25 Let (X, σ ) be a non singular projective R-variety of dimen-
sion n and consider G = Gal(C|R) which acts on X via σ . The topological Euler
characteristic of the real locus X (R) then satisfies

χtop(X (R)) =
∑
r even

(2rk(X) − bk(X)) (3.24)

where rk(X) = dim Hk(X; Q)G.

Proof When (X, σ ) is anR-surface, a version of this resultwas proved byComessatti
[Com28]. We use Silhol’s proof [Sil89, Proposition I.(2.1), page 9]. Consider once
more the double cover p : X → Y = X/G ramified along X (R) as in Section3.2.
Using a triangulation of X of which X (R) is a sub-triangulation we have that

χtop(X) = 2χtop(Y ) − χtop(X (R)) . (3.25)

Moreover, the homology morphism p∗ induces an isomorphism

Hr (Y ; Q) � Hr (X; Q)G (3.26)

(See [Gro57, page 202] or [Flo60, page 38] in [Bor60]). Note that χtop(X) =∑2n
k=0(−1)k Hk(X; Q) and χtop(Y ) = ∑2n

k=0(−1)k Hk(Y ; Q). Combining (3.25) and
(3.26) above we get that

χtop(X (R)) =
2n∑
k=0

2rk(X) − bk(X) .

We now simply apply Proposition 3.4.24 to get (3.24). �

Remark 3.4.26 The identity (3.24) still holds if X is a compact Kähler R-variety.
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3.4.1 Surfaces in P
3

Applying the various bounds and congruences stated above to degree d hypersurfaces
in P

3 we obtain the following bounds.

Theorem 3.4.27 Let (X, σ ) be a non singular R-surface of degree d in P
3. We have

the following bounds on the number of connected components in its real locus:

#π0(X (R)) � d(5d2 − 18d + 25)

12
− ε(d)

where
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

ε(d) = 0 if d ≡ 0 mod 16 or d ≡ 1 mod 4 ;
ε(d) = 1

2 if d ≡ ±2 mod 16 ;
ε(3) = 2 ;
ε(d) = 1 if d ≡ ±4 or 8 mod 16 or d �= 3 and d ≡ 3 mod 4 ;
ε(d) = 3

2 if d ≡ ±6 mod 16 .

Proof The proof can be found in [Sil89, Chapter II, Theorem 3.9, Corollary 3.10].
It uses notably the calculation of the Hodge numbers of a non singular hypersurface
of degree d in P

3 as in Example D.4.4. �

Remark 3.4.28 As ε(2) = 1
2 , it follows in particular that a non empty real quadric is

connected. As ε(3) = 2, we get that for any non singular cubic #π0(X (R)) � 2: this
upper bound is optimal by Example 3.1.13. As ε(4) = 1 we have that #π0(X (R)) �
10 for any quartic, which is optimal—see Chapter 4 for more details. The bound
given by this theorem for the number of connected components of a quintic is 25: at
the time of writing we do not know what the actual maximal number of components
of a real quintic is. See [KI96] for the construction of a quintic with 22 components
and [Ore01] for the construction of a quintic with 23 components, the best known
example at the time of writing.

3.5 Classification of R-Curves and XVIth Hilbert’s
Problem

In this section we will apply the results obtained above to non singular projective
curves. We start by establishing an abstract classification- by which we mean a
classification independent of a choice of embedding- and then take a closer look
at the classical case of plane curves, ie. curves with the extra information of an
embedding into P

2. This classification is more restrictive than the previous one, since
not all curves have a non singular embedding into the plane. After characterising non
singular projective R-curves which can be embedded into the plane, we will address
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a more delicate question: what are the possible relative positions of the ovals of a
given curve? In other words, for fixed degree, we will try to classify topological pairs
(P2(R), X (R)) rather than the pairs (X, X (R)).

3.5.1 Abstract Classification

Let us briefly review our analysis of the situation we met in the second proof of
Corollary 3.3.7. Let (X, σ ) be a non singular projective R-curve. The involution
σ of the topological surface X is orientation reversing so it can be linearised in a
neighbourhood of any point in the real locus as a symmetry with respect to an axis. It
follows that the quotient Y = X/〈σ 〉 is a compact connected surfacewhose boundary
can be identified with X (R). As the base of the double cover X \ X (R) → Y \ ∂Y is
connected, X \ X (R) has at most two connected components, and in this case they
are exchanged by σ . The topological surfaces X minus all its invariant circles apart
from one is still connected. By Riemann’s definition of the genus, Definition E.1.2,
if X (R) has g(X) + 1 circles then X \ X (R) is necessarily not connected: the real
locus X (R) disconnects or separates X . More generally, we propose the following
definition.

Definition 3.5.1 (Klein) Let (X, σ ) be a non singular projectiveR-curve. The curve
(X, σ ) is said to be separating if X (R) disconnects X and non separating otherwise.

We can assign to any non singular projective R-curve (X, σ ) a triplet of integers
(g, s, a) where g := g(X) is the genus of the compact orientable surface X , s :=
s(X) = s(X, σ ) is the number of connected components of X (R) and a := a(X) =
a(X, σ ) is the binary invariant defined by a := 2 − #π0(X \ X (R)). This triplet is a
complete homeomorphic equivalence invariant for our surfaces with involutions. We
now explain exactly what we mean by this. Following Gabard, [Gab00], we will call
a compact connected orientable topological surface without boundary equipped with
an orientation-reversing involution a symmetric surface. As seen above, a projective
R-curve whose algebraic structure has been “forgotten”, leaving only the topological
structure is naturally a symmetric surface. Klein–Weichold’s theorem, see [Gab00,
Théorème2.4], then states that any such symmetric surfaces are homeomorphic via an
involution-preserving homeomorphism if and only if they have the same associated
triplet. The interested reader will find more information in [Nat99, Section1] where
Natanzon classifies symmetric surfaces and equips them with a Riemann surface
structure that is both explicit and simple. (See examples 1.1 and 1.2 in [Nat99].)
Since all compact Riemann surfaces are algebraic curves—see Theorem E.2.28—
this provides us with a source of real algebraic curves.

As the surface X is orientable χtop(X) = 2 − 2g as in Proposition E.1.5. As the
Euler characteristic of a circle vanishes, the Euler characteristic of the quotient Y is
g − 1. Moreover, Y is orientable if and only if a = 0, ie if and only if the curve is
separating. Indeed, X \ X (R) → Y \ ∂Y is the orientation covering of Y \ ∂Y which
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is therefore orientable if and only if X \ X (R) is not connected. The boundary of the
compact surface Y has s connected components: from the classification of compact
surfaces (Theorem E.1.6) we deduce the following constraints:

If a = 0 then 1 � s � g + 1 and g − s ≡ 1 mod 2 .

If a = 1 then 0 � s � g .
(3.27)

Our classification will be complete once we have proved that conversely for any
triplet satisfying these conditions there is a non singular projective R-curve of which
it is the invariant.

Theorem 3.5.2 Let (g, s, a), a ∈ {0, 1} be a triplet of integers. There is a non sin-
gular irreducible projective plane R-curve (X, σ ) of genus g(X) = g such that
#π0(X (R)) = s and 2 − #π0(X \ X (R)) = a if and only if the conditions (3.27)
above are satisfied.

Proof See [Gab00, Section4]. �

We now consider plane curves. If d is the degree of a plane curve then the genus
formula g = (d−1)(d−2)

2 = 1
2d(d − 3) + 1 (Theorem 1.6.17) leads us to consider the

triplet (d, s, a) instead of (g, s, a). Non singular projective plane R-curves are sub-
ject to two additional constraints beside those coming from the genus formula and
Equations (3.27).

Theorem 3.5.3 Let (d, s, a) be a triplet of integers such that d > 0, s � 0, a ∈
{0, 1}. There is a non singular irreducible projective plane R-curve (X, σ ) of degree
deg(X) = d such that #π0(X (R)) = s and 2 − #π0(X \ X (R)) = a if and only if
the following conditions are satisfied

d ≡ 1 mod 2 =⇒ s � 1 ,

a = 0 =⇒ ⌊
d+1
2

⌋
� s � (d−1)(d−2)

2 + 1 and 1
2d(d − 3) − s ≡ 0 mod 2 ,

a = 1 =⇒ 0 � s � (d−1)(d−2)
2 .

Proof See [Gab00, Théorème 5.2] for a proof that such curves exist. Here, we will
restrict ourselves to explaining where the conditions on (d, s, a) come from. The
first condition comes from the fact that a plane curve of odd degree always has real
points. Indeed, a general real line in the plane meets X is a set of points that is
globally stable under σ . As the number of such points is odd, at least one of them
is stable under σ . (This is a special case of Proposition 2.6.48). The third condi-
tion is simply condition (3.27) where g = (d−1)(d−2)

2 by the genus formula (Theo-
rem 1.6.17). The second condition arises on putting together the first condition (3.27)
with g = 1

2d(d − 3) + 1 and Rokhlin’s formula in Theorem 3.5.5 below. See
[Mar80, page 59] or [Gab00, Théorème 5.1] for more details. �
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3.5.2 First Part of XVIth Hilbert’s Problem

En 1891, Hilbert asked the following question: what are the possible relative posi-
tions of the ovals of a degree d curve in P

2(R) up to isotopy for d = 1, 2, 3, . . . .
This question about curves (or more generally surfaces in P

3(R)- Hilbert asked this
question for surfaces of degree 4 in particular) became in 1900 the first part of what
is now known as the XVIth Hilbert’s problem. For curves of degree 6 and surfaces
of degree 4 the solution was given by Gudkov and Kharlamov in the 70s. One of
the most recent versions of this problem is the (asymptotic) solution of Ragsdale’s
(incorrect) conjecture from 1906 (see Remark 2.7.15), which was found a hundred
years later by Brugallé in 2006 [Bru06] using ideas byArnol’d [Arn71], Viro [Vir80],
Itenberg [Ite93] (who gave the first counter-example) and many others.

In this section we present some known constraints on the arrangement of ovals
of a curve in the plane and refer to [A’C80], [Gab04, page 50] and [Gab00] for
classical curve constructionmethods, notably due toHilbert andHarnack. Formodern
methods, namely Viro’s method, “dessins d’enfants” applied to trigonal curves and
tropical methods we refer to [Ris93], [Ore03], [BB06] and [IMS09] amongst others.
Our first constraint is an immediate consequence of Bézout’s theorem 2.7.1.

Theorem 3.5.4 (Hilbert) Consider a curve of degree d = 2k. The number of its
ovals contained in a nest (see Definition 2.7.11) or in a disjoint union of two nests is
at most k.

Taken together with Theorem 3.5.3, this constraint yields a complete classifica-
tion of isotopy types of real plane algebraic curves for k = 1, 2. For k = 1, the curve
is a non singular conic, which is therefore either empty or connected as in Exer-
cise 1.2.68. For k = 2, the curve is a quartic so its genus is 3 and the number of ovals
is 0, 1, 2, 3 or 4. By the above theorem there is at most one nest of ovals and in this
case the curve has only two nested ovals. Such a curve can be constructed as a small
perturbation of the product of equations of two circles with the same centre. (Before
perturbation, Bézout’s theorem implies that the complex curve has four singular non
real points). The sextic k = 3 is more interesting and was the object of Hilbert’s
original question. We get some extra constraints using the following theorem where
as in Definition 2.7.12 we denote by p the number of positive ovals (called even
ovals) and by n the number of negative (or odd) ovals of our R-curve. We have the
following result.

Theorem 3.5.5 (Gudkov–Rokhlin congruence) For any M-curve of degree 2k we
have that

p − n ≡ k2 mod 8 . (3.28)

This theorem follows from Theorem 3.4.2 applied to the surface obtained as a
double cover of the plane branched along our curve as in the proof of Theorem 3.3.14.

Hilbert’s question about degree 6 curves was answered by Gudkov in 1969
[Gud69] (see [Gud71] and [Arn71]) using Petrovskii’s results [Pet33]. The ques-
tion on degree 4 surfaces in P

3 (linked to the above by the fact that a degree 4 surface
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and a double cover of a plane branched along a sextic are both K3 surfaces), was
solved by Kharlamov in 1975 [Har76]. The hope of finding a classification for curves
of degree� 7 and surfaces of degree� 5 in P

3 subsequently generated intense activ-
ity in this area. The most complete result found was Viro’s classification of degree 7
curves [Vir80].

3.5.3 Ragsdale’s Conjecture

By Corollary 2.7.14, the number p of positive ovals on a non singular real curve of
degree 2k is bounded above by 7k2/4 − 9k/4 + 3/2. A famous incorrect conjecture
by Ragsdale (see Remark 2.7.15) states that p must be less than 3k2/2 − 3k/2 + 1.
We refer the reader to the seminal articles [Ite93, Ite95] and [Bru06] and their bib-
liographies for the history of the Ragsdale conjecture and the work it has inspired.
In [Ite93, Ite95], Itenberg shows that Ragsdale’s conjecture is false and in [Bru06],
Brugallé proves the existence of a family of non singular real algebraic curves of
degree 2k such that p/k2 →k→∞ 7/4. More recently, Renaudineau gave a construc-
tive proof of the existence of such a family in [Ren17]. Let us also mention the article
[Haa95] in which Haas improved the result of [Ite93].

The study of curves in the plane can be generalised to the study of curves on a
given surface X . For example, there has been significant progress in the classification
of trigonal curves on a Hirzebruch surface X in recent years. We refer the interested
reader to [DIK08, Deg12, DIZ14] for more details. We will undertake a systematic
study of surfaces in Chapter4. Meanwhile we present as an example the construction
of an M-surface of degree 4 in P

3.

3.5.4 Construction of a Maximal Quartic R-surface4

We will illustrate the above theory with the construction of a quartic surface in
P
3 which is obtained as the double cover of a quadric surface branched along a

curve of bidegree (4, 4). The three-dimensional diagram shows the double cover of
a single-sheeted hyperboloid of revolution ramified along the intersection with four
hyperplanes in general position as in Figure3.1. All the figures below are shown in
intersection with a Euclidean ball in R

3.
Once we have constructed the singular curve on the hyperboloid, we construct

the double cover. We do this by choosing a sign convention, indicated by the choice
of colours, and then construct a double cover, which is represented twice, once with
the hyperboloid included, and once without the hyperboloid: see Figure3.2.

The result is a singular surface whose singular points are all ordinary double
points.

4Illustrations created in collaboration with C. Raffalli in 2001.
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Fig. 3.1 Construction of a maximal R-quartic. From left to right: the four planes; the four planes
plus the hyperboloid; a singular curve cut out by the four hyperplanes on the hyperboloid

Fig. 3.2 Construction of a maximal R-quartic, bis. From left to right: choice of signs, double cover
with hyperboloid, double cover without hyperboloid

In Figure3.3, we construct a small perturbation of this (M − 1)-surface. (From
the second image onwards, the angle of vision has been changed.) To check that this
perturbation is indeed an M-surface, we start by calculating the total Betti number
of a quartic in P

3, given that b∗(Xd) = d(d2 − 4d + 6) for any degree d surface
and then calculate the Euler characteristic of the smooth compact connected surface
X (R). The Euler characteristic of the double cover is twice the Euler characteristic of
the light coloured surfaces cut out on the hyperboloid. Removing the singular points
three surfaces remain: each one is isomorphic to a disc of Euler characteristic 1.
There are twelve double points so χtop(X (R)) = 2(3 − 12) = −18: we conclude
that the real locus is diffeomorphic to an orientable surface S10 of genus 10. (The
real locus is orientable because X is of even degree). Prolonging the deformation a
second component which is diffeomorphic to a sphere appears in the centre of the
figure. Finally we see that X (R) ≈ S

2 � S10 and (X, σ ) is therefore an M-surface.
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Fig. 3.3 Construction of a maximal R-quartic, conclusion

3.6 Galois-Maximal Varieties

Let (X, σ ) be an irreducible projective R-variety, which means that the complex
variety X is irreducible, see Definition 2.3.13. Considering the Galois cohomology
groups (see Proposition 3.1.4) of the homology of the complex variety X , we obtain
refinements of the Smith-Thom inequality (3.8), see (3.30), (3.32) and (3.33).

Lemma 3.6.1 Let (X, σ ) be a projective R-variety. For any 0 � k � 2n, on setting
λk := dimZ2(1 + σ∗)Hk(X; Z2) we have that

dimZ2 Hk(X; Z2)
G = dimZ2 Hk(X; Z2) − λk ;

dimZ2 H
1(G, Hk(X; Z2)) = dimZ2 Hk(X; Z2) − 2λk .

Proof Simply apply Lemma 3.1.5 to the Z2-vector space Hk(X; Z2) with its invo-
lution σ∗. �
Remark 3.6.2 The invariant λk defined above on Hk(X; Z2) may be different from
the invariant defined in Definition 3.1.3 on Hk(X; Z) ⊗Z Z2 if the homology of X
contains torsion.

Lemma 3.6.3 Let (X, σ ) be a projective R-variety. For any 0 � k � 2n we set
ak := dimZ2 Im ρk . We then have that

∀k, λk � ak . (3.29)
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Proof Consider an integer k such that 0 � k � 2n. We have that (1 + σ∗)Hk(X; Z2)

⊂ Im ρk by definition of ρ so it follows that λk � ak . �

Theorem 3.6.4 Let (X, σ ) be a projective irreducible R-variety. We then have that

n∑
l=1

bl(X (R); Z2) �
2n∑
k=0

dim H 1 (G, Hk(X; Z2)) . (3.30)

Definition 3.6.5 A non singular R-variety (X, σ ) is said to be Galois-Maximal (we
will sometimes say that (X, σ ) is aGM-variety) if the inequality (3.30) is an equality.

Proof (Proof of Theorem 3.6.4) By Lemma 3.6.3 and equality (3.4) we have that

b∗(X (R); Z2) �
2n∑
k=0

(
bk(X; Z2) − 2λk

)
. (3.31)

and the result follows by Lemma 3.6.1. �

Lemma 3.6.6 A non singular irreducible projective R-variety (X, σ ) is Galois-
Maximal if and only if ∀k, λk = ak.

Proof By Lemma 3.6.1 the variety (X, σ ) is Galois-Maximal if and only if

n∑
l=1

bl(X (R); Z2) =
2n∑
k=0

(
bk(X; Z2) − 2λk

)
.

Wededuce fromEquation (3.4),
∑n

l=0 bl(X (R); Z2) = ∑2n
k=0

(
bk(X; Z2) − 2ak

)
that

(X, σ ) isGalois-Maximal if and only if
∑2n

k=0 λk = ∑2n
k=0 ak .We further deduce from

Equation (3.29) that this is equivalent to ∀k, λk = ak . �

We have the following upper bounds. (See [Kra83, Theorem 2.3] for a proof using
spectral sequences and [Sil89, I.3.13] for a direct proof using the Galois action on
the Hodge decomposition.):

∑
l even

dimZ2 Hl(X (R); Z2) �
2n∑
k=0

dimZ2 H
2 (G, Hk(X; Z)) ; (3.32)

∑
l odd

dimZ2 Hl(X (R); Z2) �
2n∑
k=0

dimZ2 H
1 (G, Hk(X; Z)) . (3.33)

Note that in inequalities (3.32) and (3.33), the homology groups being considered
on X have coefficients inZwhereas theGalois cohomologygroups H 2 (G, Hk(X; Z))

and H 1 (G, Hk(X; Z)) are Z2-vector spaces.
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Definition 3.6.7 A non singular R-variety (X, σ ) is said to be Z-Galois-Maximal
(or to be a ZGM-variety) if the inequalities (3.32) and (3.33) are equalities.

Proposition 3.6.8 Let (X, σ ) be a non singular projective R-variety.

1. If (X, σ ) is Z-Galois-Maximal then it is Galois-Maximal.
2. If the homology of X has no 2-torsion then (X, σ ) is Galois-Maximal if and only

if it is Z-Galois-Maximal.

Proof See [Kra83, Proposition 3.6]. �
Example 3.6.9 (Z-Galois-Maximal varieties)

1. Smooth projective curves with non empty real locus are Z-Galois-Maximal (and
are therefore Galois-Maximal). See [Sil82] for a proof.

2. Abelian varieties of arbitrary dimension with non empty real locus are Z-Galois-
Maximal. See [Kra83] for a proof.

3. All non singular projective surfaces with non empty real locus such that
H1(X; Z2) = 0 areZ-Galois-Maximal: see Theorem 3.6.11 and Corollary 3.6.12
below.

Example 3.6.10 Let (X, σ ) be a projective non singular R-surface such that
H1(X; Z) = 0. (For example, by the Lefschetz hyperplane theoremD.9.2 any surface
in P

3 satisfies this condition.) The inequalities (3.32) and (3.33) then give us

#π0(X (R)) � 1 + 1

2
dimZ2 H

2 (G, H2(X; Z)) ;

b1(X (R); Z2) � dimZ2 H
1 (G, H2(X; Z)) .

Indeed, by hypothesis and Poincaré duality, Hk(X; Z) = 0 for k ∈ {1, 3} and as
X is globally invariant under σ we have that Hk(X; Z)G = Hk(X; Z) = Z for any
k ∈ {0, 4} which implies that H 2 (G, Hk(X; Z)) = Z2 and H 1 (G, Hk(X; Z)) = 0
for any k ∈ {0, 4}

It turns out that in the situation of this example if X (R) �= ∅ then all the above
are equalities.

Theorem 3.6.11 (Krasnov) Let (X, σ ) be a non singular projective R-surface such
that X (R) �= ∅ and H1(X; Z2) = 0. We then have that (X, σ ) is Galois-Maximal.

The original proof of this theorem can be found in [Kra83, page 262]. We give an
alternative proof without spectral sequences at the end of this section.

Corollary 3.6.12 Let (X, σ ) be a non singular projective R-surface such that
X (R) �= ∅ and H1(X; Z2) = 0. We then have that (X, σ ) is Z-Galois-Maximal and

#π0(X (R)) = 1 + 1

2
dimZ2 H

2 (G, H2(X; Z)) ;

b1(X (R); Z2) = dimZ2 H
1 (G, H2(X; Z)) .
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Proof By Theorem 3.6.11 and Proposition 3.6.8 the R-variety (X, σ ) is Z-Galois-
Maximal and the inequalities of Example 3.6.10 are equalities. �

The following examples show that the hypotheses of Theorem 3.6.11 are
necessary.

Example 3.6.13 (b1(X) �= 0) Consider an R-curve C of genus g > 0 whose real
locus has two connected components C1 and C2. (The R-curve (C, σ1) of Exam-
ple 2.1.29 is an example of this.) Note that b1(X) = g(C) �= 0. By a theorem of
Witt’s ([Wit34] or [Kne76a, Kne76b]) there is a rational function f ∈ R(C)∗ such
that f > 0 on C1 and f < 0 on C2 (see also [Sil89, V.(2.3)]). Let π : X → C be the
conic bundle given in A

2
x,y × Ct by the equation

x2 + y2 = f (t) .

The space X (R) ≈ S
1 × S

1 is then connected: it is a torus lying over C1 ≈ S
1,

so b∗(X (R)) = 4. Moreover, as dim H 1 (G, H4(X; Z2)) = dim H 1 (G, H0(X; Z2))

= 1 and C is a (M − (g − 1))-curve, by [Sil89, V.4, page 108] we have that dim H 1

(G, H1(X; Z2)) = dim H 1 (G, H1(C; Z2)) = 2g − 2(g − 1) from which it follows
that

dim H 1 (G, H1(X; Z2)) = dim H 1 (G, H3(X; Z2)) = 2 .

We then have that
∑4

k=0 dim H 1 (G, Hk(X; Z2)) � 6 and (X, σ ) is not Galois-
Maximal. We can generalise this example as in [Sil89, V.4] and [vH00]: let (X, σ )

be an R-surface with a conic bundle structure π : X → C over a projective R-curve
(C, σC). We suppose that the real structures on X and C are compatible with π (i.e.
π is an R-morphism: σC ◦ π = π ◦ σ ). We can then prove that (X, σ ) is Z-Galois-
Maximal if and only if the number of connected components of the real locus X (R)

is equal to the number of connected components of the real locus C(R) of the base
curve.

Example 3.6.14 (b1(X) = 0) See Section4.5 for the definition and main properties
of real Enriques surfaces. In particular, the fundamental group of a complex Enriques
surface X is equal to Z2 so b1(X) = 0 and b1(X; Z2) = 1. We will see in Section4.5
that there are real Enriques surfaces with non empty real locus which are not Galois-
maximal (see Theorem 4.5.20), such as those whose real locus is connected and
orientable (by Theorem 4.5.16, X (R) must then be diffeomorphic to S

2 or T
2). We

can do better than this: it turns out that all possible cases of behaviour with respect
to Galois maximality can be attained by real Enriques surfaces (Theorem 4.5.20).
In other words, there are real Enriques surfaces which are Z-Galois-maximal, others
that are Galois-maximal but notZ-Galois-maximal and yet others that are not Galois-
maximal.

We end this subsection with a result confirming a conjecture due to R. Silhol in
1989. See [Sil89,Remark I.4.5] formore details.We saw inChapter2Theorem2.6.32
which gives a sufficient condition for an invariant linear class to be represented by
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an invariant divisor. We will now give a similar result for another class group of
divisors, the Néron-Severi group NS(X) (see Definition 2.6.34).

Theorem 3.6.15 (van Hamel 1998) Let (X, σ ) be a non singular irreducible pro-
jective algebraic R-variety. If X is Z-Galois-maximal then for any divisor D alge-
braically equivalent to σ(D) there is a divisor D′ algebraically equivalent to D such
that D′ = σ(D′). In other words5:

Div(X)G/Div0(X)G = NS(X)G .

Proof The proof is tricky and uses equivariant cohomology. See [vH00, Cor. IV.5.2]
for more details. �

Returning to Example 3.6.13we now shows that theZ-Galoismaximal hypothesis
cannot be weakened.

Example 3.6.16 (Div(X)G/Div0(X)G �= NS(X)G) Let X → C be a conic bundle
over a curve with non empty real part X (R) which nevertheless has fewer connected
components that the real part C(R) of the base curve. The variety X is then a non
singular irreducible projective algebraic R-variety which is not Z-Galois-Maximal
and satisfies:

Div(X)G/P(X)G = Pic(X)G,

but
Div(X)G/Div0(X)G �= NS(X)G .

See [vH00, Example III.9.5] for more details.

3.6.1 σ -Representable Classes and Proof of Theorem 3.6.11

We saw in Chapter2 that if the real locus of an R-variety (X, σ ) is non empty then
any linear class of divisors on X invariant under σ is representable by a divisor
on X which is itself invariant under σ (Theorem 2.6.32). By analogy we introduce
the notion of an invariant topological class which is σ -representable, which will
help us characterise Galois-maximal varieties (Proposition 3.6.19). Moreover, using
these techniques we will give a proof of Krasnov’s theorem 3.6.11 without spectral
sequences.

Throughout this paragraph (X, σ ) will be a projective algebraic R-variety of
dimension n. We use the conventions of Section3.2: X̃ will be a finite simplicial
complex underlying the compact topological space X such that if the real structure
σ fixes a simplex s of X̃ globally then it fixes each of the vertices of s. We denote the

5Scheme theoretically: if X is a scheme over R satisfying the hypotheses of the theorem then
NS(X) = NS(XC)G .
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subcomplex fixed by σ by X̃G andC(X̃; Z2) andC(X̃G; Z2)will be the chain groups
with coefficients in Z2. We will freely identify the homology groups Hk(C(X̃; Z2))

with the groups Hk(X; Z2) and Hk(C(X̃G; Z2)) with Hk(X (R); Z2)).

Definition 3.6.17 Let (X, σ ) be an R-variety. An invariant class α ∈ Hk(X; Z2)
G

is said to be σ -representable if there is an invariant k-cycle c ∈ C(X̃; Z2)
G repre-

senting α.

Lemma 3.6.18 We use the same notation as in the spectral sequences (3.1) and
(3.2) with L = ∅. Consider α ∈ Hk(X; Z2): the following are equivalent :

– ρk(α) = 0 in Hk(ρC(X̃; Z2)) ;
– α is an invariant σ -representable class.

Proof If α is an invariant σ -representable class and c is an invariant representative
it is clear that,

ρ(c) = (1 + σ)(c) ≡ 0 mod 2 whence ρk(α) = 0 .

Conversely, let α ∈ Hk(X; Z2) be such that ρk(α) = 0 in Hk(ρC(X̃; Z2)) and let
c ∈ Ck(X̃; Z2) be a k-cycle representing α. There is then a (k + 1)-chain b ∈
ρCk+1(X̃; Z2) such that

ρ(c) = ∂b .

There is therefore a chain b̃ ∈ Ck+1(X̃; Z2) such that

ρ(b̃) = b and ρ(c) = ∂b = ρ(∂ b̃) .

The k-cycle c′ = ∂ b̃ − c = ∂ b̃ + c also represents α and satisfies ρ(c′) = 0. By the
exact sequence (3.1) we have that c′ ∈ ρC(X̃; Z2) ⊕ C(X̃G; Z2) and the invariance
of c′ follows. �

Proposition 3.6.19 Let (X, σ ) be a R-variety. The following properties are equiv-
alent.

– (X, σ ) is Galois-Maximal ;
– For any 0 � k � 2n, any homology class α ∈ Hk(X; Z2) invariant under σ can
be represented by a cycle invariant under σ .

Remark 3.6.20 It is interesting to compare the above result with Theorem 3.6.15 in
the complex codimension 1 case. This theorem characterises the invariant algebraic
classes which are representable by invariant divisors.

Proof Consider an integer k such that 0 � k � 2n. By Lemma 3.6.18 we have that
ker ρk ⊂ Hk(X; Z2)

G . Recall that on setting ak = dimZ2 Im ρk and λk = dimZ2(1 +
σ∗)Hk(X; Z2) Lemma 3.6.3 implies that λk � ak and Lemma 3.6.6 implies that
λk = ak for all k if and only if (X, σ ) is Galois-Maximal. We start by supposing that
every invariant class is σ -representable: we then have that
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ker ρk = Hk(X; Z2)
G

by Lemma 3.6.18. It follows that ak = dim Im ρk = λk by Lemma 3.6.1 and hence
the R-variety (X, σ ) is Galois-Maximal.

Conversely, assume that (X, σ ) is Galois-Maximal. For any k ∈ {0, . . . , 2n} we
thenhave that dim Im ρk = λk fromwhich since ker ρk ⊂ Hk(X; Z2)

G wecandeduce
that dim ker ρk = dim Hk(X; Z2)

G . Using Lemma 3.6.18 once more, we see that
every invariant class is σ -representable. �

Proposition 3.6.19 is the key element of the elementary proof of Theorem 3.6.11.
The original proof ([Kra83, page 262]) is based on the degeneration of the
Grothendieck spectral sequence. An English version of this proof can be found in
[Sil89, A1.7]. We start with a lemma which is essentially due to Hirzebruch and
which will be used several times in the rest of this book.

Lemma 3.6.21 Let (X, σ ) be a non singular projective algebraic R-surface. We set
G = {1, σ } � Z2 and we let Y = X/G be the topological quotient of X by G. The
fundamental class of X (R) in H2(Y ; Z2) then vanishes.

Proof The complex surface X with its Euclidean topology is a compact oriented
differentiable manifold of dimension 4 on which G acts by orientation preserv-
ing diffeomorphism (see Proposition 2.2.28). The subset of fixed points X (R) is a
compact differentiable submanifold all of whose connected components are of codi-
mension 2 in X ; the projection p : X → Y is then a branched double cover of Y
whose branching locus is p(X (R)) [Hir69, Section1]. If X (R) is orientable then
the normal bundle N of p(X (R)) in Y is the tensor square of the normal bundle
NX |X (R) of X (R) in X : all these objets are differentiable bundles of complex lines
(see Hirzebruch [Hir69, pages 259–260]). The first Chern class of the bundle N is
therefore divisible by 2 in H 2(Y ; Z). The fundamental class of X (R) in H2(Y ; Z)-
ie. the class of p(X (R))- is the Poincaré dual of c1(N ). This class is therefore also
divisible by 2. On the other hand, if X (R) is not orientable then a second application
of [Hir69, pages 259–260] shows that its fundamental class vanishes in Y modulo 2.
Reducing modulo 2 it follows that in every case the fundamental class of X (R) in
H2(Y ; Z2) vanishes. �

Lemma 3.6.22 Using the same notation as in the Smith exact sequence (3.2), let
(X, σ ) be a non singular projectiveR-surface such that X (R) �= ∅ and H1(X; Z2) =
0. We then have that

H3(Y, X (R); Z2) � Z2 .

Moreover if β0 is the unique non zero class in H3(ρC(X̃; Z2)) then the second
component of γ3(β0) in H2(ρC(X̃; Z2)) ⊕ H2(X (R); Z2) is non trivial. (See the
exact sequence (3.2)).

Proof The real locus X (R) is a differentiable submanifold of X of dimension 2 and in
particular bk(X (R); Z2) = 0 for any k > 2. The hypothesis H1(X; Z2) = 0 implies
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that H 3(X; Z2) = 0 by Poincaré duality and hence H3(X; Z2) � H 3(X; Z2) = 0.
The exact long sequence (3.2) can be decomposed as follows.

0 → H4(ρC(X̃)) → H4(X; Z2) → H4(ρC(X̃)) → H3(ρC(X̃)) → 0 (3.34)

0 → H3(ρC(X̃))
γ3−→ H2(ρC(X̃)) ⊕ H2(X (R); Z2)

i2−→ H2(X; Z2)
ρ2−→

H2(ρC(X̃)) → H1(ρC(X̃)) ⊕ H1(X (R); Z2) → 0
(3.35)

By convention the complex surface X is connected so by (3.34) we have that

dim H4(ρC(X̃; Z2)) = dim H4(X; Z2) = dim H3(ρC(X̃; Z2)) = 1 .

The group Hr (ρC(X̃; Z2)) is isomorphic to Hr (Y, X (R); Z2) (Proposition 3.2.5)
and as this isomorphism is natural it is possible to identify the maps γr and �r in
the exact sequences (3.2) and (3.6). As above, we denote by β0 the unique non zero
class in H3(Y, X (R); Z2). We deduce from the exact sequence (3.7)

H3(Y, X (R); Z2)
δ3−→ H2(X (R); Z2) → H2(Y ; Z2)

and Lemma 3.6.21 that the fundamental class of X (R) in Hin2(X (R); Z2) is the
image ofβ0 under δ3. As X (R) is non empty its fundamental class in H2(X (R); Z2) is
non zero,moreover δ3 is the secondcomponent of�3 : H3(Y, X (R)) → H2(Y, X (R))

⊕ H2(X (R)),which is the same thing as the secondcomponent ofγ3 : H3(ρC(X̃)) →
H2(ρC(X̃)) ⊕ H2(X (R)), and as H3(Y, X (R); Z2) � H3(ρC(X̃; Z2)) the lemma
follows. �

Proof of Theorem 3.6.11 For any k ∈ {0, 1, 3, 4} we have that Hk(X; Z2)
G =

Hk(X; Z2) and it follows that λk = ak since by hypothesis we have that b1(X; Z2) =
b3(X; Z2) = 0. The failure of X to be Galois-Maximal is therefore due to the
behaviour of the group H2(X; Z2). Suppose that (X, σ ) is not Galois-Maximal. It
then follows from Proposition 3.6.19 that there is an invariant class α ∈ H2(X; Z2)

G

which is not σ -representable.
We now use the fact that in the exact sequence (3.35) the target space of ρ2 is also

the target space of the first component of γ3. Lemma 3.6.18 implies that ρ2(α) �= 0
in H2(ρC(X̃; Z2)). We denote by α′ = ρ2(α) this non zero class in H2(ρC(X̃; Z2)).
By definition of ρ if c is a representative of α which is not invariant then by hypoth-
esis α′ is the class of c + σ(c) in H2(ρC(X̃; Z2)). As α is invariant we have that
i2(α′ ⊕ 0) = α + σ(α) = 2α = 0 in H2(X; Z2). As the class β0 is the only non zero
class in H3(ρC(X̃; Z2)), it follows from the exactness of the sequence (3.35) at
H2(ρC(X̃; Z2)) that α′ is the image under β0 of γ3. This contradicts Lemma 3.6.22
which implies that the image of γ3 is not contained in H2(ρC(X̃; Z2)). �
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3.7 Algebraic Cycles

3.7.1 Fundamental Class

A connected compact manifold without boundary V of dimension n has a funda-
mental Z2 homology class [V ] ∈ Hn(V ; Z2). If the variety V is also oriented (see
Definition B.5.3) then it has an oriented fundamental Z-class [V ] ∈ Hn(V ; Z), see
Remark B.5.8.

A (non singular) compact complex analytic variety V of complex dimension
n therefore has a fundamental homology class [V ] ∈ H2n(V ; Z). Similarly, a (non
singular) compact real analytic variety L of dimension n has a fundamental homology
class [L] ∈ Hn(L; Z2).

In [BH61], Borel and Haefliger describe how to define a fundamental class
[V ] ∈ H2n(V ; Z) in the general case where V is a complex analytic space with sin-
gularities and a fundamental class [L] ∈ Hn(L; Z2) when L is a locally real analytic
space. For more details of the construction of this fundamental class using a semi-
algebraic triangulation (see Appendix B.2) we refer to [BCR98, Theorem 11.1.1 and
Proposition 11.3.1].

Definition 3.7.1 Let X be a complex analytic space of (complex) dimension n and
let Y be a compact analytic subspace of (complex) dimension k. The homology class
represented by Y (or class of Y ), denoted by [Y ] ∈ H2k(X; Z), is the image of the
fundamental homology class [Y ] ∈ H2k(Y ; Z)under themorphism i∗ : H2k(Y ; Z) →
H2k(X; Z) induced by the inclusion map i : Y ↪→ X .

If X is non singular the cohomology class represented by Y , denoted ηY , will be
the image in H 2n−2k

c (X; Z) of the class [Y ] ∈ H2k(X; Z) under the Poincaré duality
morphism (see Corollary 3.1.9 for the case where X is compact and Theorem B.7.1
for the general case)

D−1
X : H2k(X; Z2) → H 2n−2k

c (X; Z2) .

Similarly, let L ⊂ V be a locally real analytic subspace of dimension k in a locally
real analytic space of dimension n. If L is compact the the homology class represented
by L , denoted [L] ∈ Hk(V ; Z2), will be the image of the fundamental homology class
[L] ∈ Hk(L; Z2) under the morphism induced by inclusion L ↪→ V .

If V is non singular the cohomology class represented by L , denoted ηV , will be
the image in Hn−k

c (V ; Z2) of [L] ∈ Hk(V ; Z2) under the Poincaré duality morphism

D−1
V : Hk(V ; Z2) → Hn−k

c (V ; Z2) .
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3.7.2 Algebraic Cycles

Let (X, σ ) be a projective R-surface. Both the complex variety X and its real locus
X (R) have a Euclidean topology. We consider the subgroup

H alg
1 (X (R); Z2) ⊂ H1(X (R); Z2)

of homology classes which can be represented by the real locus of an algebraic R-
curve. One of the main questions in this area is to determine this group and apply
this knowledge to classification problems and topology.

More generally, we consider a projective R-variety of dimension n, (X, σ ), and
an irreducible subvariety Y ⊂ X which is stable under σ (so that (Y, σ |Y ) is an R-
subvariety) of codimension k in X . If Y (R) is of codimension k in X (R) then we
have a homology class [Y (R)] ∈ Hn−k(X (R); Z2) where n is the dimension of X .
Let H alg

n−k(X (R); Z2) be the subgroup in Hn−k(X (R); Z2) generated by these classes.
If X is non singular we denote by Hk

alg(X (R); Z2) the subgroup generated by the
Poincaré duals of these classes.

Definition 3.7.2 ThegroupH alg
n−k(X (R); Z2) is called thegroupof (n − k)-algebraic

cycles on X (R) or the group of algebraic cycles of codimension k in X (R). (Note
that for non singular X we generally call the elements of the group Hk

alg(X (R); Z2)

“algebraic cycles” rather than “algebraic cocycles”).

Remark 3.7.3 This is a slight abuse of notation, as an element of H alg
n−k(X (R); Z2)

is actually a homology class rather than a cycle.

Let (X, σ ) be a projective R-variety. We set

H alg
∗ (X (R); Z2) =

⊕
k�0

H alg
k (X (R); Z2) ;

and if X is non singular we set

H∗
alg(X (R); Z2) =

⊕
k�0

Hk
alg(X (R); Z2) .

Theorem 3.7.4 Let (X, σ ) and (Y, τ ) be projective R-varieties and let f : X → Y
be a morphism of R-varieties. We then have that

f∗(H alg
∗ (X (R); Z2)) ⊂ H alg

∗ (Y (R); Z2) ;

and if X and Y are non singular,

f ∗(H∗
alg(Y (R); Z2)) ⊂ H∗

alg(X (R); Z2) .
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Proof This follows immediately from results found in [BH61, Section5]. See also
[BCR98, Theorem 11.3.4]. �

Theorem 3.7.5 Let (X, σ ) be a non singular projective R-variety. The direct sum

H ∗
alg(X (R); Z2) =

⊕
k�0

Hk
alg(X (R); Z2)

is a graded ring with respect to cup-product.

Proof This follows immediately from [BH61, Section5]. See also [BCR98,Theorem
11.3.5]. �

Definition 3.7.6 (Totally algebraic variety) A real algebraic variety V such that

H alg
∗ (V ; Z2) = H∗(V ; Z2)

is said to be totally algebraic. Similarly, an R-variety (X, σ ) such that

H alg
∗ (X (R); Z2) = H∗(X (R); Z2)

is said to be totally algebraic.

Example 3.7.7 Projective spaces P
n(R) and Grassmannians (see below) Gn,k(R)

are totally algebraic

H alg
∗ (Pn(R); Z2) = H∗(Pn(R); Z2) ;

H alg
∗ (Gn,k(R); Z2) = H∗(Gn,k(R); Z2) .

See [BCR98, Proposition 11.3.3].

Definition 3.7.8 (Grassmannian) Let K be a field and let n � k be natural numbers.
The Grassmannian (or Grassmann variety) Gn,k(K ) is the set of k-dimensional
subspaces of Kn .

Remark 3.7.9 The Grassmannian is a generalisation of projective space. For any
natural number n, P

n(K ) = Gn+1,1(K ).

Proposition 3.7.10 Let n and k be natural numbers such that n � k. The Grassma-
nian Gn,k(R) is a complete non singular real affine algebraic variety.

Proof See [BCR98, Proposition 3.4.5]. �

Proposition 3.7.11 Let n and k be natural numbers such that n � k. The real alge-
braic varieties Gn,k(R) and Gn,n−k(R) are isomorphic.

Proof See [BCR98, Propositions 3.4.3, 3.4.4 et 3.4.11]. �
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Beyond the fact that characterising the homology classes coming from algebraic
varieties is interesting in itself, the group of algebraic cycles intervenes in the fol-
lowing question: how well can a C∞ hypersurfaces be approximated by algebraic
hypersurfaces? (See [BCR98, Section12.4] for more details). A closed C∞ manifold
M in a real algebraic variety V has an algebraic approximation in V if for every open
neighbourhood� of the inclusion M ↪→ V in C∞(M, V ) (with the C∞ topology, see
Remark 5.2.2), there is an h ∈ � such that h(M) is a non singular algebraic subset
of V . We have the following important result.

Theorem 3.7.12 Let (X, σ ) be a non singular quasi-projective R-variety of dimen-
sion n such that X (R) is compact and non empty (i. e. X (R) is complete, see Def-
inition 1.4.11) and let M ⊂ X (R) be a compact C∞ hypersurface. The following
conditions are then equivalent.

– The fundamental class [M] of M belongs to H alg
n−1(X (R); Z2).

– M has an algebraic approximation in X (R).
– There is a C∞ diffeotopy of X (R) arbitrarily close to the identity sending M to a
non singular algebraic subset of codimension 1 in X (R).

Proof See [BCR98, Theorem 12.4.11]. �

3.7.3 Cycle Map

Let (X, σ ) be an R-variety such that X (R) �= ∅. We denote by HR−alg
2k (X; Z) the

subgroup of H2k(X; Z) generated by classes that can be represented by complex
algebraic subvarieties of dimension k fixed by σ . We can define a cycle map

ψX : HR−alg
2k (X; Z) → H alg

k (X (R); Z2) (3.36)

as follows.
Consider an element α ∈ HR−alg

2k (X; Z). By hypothesis there exist irreducible
complex algebraic subvarieties Dj , j = 1, . . . , s of dimension k such thatσDj = Dj

and integers n j ∈ Z such that α = ∑s
j=1 n j [Dj ]. If dimR Dj (R) = k, then the image

of Dj under ψX is the class [Dj (R)] in Hk(X (R); Z2) and otherwise ψX (Dj ) = 0.
The image of α under ψX is then the linear combination

∑s
j=1 n j [Dj (R)] where the

sum is only taken over the indices j such that dimR Dj (R) = k.
For a special class of algebraic varieties we have the following result.

Lemma 3.7.13 ([BH61, Section5.15, Proposition, page 496]) Let (X, σ ) be a non
singular projective R-variety. If every homology class modulo 2 on X (resp. on
X (R)) (with not necessarily compact support) can be represented by a σ -invariant
algebraic cycle on X (resp. a real algebraic cycle on X (R)) then the inverse of the
cycle map

H∗(X (R); Z2) → H∗(X; Z2)
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induces a ring morphism that doubles dimensions.

Example 3.7.14 A basic example of this phenomenon is projective space. In this
case, the cycle map

H2k(P
n(C); Z) ⊗Z Z2 � H2k(P

n(C); Z2) −→ Hk(P
n(R); Z2)

is an isomorphism of Z2-modules.

3.7.4 Applications to R-Surfaces

We end this section by showing that any rational R-surface is totally algebraic. We
will continue the study of totally algebraic R-surfaces in Chapter4.

When (X, σ ) is a non singular projective R-surface the Z2-vector spaces
H 1(X (R); Z2) et H1(X (R); Z2) are isomorphic by Poincaré duality.We denote their
dimension by b1(X (R)). Similarly, we write

b1alg(X (R)) = dimZ2 H
1
alg(X (R); Z2).

Any algebraic R-surface X is therefore totally algebraic (Definition 3.7.6) if and
only if

b1alg(X (R)) = b1(X (R)) .

There are natural bounds on b1alg coming from complex geometry. For example,
when X is simply connected, b1alg(X (R)) is bounded above by the Hodge number
h1,1(X) = dimC H 1(X,�1

X ). There are other upper bounds coming from the real
structure σ , such as the obvious upper bound b1alg(X (R)) � b1(X (R)).

We note for future reference that the decomposition

H 1(X (R); Z2) =
⊕

V⊂X (R)

H 1(V ; Z2)

where V runs over the set of connected components of X (R) is orthogonal for the
intersection form: see SectionB.7 for more details, particularly Corollary B.7.7.

Surfaces have a cycle map that is more sophisticated that the one defined above.

Proposition 3.7.15 Let (X, σ ) be a non singular projectiveR-surface. There is then
a surjective map

ϕX : Pic(X)G → H 1
alg(X (R); Z2) (3.37)

defined essentially by mapping a real algebraic curve to the fundamental class of its
real part.
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Proof We refer to [Sil89, Chapter III]. If (X, σ ) has a non empty real locus we know
that every linear class of divisors that is invariant under σ can be represented by
an invariant divisor. The canonical map Div(X)G → Pic(X)G is therefore surjec-
tive. As in (3.36) we associate to any irreducible divisor the fundamental class of
its real locus if this real locus has codimension 1 and zero otherwise. This yields
a morphism Div(X)G → H1(X (R); Z2). We can prove that the image under this
map of a principal divisor to be zero. We then compose with the Poincaré dual-
ity map D−1

X (R) : H1(X (R); Z2) → H 1(X (R); Z2), which yields a well-defined mor-
phism ϕX : Pic(X)G → H 1(X (R); Z2). Conversely, the surjectivity of the map ϕX

on H 1
alg(X (R); Z2) can be proved by complexification of algebraic cycles on X (R).

(When the real locus is empty ϕX is zero by both convention and necessity). �

We recall (see Definition 3.1.14) that w1(V ) denotes the first Stiefel–Whitney
class of the tangent bundle of the compact differentiable variety V . Let KX be a
canonical divisor on X . We will use the following properties of ϕX :

Proposition 3.7.16 Let (X, σ ) be a non singular projective R-surface. The mor-
phism ϕX defined above has the following properties

∀D ∈ Div(X)σ , ∀D′ ∈ Div(X)σ , ϕX (D) · ϕX (D′) ≡ (D · D′) mod 2 (3.38a)

w1(X (R)) − ϕX (KX ) ∈ ϕX (Pic0(X)G) . (3.38b)

Proof In (3.38a) the left hand side uses the intersection form on the vector space
H 1(X (R); Z2) and the right hand side uses the intersection formonPic(X). The result
follows on noting that this intersection form is invariant—see Proposition 4.1.16.

To prove (3.38b) we start by assuming that H 1(X; Q) = 0. The first Chern class
map c1 : Pic(X) → H 2(X; Z) is then injective. If X (R) is non empty Div(X)G →
Pic(X)G is surjective and Pic(X)G can be included in H2(X; Z) on composition with
the Poincaré duality map DX : H 2(X; Z) → H2(X; Z). The morphism ϕX can then
be identified with ψX :

ψX ◦ DX ◦ c1 = DX (R) ◦ ϕX .

We now interpret Pic(X) as a group of isomorphism classes of line bundles. Since
c1(TX ) = −c1(KX ), note that the restriction to the real locus of the tangent bundle
of X is isomorphic to the complexification of the tangent bundle of X (R):

TX |X (R) � TX (R) ⊗ C .

By definition of ψX it follows that

w1(X (R)) = D−1
X (R)(ψX (DX (c1(KX )))) = ϕX (KX ) .

When H 1(X; Q) �= 0 the image of DX (c1(KX )) under ψX is only defined up to
addition of an element in ϕX (Pic0(X)G). �
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Proposition 3.7.17 Let (X, σ ) be a non singular projective R-surface. If the real
locus X (R) has a non orientable connected component then

b1alg(X (R)) � 1 .

Proof This result, first proved in [BKS82], is a combination of Proposition 3.1.15
and the fact that w1(X (R)) ∈ H 1

alg(X (R); Z2) because of Property (3.38b). �

Theorem 3.7.18 Let X be a non singular projective R-surface whose geometric
genus pg(X) is zero (Definition 4.1.1) such that H1(X; Z2) = 0. We then have that

H 1
alg(X (R); Z2) = H 1(X (R); Z2) .

We apply this theorem to rational surfaces below. We refer the interested reader
to the survey article [BCP11] for the case of surfaces of general type and geometric
genus 0.

Remark 3.7.19 The assumption that the homology of the complex surface X does
not contain 2-torsion is necessary. There are non singular projective R-surfaces such
that pg(X) = q(X) = 0 but H 1

alg(X (R); Z2) � H 1(X (R); Z2). See Theorem 4.5.17
for more details.

Proof By the final hypothesis H1(X; Z) f = 0 from which it follows that H 1

(X; Q) = 0. (See the universal coefficients theorem, B.4.3). We therefore have that
pg(X) = q(X) = 0 and by the Lefschetz theorem D.9.3 it follows that Pic(X) �
NS(X) � H 1,1(X) ∩ H 2(X; Z) = H 2(X; Z). Moreover we have that

dimZ2 H
2(G,Pic(X)) = dimZ2 H

1 (G, H2(X; Z))

by Proposition D.6.5. The homology of X has no 2-torsion by the universal coeffi-
cients theorem B.4.3 and by Corollary 3.6.12 we have that dimZ2 H1(X (R); Z2) =
dimZ2 H

1 (G, H2(X; Z)). It remains to show that

dimZ2 H
1
alg(X (R); Z2) = dimZ2 H

2(G,Pic(X)) .

We recall that H 2(G,Pic(X)) = Pic(X)G/(1 + σ ∗)Pic(X) by Proposition 3.1.4.
Set r := rk Pic(X)G and λ := dimZ2(1 + σ ∗)Pic(X) ⊗Z Z2. By Lemma 3.1.1 we
can find a basis (d1, . . . , dρ(X)) of the free Z-module Pic(X) whose first r elements
form a basis of Pic(X)G such that

d j ∈ (1 + σ ∗)Pic(X) for j = 1, . . . , λ ;
d j /∈ (1 + σ ∗)Pic(X) for j = λ + 1, . . . , r .

(3.39)

For any a and b in Pic(X) we have that

(a · b) = (σ ∗a · σ ∗b)
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by Proposition 4.1.16. It follows that for any j = 1, . . . , λ and for any d ∈ Pic(X)G

we have that

(d j · d) = (d ′ · d) + (σ ∗d ′ · d) = 2(d ′ · d) ≡ 0 mod 2 . (3.40)

We write the matrix of the intersection form restricted to Pic(X)G in the basis
(d1, . . . , dr )mentioned above: calculating the determinant and using Equation (3.40)
we see that for all j = λ + 1, . . . , r , there is a k such that

(d j · dk) ≡ 1 mod 2

and it follows that
(ϕ(d j ) · ϕ(dk)) = 1

where ϕ : Pic(X)G → H 1
alg(X (R); Z2) is the morphism defined in (3.37). This

implies that for all j , λ < j � r , ϕ(d j ) �= 0. If we replace d j1 by d j1 + · · · + d js
(for distinct ji such that λ < ji � r , we obtain another basis of Pic(X)G satisfying
the hypotheses (3.39). For the same reasons as above, ϕ(d j1 + · · · + d js ) �= 0 or in
otherwords, theϕ(d j ), j = λ + 1, . . . , r are linearly independent in H 1

alg(X (R); Z2).
We conclude by noting that since dimZ2 H

1
alg(X (R); Z2) � dimZ2 H

2(G,Pic(X)) =
r − λ, we get that dimZ2 H

1
alg(X (R); Z2) = dimZ2 H

2(G,Pic(X)). �

Corollary 3.7.20 (Silhol) Any geometrically rational R-surface is totally
algebraic.

Remark 3.7.21 The proof of Theorem 3.7.18 proposed here is a generalisation of
[Sil89, III.(3.4)]. Theorem 3.7.18 can also be found, in a similar generality but with
a different proof, in [vH00, Chapter IV, Corollary 4.4 and Chapter III, Lemma 8.9].

3.8 Solutions to exercises of Chapter3

3.3.4

1. The fundamental group of RP
2 is π1(RP

2) � Z2 (see Proposition 2.7.6). By
Hurewicz’s theorem B.3.9, H1(RP

2; Z) � Z2 since it is the abelianisation of
π1(RP

2). As the degree zero homology is torsion free, the universal coefficients
theorem B.4.3 implies that H1(RP

2; Z2) � H1(RP
2; Z) ⊗ Z2 � Z2.

2. This follows from a similar calculation applied to the fundamental group π1(S
1 ×

S
1) � Z ⊕ Z or by direct calculation using the Künneth formula. See Exer-

cise B.6.5 for more details.
3. Use the fact that π1(K

2) � Z2 ⊕ Z.

3.3.12Wecalculate the total Betti numbers b∗(C; Z2) = 2 + 2g and b∗(C(R); Z2) =
2s and it follows that b∗(C; Z2) − b∗(C(R); Z2) = 2(g + 1 − s).
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3.4.10 Apply Equation (3.17) for k = 1

w1 = Sq0(v1) + Sq1(v0) = Sq0(v1) = v1 .

As Sqp(vq) = 0 whenever p > q, Formula (3.17) is simply a sum

wk =
∑

p=0,...,� k
2�
Sqp(vk−p) .

For k = 2 we get that w2 = Sq0(v2) + Sq1(v1) = v2 + v1 � v1, and since v1 =
w1 on setting wk wl := wk � wl it follows that

v2 = w2 +w2
1 .

We calculate v3 using Wu’s formula [MS74, Problem 8-A]

Sqp(wk) =
p∑

l=0

(
k − p + l − 1

l

)
wp−l � wk+l

which gives us
Sq1(w2) = w1 � w2 +w3 (3.41)

and Cartan’s formula [MS74, (4) page 91] which gives us Sq1(w1 � w1) = Sq0

(w1) � Sq1(w1) + Sq1(w1) � Sq0(w1) = 2w1 � w1 � w1 = 0. It follows that
w3 = Sq0(v3) + Sq1(v2) = v3 +Sq1(w2 +w1 � w1) = v3 +Sq1(w2) + Sq1

(w1 � w1) and hence
v3 = w1 w2 .

For v4 we use v2 � v2 = (w2 +w1 � w1) � (w2 +w1 � w1) = w2 � w2 +
w1 � w1 � w1 � w1, Cartan’s formula and equation (3.41): Sq1(w1 � w2) = Sq0

(w1) � Sq1(w2) + Sq1(w1) � Sq0(w2) = w1 � (w1 � w2 +w3) + w1 � w1 �

w2 = w1 � w3. We then have that w4 = Sq0(v4) + Sq1(v3) + Sq2(v2) = v4 +Sq1

(w1 � w2) + v2 � v2 and finally we get

v4 = w4 +w1 w3 +w2
2 +w4

1 .

3.4.18 Let X ⊂ P
2(C)x :y:z be the R-curve of equation x2 + y2 + z2 = 0. Its real

locus X (R) = X ∩ P
2(R) is empty. The topological surface underlying X is con-

nected and of genus zero and hence H0(X; Z2) = H1(X; Z2) = H2(X; Z2) = Z2. In
particular, theZ2-linearmap σi : Hi (X; Z2) → Hi (X; Z2), i = 0, 1, 2 is the identity,
but b∗(X; Z2) = 3 whereas b∗(X (R); Z2) = 0.
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3.4.21 By hypothesis, the 2mth Wu class is a polynomial in m variables w2k :=
w2k(X), k = 1, . . . ,m, and eachmonomial in these variables belongs to H 2m(X; Z2).
We therefore have that

P(w) =
∑

i=(i1,...,im )|∑ 2ilαil =2m

ai

m∏
l=1

w
αil
2il

from which it follows on setting ck := ck(X), k = 1, . . . ,m that

P(c) =
∑

i=(i1,...,im )|∑ 2ilαil =2m

ai

m∏
l=1

c
αil
il

.

Since σ ∗ck = (−1)kck we get that

σ ∗P(c) =
∑

i=(i1,...,im )|∑ 2ilαil =2m

ai

m∏
l=1

(−1)ilαil c
αil
il

from which the result follows because for every i = (i1, . . . , im),
∑

ilαil = m.



Chapter 4
Surfaces

This chapter contains a partial classification of real algebraic surfaces. Some of the
results presented here are classical, others are more recent: we have tried to provide
a panorama without attempting to be exhaustive, the selection criteria being the
author’s personal preferences. This chapter provides a review of the geometry of real
and complex surfaces: our leitmotif is an attempt to describe as far as possible the
topological types and deformation classes of real algebraic surfaces, and whether
each family of surfaces thus described contains any totally algebraic elements.

In an ideal world we would find, as for algebraically closed base fields, a dis-
crete invariant (i.e. a multi-integer) classifying the possible topological types of real
varieties, plus, for each value attained by this discrete invariant, a continuous subin-
variant, called a moduli space.1 A perfect classification would establish a bijection
between irreduciblemoduli spaces and possible values of themulti-integral invariant.

The first natural integral invariant is the dimension. In dimension 1 the topo-
logical classification, established by Klein, was described in Section 3.5: we now
review it as motivation for higher dimensional theory. Any non singular projective
R-curve (X,σ) is associated to a triplet of integers (g, s, a) where g := g(X) is
the genus of the orientable compact surface X , s := s(X,σ) is the number of con-
nected components of X (R) and a := a(X,σ) is the binary invariant determined by
a := 2− #π0(X \ X (R)). These invariants must satisfy the following conditions.

1. If a = 0—i.e., if the curve is separating (Definition 3.5.1) then 1 � s � g + 1
and g − s ≡ 1 mod 2.

2. If a = 1 then 0 � s � g.

We can give a discrete topological classification of R-curves as follows: for any
triplet of integers2 (g, s, a), a ∈ {0, 1}, satisfying the above conditions, there is a

1Froma set theoretic point of viewa“moduli space” is simply a set parameterisingpossible structures
up to isomorphism: in this book we will settle for this point of view. It is rarely simple to equip such
a set with an appropriate “space” structure.
2Which are necessarily positive or zero.
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non singular projective R-curve (X,σ) realising it, or in other words such that
g(X) = g, s(X,σ) = s and a(X,σ) = a. A refined topological classification of
R-curves follows because twoR-curves (X,σ) and (Y, τ ) are deformation equivalent
if and only if they have the same triplets: (g(X), s(X), a(X)) = (g(Y ), s(Y ), a(Y )).
See [Gab00] for more details.

From dimension 2 onwards it frequently becomes difficult to give such a precise
classification, even for special classes of surfaces. We generally start our investiga-
tions by classifying real loci up to homeomorphism, as in Section 4.2. Even when
we manage to identify a suitable multi-integer for the classification of a particular
type of surface and endow the corresponding moduli space with a natural structure,
it is not usually clear whether the number of irreducible components of this moduli
space is finite. When it is finite, it is often difficult to calculate the number of its
irreducible or connected components.

In this chapter we will list

1. All known classifications of real loci of R-surfaces.
2. All known classifications of R-surfaces up to isomorphism.
3. The cases in which the “quasi-simplicity” problem- a real version of the Def=Diff

problem, see Question 4.3.29—is solved.

Example 4.0.1 In this chapter we will study various “classes” of R-surfaces: the
word “class” is deliberately vague. For example, we will classify topological types
of

• Geometrically rational R-surfaces (Definition 4.4.1): the “class” is then a
C-birational equivalence class;

• Rational R-surfaces (Definition 4.4.1): the “class” is then an R-birational
equivalence class;

• RealEnriques surfaces, (Definition4.5.13) resp. realK3 surfaces (Definition4.5.3):
in this case we consider that R-surfaces (X,σ) and (Y, τ ) belong to the same class
if and only if the complex surfaces X and Y belong to the unique irreducible
family of complex deformations (Definition 4.3.25) of Enriques surfaces, resp.
K3 surfaces;

• Real elliptic surfaces (Definition 4.6.1): theR-surfaces (X,σ) and (Y, τ ) belong to
the same “class” if the complex surfaces X and Y belong to one of the irreducible
families (of which there are an infinite number) of complex deformations of elliptic
surfaces.

• Real Jacobian elliptic surfaces of irregularity zero and fixed holomorphic Euler
characteristic: in this case the “class” is once again a unique irreducible family of
complex Jacobian elliptic surfaces.
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4.1 Curves and Divisors on Complex Surfaces

Section 2.6 ofChapter 2 dealswith divisors on varieties of arbitrary dimension.Recall
in particular that on a non singular irreducible complex variety X there is a one-to-one
correspondance betweenCartier divisors andWeil divisors and the linear equivalence
groups Cl(X) and CaCl(X) are isomorphic. To any divisor D on X represented by
(Ui , fi )i we associate a line bundleOX (D) defined byOX (D)|Ui = f −1i OX |Ui as in
Definition 2.6.11. If the variety X is quasi-projective and non singular then the map
D �→ OX (D) induces an isomorphism

Cl(X) � Pic(X) ,

as in Corollary 2.6.17.
On a surface, prime divisors are just irreducible curves and divisors are linear

combinations of irreducible curves with integral coefficients. When this linear com-
bination has positive coefficients the divisor is said to be effective. Many authors
consider that a curve on a surface is simply an effective divisor on this surface: this
recalls our plane curves of Section 1.6 which were allowed to be reducible or non-
reduced. Recall that as in Definition 2.6.26 the canonical divisor K X of a complex
surface X is a3 divisor associated to the canonical bundle KX = det�X . In partic-
ular, we have that OX (K X ) = ∧2

�X = �2
X . On an R-surface (X,σ) the canonical

bundle is an R-bundle, σKX = KX . Recall that by the Cartan–Serre theorem D.1.3
the C-vector spaces Hi (X,F) of the cohomology of a coherent sheaf F are finite
dimensional.

Definition 4.1.1 Let X be a non singular complex projective surface, or more gen-
erally a compact Kähler surface.

1. The geometric genus of X is defined to be pg(X) := dim H 2(X,OX ).
2. The irregularity of X is defined to be q(X) := dim H 1(X,OX ).
3. The holomorphic Euler characteristic of X is defined to be

χ(OX ) = 1− q(X)+ pg(X) .

4. The Hodge numbers of X are defined by ha,b(X) := dim H b(X,�a
X ).

Proposition 4.1.2 Let X be a compact Kähler surface. We have the following iden-
tities.

1. pg(X) = dim H 0(X,KX ) = h2,0(X) = h0,2(X);
2. q(X) = h1,0(X) = h0,1(X) = h3,0(X) = h0,3(X).

Proof We refer to Appendix D for the proofs. By Hodge symmetry we have that
h p,q = hq,p. As H 0(X,KX ) = H 0(X,�2

X )wehave that h2,0(X) = dim H 0(X,KX ).

3We remind the reader that it is customary to call this object “the” canonical divisor despite the fact
that it is only defined up to linear equivalence.
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We could also have used Serre duality, which gives us H 2(X,OX ) = H 0(X,KX ).
We complete the proof using Poincaré duality with complex coefficients which gives
us bk = b4−k . As this duality is compatible with the Hodge decomposition we get
that h p,q = h2−p,2−q . �

Definition 4.1.3 Let X be a non singular irreducible complex projective surface.
For any m � 1 the number Pm(X) := dim H 0(X,K⊗m

X ) is called the mth plurigenus
of X : in particular, P1(X) = pg(X). The canonical dimension κ(X), also called the
Kodaira dimension, is defined to be the Iitaka dimension of the canonical divisor

κ(X) :=
{ −∞ if Pm(X) = 0 for any m � 1 ;

k � 0 the smallest integer such that the sequence
{ Pm (X)

mk

}
m is bounded.

If ϕmK denotes the rational map from X to a projective space associated to the
linear system |mK | then κ(X) is the maximal dimension of the images ϕmK (X) for
m � 1.

It turns out that the Kodaira dimension can be defined for any complex compact
analytic variety. For a surface X , κ(X) can be −∞, 0, 1 or 2—see Definition D.4.8,
Proposition D.4.9 and Remark D.4.10. In what follows, we will consider each pos-
sible Kodaira dimensions in turn.

Recall that a projective variety is said to be of general type if and only if its
canonical bundle is big, or equivalently if κ(X) = dim X . See Definitions 2.6.22 and
2.6.29 for more details.

Definition 4.1.4 A complex projective surface X (resp. a projective R-surface
(X,σ)) is said to be of general type if κ(X) = 2 and of special type if κ(X) < 2.

Remark 4.1.5 The Kodaira dimension of a scheme is invariant under base change
so for any projective R-scheme X we have that κ(X) = κ(X ×SpecR SpecC).

4.1.1 Intersection Form

The free Z-module Div(X) generated by curves on a non singular projective surface
X has a symmetric bilinear form endowing Cl(X)with a quadratic module structure.

We start by generalising Definition 1.6.11 of the intersection multiplicity of two
plane curves in P

2(C) to curves in an arbitrary non singular surface.

Definition 4.1.6 Let X be a non singular complex quasi-projective variety, letC1 and
C2 be two distinct irreducible curves in X and let P be a point in X . If P ∈ C1 ∩ C2

and fi is an equation for Ci (i = 1, 2) in the local ring OX,P of X at P then we set

(C1 · C2)P := dimC OX,P/( f1, f2) .

If P /∈ C1 ∩ C2 then we set (C1 · C2)P := 0 The number thus defined is called the
intersection multiplicity of the curves C1 and C2 at the point P .
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If (C1 · C2)P = 1 then we say that the curves C1 and C2 are transverse (or meet
transversely) at P.

Exercise 4.1.7 1. Prove that if P ∈ C1 ∩ C2 then the ringOX,P/( f1, f2) is a finite-
dimensional complex vector space. (Use the Nullstellensatz.)

2. Prove that (C1 · C2)P = 1 if and only if f1 and f2 generate the maximal ideal
mP (i.e. if and only if f1 and f2 form a local system of parameters of X in a
neighbourhood of P—see Definition 1.5.47).

Definition 4.1.8 Let X be a non singular complex projective surface and let C1, C2

be distinct irreducible curves on X . We set

(C1 · C2) :=
∑

P∈X

(C1 · C2)P =
∑

P∈C1∩C2

(C1 · C2)P .

This is called the intersection number of the curves C1 and C2.

Theorem 4.1.9 Let X be a non singular complex projective surface. There is a
unique symmetric bilinear form

Div(X)× Div(X) −→ Z , (A, B) �−→ (A · B)

with the following properties:

• If A and B are non singular curves who meet transversely then (A · B) =
#(A ∩ B);

• if A and A′ are linearly equivalent then (A · B) = (A′ · B) for any divisor B on X.

Proof See [Bea78, I.4]. �

Definition 4.1.10 Let X be a non singular complex projective surface. It follows
from Theorem 4.1.9 that there is a symmetric bilinear form on the Z-module Cl(X),
the intersection form

Cl(X)× Cl(X) −→ Z , (A, B) �−→ (A · B) .

If A and B are divisors on X then we call (A · B) the intersection number of A and
B and we denote by (A2) = (A · A) the self-intersection number of A.

When there is no risk of confusion we will sometimes abusively denote the inter-
section number (A · B) by A · B.

Proposition 4.1.11 Let X be a non singular complex projective surface and let L1

and L2 be line bundles on X. We set

(L1 · L2) = χ(OX )− χ(L−11 )− χ(L−12 )+ χ(L−11 ⊗ L−12 ) .
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The map
Pic(X)× Pic(X) −→ Z , (L1,L2) �−→ (L1 · L2)

is then a symmetric bilinear form on the Z-module Pic(X) and the isomorphism of Z-
modules Cl(X) � Pic(X) induced by D �→ OX (D) is an isometry for the symmetric
bilinear forms on Cl(X) and Pic(X). In other words, if A and B are two divisors on
X then

(OX (A) ·OX (B)) = (A · B) .

Proof See [Bea78, Théorème I.4]. �

The restriction of a line bundle to a projective curve has a well-defined degree.

Proposition 4.1.12 Let C be a non singular irreducible projective curve on X and
let L be a line bundle on X. We then have that

(OX (C) · L) = deg(L|C) .

Proof See [Bea78, Lemme I.6]. �

Example 4.1.13 1. If X = P
2(C) then Pic(X) = Z is generated by the class of a

line (see Exercise 2.6.5). Any curve of degree d on X is linearly equivalent to a
divisor d H where H is a line. Let C and C ′ be two curves of respective degrees
d and d ′ and let L , L ′ be two distinct lines. Since C ∼ d L and C ′ ∼ d ′L ′ we
recover Bézout’s theorem

(C · C ′) = (d L · d ′L ′) = dd ′(L · L ′) = dd ′ .

2. If X = P
1(C)× P

1(C) then Pic(X) = Z× Z is generated by the classes
F1 = {0} × P

1(C) and F2 = P
1(C)× {0}. The multiplication table is given by

(F2
1 ) = (F2

2 ) = 0 and (F1 · F2) = 1. A curve on X is determined by a bihomoge-
neous polynomial in four variables. Let C, C ′ be two curves of bidegrees (d1, d2)
and (d ′1, d ′2): we then have that

(C · C ′) = (d1F1 + d2F2) · (d ′1F1 + d ′2F2) = d1d ′2 + d ′1d2 .

Using the first Chern class map c1 : Pic(X) → H 2(X;Z) (see Appendix D for
more details) we can link the intersection form to the cup-product (see Section B.7):

Proposition 4.1.14 Let X be a non singular complex variety of dimension n and let
Y be a non singular compact complex subvariety of codimension 1. The fundamental
class of Y in H2n−2(X;Z) is then the Poincaré dual of c1(OX (Y )) ∈ H 2

c (X;Z).

Proof See [Hir66, Theorem 4.9.1]. �
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Proposition 4.1.15 Let X be a non singular complex projective surface and let D
and D′ be divisors on X. We then have that c1(OX (D)) ∈ H 2(X;Z), c1(OX (D′)) ∈
H 2(X;Z) and

(D · D′) = c1(OX (D)) � c1(OX (D′)) .

Proof See [Ibid.]. �

Proposition 4.1.16 The intersection form on a non singular projective R-surface
(X,σ) is compatible with the real structure. In other words

∀L,L′ ∈ Pic(X), (L · L′) = (σL · σL′)

and
∀A, B ∈ Cl(X), (A · B) = (σA · σB) .

Proof In order to apply Proposition 4.1.11 recall that

χ(L) =
∑

(−1)k dimC H k(X,L) .

The first equation now follows from a simple application of Proposition 2.2.2. We
then use Proposition 2.6.30 to obtain the second equation on linear divisor classes.

Wenote that bySection 3.7, this result also follows fromCorollary 3.1.9 in singular
cohomology. See [Sil89, II.1] for more details if necessary. �

Throughout the rest of this chapter we will freely identify Pic(X) and Cl(X)

whenever X is a non singular projective surface.

Theorem 4.1.17 (Serre duality) Let X be a non singular projective surface and let
L be a line bundle on X. We then have that

H k(X,L) � H 2−k(X,KX ⊗ L−1)

and in particular
χ(L) = χ(KX ⊗ L−1) .

Proof See [Bea78, Théorème I.11]. �

Theorem 4.1.18 (Riemann–Roch formula for surfaces) Let X be a non singular
projective surface and let D be a divisor on X. We then have that

χ(OX (D)) = 1

2
D · (D − K X )+ χ(OX ) .

Proof For any divisor A on X we have that (OX (−A))−1 = OX (A). By Proposi-
tion 4.1.11 we therefore have that
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(−D) · (D − K X ) =
χ(OX )− χ(OX (D))− χ(OX (K X − D))+ χ(OX (D)⊗OX (K X − D)) .

Using Serre duality applied to OX (K X − D) we get that

(−D) · (D − K X ) = χ(OX )− χ(OX (D))− χ(OX (D))+ χ(OX (K X ))

and the required formula follows on applying Serre duality to the canonical bundle
χ(OX (K X )) = χ(OX ). �

The holomorphic Euler characteristic of a complex surface X is linked to its topo-
logical Euler characteristic χtop(X) = ∑4

k=0(−1)k dimQ Hk(X;Q) by the following
formula.

Theorem 4.1.19 (Noether’s formula) Let X be a non singular complex projective
surface. We then have that

χ(OX ) = 1

12
(K 2

X + χtop(X)) .

This formula is often written in terms of Chern numbers c21(X) = (K 2
X ) and

c2(X) = χtop(X), which yields

χ(OX ) = 1

12
(c21(X)+ c2(X)) .

Proof See [GH78, III.5]. �

Definition 4.1.20 Let (X,σ) be a non singular projective R-surface. We recall
(Definition2.6.34,Theorem2.6.35 andDefinition2.6.36) thatNS(X) = Pic(X)/Pic0(X)

is theNéron–Severi groupof the complex surface X , thatρ(X) = rk(Pic(X)/Pic0(X))

is the Picard number of X and if X (R) is non empty then ρR(X) = rk(Pic(X)G/

Pic0(X)
G
) is the real Picard number of the R-surface (X,σ).

Remark 4.1.21 By definition we have that ρR(X) � ρ(X). By Proposition 2.6.37,
if q(X) = 0 then ρ(X) = rk Pic(X) and moreover if X (R) is non empty then
ρR(X) = rk Pic(X)G by Theorem 2.6.32.

Definition 4.1.22 Let X be a non singular complex projective surface and let A and
B be divisors on X . We denote by A ≡ B the numerical equivalence relation: A ≡ B
if and only if (A · C) = (B · C) for any effective divisor C on X . We denote by

Num(X) := Div(X)/ ≡

the quotient group.
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Proposition 4.1.23 For any non singular complex projective surface X we have that

Num(X) � NS(X)/Tor(NS(X)) .

Proof See [GH78, Chapter V]. �

Theorem 4.1.24 (Hodge index) Let X be a non singular projective surface and
let H be an ample divisor on X. If D is a divisor on X such that D · H = 0 then
(D2) � 0 with equality if and only if D ≡ 0.

Proof We recall that for any divisor D on X we denote by hk(D) the dimension of
the space H k(X,OX (D)).

We claim that if D is a divisor on X such that (D2) > 0 then either h0(m D) = 0
or h0(−m D) = 0 for large enough m.

It follows that either m D or−m D is equivalent to a non zero effective divisor for
large enough m which implies that H · D > 0 or H · D < 0 and the first part of the
theorem follows.

We now prove the claim. Let D be a divisor on X such that (D2) > 0. By
Riemann–Roch χ(OX (m D)) is then equivalent to m2

2 (D2) as m tends to infinity.
As h0(m D)+ h2(m D) � χ(OX (m D)) either h0(m D) or h2(m D) tends to infinity
as m tends to infinity. By Serre duality h2(m D) = h0(K X − m D). Using the same
argument replacing D by −D, we conclude that either h0(−m D) or h0(K X + m D)

tends to infinity as m tends to infinity, but h0(K X − m D) and h0(K X + m D) cannot
both tend to infinity. Indeed, if s ∈ H 0(X,OX (K X − m D)) then multiplication by s
defines an inclusion H 0(X,OX (K X + m D)) ↪→ H 0(X,OX (2K X )). It follows that
either h0(m D) = 0 or h0(−m D) = 0 for large enough m.

To prove the second claim assume that D · H = 0 and (D2) = 0. Assume by
contradiction that D · C > 0 for some effective divisor C . Let λ = p

q ∈ Q be
defined by (C − λH) · H = 0. The divisor m D + q(C − λH) then does not satisfy
(m D + q(C − λH))2 � 0 for large enough m despite the fact that (m D + q(C −
λH)) · H = 0. �

Corollary 4.1.25 Let X be a non singular complex projective curve. The index of
the intersection form (Definition 3.4.1) is then given by

τ (X) = 2+ 2h0,2(X)− h1,1(X) = 2+ 4pg(X)− b2(X) .

Proof By the Hodge index theorem the restriction of the intersection form Q
to H 1,1(X) has signature (1, h1,1(X)− 1). As the restriction of Q to H 2,0(X)⊕
H 0,2(X) is definite positive the signature of Q is equal to (h2,0(X)+ h0,2(X)+
1, h1,1(X)− 1). The result now follows from the identities h2,0(X) = h0,2(X) =
pg(X) and b2(X) = h2,0(X)+ h1,1(X)+ h0,2(X). �
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Fig. 4.1 Blow up: the exceptional curve is represented by the vertical line

4.1.2 Blow-Up

See Appendix F or [Bea78, II.1] for more details.
Let X be a complex projective surface and let P ∈ X be a non singular point. There

is then a surface X̃ and a birational morphism π : X̃ → X , unique up to isomorphism,
such that

1. The restriction of π to X̃ \ π−1(P) → X \ {P} is an isomorphism.
2. EP := π−1(P) is isomorphic to P

1(C),
3. The variety X̃ is non singular along the divisor EP .

Definition 4.1.26 The morphism π is called the blow up of X at P (or centred at P ,
the surface BP X := X̃ is called the blow up of X at P and the curve EP := π−1(P)

is called the exceptional curve of the blow up.

Example 4.1.27 (Blow up of a point in the affine plane) Applying Definition F.2.1
and restricting ourselves to an affine neighbourhood of (0, 0), we see that the blow
up B(0,0)A

2 of A
2 at the point (0, 0) is the quadric hypersurface defined in A

2 × P
1

by
B(0,0)A

2 = {((x, y), [u : v]) ∈ A
2
x,y × P

1
u:v | uy = vx} .

See Figure 4.1.4

4Figure created by Daniel Naie.
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Example 4.1.28 (Blow up of a point in the projective plane) Theblowup B(0:0:1)P2 of
P
2 at P = (0 : 0 : 1) is the algebraic surface P̃2 defined locally over a neighbourhood

U = (z = 0) of P by

BPU := {((x, y), [u : v]) ∈ Ux,y × P
1
u:v | uy = vx}.

More generally, the blow up of the projective planeP
2
x :y:z at a point P = (a : b : 1)

in the open affine set (z = 0) is given by

B(a:b:1)P2 := {([x : y : z], [u : v]) ∈ P
2
x :y:z×P

1
u:v |
u(y − bz)− v(x − az) = 0},

and in particular

B(0:0:1)P2 := {([x : y : z], [u : v]) ∈ P
2
x :y:z × P

1
u:v | uy − vx = 0}.

Remark 4.1.29 If X is a complex analytic space we can deduce a description of the
blow up of X in a non singular point from the examples above. We simply carry out
the blow up in a chart sending an open neighbourhood of P to an open set inC

2. Note
that when working with the Zariski topology we cannot generally use this “local”
description of blow ups, since a surface containing a dense open subset isomorphic
to a non empty Zariski open subset of A

2 must be rational (Definition 4.4.1).

Proposition 4.1.30 Let X be a non singular complex projective surface, let
π : X̃ → X be the blow up of X at a point P and let E be the exceptional curve
of π.

1. The map Pic(X)⊕ Z → Pic(X̃) defined by (A, n) �→ π∗A + nE is an isomor-
phism.

2. Let A and B be divisors on X. We then have that

(π∗A · π∗B) = (A · B), (E · π∗A) = 0, (E)2 = −1 .

3. We have that NS(X̃) � NS(X)⊕ Z[E].
4. We have that K X̃ = π∗K X + E.

Proof See [Bea78, II.3]. �
Remark 4.1.31 We can also blow up singular points. In Example 4.7.6 we calculate
the blow up of a surface at an ordinary double point.

4.1.3 Adjunction Formula

Let f : C → X be the embedding of an effective divisor in a surface X and let D be
a divisor on X . We set



184 4 Surfaces

OC(D) := f ∗(OX (D))

and in particularOC(C) = OX (C)|C . If C is non singular thenOC(C) is the normal
bundle of C in X .

Theorem 4.1.32 (Non singular variety) Let X be a non singular complex variety
and let Y be a non singular complex subvariety of codimension 1. We then have that

KY = KX ⊗OX (Y )|Y .

Proof See [BHPVdV04, Theorem I.6.3]. �

Remark 4.1.33 The canonical bundles KX and KY (see Appendix D) are defined
for any non singular varieties and subvarieties.

Corollary 4.1.34 (Non singular curves on a surface) Let X be a complex surface
(which is assumed non singular but not necessarily connected or compact) and let
C be a non singular curve on X. The canonical sheaf on C is then given by

KC = KX ⊗OC(C) .

Remark 4.1.35 When C is singular but X is non singular the right hand side of the
previous formula is well defined and gives rise to a sheaf on C

ωC := KX ⊗OC(C) .

This definition appears to depend on the embedding of C in X but this turns out
not in fact to be the case. The sheaf ωC is known as the dualising sheaf of C . See
[BHPVdV04, II.1] and [Har77, III.7] for more details.

4.1.4 Genus of an Embedded Curve

This subsection draws on [BHPVdV04, II.11]. Let C be a non singular connected
complex curve: the geometric genus of C is the genus of the underlying topological
surface (see Definition E.1.2). More generally, if C is a reduced and irreducible
complex curve and ν : C̃ → C is its normalisation (see Example 1.5.38) then the
normalisation C̃ is a connected non singular curve.

Definition 4.1.36 The geometric genus g(C) of a reduced and irreducible complex
algebraic curve C is defined to be the topological genus of its normalisation.

g(C) := g(C̃) .

It is a birational invariant.
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Definition 4.1.37 The arithmetic genus pa(C) of a complex algebraic curve C
(which is assumed neither reduced nor irreducible) is defined by:

pa(C) := 1− χ(OC) .

Remark 4.1.38 If C is non singular, irreducible and reduced then pa(C) = g(C).

Remark 4.1.39 Assume that C is irreducible and reduced and is embedded in a non
singular surface X . The following then hold.

1. The arithmetic genus of C is equal to the geometric genus g(C ′) of a non singular
curve C ′ obtained by perturbing C in the surface X whenever such a perturbation
is possible. (The curve C ′ ⊂ X is then linearly equivalent to C .)

2. By Remark 4.1.35 we have that

pa(C) = 1− χ(OC) = 1+ χ(ωC) .

Definition 4.1.40 Let C be a curve on a non singular complex surface and let P be
a point of multiplicity rP on C . The point P is said to be an ordinary multiple point
of C if and only if it is locally analytically isomorphic to a singularity of the form∏

k=1,...,rP
(x − εk y) = 0 where ε is a primitive rP th root of unity.

Lemma 4.1.41 Let P be an ordinary multiple point of multiplicity rP of an
irreducible curve C and let C̃ be the strict transform of C on the blow up of X
centred at P. We then have that

C̃2 = C2 − r2P .

Proof By [Bea78, Lemme II.2] we have that π∗C = C̃ + r EP , so the formula
follows from Proposition 4.1.30. �

Definition 4.1.42 Let X be a surface, let P ∈ X be a non singular point and let
X ′ → X be the blowup of X centred at P with exceptional curve EP ⊂ X ′. Any point
Q ∈ EP is said to be an infinitely close point of P . More generally, if π : X ′′ → X
is a sequence of blow ups then any point Q ∈ X ′′ such that π(Q) = P is said to be
an infinitely close point of P .

Let C ⊂ X be a reduced curve on a non singular surface. We set
δP(C) = ∑ 1

2rQ(rQ − 1)where the sum is taken over all infinitely close points Q of
P including P itself. In particular, if P is an ordinary multiple point of multiplicity
r on C then δP(C) = 1

2rP(rP − 1): an ordinary double point counts for 1, a triple
point counts for 3 and a quadruple point counts for 6 . See [Har77, Chapitre V,
exercice 3.7] for more details.

Proposition 4.1.43 Let C ⊂ X be an irreducible reduced curve on a non singular
surface and let ν : C̃ → C be the normalisation of C. We then have that
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pa(C) = g(C̃)+ δ(C)

where δ(C) = ∑
P∈C δP(C). If C is non singular then δ(C) = 0.

Proof See [Har77, Chapitre V, exemple 3.9.2]. �

Theorem 4.1.44 (Adjunction for singular curves) Let X be a complex analytic sur-
face which is assumed to be non singular but not necessarily connected or compact
and let C be a compact curve on X which is assumed neither reduced nor irreducible.
We then have that

2pa(C)− 2 = deg(KX ⊗OC(C)) .

If moreover X is compact then the intersection form is well defined and the above
equality can be written as

2pa(C)− 2 = C · (K X + C) . (4.1)

Exercise 4.1.45 Let (C,σP|C) be a projective plane reduced and irreducibleR-curve
of degree 4. Prove that ifC is rational—i.e. g(C) = 0—then at least one of its singular
points is real, i.e. Sing(C) ∩ C(R) = ∅.

Here is another application of adjunction to R-curves, taken from [KM16, Propo-
sition 23].

Proposition 4.1.46 Let C ⊂ P
1 × P

1 be a rational R-curve whose real locus C(R)

is non singular, C(R) ∩ Sing(C) = ∅. The fundamental class [C(R)] ∈ H1(T
2, Z2)

is then non vanishing.

Proof Let {E1, E2} be a basis of H2(P
1(C)× P

1(C);Z) such that (Ek)
2 = 0 and

E1 · E2 = 1. The fundamental class of the complex curve C is therefore equal to
a1E1 + a2E2 where a1 and a2 are natural numbers. The fundamental class of the
canonical divisor is given by K X = −2E1 − 2E2. The adjunction formula then gives
us

2pa(C)− 2 = (
a1E1 + a2E2

) · ((a1 − 2)E1 + (a2 − 2)E2
) = a1(a2 − 2)+ a2(a1 − 2),

so that
pa(C) = (a1 − 1)(a2 − 1) . (4.2)

As C is stable under σ we have moreover that

ak = (C · E3−k) ≡
(
C(R) · E3−k(R)

)
mod 2

for any k ∈ {1, 2}. If the class [C(R)] ∈ H1(T
2, Z2) were zero then a1, a2 would

both be even and pa(C) would be odd. Since C is rational g(C̃) = 0 so C would
then have an odd number of singular points one of which would be real. �
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Using the adjunction formula (4.1) we define the virtual genus of a divisor D on
a compact surface by

pv(D) := 1

2

(
D · (K X + D)

)+ 1 . (4.3)

If D = A + B where A and B are effective divisors then we have that

pv(D) := pa(A)+ pa(B)+ A · B − 1 (4.4)

and
pv(−D) = D2 − pa(D)+ 2 . (4.5)

See [Har77, Chapitre V, exercice 1.3] for more details.

Proposition 4.1.47 ([BHPVdV04, II.11.c]) Let C be a reduced connected curve on
a surface X. We then have that pv(C) = pa(C) � 0.

Exercise 4.1.48 Let C = C1 + C2 be the union of two non singular disjoint rational
curves. We then have that χtop(C) = 4 and pv(C) = −1.

4.2 Examples of R-Surfaces

We start by recalling the definitions of some special types of surfaces of negative
Kodaira dimension. κ = −∞.

Definition 4.2.1 (Hirzebruch surfaces [Hir51]) A complex surface X is a Hirze-
bruch surface of index n, denoted Fn , if it is the total space of a locally trivial P

1(C)

bundle over P
1(C) and Fn = PP1(OP1 ⊕OP1(n)), by which we mean that Fn is the

projectivisation of the 2-dimensional vector bundle OP1 ⊕OP1(n) over P
1.

By convention, the real Hirzebruch surface of index n is obtained by equipping
Fn with the canonical real structure induced by σP.

Proposition 4.2.2 If n > 0 then the curve E∞ = PP1(OP1(n)) is an exceptional
section of the line bundle Fn → P

1 whose self-intersection is (E2∞) = −n.

Proof See [BHPVdV04, Propositions 4.1 et 4.2, p. 141] and [Bea78, Chapitre III].
�

Remark 4.2.3 The surface Fn is obtained by gluing the local charts P
1
u:v × A

1
t and

P
1
u1:v1 × A

1
t1 over the open sets {t = 0} and {t1 = 0} via the map

((u : v), t) �→ ((u1 : v1), t1)

where t1 = 1
t and uv1 = tnu1v.
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Remark 4.2.4 Hirzebruch surfaces have negative κ dimension because the general
fibre of Fn → P

1 has negative κ dimension.

Exercise 4.2.5 1. Prove that the Hirzebruch surface F1 is isomorphic to the blow
up of P

2(C) in a point.
2. Prove that if n is odd then Fn has only one equivalence class of real structures.
3. Prove that if n = 2k then F2k has a second class of real structures whose real

locus is empty.

Example 4.2.6 (Conic bundles over P
1) Historically a conic bundle over a field K

was a surface given by an equation of the form

x2 + axy + by2 = f (t)

with a, b ∈ K and f ∈ K [t]. When K = R, on reducing the quadratic form on the
left, we can always reduce to the case of an equation of the form

x2 − ay2 = f (t)

where a = −1, 0, 1. Completing the affine surface defined above gives us a variety
X0 whose equation is

x2 − ay2 − f (t)z2 = 0

in P
2
x :y:z × A

1
t .

Recall that we can define the round up �x� of a real number x using the round

down: �x� = −�−x�. We denote by m :=
⌈
deg f
2

⌉
so the degree of f is equal to 2m

or 2m − 1. Set f1 := t2m f ( 1t ) (classically f1 is called the reciprocal polynomial of
f ) and glue the surface X1 of equation x2

1 − ay21 − f1(t1)z21 = 0 in P
2
x1:y1:z1 × A

1
t1 to

the surface X0 along the open sets {t = 0} and {t1 = 0} using the isomorphism

((x : y : z), t) �−→ ((x1 : y1 : z1), t1) = ((x : y : ztm),
1

t
) .

If a = 0 and f has simple roots then X is a non singular projective surface and
the map π : X → P

1 defined by π : ((x : y : z), t) �→ t on X0 and π : ((x1 : y1 :
z1), t1) �→ t1 on X1 turns X into a conic bundle over P

1.
If moreover the degree of f is even we can avoid having a root at infinity and we

can choose the sign of the dominant coefficient in such a way that the real locus of
the completed surface is diffeomorphic to that of the initial surface X0.

Remark 4.2.7 If the degree of f is odd there is at least one fibre of the form
x2 − y2 = 0 consisting of two real lines meeting in a point.

Example 4.2.8 (Topology of conic bundles) Let X be the projective completion of
the conic bundle of the equation
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x2 + y2 = f (t)

where f ∈ R[t] is a polynomial of even degree 2s which is negative at infinity and
has exactly 2s distinct real simple zeros, for example f (t) = −∏

i=1,...,2s(t − i) for
s � 2. It follows immediately that X (R) is compact and has s connected components.
The variety X (R) is a disjoint union of s spheres.

The examples above can be generalised to conic bundles over a curve of arbitrary
genus.

Definition 4.2.9 (Conic bundles) A conic bundle is a pair (X,π) where X is a
complex surface and π : X → B is a morphism to a non singular complex curve
such that every fibre is isomorphic to a possibly singular or non reduced plane conic
(see Exercise 1.2.68). A real conic bundle is a pair ((X,σ),π) where (X,σ) is an
R-surface and π : X → B is a morphism of R-varieties to an R-curve (B,σB) such
that every fibre is isomorphic as a complex curve to a plane conic.

Remark 4.2.10 A Hirzebruch surface is a conic bundle whose fibres are all non
singular.

Exercise 4.2.11 (Conic bundle)

1. Prove that any surface with a conic bundle structure has negative κ dimension.
2. Prove that the total space X of a conic bundle π : X → B with at least one

irreducible fibre is non singular if and only if all the fibres of π are reduced.
3. Prove that any conic bundle over P

1 with reduced complex fibres is the blow up
of a Hirzebruch surface in a finite number of points.

4. Give an example of a real conic bundle whose real locus is not connected in the
Euclidean topology.

Definition 4.2.12 (Del Pezzo surfaces) A complex surface X is said to be a del Pezzo
surface if and only if its anti-canonical bundle −K X is ample. The degree of the del
Pezzo surface X is then defined to be the integer (K 2

X ). A real del Pezzo surface is
an R-surface (X,σ) such that X is a del Pezzo surface.

We refer the interested reader to Demazure’s survey [DPT80, pp. 21–69] for a
study of the multicanonical morphisms of del Pezzo surfaces and their generalisa-
tions, theweak del Pezzo surfaces,whose anti-canonical divisor−K X is only assumed
nef and big.

Exercise 4.2.13 1. Prove that del Pezzo surfaces have negative κ dimension.
2. Give an example of a del Pezzo surfacewith a conic bundle structure. (See [BM11]

for a characterisation of such surfaces.)
3. Prove that P

1 × P
1 is a degree 8 del Pezzo surface.

4. Prove that a double cover of the projective plane branched along a non singular
quartic curve is a del Pezzo surface of degree 2.
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4.2.1 Topological Surfaces: Conventions and Notations

A topological surface is a topological manifold of dimension 2. Recall that any
topological manifold of dimension 2 has a unique C∞ differentiable manifold
structure (see [Hir76, Chapter 9] for more details) and any homeomorphism between
topological manifolds can be approximated by C∞ diffeomorphisms. We will there-
fore always assume that any topological surface comes equipped with this differen-
tiable structure and our topological surfaces will be differentiable manifolds of real
dimension 2. It will therefore make sense to talk about diffeomorphisms between
topological surfaces, for example.

Throughout this section our topological surfaces will be assumed compact:

Convention 4.2.14 A topological surface is a compact topological manifold without
boundary of dimension 2.

Notation 4.2.15 If A and B are topological surfaces, we will write A ≈ B if A and
B are C∞-diffeomorphic. A � B will be the disjoint union of A and B and A#B will
be their connected sum as in Definition B.5.12 and Remark B.5.13. �s A will denote
the disjoint union of s copies of A and #k A will denote the connected sum of k copies
of A. By convention, �0 A = ∅ and #0 A = S

2. We denote by

1. S
2 the sphere of dimension 2;

2. T
2 ≈ S

1 × S
1 the torus of dimension 2;

3. Sg = #g
T
2 the orientable topological surface of genus g � 0. In particular,

S0 = S
2 and S1 = T

2;
4. RP

2 ≈ S
2/Z2 the real projective plane;

5. K
2 the Klein bottle;

6. Vg = #g
RP

2 the non orientable surface of genus5 g > 0. In particular V1 = RP
2

and V2 = K
2.

Remark 4.2.16 For g > 0, Vg is the non orientable surface of topological Euler
characteristic 2− g since Vg is the connected sum of g copies of RP

2 = V1. For
convenience we extend the notation Vg to the case g = 0: V0 = S0 = S

2.

Exercise 4.2.17 Prove that the real locus of a Hirzebruch surface Fn equipped with
its canonical real structure is diffeomorphic to the torus T

2 if n is even and to the
Klein bottle K

2 if n is odd.

Example 4.2.18 See Appendix F for more details. If (X,σ) is an R-surface and
P ∈ X (R) is real then by the universal property of blow ups (Corollary F.2.6) σ
lifts to a real structure on the blow up BP X and EP is an R-curve for this struc-
ture. The real locus therefore satisfies (BP X)(R) = BP(X (R)) and we can denote
it by BP X (R) without risking confusion. Topologically, blow up corresponds to the

5As there are at least two incompatible definitions of the genus of a non orientable surface in the
literature, let us specify that we will use Riemann’s original definition (see Definition E.1.2): the
genus g := g(S) of a compact surface S of Euler characteristic e := e(S) is given by g := 2− e if
S is non orientable and by g = 2−e

2 if S is orientable.
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following surgery of the real locus: we remove from X (R) a disc centred at P (whose
boundary is a circle) and we glue along this circle a Möbius band (whose boundary
is also a circle) to get BP X (R). In other words:

BP X (R) ≈ X (R)#RP
2 .

Example 4.2.19 (Real algebraic models of compact surfaces) We now present real
algebraic models (see Introduction) of all compact topological
surfaces. In other words, for any finite family of integers gi � 0 and g′j � 0 we
give an example of an R-surface whose real locus is diffeomorphic to a disjoint
union of the Sgi s and Vg′i s. We will explain the rationale behind the choice of these
particular algebraic models in subsequent sections. Note that these algebraic models
are not all of negative Kodaira dimension because Theorem 4.4.14 gives constraints
on the topology of the real locus of such a variety. On the other hand, for each of
these real algebraic models (X,σ) the complex surface X is simply connected in the
Euclidean topology.

1. The real locus of (X,σ) is connected and non empty.

(a) The real projective plane RP
2 ≈ P

2(R), X = P
2(C).

(b) The quadric sphere in R
3
x,y,z

S
2 ≈ Z(x2 + y2 + z2 − 1)

whose projective completion is the quadric sphere in P
3(R)

S
2 ≈ Q3,1(R)

Fig. 4.2 Quadric sphere S
2
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Fig. 4.3 Hyperboloid in R
3 whose projective completion is the quadric torus Q2,2(R) ⊂ P

3(R)

where
X = Q3,1 := Z(x2 + y2 + z2 − w2) ⊂ P

3
w:x :y:z(C) .

(c) The quadric torus
T
2 ≈ Q2,2(R) ⊂ P

3(R) ,

where X = Q2,2 := Z(x2 + y2 − z2 − w2) ⊂ P
3(C). This is the projective

completion of the hyperboloid of revolution Z(x2 + y2 − z2 − 1) ⊂ R
3.

(d) The Klein bottle is a blow up of the projective plane K
2 ≈ BPP

2(R) at a
point P ∈ P

2(R)—see Example 4.2.18. The blow-up of the projective plane
at a point is also a Hirzebruch surface of index 1 and K

2 ≈ F1(R). See
Exercise 4.2.11.

(e) The non orientable surface of genus g can be obtained from the blow up of
the projective plane in g − 1 points

Vg ≈ BP1,...,Pg−1P
2(R)

where P1, . . . , Pg−1 ∈ P
2(R) as in Example 4.2.18.

(f) The orientable surface Sg of genus g � 10 can be obtained as the real locus
of a K3 surface; see Section 4.5 for more details.

(g) The orientable surface Sg of arbitrary genus g can be obtained as the real
locus of a proper elliptic surface over P

1: see Section 4.6 for more details.

2. The real locus of (X,σ) is empty or not connected.

(a) The empty set is the real locus of the quadric

∅ = Q4,0(R) ⊂ P
3(R)
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Fig. 4.4 A del Pezzo surface of degree 2 with four connected components

where
X = Q4,0 := Z(x2 + y2 + z2 + w2) ⊂ P

3(C) .

(b) For any s � 2 the disjoint union of s spheres can be obtained as the real locus
of the projective completion of the conic bundle

Z(x2 + y2 − f (t)) ⊂ R
3

where f (t) = −∏
i=1,...,2s(t − i). See Example 4.2.8 for more details.

(c) The disjoint union of a finite number s � 2 of spheres and non orientable
surfaces can be obtained as the real locus of the surface described in Example
(2b) by blowing up real points.

(d) The disjoint union of four spheres is the real locus of a certain del Pezzo
surface (X,σP|X ) of degree 2 (the exact values of the coefficients correspond
to the diagram in Figure 4.4). Specifically, X is a projective completion in a
weighted projective space P(1, 1, 1, 2) (i.e. the quotient ofC

4
z0,...,z3 by theC

∗

action given by (z0, . . . , z3) �→ (λz0,λz1,λz2,λ2z3)) of the affine surface
of equation

z2 + 8x4 + 20x2y2 − 24x2 + 8y4 − 24y2 + 16, 25 = 0 . (4.6)

Note that by Proposition 2.3.22 this surface is a geometrically rational non
rational R-surface as in Definition 2.3.18. It is also a minimal R-surface, see
Definition 4.3.10.

(e) The disjoint union of a finite number of orientable and non orientable surfaces
can be obtained as the real locus of a surface obtained from an elliptic surface
fibered over P

1 as in Section 4.6 by blowing up real points.
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Remark 4.2.20 All compact topological surfaces therefore have a real algebraic
model (X,σ) whose complex surface X is simply connected in the Euclidean topol-
ogy. We now present a selection of models for which X is not simply connected.

1. All topological types which do not contain an orientable connected component
of genus strictly greater than 1 can be realised by a real conic bundle over a curve
B of non zero genus g(B). See Theorem 4.4.14 for more details.

2. Only afinite number of topological types can be realised by real Enriques surfaces.
See Theorem 4.5.16 for more details.

3. All topological types can be realised by real elliptic surfaces over a curve B of
non zero genus g(B): see Section 4.6 for more details.

4.3 R-Minimal Surfaces

We refer the interested reader to [Kol01a, Section 2]—containingmost of the preprint
[Kol97]—for a presentation of minimal surfaces based on Mori theory.

Definition 4.3.1 The inverse operation of a blow-up is called a contraction: see
Appendix F for more details. A contraction π : X → Y is an R-contraction if and
only if the birational morphism π is an R-morphism.

Of course, not every curve can be contracted to a non singular point, despite the
fact that it is possible to blow up any non singular point.

Definition 4.3.2 ((−n)-curves)

1. A (−1)-curve L on a non singular complex projective surface X is a curve iso-
morphic to P

1(C) whose self intersection L · L is−1. In particular, L is rational,
irreducible and non singular.

2. A (−1)-real curve L on a non singular projective R-surface (X,σ) is a complex
(−1)-curve which is stable under σ. We equip any such curve with the restriction
of σ.

3. More generally, for any natural number n, a (−n)-curve L on X is a curve iso-
morphic to P

1 such that L · L = −n.

Consider a point P ∈ X and let πP : BP X → X be the blow up of X centred at
P . It follows from Proposition 4.1.30 that the exceptional line EP := π−1(P) is a
(−1)-curve.
Exercise 4.3.3 Prove that any (−1)-curveC on a surface X satisfies (K X · C) = −1.

We have the following criterion for curve contractions on a complex surface:

Theorem 4.3.4 (Castelnuovo’s criterion) Suppose that Y is a non singular complex
projective surface and that E ⊂ Y is a (−1)-curve. There is then a projective surface
X and a morphism π : Y → X such that P = π(E) is a non singular point of X and
π is the blow up of X centred on P.
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We refer to [Bea78, II.17] for a proof. More generally, Grauert’s theorem enables
us to contract curves to not necessarily non singular points.

Theorem 4.3.5 (Grauert) Let E ⊂ Y be a connected reduced projective curve on a
non singular complex projective surface Y and let E = �Ei be its decomposition
into irreducible components.

There is then a (not necessarily projective) normal algebraic surface X and a
birational map π : Y → X such that P = π(E) is a point of X and the restriction
of π to Y \ E → X \ P is an isomorphism if and only if the matrix (Ei · E j )i, j is
negative definite.

See [BHPVdV04, Theorem III.2.1] for more details.

Corollary 4.3.6 For any non singular R-surface (Y, τ ) it follows from Castelnuovo’s
criterion that any (−1)-real curve or any pair of disjoint conjugate (−1)-curves can
be contracted to a non singular R-surface (X,σ).

Proof See [Sil89, II.6.2]. �

Example 4.3.7 (See Example 4.2.18) In the first case of Corollary 4.3.6 we have
that Y (R) ≈ X (R)#RP

2 and in the second case Y (R) ≈ X (R).

Proposition 4.3.8 (Strong factorisation) Any birational map between non singular
complex projective algebraic surfaces factorises as a sequence of blow ups and
contractions of (−1)-curves. More precisely, if f : X ��� Y is a birational map
then there is a non singular complex algebraic surface Z and birational morphisms
π1 : Z → X and π2 : Z → Y such that the diagram below is commutative.

Z
π1 π2

X
f

Y

Proof See [Bea78, II.12]. �

Corollary 4.3.9 (Strong factorisation for R-surfaces) Any birational real map
between non singular projective R-surfaces factorises as a sequence of blow ups
of real points, blow ups of pairs of conjugate points, contractions of real (−1)-
curves and contractions of disjoint conjugate pairs of (−1)-curves. More precisely,
if f : (X,σ) ��� (Y, τ ) is a real birational map then there is a non singular pro-
jective algebraic R-surface (Z ,σZ ) and R-birational morphisms π1 : Z → X and
π2 : Z → Y such that the diagram below commutes

(Z ,σZ )

π1 π2

(X,σ)
f

(Y, τ )
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Proof See [Sil89, II.6.4]. �

Definition 4.3.10 (Minimal surfaces)

1. A non singular complex surface X is said to be minimal if and only if it has no
contraction to a non singular surface.

2. A non singular R-surface (X,σ) is said to be minimal if and only if it has no
R-contraction to a non singular R-surface.

Remark 4.3.11 Riemannian geometers also study minimal surfaces, by which they
mean (compact) surfaces with a certain boundary whose area is minimal amongst
(compact) surfaces with the same boundary in a given Riemannian manifold: the
best known example of this phenomenon is soap bubbles. Obviously, there is no link
between these two types of minimal surface.

Remark 4.3.12 By Theorem 4.3.4, a non singular complex surface X is minimal if
and only if it contains no (−1)-curves. By Corollary 4.3.6, a non singular R-surface
is minimal if and only if it contains neither a real (−1)-curve nor a pair of disjoint
conjugate (−1)-curves.
Remark 4.3.13 If the complex surface X is minimal then (X,σ) is R-minimal, but
the converse is false: this can be seen by considering anR-surface with two conjugate
(−1)-curves which meet in a real point. For example, the irreducible components
of a singular fibre with equation of the form x2 + y2 = 0 in a conic bundle are non
real conjugate (−1)-curves meeting in a real point (0, 0). The complex surface is not
minimal because we can contract one of the (−1)-curves, but there is no contraction
to a non singular surface which respects the real structure.

Exercise 4.3.14 We use the same notations as in Example 4.2.6. If the polynomial
f is of odd degree then Remark 4.2.7 implies that there is a fibre containing two real
(−1)-curves. In particular, the R-surface is not minimal.

Exercise 4.3.15 (Continuation of Exercise 4.2.11) Prove that if the total space X
of a conic bundle over P

1 is a non singular projective surface then it has 8− K 2
X

singular fibres.

Definition 4.3.16 Let (X,σ) be a non singular projective R-surface, let (B,σB) be
a non singular R-curve and let g be a natural number.

1. We say that a morphism of complex varieties π : X → B is a genus g bundle if
its general fibre is a non singular projective curve of genus g or in other words
if there is a non empty Zariski open set U in B such that ∀x ∈ U , π−1(x) is
isomorphic to a projective non singular curve of genus g.

2. An R-morphism π : (X,σ) → (B,σB) is said to be a real genus g bundle if the
map of complex varieties π : X → B is a genus g bundle.

3. We say that the fibered complex surface (X,π) (resp. the fibration π) is minimal
if no fibre of π contains a (−1)-curve. We sometimes say that (X,π) is relatively
minimal to underline the fact that this minimality is relative to the morphism.
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4. We say that the fibered R-surface ((X,σ),π) is minimal (or relatively minimal)
if no fibre of π contains either a real (−1)-curve or a pair of disjoint conjugate
(−1)-curves.

Exercise 4.3.17 Let π : X → B be a complex surface which is a genus g bundle.
Suppose that (X,π) is relatively minimal and the surface X is not minimal. As no
fibre of π contains a (−1)-curve there is a horizontal (−1)-curve E , by which we
mean that the image π(E) is not a point. In this case B is a rational curve and g = 0.
In particular, the complex surface X is rational.

Exercise 4.3.18 Let π : X → B be a complex surface with a genus g bundle
structure. Suppose that some fibre of π contains a pair of non disjoint (−1)-curves.
Prove that we then have that g = 0.

Exercise 4.3.19 1. Prove that any conic bundle is a surface with a genus 0 bundle
structure.

2. Prove that any projective non singular R-surface with a genus 0 bundle structure
is birationally equivalent to a real conic bundle. (See [Sil89, Corollary V.2.7].)

Proposition 4.3.20 Let (X,σ) be a non singular projective R-surface with a real
genus g bundle structure π : X → B. We assume moreover that all the fibres of π
are geometrically connected.

1. If g � 1 then the R-surface (X,σ) is relatively minimal if and only if the complex
surface X is relatively minimal.

2. If g = 0 and (X,σ) is relatively minimal then any fibre F of π containing a
(−1)-curve E is necessarily of the form F = E + σE with E · σE = 1.

Proof See [Man67, Man86] or [Sil89, V.1.6]. �

Corollary 4.3.21 1. A complex conic bundle (X,π) is minimal if and only if π has
no singular fibres.

2. An real conic bundle ((X,σ),π) is minimal if and only if all its singular fibres
are real (i.e. lie over B(R)) and no irreducible component of a singular fibre of
π is a real (−1)-curve.

Proof All fibres are geometrically connected and a conic has at most two irreducible
components. �

Recall that we denote by G the Galois group Gal(C|R) acting non trivially on X
via the real structure. If X has an R-bundle structure π : X → B over a projective
R-curve, then we denote by Pic(X/B) or Pic(X/π), the relative Picard group6

Pic(X/B) = Pic(X)/π∗(Pic(B)) .

6The corresponding scheme theoretic object is PicX/B(B).
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Proposition 4.3.22 A real del Pezzo surface (X,σ) is minimal if and only if
Pic(X)G = Z. A real conic bundle (X,σ) → (B,σB) is minimal if and only if
Pic(X/B)G = Z.

Proof Exercise. �

Theorem 4.3.23 (Minimal R-surfaces) Let (X,σ) be a non singular minimal pro-
jective R-surface. The variety (X,σ) is then isomorphic to exactly one R-surface
from the following list.
• κ(X) = −∞ (section 4.4)

1. (P2(C),σP);
2. (Q3,1,σP|Q3,1) ;
3. (Fn,σFn ) where Fn is a real Hirzebruch surface such that n = 1;

(in cases 1, 2 and 3, (X,σ) is rational. See Section 4.4 for more details)
4. (X,σ) such that X is a complex rational surface and X (R) = ∅, namely Q4,0,

Q3,0 × P
1, or a surface which is a real conic bundle over a conic with empty

real locus π : X → (P1(C),σP
′) where σP

′ is the involution of P
1(C) defined by

(x0 : x1) �→ (−x1 : x0) as in Remark 2.1.41;
5. a del Pezzo surface of degree 1 or 2 such that ρR(X) = 1;
6. an real conic bundle π : X → (P1,σP) with an even number of singular fibres

2r � 4 such that ρR(X/π) = 1 or in other words ρR(X) = 2;
(in cases 4, 5 and 6, (X,σ) is geometrically rational but not rational. See
Section 4.4 for more details)

7. An real conic bundle π : X → B such that g(B) > 0 and such that ρR(X/π) = 1
or in other words ρR(X) = 2;
(in case 7, (X,σ) is a uniruled surface which is not geometrically rational. See
Section 4.4 for more details)

• κ(X) = 0 (See Section 4.5)

8. X is a K3 surface, see Definition 4.5.3;
9. X is an Enriques surface see Definition 4.5.13;

10. X is an abelian surface, see Definition 4.5.22;
11. X is a bi-elliptic surface, see Definition 4.5.28.

• κ(X) = 1 (See Section 4.6)

12. X is a properly elliptic surface, see Definition 4.6.10.

• κ(X) = 2 (section 4.7)

13. X is a surface of general type, see Definition 4.1.4.

Proof See [Kol01a, Theorem 30]. �

The above theorem is the basis for the classification of real and complex projective
algebraic surfaces. See [BHPVdV04, Chapter VI] for the classification of compact
complex analytic surfaces. The classification of projective surfaces in positive char-
acteristic was carried out in a series of articles [Mum69, BM77, BM76, BH75]—see
[Băd01] for a summary.
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Exercise 4.3.24 (R-elementary transformations) Let (X,σ) be aHirzebruch surface
of index n and let P ∈ X be a real point. The blow up of X centred at P transforms
the fibre through P into a real (−1)-curve which can then be contracted to a new
non singular R-surface X ′. Prove that if n > 0 then X ′ is a Hirzebruch surface of
index n + 1 (resp. n − 1) if P lies on the exceptional section E∞ (resp. if P does not
lie on this section). If n = 0 there is no exceptional section and the surface obtained
from this transformation is F1 for any P . The R-surfaces X and X ′ are birationally
equivalent and minimal.

Similarly, let P and σ(P) be two conjugate non real points on X and let X ′′ be the
surface obtained by the elementary R-transformation consisting of blowing up the
two points and then contracting the conjugate non real (−1)-curves thus obtained.
Calculate the index of the Hirzebruch surface obtained, distinguishing the cases
where the two points do or do not lie on the exceptional section.

4.3.1 Deformation Families

In the following sections we study the topology of real algebraic surfaces and their
deformation families. We also state some theorems on the group of algebraic cycles
H 1

alg, defined in Section 3.7, which enable us to compare the behaviour of various dif-
ferent families of surfaces. See [Man97, MvH98, Man00, Man03] for more details.

Definition 4.3.25 (Deformations)

1. • A complex analytic variety Y is a deformation of a complex variety X if and
only if there is a complex analytic varietyM, a proper holomorphic submersion

π : M→ D = {z ∈ C | |z| < 1}

and a point z0 ∈ D such that X = π−1(0) and Y = π−1(z0).
• An analytic R-variety (Y, τ ) is a deformation of an analytic R-variety (X,σ)

if and only if there is an analytic R-variety (M,σM), a proper holomorphic
submersion π : M→ D and a point z0 ∈ [−1, 1] = D(R) such that σD ◦ ϕ =
ϕ ◦ σM, X = π−1(0) and Y = π−1(z0). In particular we have that σ = σM|X
and τ = σM|Y .

2. Two varieties X and Y are said to be deformation equivalent if and only if there is
a finite family of varieties Zi i = 1 . . . l such that Z1 = X , Zl = Y and for every
i , Zi+1 is either a deformation of Zi or isomorphic to Zi .

Remark 4.3.26 The definition of deformation equivalence given above is justified
by the fact that two varieties that are deformation equivalent do not necessarily belong
to the the same non singular deformation family. For example, Horikawa proved in
[Hor75] that the space of numerical quintics has two irreducible components of
dimension 40 which meet along a subspace of dimension 39.
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Definition 4.3.27 Two complex surfaces X and Y are said to belong to the same
complex family if and only if X and Y are fibres of a proper holomorphic submersion
(sometimes called a large deformation)

π : M→ B

over an irreducible complex analytic variety B.
Two R-surfaces (X,σ) and (Y, τ ) belong to the same real family if and only if

they are fibres of some equivariant large deformation whose base has connected real
locus.

Theorem 4.3.28 (Ehresmann’s fibration theorem) Let f : M→ B be a
differentiable map between manifolds: f , M and B are supposed at least C2 and at
most C∞. If f is a surjective proper submersion then f is a locally trivial fibration
(Definition C.3.5).

Proof See [Ehr51, Ehr95]. �

The Galois group G = Gal(C|R) acts on X (resp. Y , resp. M) by involution σ
(resp. τ , resp. σM). Adapting the proof of Ehresmann’s fibration theorem, we can
prove that if two R-varieties (X,σ) and (Y, τ ) are deformation equivalent then X is
diffeomorphic to Y via a G-equivariant diffeomorphism [Dim85, Lemma 4] and in
particular X (R) is diffeomorphic to Y (R): the converse is false and there are many
known examples where it fails.

In general, every complex deformation family corresponds to many real families.
For example, there is a unique complex family of Enriques surfaces, but over 200
real families of real Enriques surfaces. See [DIK00] for more details.

Question 4.3.29 (Def=Diff) The Def=Diff problem is the following: if two complex
surfaces X and Y are diffeomorphic, are they necessarily deformation equivalent?

See [Man01] for the proof that this is not always the case. See [KK02], [Cat03],
[Cat08] for other examples. The precise real version of this question was given by
Kharlamov.

Definition 4.3.30 (Quasi-simplicity of R-surfaces) An R-surface (X,σ) is said to
be quasi-simple if and only if any R-surface (Y, τ ) such that there is a G-equivariant
diffeomorphism (X,σ) → (Y, τ ) is deformation equivalent to (X,σ) whenever the
complex surface Y is deformation equivalent to X .

The following definition is useful for expressing classifications of topological
types of real surfaces appearing in a given class of complex surfaces.

Definition 4.3.31 (Morse simplification) Given a compact topological surface S
without boundary, (which is neither assumed connected nor orientable) a topological
Morse simplification of S is a Morse transformation that decreases the total Betti
number by two. There are two types of Morse simplifications:
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• removing a spherical component S
2 → ∅,

• contracting a handle Sg+1 → Sg or Vq+2 → Vq .

Definition 4.3.32 (Topological type, extremal topological type) A topological type
is a class ofR-surfaceswith diffeomorphic real loci.Given a class of complex surfaces
(see Example 4.0.1) a topological type is said to be extremal if it cannot be obtained
by topological Morse simplification from a topological type belonging to the same
class of complex surfaces.

Example 4.3.33 In the diagrams shown in Figures 4.11 and 4.12, the extremal topo-
logical types are those corresponding to points with no ascending adjacent edge.

Remark 4.3.34 There is a stronger version of topological types in the literature
which states that two R-surfaces (X,σ) and (Y, τ ) are of the same topological type
if and only if there is an equivariant diffeomorphism (X,σ) → (Y, τ ). It is then
immediate that X (R) is diffeomorphic toY (R), but the converse is false. See [DIK00]
for more details.

Remark 4.3.35 When the surfaces being considered belong to the same complex
deformation class the reader should be aware that Morse simplification is abstract
in the sense that the existence of a continuous deformation realising the topological
transformation is not guaranteed. It is simply a practical definition helping us list
topological types. In certain special cases it is however possible to realise Morse
transformations by explicit deformation: see Theorem 4.6.13 for more details.

4.4 Uniruled and Rational Surfaces (κ = −∞)

The aim of this section is to classify topological types of rational R-surfaces and
more generally classify R-surfaces of negative Kodaira dimension using the topo-
logical type of their real locus. The complete classification of non singular projective
surfaces of negative Kodaira dimension is Theorem 4.4.14. The main intermediate
result is Theorem 4.4.15, sometimes described as a generalisation of Comessatti’s
theorem 4.4.16, which bounds the genus of an orientable surface contained in the
real locus of a rational surface. There are basically two different approaches to the
proof of this classification. One is based on reduction to minimal surfaces followed
by case by case analysis as in Theorem 4.3.23. The other is based on the action of
the Galois group on the cohomology ring of X , and it is this second proof that will
be presented in this section. Both methods have their advantages.
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4.4.1 Rational R-Surfaces

Let us mention two survey articles on rational R-surfaces7: [Man17a] (continuing
[Hui11]) dealing with topological classification and [BM14] dealing with birational
geometry. We now specialise Definition 2.3.18 to surfaces.

Definition 4.4.1 (Rational and uniruled R-surfaces) Let (X,σ) be an algebraic
R-surface.

1. The R-surface (X,σ) is said to be rational or R-rational if and only if it is
birationally equivalent to the R-projective plane (P2(C),σP), by which we mean
there is a birational map of R-surfaces

(X,σ) ��� (P2(C),σP) .

The real algebraic surface X (R) is then rational (Definition 1.3.37).
2. The R-surface (X,σ) is said to be geometrically rational or C-rational if and

only if it is C-birationally equivalent to the projective plane P
2(C), or in other

words if and only if there is a birational map of complex surfaces

X ��� P
2(C) .

The real algebraic surface X (R) is then geometrically rational if it is Zariski
dense in X , since the complex algebraic surface X , which is a complexification
of X (R), is then rational (Definition 1.3.37).

3. The R-surface (X,σ) is uniruled if and only if it is dominated by a cylinder of
dimension 2, or in other words if and only if there exists an R-curve (Y, τ ) and a
rational map of R-varieties

(Y × P
1, τ × σP) ��� (X,σ)

whose image is dense in the Zariski topology.

Remark 4.4.2 Unlike rationality, uniruledness is invariant under change of base
field: anR-surface (X,σ) is uniruled if and only if the complex surface X is uniruled.
See [Deb01, §4.1, Remark 4.2(5)] for more details.

Remark 4.4.3 If X is uniruled then κ(X) = −∞ because X is dominated by a ruled
variety. In dimension 2 the converse holds and in fact a stronger result turns out to
be true: any surface X such that κ(X) = −∞ is birationally ruled, i.e. birationally
equivalent to a cylinder Y × P

1 of dimension 2. See [Bea78, Exemple VII.3 and
Chapitre III] for more details. A complex surface is therefore uniruled if and only if

7Several authors, such as [Sil89] or [DK02], consider that (X,σ) is a rational surface whenever
the complex surface X is rational: this can be confusing, and in this case we will say that (X,σ) is
geometrically rational or C-rational. See Definition 4.4.1 for more details.
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it is birationally ruled and such surfaces are often said to be “ruled” in the literature.
The notion of “ruled surface” becomes difficult to handle over the real numbers: a
conic bundle can by C-birationally equivalent to a ruled surface without being R-
birationally equivalent to it—we prove in Proposition 4.4.10 that this is the case in
Example 4.2.8 whenever s � 2. This example is however uniruled over both R and
C.

Remark 4.4.4 It follows fromDefinition1.3.37 andProposition4.3.8 that a complex
surface is rational if and only if it is obtained by applying a sequence of blow ups and
contractions of (−1)-curves to the complex projective plane. An R-surface (X,σ) is
therefore geometrically rational if and only if it can be obtained from the projective
plane by a sequence of not necessarily real blow ups and contractions. The function
field K (X) of the complex surface X is then isomorphic to the field of rational
functions C(X1, X2). If we also require that these blow ups and contractions should
be real8 then theR-surface (X,σ) is rational. In this case theR-algebra of restrictions
to X (R) of elements of K (X) is isomorphic as an R-algebra to the field of rational
fractions R(X1, X2).

Remark 4.4.5 In Definition 4.4.1 the complex surface X is not assumed to be com-
plete, projective or non singular. We state a classification theorem for non singular
projective X (Theorem 4.4.14) below. We will return to singular varieties at the end
of this section and we will deal with affine varieties in Chapter 5 (Definition 5.5.2).

Remark 4.4.6 Let F be a real algebraic surface and let (X,σ) be a complexification
of F . The surface F is then rational if and only if (X,σ) is R-rational.

Remark 4.4.7 By definition of R-morphisms, any rational R-surface is geometri-
cally rational. Similarly, as the product R-surface P

1 × P
1 is birationally equivalent

to the R-surface P
2, it is immediate that any geometrically rational R-surface is

uniruled.

Theorem 4.4.8 Let (X,σ) be a non singular projective R-surface such that
κ(X) = −∞. The following then hold.

1. X is uniruled and (X,σ) is birationally equivalent to a real conic bundle
π : X → B with g(B) = q(X);

2. (X,σ) is geometrically rational if and only if q(X) = 0;
3. (X,σ) is rational if and only if q(X) = 0 and X (R) is connected and non empty.

Proof 1. By Remark 4.4.3, any complex surface such that κ(X) = −∞ is uniruled
(and indeed birationally ruled). Comessatti proved in [Com12] that anyR-surface
(X,σ) such that X is birationally ruled is R-birationally equivalent to an real
conic bundle π : X → B such that g(B) = q(X). See [Sil89, Chapter V] for
more details.

8By “real” we mean “globally real”: in other words, if P is the centre of a blow up then so is P and
if E is contracted then so is E .
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2. This follows from the classification of complex surfaces. See [Bea78, Chapitre
IV] for more details.

3. It remains to prove that if the complex surface X is rational then (X,σ) is rational
if and only if X (R) is connected and non empty. As the number of connected
components of the real locus is invariant under birational maps defined over R

this condition is necessary. It is sufficient by [Sil89, Corollary IV.6.5].
�

Corollary 4.4.9 Let (X,σ) be a uniruled non geometrically rational R-surface. The
surface (X,σ) is then birationally equivalent to a conic bundle π : X → B such that
g(B) = q(X) > 0.

We refer the interested reader to [Com12, Com14, Isk65, Isk67, Man67, Man86,
Sil89, Kol97, Kol01a, DK02, Wel03, BM11] for classical and recent results on the
classification of conic bundles.

Recall that Vg = #g
RP

2 denotes the non orientable surface of genus g whose
Euler characteristic is 2− g. For example, g(RP

2) = 1 and g(K2) = 2. We now list
the real algebraic models of Example 4.2.19 which are uniruled.

Proposition 4.4.10 (Examples of uniruled surfaces) We will now classify the real
algebraic models (X,σ) described in Example 4.2.19 for each topological type of
the real locus.

1. (X,σ) is an R-rational surface.

(a) The real projective plane X = P
2(C), σ = σP, X (R) = P

2(R).
(b) The quadric sphere X = Q3,1 ⊂ P

3(C), σ = σP|Q3,1 , X (R) = S
2.

(c) The quadric torus X = Q2,2, σ = σP|Q2,2 , ((X,σ) is isomorphic to the
R-surface (P1(C)× P

1(C),σP × σP) and Q2,2(R) = T
2.

(d) The torus considered as the real locus of even index Hirzebruch surfaces
with their canonical real structure. F2k(R) ≈ T

2.
(e) The Klein bottle considered as the real locus of the blow up of P

2(R) at a
point BPP

2(R) = K
2.

(f) The Klein bottle considered as the real locus of the Hirzebruch surfaces of
odd index F2k+1(R) = K

2.
(g) The non orientable surface of genus g > 0 obtained by blowing up

P
2(R): BP1,...,Pg−1P

2(R) = Vg for any P1, . . . , Pg−1 ∈ P
2(R).

(h) The non orientable surface g > 0 obtained by blowing up the quadric sphere:
BP1,...,Pg

Q3,1(R) = Vg for any P1, . . . , Pg ∈ Q3,1(R).

2. (X,σ) is geometrically rational but not rational.

(a) The empty set considered as the real locus of the quadric X = Q4,0,
σ = σP|Q4,0 , X (R) = ∅.

(b) The disjoint union of s > 1 spheres considered as the real locus of the
projective completion of the conic bundle
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Z
(

x2 + y2 +
∏

i=1,...,2s

(t − i)

)

⊂ R
3 .

(c) The disjoint union of a finite union of s > 1 spheres and non orientable
surfaces considered as the real locus of the surface obtained by blowing up
real points in the above example.

(d) The disjoint union of four spheres considered as the real locus of the degree
2 del Pezzo surface of equation (4.6), Sect. 4.2.1.

3. (X,σ) is a uniruled non geometrically rational variety.

(a) The disjoint union of a finite number s � 0 of spheres, toruses and Klein
bottles considered as the real locus of conic bundle over a curve of non zero
geometric genus.

(b) The disjoint union of a finite number s � 0 of spheres, toruses and non
orientable surface of arbitrary genus considered as the real locus of a surface
produced by blowing up real points in the previous example.

Proof of Proposition 4.4.10 1. ByCorollary 4.3.9 anR-surface (X,σ) isR-rational
if and only if there is a sequence of blow ups of real points or conjugate pairs
of points and contractions of real (−1)-curves or pairs of disjoint conjugate
(−1)-curves producing this surface from the real projective plane.

(a) The R-surface (P2(C),σP) is rational by definition.
(b) The quadric surface Q3,1 in projective space P

3 is rational. For any real
point P in Q3,1 let TP Q3,1 ⊂ P

3(R) be the real projectivisation of the tan-
gent plane to Q3,1 at P . The stereographic projection Q3,1 \ TP Q3,1 → A

2

is then an isomorphism of R-surfaces. For example if P is the north pole
N = [1 : 0 : 0 : 1] let πN : Q3,1 → P

2
U :V :W be the rational map given by

πN : [w : x : y : z] ���� [x : y : w − z] .

The restriction of πN is then the stereographic projection of Q3,1 \ TN Q3,1

onto its image πN (Q3,1 \ TN Q3,1) = {w = 0} � A
2.

(The inverse rational map π−1N : P
2 ��� Q3,1 is given by [U : V : W ] ����

[U 2 + V 2 + W 2 : 2U W : 2V W : U 2 + V 2 − W 2].).
The rational map πN can be decomposed as the blow up of Q3,1 in N ,
followed by the contraction of the birational transform of the curve z = w

(or in other words the intersection of Q3,1 with the tangent plane TN Q3,1),
which is the union of two non real conjugate lines. The rational map π−1N can
be decomposed as the blow up of two non real conjugate points [1 : ±i : 0]
followed by the contraction of the birational transform of the line z = 0.
The surface Q3,1 is therefore birational to the surface Y obtained as follows.
Let P, P be a pair of non real conjugate points in P

2(C) and let L := L P,P
be the line passing through these two points. Note that (L ,σP|L) is an R-line.
The self-intersection number of the strict transform L̃ of L in the blown up
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surface X̃ = BP,PP
2(C) is

(L̃2) = (L2)− 2 = −1

and it follows that there is a contraction c : X̃ → Y to a non singularR-surface
whose real locus is a sphere. Indeed, by construction X̃(R) ≈ X (R) = RP

2

and the contraction c remplaces a Moebius band by a disc so Y (R) ≈ S
2.

(c) We carry out the same construction using two distinct real points P, Q in
P
2(C).We obtain BP,QP

2(R) ≈ V2 and on contracting theR-line L P,Q which
is a real (−1)-curve we get a real locus Y (R) diffeomorphic to a torus T

2.
Indeed, by construction Y (R) is diffeomorphic to T

2 or K
2. Moreover, the

complex surface thus obtained is isomorphic to P
1(C)× P

1(C) and we know
(seeExercise 2.1.42) that the real locus of any real structure onP

1(C)× P
1(C)

is ∅, S
2 or T

2.
(d) Simply note that the complex surface F2k is obtained from F0 = P

1(C)×
P
1(C) by a succession of 2k elementary transformations. Choosing k ele-

mentary R-transformations based at k pairs of non real conjugate points as
in Exercise 4.3.24 we get that F2k(R) ≈ F0(R) ≈ T

2.
(e) Let P be a real point in P

2(C). By Example 4.2.18 we know that
BPP

2(R) ≈ F1(R) ≈ K
2.

(f) Weuse the sameconstruction as in (1d) startingwithF2k+1(R) ≈ F1(R) ≈ K
2.

(g) Consider points P1, . . . , Pg−1 ∈ P
2(R). By Example 4.2.18 we have that

BP1,...,Pg−1P
2(R) ≈ Vg .

(h) Consider points P1, . . . , Pg ∈ Q3,1(R). By Example 4.2.18 we have that

BP1,...,Pg
Q3,1(R) = BP1,...,Pg

S
2 ≈ Vg .

2. Let (X,σ) be a geometrically rational R-surface. By Proposition 2.3.22, if the
R-surface (X,σ) is R-rational then X (R) is connected and non empty.

(a) Any complex quadric surface is birational to P
2(C) so the R-surface (Q4,0,

σP|Q4,0) is C-rational but as its real locus is empty it is not rational.
(b) As X is a conic bundle over P

1 it is a complex rational surface and (X,σ) is
therefore geometrically rational. The number of connected components is at
least half the number of simple singular fibres of the conic bundle, i.e. half
the number of simple roots of f . By hypothesis this gives us #π0(X (R)) > 1
so by Proposition 2.3.22 the R-surface (X,σ) is not rational.

(c) Blowingup a real point does not change the number of connected components.
(d) As any complex del Pezzo surface is rational (X,σ) is geometrically rational.

By construction #π0(X (R)) > 1 so the R-surface (X,σ) is not rational.
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3. (a) Let X → B be such a fibration. By [Deb01, Remarks 4.2(5), p. 87] the com-
plex surface X is uniruled but not rational because q(X) = g(B) > 0.

(b) Idem.
�

Theorem 4.4.11 (Real locus of a C-rational surface) Let (X,σ) be a non singular
projective geometrically rational R-surface.

1. The R-surface (X,σ) is rational if and only if X (R) is connected and non empty.
When moreover (X,σ) is also minimal X (R) is diffeomorphic to one of the
following surfaces: the real projective plane RP

2, a sphere S
2, a torus T

2 or
a Klein bottle K

2. In this last case, X is a Hirzebruch surface Fn of odd index
n = 2k + 1 > 1.

2. When (X,σ) is a minimal real del Pezzo surface of degree 1, X (R) is diffeomor-
phic to the disjoint union of a real projective planes and 4 spheres. If (X,σ) is
a minimal real del Pezzo surface of degree 2, then X (R) is diffeomorphic to the
disjoint union of 4 spheres.

3. If (X,σ) is non rational and has a minimal real conic bundle structure with 2s
singular fibres then X (R) is diffeomorphic to a disjoint union of s spheres, s � 2.

Proof As most of these statements have been proved earlier, we refer the reader
to [Man14] or [Man17a] for the missing pieces. See also [Rus02] which includes a
complete classification of minimal del Pezzo surfaces of degree 1 and 2 based on
Silhol’s construction in [Sil89, § VI.4]. �

Exercise 4.4.12 If (X,σ) has a minimal real conic bundle structure prove that
#π0(X (R)) = 4− 1

2 K 2
X (see Exercise 4.3.15).

Remark 4.4.13 If (X,σ) is a geometrically rational minimal R-surface such that
X (R) = ∅ then X is a Hirzebruch surface of even index.

The main result of this section is the following theorem which summarises and
completes previous results.

Theorem 4.4.14 (Topology of the real locuswhenκ(X) = −∞)Let (X,σ) be a non
singular projective R-surface of negative Kodaira dimension. We equip the real locus
X (R) with its Euclidean topology and consider topological surfaces up to homeo-
morphism. We denote by s := #π0(X (R)) the number of connected components of
the real locus.

1. If (X,σ) is rational then s = 1 and X (R) is homeomorphic to one of the following
compact connected surfaces:

(a) The torus T
2;

(b) The sphere S
2;

(c) A non orientable surface Vg for some g ∈ N.

2. If (X,σ) is geometrically rational, or in other words if the complex surface X is
rational, then s ∈ N can be arbitrary and X (R) is homeomorphic to one of the
following compact topological spaces (which are all surfaces except for ∅):
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(a) The empty set ∅;
(b) A torus T

2;
(c) A disjoint union of spheres and non orientable surfaces

�l
S
2 � Vg1 � · · · � Vgs−l

where l, g1, . . . , gs−l ∈ N
∗.

3. If (X,σ) is uniruled (or in other words if the complex surface X is geometrically
ruled) of irregularity q := q(X) then s ∈ N is arbitrary and X (R) is homeomor-
phic to one of the following compact topological spaces (which are all surfaces
apart from ∅):

(a) The empty set ∅;
(b) A disjoint union of q + 1 toruses

�q+1
T
2 ;

(c) A disjoint union of toruses, spheres and non orientable surfaces

�t
T
2 �l

S
2 � Vg1 � · · · � Vgs−t−l

where t < q + 1 and l, g1, . . . , gs−t−l ∈ N.

4. Conversely, any topological surface in the first list has a rational algebraic model,
any topological surface in the second list has a geometrically rational algebraic
model and any topological surface in the third list has a uniruled algebraic model.

Before attacking the proof of this theoremwe give a series of intermediate results.
Some authors call the orientable topological surface of genus g a surface with g

holes. The main result in the classification of uniruled R-surfaces is that orientable
components of such surfaces have at most one hole. The theorem below is actually
more general because there are surfaces of general type whose geometric genus is
zero. We refer the interested reader to the previously cited review article [BCP11]
which studies surfaces of general type with geometric genus equal to 0.

Theorem 4.4.15 Let (X,σ) be a non singular projective R-surface such that
pg(X) = 0. Any orientable component of the real locus X (R) is then diffeomorphic
to the sphere S

2 or the torus T
2.

The following result is due to Comessatti [Com14].

Corollary 4.4.16 (Comessatti’s theorem) Let (X,σ) be an non singular projective
R-surface which is rational over the real numbers. Its real locus is then non empty
and connected and if X (R) is orientable then it is diffeomorphic to a sphere S

2 or a
torus T

2.
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Proof By Theorem 1.5.55 the number of connected components of the real locus is
invariant under birational maps of R-surfaces. By hypothesis the R-surface (X,σ)

is birational to the R-surface (P2(C),σP) and it follows that

#π0(X (R)) = #π0(P
2(R)) = 1 .

As the geometric genus is a birational invariant and pg(P
2(C)) = 0, Theo-

rem 4.4.15 completes the proof. �

The proof of Theorem 4.4.15 given here is a “modern” proof. Comessatti’s orig-
inal proof [Com14] of Corollary 4.4.16 starts by reducing to the case of minimal
surfaces and then enumerating the possible topological types of real loci of minimal
geometrically rational surfaces.

Lemma 4.4.17 Let (X,σ) be a non singular projective R-surface and let V ⊂ X (R)

be an orientable connected component of its real locus. The fundamental class (Defi-
nition 3.7.1) α ∈ H 2(X;Z) of V is then σ∗-invariant and its square (α · α) is minus
the topological Euler characteristic of V :

(α · α) = −χtop(V ) . (4.7)

Proof The fact that α is σ∗-invariant is immediate. We prove (4.7) as in
[Sil89, p. 71].

See Propositions 2.2.27 and 2.2.28 for the differentiable manifold structures on
X and X (R). Since V is orientable the product (α · α) is the self intersection of the
variety V in X which by [Hir76, p. 132] is the same thing as the self intersection of V
in its normal bundle NX |V . (See also [MS74, p. 119].) At any real point multiplication
by i in the tangent space TX yields an orientation reversing isomorphism between
TX (R) and the normal bundle NX |X (R). Indeed, consider a point x ∈ X (R) and let
(u1, u2) be a basis for the vector space TX (R),x . Since x is a point in the real locus
we have that TX,x = TX (R),x ⊗R C. The quadruplet (u1, iu1, u2, iu2) is therefore a
basis for the vector space TX,x and the pair (iu1, iu2) is a basis for the normal vector
space NX |X (R),x . Since the natural orientation of the differentiable manifold X of
real dimension 4 is given by (u1, iu1, u2, iu2) the induced orientation on NX |X (R),x is
given by (iu2, iu1). As the Euler characteristicχtop(V ) is equal to the self intersection
of V in its tangent bundle TV (see [Hir76, p. 13]) the result follows. �

Remark 4.4.18 Both the statement and the proof remain valid if we replace “pro-
jective” by “compact Kähler”. See Appendix D for more details.

Lemma 4.4.19 Let (X,σ) be a non singular projective R-surface. The intersec-
tion form is then negative definite on the σ∗-invariant part of the real vector space
H 1,1(X) ∩ H 2(X;R).

Proof The Hodge index theorem 4.1.24 implies that the intersection form restricted
to the subspace H 1,1(X) ∩ H 2(X;R) is Lorentzian, by which we mean that it has
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signature (1, h1,1(X)− 1). As the surface is projective, Proposition 2.6.43 implies
that it has a real embedding in a projective space ϕ : X ↪→ P

N (C). As the surface
is non singular, Bertini’s theorem D.9.1 implies is has a non singular hyperplane
section H ′: we denote by h the fundamental class of the R-curve (H,σ|H ) where
H = ϕ∗(H ′). The class h is then σ∗-anti-invariant. Indeed, by Proposition 2.2.28,
the anti-holomorphic involution σ is orientation preserving on the differentiable
manifold X of real dimension 4, but orientation reversing on the submanifold H
of real dimension 2. The eigenspaces of the involution σ∗ are orthogonal and the
eigenspace of eigenvalue 1 is therefore orthogonal to the line generated by the class
of H . �
Corollary 4.4.20 Let (X,σ) be a non singular projective R-surface: if the geometric
genus pg(X) vanishes then the intersection form restricted to the σ∗-invariant part
of the real vector space H 2(X;R) is negative definite.

Proof Simply recall the Hodge decomposition (see Appendix D) H 2(X;C) =
H 2,0(X)⊕ H 1,1(X)⊕ H 0,2(X) and pg(X) = h0,2(X) = h2,0(X) which gives us
H 1,1(X) = H 2(X;C). �
Remark 4.4.21 Once again, the same statement with almost the same proof
(replacing “hyperplane section” by “Kähler class”) remains valid if we replace
“projective” by “compact Kähler”. This is not however an actual generalisation
because any compact Kähler manifold with pg = 0 is projective. See [BHPVdV04,
Chapter VI] for more details.

Proof of Theorem 4.4.15 Let V ⊂ X (R) be an orientable connected component of
the real locus. Lemma 4.4.17 and Corollary 4.4.20 imply that χtop(V ) � 0. It follows
that V is diffeomorphic to the sphere or a torus. �

Wewill prove Theorem 4.4.14 using the following refinement of Theorem 4.4.15.

Proposition 4.4.22 Let (X,σ) be a non singular projective R-surface such that
pg(X) = 0. Let q := q(X) be its irregularity, let s = #π0(X (R)) be the number of
connected components of its real locus and let t � s be the number of connected
components of X (R) which are diffeomorphic to a torus T

2.

1. If q = 0 and the homology of X has no 2-torsion then

t � 1

and if t = 1, then s = t and
X (R) ≈ T

2 .

2. If κ(X) = −∞ then
t � q + 1

and if t = q + 1 then s = t and

X (R) ≈ �q+1
T
2 .
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Remark 4.4.23 Note that the hypotheses of Proposition 4.4.22(1) cannot be weak-
ened.

1. If X is a K3 surface (see Section 4.5) then q(X) = π1(X) = 0 and pg(X) = 1.
Looking at Figure 4.11 of this section we see that if g � 10 then there is a real
K3 surface whose real locus is diffeomorphic to a orientable surface of degree
g. Similarly, there is a real K3 surface whose real locus is diffeomorphic to the
disjoint union of a torus and several spheres and there is a real K3 surface whose
real locus is diffeomorphic to the disjoint union of two toruses.

2. If X is an Enriques surface (see Section 4.5) then pg(X) = q(X) = 0 and
π1(X) = Z2. Checking the list provided in Theorem 4.5.16 we see that there
is a real Enriques surface whose real locus is diffeomorphic to the disjoint union
of a torus and two Klein bottles and there is a real Enriques surface whose real
locus is diffeomorphic to the disjoint union of two toruses.

On the other hand, we can weaken the hypothesis “κ(X) = −∞” in Proposition
4.4.22(2) by replacing it by “κ(X) = 1 and the homology of X has no 2-torsion” as
in Complement 4.4.24.

Proof of Proposition 4.4.22 This proof is based on an argument by Risler [Ris85,
p. 161] quoted by Silhol [Sil89, p. 72]. As in Section 3.2, let Y = X/G be the
topological quotient of X by the involution and let p : X → Y be the canonical
surjection. Note that the spaces Y and Y \ X (R) are topological manifolds which
have a C∞ structure. It follows fromRemark 1.5.28 that Y is a differentiablemanifold
of dimension 4 and from Proposition 2.2.27 that X (R) is a differentiable manifold
of real dimension 2. The subvariety X (R) in Y is therefore of real codimension 2 in
Y .

Recall that in the exact sequence (3.6) of Theorem 3.2.6,

· · · → Hr (Y, X (R);Z2)⊕ Hr (X (R);Z2) → Hr (X;Z2) →
Hr (Y, X (R);Z2)

�r−→ Hr−1(Y, X (R);Z2)⊕ Hr−1(X (R);Z2) → · · · (4.8)

the second component of �r is the boundary map δr of the homology sequence
associated to the pair (Y, X (R)):

Hr (Y, X (R);Z2)
δr−→ Hr−1(X (R);Z2) → Hr−1(Y ;Z2) . (4.9)

Since the homology has no 2-torsion we have that b1(X;Z2) = b3(X;Z2) =
b1(X) = 2q(X). Since H4(X (R);Z2) = H3(X (R);Z2) = {0} the exact sequence
(4.8) yields

0→ H4(Y, X (R);Z2) → H4(X;Z2) → H4(Y, X (R);Z2) →
→ H3(Y, X (R);Z2) →H3(X;Z2) . (4.10)
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Since H4(X;Z2) � Z2, we can deduce from the first line that H4(Y, X (R);Z2) �
Z2 and that 1 � dimZ2 H3(Y, X (R);Z2) � 2q + 1. The part of the exact
sequence (4.9) that we need is:

H3(Y, X (R);Z2)
δ2−→ H2(X (R);Z2)

i2−→ H2(Y ;Z2) .

Using the above calculation it follows that

dimZ2 ker i2 � dimZ2 H3(Y, X (R);Z2) � 2q + 1 . (4.11)

Let {Vr }r=1,...,s be the connected components of X (R). The group morphism

H2(X (R);Z2)
i2−→ H2(Y ;Z2) sends the fundamental homology class of Vr in

H2(X (R);Z2) to its fundamental homology class in H2(Y ;Z2).
We know by Lemma 4.4.17 that the fundamental homology class in H2(X;Z)

of a connected component diffeomorphic to T
2 is isotropic for the intersection form

and it follows from Corollary 4.4.20 that it is zero. It follows that its fundamental
class in H2(Y ;Z) and hence in H2(Y ;Z2) vanishes.

The fundamental classes in H2(X (R);Z2) of the connected components of X (R)

diffeomorphic to T
2 are linearly independent and their images under i2 all vanish. It

follows from (4.11) that t � 2q + 1.
We conclude by noting that as p : X → Y is a double covered ramified along

X (R) the fundamental class of X (R) in H2(Y ;Z2) vanishes. For example, if X (R)

is orientable then its fundamental class in H2(Y ;Z) is 2-divisible (see Lemma 3.6.21
which applies because X is non singular).

Permuting terms if necessary we can assume that V1, . . . , Vt are the connected
components of X (R) diffeomorphic to T

2. If V1 � · · · � Vt � X (R) then the funda-
mental classes of V1, . . . , Vt and X (R) in H2(X (R);Z2) are linearly independent
and by (4.11) we get that t < 2q + 1 because the fundamental class of X (R) belongs
to ker i2. This result applied to q = 0, proves the first part of the proposition.

To prove the second part of the proposition we recall that a non singular com-
plex projective surface such that κ(X) = −∞ is uniruled and its homology has no
2-torsion. Indeed, any such surface is birationally equivalent to a genus 0 fibra-
tion with non singular fibres which has a section. (See [Bea78, Exemple VII.3 and
Chapitre III] for more details.) The existence of such a section implies the homology
is torsion free and this property is invariant under birational maps. We can therefore
apply the first part of the proposition to prove the result when q = 0.

By Theorem 4.4.8 if X is uniruled and q > 0 then X is a conic bundle π : X → C
defined over R over a curve C of genus g(C) = q(X) � 1. Analysing the singular
fibres ofπ shows that they cannotmeet a torus andwe then applyHarnack’s inequality
(3.3.7): t � #π0(C(R)) � g(C)+ 1 = q + 1. �

Proof of Theorem 4.4.14 Any surface X of negative Kodaira dimension has
geometric genus pg = 0. Indeed,κ(X) = −∞means that all positivemultiples of the
canonical bundle have no global sections and in particular pg(X) = dim H 2(X,OX )
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= dim H 0(X,�X ) = 0. Theorem 4.4.15 therefore applies and implies that the
only orientable surfaces that can appear are S

2 and T
2. Point (1) follows from

Comessatti’s Theorem 4.4.16. The upper bound on the number of toruses in (2)
and (3) follows from Proposition 4.4.22 since pg and q are birational invariants of
complex surfaces. If (X,σ) is geometrically rational then pg(X) = pg(P

2(C)) = 0
and q(X) = q(P2(C)) = 0 (in general, uniruled surfaces have zero geometric genus
but non zero irregularity). Finally (4) follows from Proposition 4.4.10. �

Complement 4.4.24 Let (X,σ) be a non singular projective R-minimal R-surface.

1. If pg(X) = 0, q(X) > 0 and X is not uniruled then q(X) = 1, K 2
X = 0,

b2(X) = 2 and κ(X) ∈ {0, 1}.
2. If X is bi-elliptic and the homology of X has no 2-torsion then t < 3, and if t = 2

then t = s, see [CF03, Remark 7.3], [Suw69].
3. If the homology of X has no 2-torsion and t � 3 then κ(X) = 1 (i.e. X is a

properly elliptic surface).

Proof 1. Note that under these hypotheses, X must be of special type. Indeed if X is
minimal and of general type c21(X) > 0 and it follows thatχ(OX ) � 1 by theNoether
formula 4.1.19 and hence q(X) = 0. If X is not uniruled then χtop(X) = c2(X) � 0
[Bea78, Theorem X.4] and then χ(OX ) � 0 by Noether: it follows that if pg(X) = 0
then q(X) � 1. By minimality c21(X) = 0 and by Noether’s formula c2(X) = 0. As
b1(X) = b3(X) = 2q(X) it follows that b2(X) = 2. (See [Bea78, VI.1 et VI.2] for
any alternative proof.)

2. There are bi-elliptic surfaces whose real locus is made up of three or four
toruses—see Theorem 4.5.30—but in this case the homology of X contains 2-torsion
[CF03, Remark 7.3], [Suw69].

3. The classification of complex compact surfaces [BHPVdV04, Chapter VI,
Table 10] tells us that only bi-elliptic surfaces can satisfy κ(X) = 0, pg(X) = 0
and q(X) = 1. As such surfaces were dealt with in the previous question we have
that κ(X) = 1 or in other words X is a properly elliptic surface.

We have not had the time to construct explicit examples contradicting the
conclusion of Proposition 4.4.22 when the hypotheses are weakened but we pro-
pose two sketch constructions.

1. By [BHPVdV04, Théorème III.18.2], if a fibration π : X → C has singular fibres
they are all of the form m E where E is a non singular elliptic curve. If t >

#π0(C(R)) it follows from Silhol’s classification of singular real fibres [Sil84],
[Sil89, Chapitre VII] that π has an even number of fibres with even multiplicity
m.

2. We could also use [Bea78, Théorème VI.13, case II non bi-elliptic]: under our
hypotheses, X is necessarily a quotient of the form (B × F)/H where F is a non
singular elliptic curve, B is a non singular curve of genus at least 2, H is a finite
group acting faithfully on both B and F , B/H is elliptic, F/H is rational and H
acts freely on B × F .

�
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4.4.2 Singular Surfaces and Parabolas

In this subsection based on [Kol99b, CM08, CM09] we give a classification of possi-
ble topological types of singular geometrically rational DuValR-surfaces 4.4.30 (see
Definition 1.3.37 for the definition of geometrically rational). We will do this using
the orbifold structure with conic points (4.4.31) on the connected components of the
topological normalisation (4.4.35). This will give us a generalisation of Comessatti’s
theorem (4.4.36). Another consequence, which was initially our main motivation
in this section, is the proof of three conjectures of Kollár’s on rationally connected
varieties. See Theorem 6.2.11 in Chapter 6.

Du Val Surfaces

We start by recalling a definition of Artin’s, [Art66] (see also [Har77, p. 250]).

Definition 4.4.25 Let X be a normal complex surface defined over C and let P
be a singular point of X . We say that P is a rational singularity if and only if
there is a resolution π : X̃ → X of P such that Rqπ∗(OX̃ ) = 0 for all q � 0 where
(Rqπ∗(OX̃ )) denotes the q-th direct image of the sheaf OX̃ .

Theorem 4.4.26 Let X be a normal complex surface and let P be a singular point
of X. The following properties are equivalent.

1. P is rational of embedding dimension 3.
2. P is rational of multiplicity 2: we say it is a rational double point.
3. P is of multiplicity 2 and can be resolved by a sequence of blow ups of points.
4. The minimal resolution of P has a configuration of exceptional curves of type

An, Dn, E6, E7 or E8. (See below for more details.)

Proof See [Slo80, p. 71]. �

Remark 4.4.27 There are double points on surfaces which are not rational—for
example, z6 + y2 + x3 = 0 is a elliptic double point—but any double point on a
surface has embedding dimension 3, see [Lau71, p. 7].

Definition 4.4.28 If one of these four equivalent properties is satisfied then P is said
to be a rational double point of type An , n � 1, Dn , n � 4 or En , n = 6, 7, 8. Over
C we have the following characteristic equations [BHPVdV04, p. 87]:

An(n � 1) :
Dn(n � 4) :

E6 :
E7 :
E8 :

z2 + x2 + yn+1 = 0

z2 + y(x2 + yn−2) = 0

z2 + x3 + y4 = 0

z2 + x(x2 + y3) = 0

z2 + x3 + y5 = 0 .
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Remark 4.4.29 Rational double points on surfaces are the same thing as canonical
singularities. These singularities are quotients of C

2 by finite subgroups of SL2(C).
We also call them Du Val singularities.

Definition 4.4.30 A projective surface is said to be Du Val if and only if its only
singularities are rational double points.

Over C, Du Val singularities are classified in Definition 4.4.28 below: there are
the cyclic singularities An , n � 1, the dihedral singularities Dn , n � 4, the tetrahe-
dral singularity E6, the octahedral singularity E7 and the icosahedral singularity
E8. There are many other types of singularities over R and in this section we will
only present two series of cyclic singularities. We refer to [CM08, section 1 and
example 1.3] for more details.

A real surface X is said to have a singularity of type A±n at a point P ∈ X (R) if
in some neighbourhoood of P X is R-analytically isomorphic to

x2 ± y2 − zn+1 = 0, n � 1 .

The grey part of Figure 4.5 represents the zone inR
2
z,x where zn+1 − x2 is positive.

The surface X which is locally a double cover of the plane branched over the curve
zn+1 − x2 = 0 only has real points over this zone.

Note that all these singularities are non isomorphic except for A+1 and A−1 .

Fig. 4.5 A+n , x2 + y2 − zn+1 = 0, n � 1

Fig. 4.6 A−n , x2 − y2 − zn+1 = 0, n � 1

Fig. 4.7 A+1 � A−1
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4.4.3 Generalisation of Comessatti’s Theorem

Orbifolds of Dimension 2

The term orbifold derives from the expression n-manifold denoting a topological
space M equipped with a family of charts (Ũ ,φ) where Ũ is an open set and φ is a
homeomorphism onto an open set U ⊂ R

n .
An n-orbifold is a space equippedwith an atlaswhose chartsφ : Ũ → U ⊂ R

n are
finite branched covers: in the case where all the maps φ are of degree 1 the orbifold
is simply a manifold. More precisely, every open chart of an orbifold is equipped
with a G-action for some finite group G and φ factorises through a homeomorphism

G\Ũ → U . See [BMP03, Chapter 2] for more details.

Definition 4.4.31 If G is cyclic and acts by rotation of angle 2π/m its unique fixed
point is said to be a conic point of index m.

Orbifolds are not always homeomorphic to a manifolds, except in dimension 2
where any orbifold M is homeomorphic to a topological manifold denoted |M |. See
[Sco83, §2], for example, for more details.

Definition 4.4.32 Let p andq be coprime integers, (p, q) = 1.Wedenote byS(p, q)

the orbifoldwhose underlying smooth surface is |S(p, q)| = S
2 with two conic points

whose indices are respectively p and q.

Let M be a compact 2 dimensional orbifold with a global finite covering map of
degree d from a smooth surface M̃ → M . The orbifold Euler characteristic is then
defined by

χ(M) := 1

d
χ(M̃) ∈ Q .

Let M be a 2-orbifold with k conic points of angles 2π/m j , j = 1, . . . , k and let
|M | be the smooth surface underlying M . We then have that

χ(M) = χ(|M |)−
k∑

j=1
(1− 1

m j
) .

Definition 4.4.33 The orbifold M is said to be spherical (resp. Euclidean) if and
only if χ(M) > 0 (resp. χ(M) = 0).

Proposition 4.4.34 The orbifold M is spherical or Euclidean if and only if |M | is
spherical and

∑k
j=1(1− 1

m j
) � 2 or |M | is Euclidean and k = 0.
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Fig. 4.8 M and M in a neighbourhood of a singular point of type A±n , n odd

Topological Normalisation

Kollár [Kol99a] introduced an operation imitating “branch separation” in algebraic
geometry (Definition 1.5.37) in order to handle the situation where the real locus of
an R-variety is singular.

Definition 4.4.35 Let V be a simplicial complex whose singular locus Sing(V ) is
finite, where here Sing(V ) is defined as being the set of points x ∈ V whose star (the
union of all the simplexes in V having x as a vertex) is not homeomorphic to a disc.
The topological normalisation ν : V → V is the unique continuous proper map such
that

1. ν is a homeomorphism over V \ Sing(V ),
2. If P ∈ Sing(V ) then the fibre ν−1(P) is in bijectionwith the set of local connected

components of V in a neighbourhood of P .

Let X be a geometrically rational algebraic R-surface and let M ⊂ X (R) be a
connected component of the topological normalisation of its real locus. If X is non
singular and the smooth surface M is orientable then Comessatti’s theorem 4.4.16
implies that M is a sphere or a torus. The generalisation belowwas proved in [CM09].

If X is Du Val then we equip M with an orbifold structure with conic points
(Definition 4.4.38).

Theorem 4.4.36 Let X be a geometrically rational algebraic R-surface and let
M ⊂ X (R) be a connected component of the topological normalisation of its real
locus. If X is Du Val and the orbifold M is orientable then M is spherical or
Euclidean.

This result is a corollary of Theorem 4.4.39 below. Before stating this theoremwe
need onemore technical definitionWhen X (R) is two dimensional the normalisation
X (R) is a topological manifold and if P ∈ X (R) is a singular point of type A±n with
n odd then X (R) has two locally connected components in a neighbourhood of P .
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Definition 4.4.37 The point P is globally non separating if the two locally
connected components in a neighbourhood of P are in the same connected com-
ponent of X (R) and globally separating otherwise.

Let X be a Du Val R-surface and let ν : X (R) → X (R) be the topological
normalisation of the real locus. We denote by �X the set of real singular points
which are either of type A−n with n even or globally separating and of type A−n with
n odd. We denote by PX := Sing(X) \�X the set of all other singular points.

Definition 4.4.38 Let M ⊂ X (R) be a connected component of the topological
normalisation of the real locus of a Du Val R-surface. We equip M with an orb-
ifold structure whose conic points of index m correspond to the singular points of
type A±m contained in PX ∩ ν(M).

We denote by k(M) the cardinality #{ν−1(PX ) ∩ M} and for i = 1 . . . k(M) we
let mi (M) be the index of a point in PX ∩ ν(M).

Theorem 4.4.39 Let X be a Du Val R-surface and let M ⊂ X (R) be a possibly non
orientable connected component of the topological normalisation of its real locus.
If X is geometrically rational then

• k(M) � 4,
• ∑k

i=1(1− 1
mi+1 ) � 2,

• |M | = S
1 × S

1 =⇒ k(M) = 0.

Proof See [CM08, Corollary 0.2, Theorem 0.3] and [CM09, Theorem 0.2] for a full
proof: here we only discuss the inequality k(M) � 4. The heart of the proof is a
reduction to the case of certain double covers of the quadratic cone branched along
singular curves of degree 6. A clever counting argument then enables us to complete
the proof.

The minimal model programme enables us to reduce to the case where X is
a del Pezzo (Definition 4.2.12) Du Val surface of degree 1. See Lemma [CM08,
Lemma 1.8] for more details.

The anticanonical model of X is a branched double cover q : X → Q of a quadric
cone Q ⊂ P

3(C) whose branching locus is the union of the summit of the cone and
a cubic section B not passing through the summit. See [DPT80, Exposé V] for more
details. Note that the pull back under q of the summit of the cone is a non singular
point. Let X ′ be the singular elliptic surface obtained from X by blowing up this non
singular point.9

We recall that ν : X ′(R) → X ′(R) is the topological normalisation of the real
locus. We therefore want to prove that for any connected component M ⊂ X ′(R)we
have that

#(ν−1(PX ′) ∩ M) � 4 .

The surface X ′ is a ramified double cover of a Hirzebruch surface F2 whose
branching curve is the union of the unique section of negative self-intersection �∞

9Exercise: prove that X ′ is an elliptic surface.



4.4 Uniruled and Rational Surfaces (κ = −∞) 219

of the fibration F2 → P
1(C) and a trisection B which does not meet �∞. The cone

Q is isomorphic to the weighted projective space P(1, 1, 2) which we equip with
coordinates (x0, x1, y2) and X is therefore the hypersurface in P(1, 1, 2, 3) with
coordinates (x0, x1, y2, z) defined by the equation

z2 = y32 + p4(x0, x1)y2 + q6(x0, x1) .

We now describe a plane model for Q in which the hyperplane sections of Q
embedded in P

3 via H 0(Q,OQ(2)) correspond to the parabolas tangent to the line
at infinity L∞ = {w = 0} at the point O := {w = x = 0} in the projective plane
equipped with coordinates (x, y, w). In other words, we blow up at O and then at the
infinitely close point O ′ in O corresponding to tangency to the line at infinity L∞, and
denote by Q̃ the surface thus obtained. Let E and E ′ be the total transformations of
O and O ′ and note that E = E ′ + E ′′ where E ′′ is a (−2)-curve. The linear system
H 0(Q̃,OQ̃(2H − E − E ′)) sends Q̃ birationally to the quadric cone Q ⊂ P

3(C)

contracting both the strict transform L̃∞ of the line L∞ and the curve E ′′ to points.
Since L̃∞ and E ′′ are disjoint the contraction of L̃∞ gives a Hirzebruch surface
F2 whose (−2)-section �∞ is the image of E ′′. We write this using coordinates
(x, y, w) on P

2: H 0(Q,OQ(1)) then corresponds to H 0(Q̃,OQ̃(H − E)) which is
generated by w, x and y2 := yw extends w2, wx, x2 to a basis of H 0(Q̃,OQ̃(2H −
E − E ′)) � H 0(Q,OQ(2)). The morphism Q̃ → P(1, 1, 2) is therefore given by
x0 := w, x1 := x , y2 := yw.

The elliptic surface X ′ is the double cover of F2 branched over �∞ and over
the curve B corresponding to the curve in Q of equation y3 + p4(x0, x1)y +
q6(x0, x1) = 0. The curve B therefore corresponds to the plane curve of equation
w3y3 + p4(w, x)yw + q6(w, x) = 0 whose affine part has equation

y3 + p4(1, x)y + q6(1, x) = 0 . (4.12)

Note that a parabola of this form, by which we mean a curve of the form
C ∈ (2H − E − E ′) is disjoint from E ′′ (which contracts onto the summit of the
cone) unless it degenerates as two lines passing through the point O . In particular,
we can always modify the coordinates in the affine plane so that C is sent to the line
y = 0.

In order to describe the geometry at infinity of parabolas of this form, recall
that the surface F2 is covered by two open sets isomorphic to C× P

1(C). On one
of these open charts we have affine coordinates x

w
∈ C and homogeneous coordi-

nates (w : y) ∈ P
1(C), whereas on the other chart the coordinates are w

x ∈ C and

( x2

w
: y) ∈ P

1(C) (or alternatively x2

w
/w = ( x

w
)2). The section at infinity �∞ corre-

sponds to the curve E ′′ ⊂ X̃ and is defined by w = 0 or x2

w
= 0 depending on the

chart. A parabola yw = a0w
2 + a1xw + a2x2 is therefore given by an equation

1

η
= a0 + a1

x

w
+ a2(

x

w
)2
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in the affine chart of coordinates ( x
w
: η := w

y ). Using these coordinates at infinity it
becomes easy to see when a domain “meets” F2 at infinity.

We now seek the normal form of equation (4.12). The singular points of X ′(R)

are in one to one correspondence with singular points of B(R). There are different
cases to consider corresponding to different numbers of connected components of
the trisection B.

Herewewill restrict ourselves to the casewhere the trisection has three irreducible
components and we refer to [CM08] for the other cases. We aim to prove that every
connected component of the topological normalisation of each of the two double
covers branched along B has at most 4 singular points. We start by noting that as B
is real at least one of the irreducible components is real. Equation (4.12) becomes

(y − α(x))(y − β(x))(y − γ(x)) = 0

and changing the real coordinates on Q = P(1, 1, 2) if necessary we can assume
that γ = 0. The case β = α where there are two irreducible complex conjugate
components only gives us 2 singular points: Reα(x) = 0, y = Im α(x). We can
therefore assume that all three irreducible components are real. Equation (4.12)
then becomes (y − α)(y − β)y = 0 where α(x) = α0 + α1x + α2x2 and
β(x) = β0 + β1x + β2x2 are polynomials of degree 2.

Case Without Tangency

Suppose that none of the parabolas are tangent to each other. Since we can permute
the three curves we can assume the smallest one is at infinity. (The smallest curve is
the one that has the smallest value of a2 when we write their equations in the form
y = a0 + a1x + a2x2.) Changing coordinates we get a curve given by the equation
y = 0 and two convex parabolas, i.e. parabolas for which α2 > 0 and β2 > 0.

The 6 intersection points are distinct and are given by

y = α(x)β(x) = 0 , α(x) = β(x) = y .

The curve B is real so if one of these singular points is not real then the number of
real singular points is bounded by 4. We suppose therefore that the 6 singular points
are real and set {

α(x) = α2(x − a1)(x − a2), a1 < a2 ;
β(x) = β2(x − b1)(x − b2) .

(4.13)

Multiplying y by β2 if necessary we can assume that β2 = 1. Furthermore we
can reduce to the case 0 < α2 < 1 by exchanging the roles of α and β if necessary.
Using a translation along the x axis we can assume that b1 = −b2. Equation (4.13)
then becomes



4.4 Uniruled and Rational Surfaces (κ = −∞) 221

Fig. 4.9 6 A1 points

{
α(x) = α2(x − a1)(x − a2), a1 < a2, 0 < α2 < 1 ;
β(x) = (x2 − b2), 0 < b .

Up to symmetry x ↔ −x this leaves us with 4 possibilities.

b < a1 , −b < a1 < b < a2 , a1 < −b < b < a2 , −b < a1 < a2 < b .

This configuration is shown in Figure 4.9. In order to help the reader visualise the
situation we invite them to count the double points in each connected component of
the complement of B. To do this, note that two connected components are connected
at infinity if and only their boundary contains two non bounded curves belonging to
the same pair of parabolas.

Case with Tangency

A detailed study similar to the one carried out above enables us to reduce to the five
cases shown in Figure 4.10. �

Non Orientable Components

All non orientable surfaces can be realised as components of real non singular rational
surfaces by blowing up real points in the real projective plane. Similarly, it is easy
to construct hyperbolic non orientable orbifolds.

When X is geometrically rational minimal and non singular Comessatti’s
theorem implies that M is spherical or euclidean—in fact minimality implies that M
is diffeomorphic to S

2 or RP
2 (which are both spherical), S

1 × S
1 or K

2 (which are
both Euclidean). The singular case is rather different.
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Fig. 4.10 4 A1 points, 1 A2 point

Theorem 4.4.40 There is a geometrically rational minimal Du Val R-surface X
which has a component M ⊂ X (R) which is a hyperbolic orbifold.

Proof See [CM09, Theorem 0.4]. �

4.5 K3, Enriques, Abelian and Bi-elliptic Surfaces (κ = 0)

The four classes of non singular minimal complex projective surfaces with Kodaira
dimension κ = 0 can be distinguished by their geometric genus pg and their irreg-
ularity q. We can show that if the Kodaira dimension of a surface X vanishes then
there is a strictly positive integer m such that mK X ∼ 0.

Let m0 be the smallest strictly positive integer such that m0K X ∼ 0.

Theorem 4.5.1 Let X be a non singular minimal complex projective surface with
κ(X) = 0. There are then four possibilities for the pair (pg(X), q(X)):

1. pg(X) = 1, q(X) = 0: we then have that m0 = 1 and X is a projectiveK3 surface
(Definition 4.5.3).

2. pg(X) = 0, q(X) = 0: we then have that m0 = 2 and X is an Enriques surface
(Definition 4.5.13).

3. pg(X) = 1, q(X) = 2: we then have that m0 = 1 and X is an abelian
surface (Definition 4.5.22).

4. pg(X) = 0, q(X) = 1: we then have that m0 ∈ {2, 3, 4, 6} and X is a bi-elliptic
surface (Definition 4.5.28).

Proof See [Bea78, Liste VI.20 and Théorème VIII.2]. �
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Corollary 4.5.2 Any non singular minimal complex projective surface X with
κ(X) = 0 satisfies 4K X ∼ 0 or 6K X ∼ 0.

4.5.1 K3 Surfaces

The book [X85] is a standard reference for complex K3 surfaces: we refer to [Sil89,
Chapter VIII] for real K3 surfaces. The K3 surfaces in Theorem 4.5.1 are assumed
to be projective. More generally, a K3 surface is a compact non singular complex
analytic surface with trivial canonical divisor and vanishing first Betti number.

Definition 4.5.3 Let X be a non singular compact complex analytic surface. X is
said to be a K3 surface if and only if K X ∼ 0 and b1(X) = 0. A real K3 surface is
an R-surface (X,σ) such that X is a K3 surface.

Proposition 4.5.4 Let X be a K3 surface. X is then minimal: moreover κ(X) = 0,
pg(X) = 1, q(X) = 0 and X is simply connected.

Proof See [X85], [BHPVdV04, Chapitre VIII]. �

K3 surfaces are not all projective but by a fundamental theorem due to Siu they
are all Kähler. See [X85, Exposé XII] for more details.

Theorem 4.5.5 (Kharlamov 1975) There are 66 topological types of real K3
surfaces. Each of them can be obtained by topological Morse simplification
(Definition 4.3.31) from one of the 6 extremal types listed below. Conversely, any
type obtained in this way can be realised as the real locus of a real K3 surface.

The 6 extremal types are:

1. M-surfaces, b∗(X (R);Z2) = 24, χ(X (R)) = −16, 0, 16,

S10 � S
2, S6 � 5S

2, S2 � 9S
2 ;

2. (M − 2)-surfaces, b∗(X (R);Z2) = 20, χ(X (R)) = ±8,

S7 � 2S
2, S3 � 6S

2 ;

3. Pair of toruses,
T
2 � T

2 .

Proof See [Har76], [Sil89, Chapter VIII]. �

Figure 4.11 shows all pairs (χ(X (R)), b∗(X (R));Z2) which can be realised by
real K3 surfaces. We deduce from this figure the possible topological types of real
K3 surfaces using the following proposition.
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Fig. 4.11 Topological types of real K3 surfaces with non empty real locus

Proposition 4.5.6 Let (X,σ) be a real K3 surface. If X (R) is non empty then it
is an orientable topological surface. Moreover X (R) has at most one connected
component whose Euler characteristic is � 0 (the other components are therefore
all diffeomorphic to the sphere) unless X (R) is the disjoint union of two toruses.

Proof Let (X,σ) be a real K3 surface whose real locus is non empty. Note first that
X (R) is orientable. Indeed, by definition c1(X) = b1(X) = 0 so by
Proposition 3.1.16w2(X) = 0.MoreoverweknowbyProposition 4.5.4 thatπ1(X) =
0 which implies in particular that b1(X;Z2) = 0. Theorem 3.1.18 therefore applies.

As in the proof of Theorem 3.2.6 we set Y = X/G and let p : X → Y be the
associated branched double cover. Since the homology of X has no 2-torsion and
q(X) = 0 we have that H3(Y, X (R);Z2) � Z2 by Lemma 3.6.22 and as in the first
part of the proof of Proposition 4.4.22 this yields an exact sequence arising from
(4.9)

0→ Z2
δ2−→ H2(X (R);Z2)

i2−→ H2(Y ;Z2) . (4.14)

Let {Vr }r=1,...,s be the connected components of X (R)which are therefore compact
orientable topological surfaces by previous results. For any r = 1, . . . , s, we denote
byαr the fundamental class of Vr in H2(X;Z) and byβr the image ofαr in H2(Y ;Z2)

under the map p∗ induced by p. Obviously we have that αr · αr ′ = 0 if r = r ′ and
αr is in the invariant part of H2(X;Z).
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By construction the group morphism H2(X (R);Z2)
i2−→ H2(Y ;Z2) sends the

fundamental homology class ofVr in H2(X (R);Z2) toβr ∈ H2(Y ;Z2). Recall that as
p : X → Y is a double cover ramified along X (R) the fundamental class of X (R) in
H2(Y ;Z2) vanishes by Lemma 3.6.21. This class is equal to the sum β1 + β2 + · · · +
βs which therefore vanishes. Moreover, the relationship β1 + β2 + · · · + βs = 0 is
the only relationship between the classes βr because of the exact sequence (4.14).
There are therefore two possibilities for the classes αr :

1. the classes αr are linearly independent;
2. there is exactly one relationship between the classes αr which is of the form∑s

r=1 drαr with
∏s

r=1 dr = 0.

Using Lemma 4.4.19 and the equalities h2,0 = 1 and σ∗H 2,0 = H 0,2, we can prove
that the positive index of the intersection form restricted to the invariant part of
H2(X;Z) is equal to 1. Moreover, αr · αr = −χtop(Vr ) by Lemma 4.4.17.

In the first case it follows that there is at most one component which has negative
or zero Euler characteristic.

In the second case it follows from the fact that
∑s

r=1 drαr = 0 that αr · αr = 0
for all r because αr · αr ′ = 0 whenever r = r ′. The fact that the positive index of the
intersection form restricted to H2(X;Z)G is 1 implies that X (R) contains at most
two connected components diffeomorphic to T

2 and that if α1 and α2 are two such
components then they are linearly dependent. �
Remark 4.5.7 There is a more sophisticated proof of the orientability of the real
locus of a real K3 surface which proceeds as follows: we start by noting that by
Proposition 3.1.10 the real locus of a realK3 surface of degree 4 inP

3(C) is orientable
and then we apply the following theorem [Har76], [Sil89, Chapter VIII]:

Theorem 4.5.8 Any real K3 surface is a deformation (Definition 4.3.25) of a quartic
R-surface in P

3.

See [Sil89, Corollary VIII.4.2] for more details.
Let (X,σ) be a real K3 surface whose real locus is non empty. Let s be the number

of connected components of X (R) and let g be the sum of genuses of connected
components of X (R). If g > 0 and X (R) is not a union of two toruses then g is the
genus of the unique component which is not diffeomorphic to a sphere. We then have
that

s = b∗(X (R);Z2)+ χ(X (R))

4
, g = b∗(X (R);Z2)− χ(X (R))

4
.

The topological type of X (R) = ∅ is therefore determined by the value of the
pair (χ(X (R)), b∗(X (R));Z2) except for the pair (0, 8) which corresponds to two
topological types realised by real K3 surfaces:

T
2 � T

2 and S2 � S
2 .
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4.5.2 Algebraic Cycles on K3 Surfaces

In the moduli space of complex K3 surfaces, the isomorphism classes of complex
surfaces of given Picard number ρ form a countable union of subspaces of dimension
20− ρ. See [GH78, p. 594] for more details. We now prove a similar result for real
K3 surfaces: it turns out that in themoduli space of real K3 surfaces satisfying certain
conditions explained below, the isomorphism classes of real K3 surfaces such that
b1
alg � k form a countable union of subspaces of dimension 20− k.

Example 4.5.9 (Quartic surface in P
3 such that b1

alg = 0) Consider the surface
S
1 × S

1 realised as a quartic in P
3(R), for example as the real locus of the

surface X ⊂ P
3(C) whose equation with real coefficients is 16(x2

1 + x2
2 )− (x2

1 +
x2
2 + x2

3 + 3x2
0 )

2 = 0 as in Example 2.6.38. The surface in question has non real
singularities: perturbing the equation slightly so that the real locus is still a torus we
get a general non singular R-surface X ′. We then have that ρ(X) = 1 by Noether’s
theorem (see [Del73, 1.2.1]) and as X ′ is a non singular quartic it is a K3 surface.
The hyperplane section generates a non trivial algebraic cycle in H 2(G,Pic(X)), but
does not generate a real algebraic cycle—if the intersection of this plane with the
torus is not empty then it contains two homologous circles or a circle homologous
to 0. See [BKS82] for more details.

There is a unique complex family of complex K3 surfaces [X85], but there are 75
real families of real K3-surfaces [DIK00].

Let (X,σ) be an R-surface. The number b1
alg is not generally invariant under real

deformation. If X is a K3 surface then

b1
alg(X (R);Z2) � b1(X (R);Z2) � h1,1(X) = 20 .

Theorem 4.5.10 Let (X,σ) be a real K3 surface which is not an M-surface. For any
subgroup K in H 1(X (R);Z2) there is a real deformation Y of X and an isometry

u : H 1(X (R);Z2) → H 1(Y (R);Z2)

such that
u(K ) = H 1

alg(Y (R);Z2) .

When X is a general K3 surface we have that

b1
alg(X (R);Z2) � 1 ,

but Theorem 4.5.10 enables us to realise any value of b1
alg authorised by topological

constraints by specialisation.

Corollary 4.5.11 Let (X,σ) be a real K3 surface. The following then hold.
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1. For any integer 1 � k < b1(X (R);Z2) there is a real deformation Y of X such
that

b1
alg(Y (R);Z2) = k .

2. If X is not an M-surface there is also a real deformation Y of X such that

b1
alg(Y (R);Z2) = b1(X (R);Z2) .

For completion’s sake, we note that for any maximal real K3 surface there cannot
be a real deformation to a totally real algebraic surface because for any such surface
the inequality b1

alg(X (R);Z2) < b1(X (R);Z2) holds by the following proposition.

Proposition 4.5.12 Let (X,σ) be a compact Kähler R-surface such that H1(X;Z2)

= 0. We have that

b1
alg(X (R);Z2) � b1(X (R);Z2)− (pg(X)− a)

where a = 1
2 (b

∗(X;Z2)− b∗(X (R);Z2)), so that (X,σ) is an (M − a)-surface
(Definition 3.3.11).

Proof See [Man97, Proposition 3.2]. �

Proof of Theorem 4.5.10 We sketch the proof of Theorem 4.5.10: see [Man97] for
the complete proof. Let X be a K3 surface. We know by [X85, Exposé IV] that
H 2(X;Z) equipped with the cup product is isomorphic to a certain free Z-module L
with an integral even non degenerate symmetric bilinear form Q of signature (3, 19).
Let f : H 2(X;Z) → L be an isometry. We say that the pair (X, f ) is a marked K3
surface. Consider the Hodge decomposition (see Appendix D)

H 2(X, C) = H 2,0(X)⊕H 1,1(X)⊕H 0,2(X) .

Here we have that h2,0 = dim H 2,0(X) = 1 and h1,1 = dim H 1,1(X) = 20. Let
(X, f ) be a marked K3 surface. We consider P ⊂ LR = L ⊗ R, the image under fR
of the subspace H 2(X;R) ∩ (H 2,0(X)⊕ H 0,2(X)) in H 2(X;R). Since H 2,0(X) is
of complex dimension 1, P is of real dimension 2 in LR. We choose an orientation
of P such that for any holomorphic 2-form ω ∈ H 2,0(X) the basis (�(ω),�(ω)) is
direct. This oriented plane P is called the period of the marked K3 surface (X, f ).

Let (X,σ) be a real K3 surface. The real structure induces an involution σ of
(L , Q). For simplicity’s sake we consider the case where X is not an M-surface and
set K = H 1(X (R);Z). Following ideas due to Nikulin [Nik83] we show that in this
case there is a primitive submodule M ⊂ L−σ whose quotient M/((1− σ)L ∩ M)

has rank b1(X (R);Z2) and whose orthogonal M⊥
R
meets the cone of periods of real

K3 surfaces deformation equivalent to X . For any real K3 surface (Y, g)whose period
is orthogonal to M we have that g−1(M) ⊂ H 2

alg(Y ;Z) by the Lefschetz theorem on
(1, 1)-cycles (Theorem D.9.3).
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Consider an element α ∈ g−1(M). By construction, α is anti-invariant for the real
structure on Y and as Y is simply connected it is representable by a real divisor. The
first Chern class induces an isomorphism Pic(X)σ −→ H 2

alg(X;Z)−σ . We complete

the proof by establishing that H 1(Y (R);Z2) is equal to ϕ ◦ c−11 ◦ g−1(M). �

4.5.3 Enriques Surfaces

Definition 4.5.13 Let X be a non singular compact complex analytic surface. X is
said to be an Enriques surface if and only if q(X) = 0, K X � 0 and 2K X ∼ 0. A
real Enriques surface is an R-surface (X,σ) such that X is an Enriques surface.

Remark 4.5.14 Unlike K3 surfaces, all Enriques surfaces are projective.

Proposition 4.5.15 Let X be an Enriques surface. X is then a minimal projective
surface such that κ(X) = 0 and pg(X) = 0.

Proof See [BHPVdV04, Chapitre VIII]. �

There are 87 topological types of real Enriques surfaces [DK96b]. The theorem
below completes the classification started by Nikulin in [Nik96].

In the list below X (R) is the real locus of a real Enriques surface realising a given
topological type. Recall that by definition of an (M − a)-surface, the modulo 2 Betti
numbers satisfy the relationship 2a = ∑4

i=0 bi (X;Z2)−∑2
i=0 bi (X (R);Z2).

Theorem 4.5.16 (Degtyarev, Kharlamov 1996) There are 87 topological types of
real Enriques surfaces. Each of them can be obtained by topological Morse simplifi-
cation (Definition 4.3.31) from one of the 22 extremal types listed below. Conversely,
except for 6S

2 and T
2 � 5S

2 any type obtained in this way can be realised as a real
Enriques surface.

The 22 extremal types are the following.

1. M-surfaces,

(a) χ(X (R)) = 8,
4RP

2 � 2S
2, V3 � RP

2 � 4S
2, V4 � 5S

2,
K

2 � 2RP
2 � 3S

2, 2K
2 � 4S

2, K
2 � T

2 � 4S
2,

(b) χ(X (R)) = −8,
{Vl � V12−l}l=1...6, V10 � T

2;

2. (M − 2)-surfaces with χ(X (R)) = 0,
V4 � 2RP

2, V6 � 2S
2, V3 �K

2 � RP
2, V4 � T

2 � S
2,

V5 � RP
2 � S

2, 2V3 � S
2, V4 �K

2 � S
2, 2K

2 � T
2;

3. Pair of toruses T
2 � T

2.

Proof See [Nik96, DK96b, DK96a]. �
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4.5.4 Algebraic Cycles on Enriques Surfaces

There is a unique complex family of Enriques surfaces, but several hundred real
families. See [DIK00] for more details. Let (X,σ) be a real Enriques surface. As
b2(X) = 10 and b1(X;Z2) = 1 we have that b1

alg(X (R);Z2) � b1(X (R);Z2) � 12
by Inequality (3.8) of Theorem 3.3.6.

UnlikeK3 surfaces, the numberb1
alg is invariant under real deformation ofEnriques

surfaces. The theorem below characterises the group of algebraic cycles of a real
Enriques surface topologically.

Theorem 4.5.17 Let (X,σ) be a real Enriques surface with X (R) = ∅. If all the
connected components of the real part X (R) are orientable we have that

H 1
alg(X (R);Z2) = H 1(X (R);Z2) .

Otherwise
dim H 1

alg(X (R);Z2) = dim H 1(X (R);Z2)− 1 .

Corollary 4.5.18 A real Enriques surface (X,σ) is totally algebraic if and only if
X (R) is empty or orientable.

Corollary 4.5.19 There are real families of Enriques surfaces such that b1
alg

(X (R);Z2) < b1(X (R);Z2) for all members of the family. In particular, if X is
a real Enriques surface with maximal first Betti number, b1(X (R);Z2) = 12, there
is no real deformation of X which is totally algebraic.

Proof Wewill give a proof of the first part of Theorem 4.5.17: we refer to [MvH98]
for a complete proof. For technical reasons we prove this theorem in homology. In
other words, we will establish the following equivalence.

H alg
1 (X (R);Z2) = H1(X (R);Z2) ⇐⇒ X (R) is orientable.

As the canonical divisor of an Enriques theorem is 2-torsion, the condition is
necessary by Theorem 4.5.21 below. The converse is tricky. If Y is a K3 surface then
Y is simply connected and there is a surjective morphism

H2(Y ;Z)−σ −→ H1(Y (R);Z2) .

This morphism is not well defined for an Enriques surface X because its funda-
mental group is π1(X) = Z2. On the other hand, when X is an Enriques surface we
can always define a morphism of equivariant cohomology [MvH98, Sec. 4]

αX : H2(X;G, Z(1)) −→ H1(X (R);Z2)

whose image is precisely the group H alg
1 (X (R);Z2). Any Enriques surface is a quo-

tient of a K3 surface by a holomorphic involution without fixed points [Bea78,
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Proposition VIII.17]. Let Y be a complex K3 surface such that X is the quotient of Y
by a holomorphic involution η without fixed points. The real structure on X naturally
lifts to two real structures σ1 and σ2 = η ◦ σ1 on Y which commute with each other
[Sil89, Theorem A8.6]. The real part X (R) is covered by the union of the real parts
Y1(R) = Y σ1 and Y2(R) = Y σ2 . For any j ∈ {1, 2} let X j be the disjoint union of
components of X (R) covered by Y j (R). This gives us a natural decomposition of
the real part of an Enriques surface in “halves”

X (R) = X1 � X2 .

Recall that all the connected components of the real locus of a K3 surface are ori-
entable. Let M be a connected component of one of the halves X j . If M is orientable
then it is covered by two components of Y j (R) which are exchanged by η. If M
is non orientable then M is covered by a unique component of Y j (R) which is the
orientation covering of M . This gives us a morphism

H1(Y1(R);Z2)⊕ H1(Y2(R);Z2) −→ H1(X (R);Z2)

which is surjective whenever X (R) is orientable. This morphism gives us a commu-
tative diagram.

H2(Y1;G, Z(1))⊕ H2(Y2;G, Z(1)) −−−−→ H2(X;G, Z(1))

αY1⊕αY2

⏐
⏐
� αX

⏐
⏐
�

H1(Y1(R);Z2)⊕ H1(Y2(R);Z2) −−−−→ H1(X (R);Z2)

(4.15)

The morphisms αY1 and αY2 are surjective because Y is simply connected and
hence αX is surjective whenever X (R) is orientable. �

The decomposition of the real locus in halves can also be used to characterise
Galois-Maximality (Definition 3.6.5) of real Enriques surfaces

Theorem 4.5.20 Let (X,σ) be a real Enriques surface of non empty real locus
X (R) = X1 � X2.

1. Suppose that both the halves X1 and X2 are non empty. The surface X is then
Galois-Maximal. Moreover, X is Z-Galois-Maximal if and only if X (R) is non
orientable

2. Suppose one of the halves X1 or X2 is empty. The surface X is then Galois-
Maximal if and only if X (R) is non orientable. Moreover, X is Z-Galois-Maximal
if and only if X (R)has at least one component which is of odd Euler characteristic.

Proof See [MvH98]. �

All cases of Galois-Maximality (see Example 3.6.14) are realised by Enriques
surfaces: on inspecting the proof of Theorem 4.5.16 (see [DK96b, §5] or [DK96a])
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we see that there exist examples of Enriques surfaces for each of the cases listed in
the previous theorem.

Theorem 4.5.21 Let d � 2 be an integer. An algebraic R-surface X whose canoni-
cal bundle K X is d-torsion can only be totally algebraic if its real part X (R) is empty
or orientable.

Proof Let X be a totally algebraic R-surface, by which we mean that

H 1
alg(X (R);Z2) = H 1(X (R);Z2).

We use the properties (3.38) of ϕX : Pic(X)σ → H 1
alg(X (R);Z2) discussed in

Proposition 3.7.16. Let D be a divisor whose class in the Néron–Severi group NS(X)

has a trivial multiple: we then have that (D · D′) = 0 for any divisor D′. When D is
real we have thatϕX (D) = 0 in H 1(X (R);Z2) since by hypothesis any cohomology
class u ∈ H 1(X (R);Z2) is the image under ϕX of a real divisor D′ so ϕX (D) ·
u = 0. As the intersection form is non degenerate on H 1(X (R);Z2) it follows that
ϕX (D) = 0. Now if X (R) = ∅ we can assume that K X is real by Theorem 2.6.32.
As K X is torsion in NS(X) we have that ϕX (K X ) = 0 whence w1(X (R)) = 0 and
therefore X (R) is orientable. �

4.5.5 Abelian Surfaces

Adetailed study of real abelian varieties is available in Comessatti’s articles [Com25,
Com26]. Their moduli spaces and their compactifications are described in [Sil89,
Chap IV] and [Sil92].

Definition 4.5.22 A complex torus of dimension g is a quotient of C
g by a

sub-Z-module� ⊂ C
g of maximal rank 2g (also called a lattice). An abelian variety

is a projective complex torus, or in other words a complex torus with an ample divi-
sor. A real abelian surface is a complex torus of dimension 2 equipped with a real
structure and an embedding into projective space. The embedding can be assumed
equivariant by Theorem 2.6.44.

Remark 4.5.23 Complex toruses are Kähler because they inherit a Kähler metric
from C

g . On the other hand, like K3 surfaces, complex toruses of dimension 2 (or
more) are not always projective.

Example 4.5.24 (Complex toruses associated to a variety) The Picard variety
Pic0(X) of a compact Kähler variety X of irregularity q > 0 is a complex torus
of dimension q. (See Definition D.6.6 for the definition of the Picard variety.) If X
is projective it is a projective variety by Proposition D.6.7. If X is a complex torus
then Pic0(X) is isomorphic to X .

The Albanese variety Alb(X) of a compact Kähler variety X of irregularity q > 0
is a complex torus of dimension q. (See Definition D.6.10 for the definition of the
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Albanese variety.) It is an abelian variety if X is projective [Voi02, Corollaire 12.12].
If X is a complex torus, Alb(X) is isomorphic to X .

The Jacobian Jac(C) of a compact complex curve C of genus g is an abelian
variety of dimension g. (See Definition E.4.1 for the definition of the Jacobian.) If C
is a curve of genus 1 then Jac(C) is a curve isomorphic to C .

Proposition 4.5.25 Let X be an abelian surface. X is then a minimal projective
surface such that κ(X) = 0, pg(X) = 1, q(X) = 2 and K X ∼ 0.

Proof See Theorem 4.5.1 and [Bea78, Liste VI.20 and Théorème VIII.2]. �
Theorem 4.5.26 There are 4 topological types of real abelian surfaces.

∅, T
2, 2T

2, 4T
2 .

Proof See [Sil89, Chapter IV]. �

4.5.6 Algebraic Cycles on Abelian Surfaces

Like K3 surfaces, there is a unique complex family of complex abelian surfaces
whereas real abelian surfaces are divided into several real families and b1

alg is not
invariant under real deformation.

Let (X,σ) be a real abelian surface. By Theorem 4.5.26 we have that
b1(X (R)) ≤ 8. Moreover, using [Kuc96, Theorem 2.1] we also have that
b1
alg(X (R)) ≤ 5.
As for K3 surfaces we can identify certain topological constraints and prove that

once these constraints are satisfied we can always deform an abelian surfaces so as
to obtain a given b1

alg(X (R)).
In particular, we can show that the real part of a totally algebraic real abelian

surface is either connected or empty—see [Hui94]—and that a real abelian surface
with connected real locus can always be deformed to a totally algebraic real abelian
surface.

Proposition 4.5.27 Let X be a real abelian surface with a real point. We then have
that

H 1
alg(X (R);Z2) = H 1(X (R);Z2) =⇒ X (R) ≈ T

2 .

4.5.7 Bi-elliptic Surfaces

Definition 4.5.28 Let X be a non singular compact complex analytic surface. We
say that X is a bi-elliptic surface10 if there are two elliptic curves E and F and

10Classically, bi-elliptic surfaces were called hyperelliptic: we refer to [Bea78, VI.19] for an expla-
nation of the terminology used here.
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a finite group H acting by translation on F and by automorphism on E such that
E/H = P

1 and X is the quotient of the product E × F by the product action of H .
A real bi-elliptic surface is an R-surface (X,σ) such that X is a bi-elliptic surface.

Proposition 4.5.29 Let X be a bi-elliptic surface. X is then a projective mini-
mal surface such that κ(X) = 0, pg(X) = 0, q(X) = 1 and m0K X ∼ 0 for some
m0 ∈ {2, 3, 4, 6}.
Proof See Theorem 4.5.1 and [Bea78, Liste VI.20 and Théorème VIII.2]. �

For any bi-elliptic surface X , the Albanese map (Definition D.6.13)

α : X = (E × F)/H → Alb(X) = F/H

is an elliptic fibration that is locally but not globally trivial. The fibres of α are all
isomorphic to E over C. When X is an R-surface the Albanese fibration α is an
R-fibration and the curves F/H and E are real elliptic curves. The real locus of
a non singular real elliptic curve is either empty or consists of one or two ovals,
It is immediate that the number of connected components of the real locus of X
satisfies 0 � #π0X (R) � 4 and every connected component is homeomorphic to a
torus T

2 or a Klein bottle K
2. This gives us a list of 15 potential topological types of

X (R). Catanese and Frediani [CF03] determined the eleven topological types that
are actually possible as a corollary of their description of the moduli space of real
bi-elliptic surfaces. If α is further assumed to have a real section then only seven
topological types can be realised.

Theorem 4.5.30 (Catanese, Frediani 2003) There are 11 topological types of real
bi-elliptic surfaces.

1. ∅, T
2, 2T

2, 3T
2, 4T

2,
2. K

2, 2K
2, 3K

2, 4K
2,

3. T
2 �K

2, T
2 � 2K

2.

Proof See [CF03]. �

Theorem 4.5.31 There are 7 topological types of real bi-elliptic surfaces whose
Albanese fibration has a real section.

1. T
2, 2T

2, 3T
2, 4T

2,
2. 2K

2, 3K
2, 4K

2.

Proof See [Man03, Théorème 2.3]. �

4.5.8 Algebraic Cycles on Bi-elliptic Surfaces

The canonical divisor K X of a bi-elliptic surface is torsion: we denote its order by
dX ∈ {2, 3, 4, 6}.



234 4 Surfaces

There are exactly seven complex families of bi-elliptic surfaces and each of them
corresponds to several real families.We refer to [CF03] for more details. Once again,
the number b1

alg is invariant under deformation and the article [Man03] contains a
topological characterisation of totally algebraic real bi-elliptic surfaces.

Theorem 4.5.32 Let X be a real bi-elliptic surfaces with a real point.

1. If H 1
alg(X (R);Z2) = H 1(X (R);Z2) then X (R) is homeomorphic to a torus. If

moreover dX is even then α has a real section.
2. Suppose that X (R) is homeomorphic to a torus. If dX is odd or α has a real

section then
H 1

alg(X (R);Z2) = H 1(X (R);Z2) .

Proof We give a partial proof of this result and refer to [Man03] for the complete
proof. Let (X,σ) be a real bi-elliptic surface. We denote by

π : X → E/H � P
1

the second elliptic fibrationwhose only singular fibres aremultiple fibresmt Lt where
Lt is a non singular elliptic curve. The Néron–Severi group NS(X) is generated by
a fibre Xx of α and by the reductions Lt of the multiple fibres of π. Let mt Lt and
mt ′ Lt ′ be twomultiple real fibres of π and denote by d the gcd of mt and mt ′ . Assume
that d � 2: the divisor D = (mt/d)Lt − (mt ′/d)Lt ′ is then d-torsion in NS(X). By
the proof of Theorem 4.5.21 we then have that ϕX (D) = 0. Permuting t and t ′ if
necessary we can assume that mt/d is odd and in this case

ϕX ((mt/d)Lt ) = ϕX (Lt ) .

There are now two possibilities: either ϕX (Lt ) = ϕX (Lt ′) or ϕX (Lt ) = 0. Study-
ing the seven possible configurations of multiples fibres, we deduce that the image
under ϕX of the subgroup of NS(X) generated by the real curves Lt is of dimension
�1.

Suppose now that (X,σ) is totally algebraic. In this case we have that
ϕX (Pic0(X)σ) = {0} in H 1

alg(X (R);Z2) by [Kuc96, Th. 2.1]. It follows that there
is a well defined morphism

NS(X)σ → H 1
alg(X (R);Z2)

on NS(X)σ which is surjective onto H 1
alg(X (R);Z2). This gives an upper bound

dim H 1
alg(X (R);Z2) � 2. By hypothesis, the dimension of the space H 1(X (R);Z2)

satisfies the same inequality so X (R) is connected. Moreover, the canonical divi-
sor K X of a bi-elliptic surface is dX -torsion for some dX ∈ {2, 3, 4, 6}. By Theo-
rem 4.5.21, if the real part of X (R) is non empty then it is orientable and thus
homeomorphic to a torus. We refer to the original article [Man03] for a proof of the
converse. �
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4.5.9 Summary: Algebraic Cycles on Surfaces with κ � 0

Gathering the results in this section on surfaces of Kodaira dimension κ(X) = 0 and
checking them directly (exercise for the reader) for surfaces of Kodaira dimension
κ(X) = −∞ (by [Kuc96, Theorem 2.1] we then have to choose an involution such
that ϕX (Pic0(X)σ) = {0} in H 1

alg(X (R);Z2)) we note that when X is an algebraic
surface of one of the following types: rational, uniruled, abelian, K3 or Enriques, we
can always find an algebraic surface Y in the same complex family as X and a non
empty real structure on Y which is totally algebraic. (This turns out to also hold for
regular elliptic surfaces: see Theorem 4.6.16 for more details.) On the other hand,
there are two complex families of bi-elliptic surfaces containing R-surfaces whose
real part is diffeomorphic to a torus and which are never totally algebraic:

Theorem 4.5.33 Let E, F be elliptic curves and let H be the group Z2 ⊕ Z2 or
Z4 ⊕ Z2. For any complex algebraic surface Y which is deformation equivalent to
the bi-elliptic surface X = (E × F)/H and for any real structure on Y with real
points we have that

H 1
alg(Y (R);Z2) = H 1(Y (R);Z2) .

Proof See [Man03, Corollaire 3.3]. �

In each of the five other complex families of bi-elliptic surfaces there is an
R-surface X such that X (R) is homeomorphic to a torus and H 1

alg(Y (R);Z2) =
H 1(Y (R);Z2).

Corollary 4.5.34 Except for the surfaces of Theorem 4.5.33, every complex family
of surfaces with non positive Kodaira dimension contains an R-surface Y with a real
point such that H 1

alg(Y (R);Z2) = H 1(Y (R);Z2).

4.6 Elliptic Surfaces (κ � 1)

Definition 4.6.1 A non singular complex analytic surface X is said to be elliptic if
and only if there is a non singular complex curve � and a proper surjective holo-
morphic map π : X −→ � such that the fibre Xu = π−1(u) is a non singular curve
of genus 1 for almost all points u ∈ �.

Remark 4.6.2 As the complex variety X is non singular and of dimension 2 all the
fibres of π are of dimension 1. (This equidimensionality of fibres no longer holds
in higher dimension: see [Uen73] for more details.) Moreover, since π is proper its
fibres are compact and X is compact if and only if � is compact.

Some elliptic surfaces are projective and hence algebraic by Chow’s theo-
rem D.5.1. The algebraic definition is as follows.
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Definition 4.6.3 A non singular complex projective algebraic surface X is said to be
elliptic if there is a non singular complex projective algebraic curve � and a regular
surjective map π : X −→ �whose general fibre is a non singular complex projective
algebraic curve of genus 1.

Remark 4.6.4 The image under π of the set of its singular fibres is Zariski closed
in � so the number of singular fibres of π is finite.

Definition 4.6.5 AnR-surface (X,σ) is said to be real elliptic if there is a real elliptic
fibration π : X −→ �, i.e. the curve � has a real structure σ� and π ◦ σ = σ� ◦ π.

Remark 4.6.6 (Scheme theoretic definition)We give the corresponding scheme the-
oretic definition for the sake of completeness. An elliptic fibration of a geometrically
integral non singular surface X is a faithfully flat morphism π : X −→ C to a non
singular curve whose generic fibre X K (C) is isomorphic to a non singular curve of
genus 1 over the function field K (C) of rational functions on C . A closed general
fibre Xκ(c) = π−1(c) of π is isomorphic to a non singular curve of genus 1 over the
residue field κ(c) of the point c ∈ C . A closed schematic fibre π−1(c) which is not
isomorphic to a non singular curve of genus 1 over κ(c) is said to be degenerate.

Proposition 4.6.7 If X is an elliptic surface then κ(X) � 1.

Proof See [BHPVdV04, Theorem V.12.5]. �

Proposition 4.6.8 Let X be a non singular compact complex analytic surface such
that κ(X) = 1. The surface X is then canonically equipped with an elliptic fibration
which is the only elliptic fibration on X.

Proof See [BHPVdV04, § VI.3, case a(X) = 2, κ(X) = 1]. �

Remark 4.6.9 If κ(X) = 1 the variety X has an elliptic fibration given by the mor-
phism ϕmK X associated to a multiple of the canonical divisor. In particular, if (X,σ)

is an R-surface then this fibration is a real elliptic fibration by Proposition 2.6.31.

Definition 4.6.10 A non singular compact complex analytic surface X (resp. R-
surface (X,σ)) is a properly elliptic surface (resp. a properly real elliptic surface) if
κ(X) = 1.

An algebraic surface is said to be regular or of zero irregularity if
H 1(X,OX ) = {0}. When X is an elliptic surface this implies that the base curve
has genus 0 and the fibration has at least one singular fibre. Conversely, let X be an
elliptic fibration and suppose that π : X −→ P

1 has at least one singular fibre. The
surface X is then of zero irregularity. Recall (Definition 4.3.16) that the fibration
π is said to be minimal if and only if non of its fibres contains a (−1)-curve (by
which we mean, generalising Definition 4.3.2 to non singular analytic surfaces, an
irreducible non singular rational curve of self intersection −1). When a relatively
minimal elliptic fibration π : X → P

1 has a section s : P
1 → X we say that X is a
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Jacobian elliptic surface.11 All of these definitions make sense over R: a real ellip-
tic surface is an elliptic surface whose fibration morphism commutes with the real
structures on X and P

1 and is said to be a real Jacobian elliptic surface if π has a real
section.

We recall two results on complex elliptic surfaces which will be useful in the rest
of this section.

Lemma 4.6.11 Two relatively minimal complex elliptic surfaces of zero irregularity
without multiple fibres are equivalent by deformation if and only if their holomorphic
Euler characteristic are equal.

Proof See [Kas77]. �

Theorem 4.6.12 Two regular elliptic surfaces without multiple fibres X and Y are
deformation equivalent if and only if

1. the minimal models X ′ of X and Y ′ of Y are deformation equivalent;
2. ηX = ηY , where ηZ , Z = X, Y is the minimal number of blow ups required to

produce Z from Z ′.

Proof See [Kod64]. �

The possible singular fibres of a real elliptic surfacewere classified by Silhol—see
[Sil84] and [Sil89, Chapitre VII] for more details. The following theorem lists all
possible topological types of real Jacobian elliptic surfaces in each complex family
of complex Jacobian elliptic families.

Theorem 4.6.13 Let k � 1 be an integer. The possible extremal topological types
of real Jacobian elliptic surfaces of zero irregularity and holomorphic Euler char-
acteristic χ(OX ) = k are:

1. M-surfaces, a = k + 4λ− 1, l = 5k − 4λ, λ = 0, 1, . . . , k,

• Sl � a S
2, k even

• V2l � aS
2, k odd.

2. (M − 2)-surfaces, a = k + 4λ, l = 5k − 4λ− 3, λ = 0, 1, . . . , k − 1,

• Sl � a S
2, k even or

• V2l � aS
2, k odd.

3. χ(X (R)) = 0,

• pair of toruses K
2 �K

2, k even or
• pair of Klein bottles T

2 � T
2, k odd.

11This terminology comes from the fact that in this case the fibrations X → P
1 and Jac(X) → P

1

are isomorphic. See [BHPVdV04, V.9] for more details.
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Fig. 4.12 Topological types of real Jacobian regular elliptic surfaces of holomorphic Euler char-
acteristic k

Let X be a real Jacobian elliptic surface of Euler characteristic χ(OX ) = k. The
topological type of X (R) is then obtained by applying Morse simplification to one
of the types listed above.

Conversely, any topological type obtained by Morse simplification applied to one
of the above types which has total Betti number at least 2 can be realised as the real
part of a real Jacobian elliptic surface X with Euler characteristic χ(OX ) = k.

Proof See [BM07]. �

Note that in the definition of a Jacobian surface we have assumed the elliptic fibration
is relativelyminimal. The analogueofTheorem4.6.13without this hypothesis, i.e. the
classification of topological types of real elliptic surfaces of zero irregularity with at
least one real section contained in a given family of complex deformations, follows
directly from Theorem 4.6.13. Indeed, by Theorem 4.6.12, two complex elliptic
surfaces of zero irregularity without multiple fibres are deformation equivalent if
and only if their holomorphic Euler characteristic are equal and their canonical
fibres have the same degree.

To realise a given topological type in a certain complex family—with k = χ(OX )

and K 2
X = −m < 0, for example—consider a Jacobian elliptic surface Y of holo-

morphic Euler characteristic k. By definition we then have that K 2
Y = 0. Let X be the

surface obtained by blowing up a set of m points globally fixed by the real structure.
We then have that K 2

X = −m. Each blow up at a real point produces a connected
sum with an RP

2, as in Example 4.2.18. Conversely, the topological type of any real
elliptic surface of zero irregularity with a real section can be obtained in this way.
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4.6.1 Algebraic Cycles on Elliptic Surfaces such that q = 0

Unlike surfaces of zero Kodaira dimension (K3, abelian, Enriques and bi-elliptic
surfaces) there is an infinite number of complex families of regular elliptic surfaces
and for each complex family there are several real families.

In general it is fairly difficult to find in a given family of complex surfaces real
algebraic surfaces with “large” first Betti number b1(X (R);Z2). For example, we do
not yet know whether there is a surface of degree 5 in P

3(R) with first Betti number
equal to 47 (which is a known upper bound on the Betti number of such surfaces.
See Section 4.7 for more details).

Proposition 4.6.14 (Kharlamov) Any regular real elliptic surface (X,σ) without
multiple fibres satisfies the Ragsdale–Viro inequality

b1(X (R);Z2) � h1,1(X) . (4.16)

This result and an idea of its proof were communicated to us by V. Kharlamov
in 1997. We do not know of any published proof other than [AM08], which we
reproduce below.

Proof of Proposition 4.6.14 Setb∗(X (R);Z2) = ∑k
k=0 bk(X (R);Z2) andb∗(X;Z2)

= ∑2k
k=0 bk(X;Z2).Whenπ : X → P

1 has nomultiple fibres it is easy to check (using
the classification of possible singular fibres given in [Sil89, Chapitre VII]) that

b1(X (R);Z2) � b1(Jac(X)(R);Z2)

where Jac(X) → P
1 is the Jacobian bundle associated to X → P

1 as in [BHPVdV04,
V.9]. By construction this fibration is a real elliptic surface with a real section such
that

h1,1(Jac(X)) = h1,1(X) .

We may therefore assume without loss of generality that π has a real section. The
real structure σ induces an involution, also denoted by σ, on H2(X, Z). Consider the
following homological invariants:

The rank of the submodule invariant under σ,

r2 = rk H2(X, Z)σ = rk ker(1− σ)

the Comessatti characteristic

λ = rk ((1+ σ)H2(X, Z)) = rk Im(1+ σ) .

As the fibration π : X → P
1 has a section it does not have multiple fibres and

the Betti numbers b1(X) and b3(X) vanish. By Theorem 3.6.11 the surface (X,σ) is
therefore Galois-Maximal and for this reason (see also Corollary 3.6.12) the Comes-
satti characteristic corresponds to
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2λ = b∗(X;Z2)− b∗(X (R);Z2)

and the first Betti number of X (R) corresponds to

b1(X (R);Z2) = b2(X)− r2 − λ . (4.17)

If there is no real non singular fibre of π then X (R) is the union of two toruses or
two Klein bottles because π has a real section. In this case inequality (4.16) holds. If
π has at least one singular real fibre then X (R) has exactly one connected component
which is not simply connected and a finite number of other components which are
all homeomorphic to spheres. Let s be the number of spherical components: the sum
of the Betti numbers of X (R) is then b∗(X (R);Z2) = 2+ 2s + b1(X (R);Z2) and
the Comessatti characteristic is given by

λ = r2 − 2s . (4.18)

From Lemmas 4.4.17 and 4.4.19 it follows that s is a lower bound for the
dimension of the invariant part of H 1,1(X). As moreover σ(H 2,0(X)) = H 0,2(X)

by Lemma D.3.17 and h2,0(X) = h0,2(X) we deduce the following lower bound for
r2:

h2,0(X)+ s � r2 .

It follows from Equation (4.18) that h2,0(X)− s � λ and equality (4.17) implies
that

b1(X (R);Z2) � b2(X)− 2h2,0(X) .

�

For every complex family of regular elliptic surfaces without multiple fibres every
R-surface (X,σ) satisfies b1(X (R);Z2) � h1,1(X) (Proposition 4.6.14). We prove
below that in every complex family of regular elliptic surfaces without multiple
fibres there is at least one subfamily of R-surfaces such that b1 = h1,1. Moreover, in
each of these real families there is at least one R-surface such that b1

alg(X (R);Z2) =
b1(X (R);Z2). These two results are proved using the same construction. This estab-
lishes that the Ragsdale–Viro inequality b1(X (R);Z2) � h1,1(X) is optimal for reg-
ular real elliptic surfaces without multiple fibres.

By the Hodge decomposition theorem, for any regular relatively minimal elliptic
surface X we have that h1,1(X) = 10χ(OX ) so when X is also without multiple
fibres

b1(X (R);Z2) � 10χ(OX ) . (4.19)

Theorem 4.6.15 For any k > 0 there is a regular relatively minimal real elliptic
surface (X,σ) such that:

χ(OX ) = k, b1(X (R);Z2) = 10k .
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Proof We give a sketch of the proof and refer to [Man00] for the full proof. The
surfaces appearing in the above statement are said to be modular. A modular surface
is constructed from a finite index subgroup � of the modular group PSL2(Z) =
SL2(Z)/{±1}. We adapt the classical construction [Shi71, Shi72b] to the real case
and then use the real classification of possible singular fibres of an elliptic fibration
given by Silhol [Sil84] to obtain the conditions that must hold on the group � for the
real surface to have maximal homology in rank 1.

Consider a finite index subgroup � ⊂ PSL2(Z). As PSL2(Z) is a subgroup of
PSL2(R), the group � is a discrete subgroup of the group of isometries of the hyper-
bolic plane H. It is therefore a Fuchsian group and the quotient �′

� = H/� is a
complex curve whose non compacity arises from parabolic classes or cusps. A nat-
ural compactification of this space can be obtained on noting that � acts on P

1(Q)

considered as a subspace of the boundary of H = {z ∈ C/ �(z) > 0}: we then con-
sider the compact complex curve

�� = (H ∪ P
1(Q))/� .

We then use the fact that � is not only a group of isometries of H but also a group
of automorphisms of elliptic curves, which allows us to construct a natural fibration
in genus one curves over the open set �′

� in �� . There are then several different
ways of extending this fibration over a cusp point P . To determine the complex type
of the singular fibre over P it is enough to identify an element of the stabiliser of
P ∈ �� . This gives us a monodromy representation

ρ : π1(�
′
�) → PSL2(Z) .

For every lifting ρ′ : π1(�
′
�) → SL2(Z) of ρ we obtain an elliptic surface with

singular fibres whose complex types are in a prescribed list.
The action of the group PSL2(R) on H is denoted z �→ A.z where A.z = az+b

cz+d

if A is represented by

(
a b
c d

)

, ad − bc = 1. The involution σH : z �→ −z̄ on H is

anti-holomorphic. We set S : SL2(R) → SL2(R),

(
a b
c d

)

�→
(

a −b
−c d

)

. The map S

then induces an involution on PSL2(R) which is also denoted by S. For any z ∈ H

and A ∈ PSL2(R) we have that σH (A.σH(z)) = S(A).z.
Let � be a Fuchsian group (i.e. a discrete subgroup of PSL2(R)). The involution

σH induces a real structure on the quotient H/� if and only if σH� = �σH, i.e. if
and only if � is stable under S.

In general we cannot entirely control the real types of the singular fibres arising
in this construction. When this is possible, we obtain some necessary conditions on
� and then exhibit a sequence of groups which satisfy these necessary conditions.

For any k ∈ N
∗, let �k be the arithmetic group whose fundamental domain is

shown in Figure 4.13. For every group �k there is a real modular elliptic surface
Xk −→ ��k � P

1 satisfying the conditions of Theorem 4.6.15. For every k, the real
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Fig. 4.13 Fundamental domain of the group �k

part Xk(R) is connected. When k is even, Xk(R) is diffeomorphic to the orientable
real surface of genus 5k

2 : when k is odd, Xk(R) is diffeomorphic to the non orientable
surface of Euler characteristic 2− 10k. �

Theorem 4.6.16 Every regular complex elliptic surface Y → P
1 without multiple

fibres can be deformed over C to an elliptic surface X with a real structure such that

b1
alg(X (R);Z2) = b1(X (R);Z2) = h1,1(X) .

Proof Any regular elliptic surface with no multiple fibres Y −→ P
1 has a rela-

tively minimal model Y ′ −→ P
1 which is an elliptic surface. By Lemma 4.6.11,

relatively minimal regular elliptic surfaces without multiple fibres are classified by
their holomorphic Euler characteristic. By Theorem 4.6.15, there is a relatively min-
imal regular elliptic surface X ′ without multiple fibres such that χ(OX ′) = χ(OY ′)

and b1
alg(X ′(R);Z2) = b1(X ′(R);Z2) = h1,1(X ′). Now, if V is a real surface and

W → V is a blow up at a point of V (R), then W is a real surface and

h1,1(W ) = h1,1(V )+ 1, b1
alg(W (R);Z2) = b1

alg(V (R);Z2)+ 1 .

The surface Y is obtained from Y ′ by a finite number of blow ups of points. The
theorem follows by Theorem 4.6.12. �

Remark 4.6.17 Unlike elliptic surfaces, a surface fibred in genus 2 curves can be
of general type. The real theory of such surfaces is much less well developed than
the real genus 1 theory but an initial step towards their classification has nevertheless
been made, namely a classification of the possible singular fibres of a pencil of genus
2 curves established in [AM15].

4.7 Surfaces of General Type (κ = 2)

In this section we will construct some interesting examples of R-surfaces of general
type. In particular, we will study their algebraic cycles.

For any non singular complex projective algebraic surface X the image of the map
Pic(X) → H 2(X;C) = H 2,0(X)⊕H 1,1(X)⊕H 0,2(X) is contained in H 1,1(X) (see
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Appendix D) so the Picard number ρ(X) is bounded above by the Hodge number
h1,1(X). Let Xd be a non singular surface in P

3(C) of degree d := deg(Xd). We then
have that ρ(Xd) � h1,1(Xd) = d

3 (2d2 − 6d + 7) (see Example D.4.4).
If d � 3, Xd is a rational surface and ρ(Xd) = h1,1(Xd). If d > 3 and Xd is very

general amongst degree d surfaces then its Picard number satisfies ρ(Xd) = 1 by
Noether’s theorem [Del73, 1.2.1] and it is fairly difficult to construct surfaces with
Picard number close to h1,1(Xd).

If d = 4, Xd is a K3 surface, and we have a classification of such surfaces, see
Theorem 4.5.10. If d � 5, X is a surface of general type (see [Bom73]) and only a
few sporadic examples are understood.

Surfaces X which have “large” Picard number, or in other words for which ρ
is close to h1,1, are exceptional. (See [Man94], [KI96], [Bih01a] for a study of
surfaces in P

3 of degree 5 and their deformations; see [Bih01b] and [Ren15] for
more information on surfaces of degree 6.) On the other hand,R-surfaces which have
“lots” of algebraic cycles are even rarer. As we can see, it is extremely interesting to
construct surfaces with such properties.

Algebraic cycles can be constructed by blowing up singular points on surfaces
(namely the irreducible components of the exceptional divisor). Persson uses this
method to construct examples of surfaces with maximal Picard number. We refer to
[Per82] for more details.

In this section we show that in certain cases we can prove useful results in real
algebraic geometry using this method, essentially thanks to Lemma 4.7.7 and an
appropriate language for blow-ups, see Appendix F.

Definition 4.7.1 A compact complex analytic surface X which has the same numer-
ical invariants as a degree 5 surface in P

3 is called a numerical quintic.

Remark 4.7.2 By [Hor75], for example, any surface X such that

(c21(X), h0,2(X)) = (5, 4)

is a numerical quintic.

After studying real resolutions of singular points on a real surface we present two
Examples 4.7.13 and 4.7.14, of numerical quintics. If X is a surface of degree 5 in
P
3(C) then h1,1(X) = 45 as in Example D.4.4, and we have an upper bound

rk Pic(X) � 45 .

In [Per82], Persson gives an example of a non singular numerical quintic forwhich
ρ = 43 but this example is relatively uninteresting over the real numbers as we will
see in Example 4.7.14. Specifically, the homology of its real locus contains only 31
classes generated by algebraic cycles. In Example 4.7.13, we revisit an example of
Hirzebruch’s of a quintic with a non singular model with ρ = 41. We will see that
the real locus of this model has homology of dimension 41 entirely generated by
algebraic cycles.
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Remark 4.7.3 In 2011, Mathias Schütt [Sch11] constructed a quintic such that
ρ = 45 which is a quotient of a Fermat surface. (We refer the interested reader
to [Shi81] or more generally [Bea14] for more information on Fermat surfaces.)
Schütt’s surface has equation

yzw3 + xyz3 + wxy3 + zwx3 = 0

in P
3 and is clearly defined over R. It would be interesting to calculate b1 and b1

alg of
the real locus of this surface. (See [Sch15] for the construction of complex quintic
surfaces with Picard number between 1 and 45.)

4.7.1 Resolution of Singular Points and Double Covers

In this subsection we consider real resolutions of rational double points (Defini-
tion 4.4.28) and we prove Lemma 4.7.7 on which we will rely in the rest of the
section.

The two examples of surfaces of general type studied in the last part of this chapter
are obtained by resolution of singularities of special surfaces. Each exceptional curve
obtained by blowing up a point generates a complex algebraic cycle whose real locus
is not always easy to understand.

Example 4.7.4 A common phenomenon is illustrated by the surface X1 ⊂ R
3
x,y,z of

equation z2 = x4 − x2 − y4 − y2 constituted of two spheres meeting in an ordinary
double point. (There are two other singular points in the complex locus which will
be unimportant for our purposes.) Blowing up this point X̃1 → X1 we get a smooth
sphere X̃1(R). There is therefore a complex algebraic cycle invariant under the real
structure which does not give rise to any non trivial class in H1(X̃1(R);Z2).

Example 4.7.5 Our second example illustrates a slightly different phenomenon.
The surface X2 ⊂ R

3
x,y,z of equation z2 = (x2 + (y − 1)2 − 4)(x2 + (y + 1)2 − 4)

contains two spheres meeting in two ordinary double points. Blowing up these points
X̃2 → X2 we get a smooth torus X̃2(R) and the two exceptional curves (which are
−2-curves, see Definition 4.3.2) yield the same class in H1(X̃2(R);Z2) despite the
fact that they generate distinct classes in the homology of the complex variety.

It is this second phenomenon that arises in Example 4.7.14. On the other hand, in
Example 4.7.13, all the invariant algebraic cycles of the complex variety generate non
trivial classes in H1(S̃(R);Z2) because the initial singular surface is homeomorphic
to P

2(R).
Note that, unlike the complex case, a hyperplane section is not always homolog-

ically non trivial in the real locus.

Example 4.7.6 (Resolution of a double point on a surface) Consider a surface X
and a double point P on this surface. As P is a double point its minimal embedding
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dimension is 3, seeRemark 4.4.27. In otherwords, locally analyticallywe can assume
that there is an open set V in K 3, K = R or C, centred in (0, 0, 0) in which the
equation of X is of the form z2 = f (x, y) and P = (0, 0, 0). The blow up Ṽ of V
in 0 is the set of pairs (a, ξ) in V × P

2(K ) satisfying the equations

xξ2 = yξ1 and xξ3 = zξ1

where (x, y, z) are coordinates onV and [ξ1, ξ2, ξ3] are the homogeneous coordinates
on P

2(K ).
We can cover the blow up Ṽ of V by charts,

Ui = {(a, ξ) ∈ Ṽ : ξi = 0}, i = 1, 2, 3 ;

with coordinates (ui , vi , wi ) defined by:

u1 = x, v1 = ξ2

ξ1
, w1 = ξ3

ξ1
on U1 ,

u2 = ξ1

ξ2
, v2 = y, w2 = ξ3

ξ2
on U2 ,

u3 = ξ1

ξ3
, v3 = ξ2

ξ3
, w3 = z on U3 .

We can lift X via the blow up map π : X̃ → X to the charts Ui defined above. In
U1 the equation of π∗(X) is of the form

u2
1w

2
1 = um

1 f1(u1, v1)

where m is the multiplicity of f in 0. The strict transform X̃ of X therefore has equa-
tion w2

1 = um−2
1 f1(u1, v1) in this chart In U2 the equation is w2

2 = vm−2
2 f2(u2, v2)

and in U3 it is 1 = wm−2
3 f3(u3, v3, w3).

In what follows we will be particularly interested in rational double points (Def-
inition 4.4.28) since their resolution will generate algebraic cycles in the complex
variety without changing the numerical invariants of the surface. (See [Art62] or
[Slo80, p. 70] for more details.) Recall that singular surfaces all of whose singulari-
ties are rational double points are called Du Val surfaces (see Definition 4.4.30).

We want to determine the topology of the real locus of the non singular surface
X̃ obtained by blow up and calculate the rank of H alg

1 (X̃(R);Z2).

Lemma 4.7.7 Let X be an R-surface with non empty real locus on which we consider
a singular point P belonging to X (R). Let πP : X̃ → X be an R-resolution (by which
we mean that πP commutes with the real structures on X and X̃). If the real part
L(R) of the exceptional divisor is non empty then we have that

χtop(X̃(R)) = χtop(X (R))+ χtop(L(R))− 1



246 4 Surfaces

where χtop is the topological Euler characteristic.

Proof To simplify notations we set V := X (R) and W := L(R). We then have that
Ṽ = X̃(R).

We consider the exact sequence of cohomology with compact support (B.5) from
Proposition B.6.8 applied to the compact pair (Ṽ , W ):

· · · → Hk
c (Ṽ � W ;Z2) → Hk(Ṽ ;Z2) → Hk(W ;Z2) → Hk+1

c (Ṽ � W ;Z2) → · · ·
(4.20)

We have that

1. ∀k � 0, H k
c (Ṽ � W ;Z2) = H k

c (V � {P};Z2);
2. dim H 0

c (V � {P};Z2) = dim H 0(V ;Z2)− 1;
3. ∀k > 0, H k

c (V � {P};Z2) = H k(V ;Z2);
4. H 2(W ;Z2) = 0.

By definition of π there is a neighbourhood U of P in V and a neighbourhood Ũ
of W in X̃ such that πP is biholomorphic to Ũ � W over U � {P}. As Ṽ � W and
V � {P} are homeomorphic (1) follows. Statement (2) follows from the definition
of cohomology with compact support. Indeed, if we denote by V1 the connected
component of V containing P we have that H 0

c (V1 � {P};Z2) = 0. Statement (3)
then follows from the exact sequence (4.20) applied to the pair (V, {P}), and finally
(4) is simply a restatement of the fact that W has dimension 1.

We then simply write that the alternating sum of dimensions of Z2-vector spaces
in the exact sequence is zero to obtain

χtop(Ṽ ) = χtop(V )+ χtop(W )− 1 .

�

Corollary 4.7.8 If L(R) is connected and the hypotheses of the previous lemma
hold then we have that

χtop(X̃(R)) = χtop(X (R))− dim H 1(L(R);Z2) .

4.7.2 Resolutions of Real Double Covers

Let W be a non singular R-surface whose real locus is connected and non empty
and let C be an R-curve on W without multiple components. We assume there is a
divisor B on W such that C ∈ |2B|: we will then say that C is an even curve. Let X
be the double cover of W branched along C and let X̃ be the canonical resolution
of X (see below). We have the choice between two real structures on the surfaces
X and X̃ . If W is a rational surface and locally P(x, y) is a polynomial defining C
the choice of real structure corresponds to a choice of sign: z2 = ±P(x, y). Having
made this choice, we study the real locus X̃(R) of X̃ .
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Remark 4.7.9 We check that

1. The surface X is singular if and only if the curve C is singular.
2. The surface X is projective if and only if W is projective, see [BHPVdV04, p.

182].
3. If the complex surface W is simply connected then the complex surface X is

simply connected if and only if the complex curve C is connected.

There is a special method for resolving the singularities of a double cover, namely
canonical resolution, which is sometimes more efficient than direct resolution by
blow up. It has however the disadvantage of not always giving a minimal resolution,
as we will see with the line passing through the quadruple points in Example 4.7.14.
However, we will prove below that this method always yields a minimal resolution
for rational double points.

Definition 4.7.10 Let W be a non singular complex projective algebraic surface and
let C ⊂ W be an even curve without multiple components. The canonical resolution
of (W, C) is defined to be the pair (W̃ , C̃) defined recursively as follows:

• (W0, C0) = (W, C);
• At step (Wk, Ck):

IfCk is non singular,we set (W̃ , C̃) = (Wk, Ck). IfCk is singularwe choose a singular
point P on Ck . We denote by π : Wk+1 → Wk the blow up of W centred at P and
by L the corresponding exceptional divisor and we set Ck+1 = π∗(Ck)− 2 �m/2� L
where m is the multiplicity of Ck at P . (We note that L is a component of Ck+1 if
and only if m is odd.)

We can show that this definition makes sense, or in other words that the processus
eventually stops and the order of the blow-ups does not affect the result. See [Per81,
p. 10] for more details.

Consider the canonical resolution of a double cover X defined by a pair (W, C).
The equation of C in an open affine subset of K 2 is f (x, y) = 0: after blowing up
(0, 0) in K 2 we obtain (with some obvious modifications of the notations introduced
in Example 4.7.6) um

1 f1(u1, v1) = 0 and um
2 f2(u2, v2) = 0. We then take our new

branching locus to be C1 = 2 �m/2� L and consider the double cover. The equations
of this double cover are:

z2 = ui fi (ui , vi ) if m is odd,

z2 = fi (ui , vi ) if m is even.

Comparing with the calculations of Example 4.7.6 we see that this method is
equivalent to resolving a singularity by blow up and resolution of the branching
curve if m = 2, 3.

Lemma 4.7.11 If (X,σ) is a singular R-surface the resolution X̃ → X of a ratio-
nal double point P belonging to X (R) does not change the number of connected
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components of X (R). Moreover, if P is a point of type An, n odd or Dn, n even then
we have that

χtop(X̃(R)) = χtop(X (R))− n .

Proof 1. Let L be the exceptional divisor generated by resolution of P . We need to
determine what happens to the real locus of L , or in other words what happens to
P . Connectedness of X̃(R) depends on connectedness of L(R).

2. When we blow up a singularity of type Dn , E6, E7 or E8 the branching locus
remains connected since the corresponding singularity of the branching locus is
then triple. Moreover, when the singularity is of type Dn with even n the real
locus has exactly n double points of type A1.

3. A singularity of type An, n � 2 becomes a singularity of type An−2 after blow
up; the branching locus remains singular and connected until we reach A1 and A2

whose respective equations (over C) are z2 = x2 − y2 and z2 = y2 − x3.
4. The blow up of A1 gives usw2

1 = 1− v2
1 (inU1 for example) and L(R) is then the

conic of equationu1 = 0, w2
1 + v2

1 = 1.This resolution therefore turns a point into
a connected curve and the strict transform X̃(R) therefore has the same number
of connected components as X (R). Moreover, in this case χtop(L(R)) = 0.

5. A point of type A2 has two possible equations over R: z2 = y2 − x3 and
z2 = x3 − y2 which give rise after blow up to equations w2

1 = v2
1 − u1 and w2

1 =
u1 − v2

1 respectively. The curve L(R) (corresponding to u1 = 0) consists of two
lines,w1 = v1 andw1 = −v1, in the first case and the isolated pointw1 = v1 = 0
in the second case.
For An with n odd the locus L(R) is connected and contains n double points of

type A1. We complete the proof by applying Lemma 4.7.7 to each blow up of a point
of typeA1. �
Proposition 4.7.12 Let (W, C) be a pair where W is a non singular compact
R-surface and C ⊂ W is a possibly reducible R-curve. If the real part of C is con-
nected and all its singularities are of type An, Dn, E6, E7 or E8, then the double
cover X̃(R) of the canonical resolution of (W, C) is connected for one of the two
real structures lifting the real structure on W .

Proof 1. If W (R) and C(R) are connected it is clear that the double cover X (R)

defined by (W, C) is connected independently of the choice of real structure.
2. The resolution of a singularity that is not inC(R) does not alter the connectedness

of W (R) or C(R).
3. Since the singularities of the real part of C are of type An , Dn , E6, E7 or E8 the

corresponding singularities of X are rational double points of type An , Dn , E6,
E7 or E8.
By Theorem 4.4.26, we know that the canonical resolution of this type of

singularity is equivalent to a sequence of blow ups of points on X , and moreover all
the intermediate singularities are also rational double points. The proposition follows
from Lemma 4.7.11. �

The first example we present is a non singular model of a certain degree 5 surface
in P

3.
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Example 4.7.13 (A real quintic such that balg
1 = b1) This example is based on a

construction that Persson attributes to Hirzebruch in [Per82, Introduction]. A non
singular complex surface X in P

3(C) is connected and simply connected and by the
Lefschetz hyperplane theorem D.9.2:

π0(X) � π0(P
3(C)) ,

π1(P
3(C)) → π1(X) → 0 .

It follows that the Picard group Pic(X) is a free, finitely generated Z-module of
rank ρ

Consider a curve C formed of five lines in general position in P
2(C). Let

f : S → P
2(C) be the cyclic covering of order 5 of P

2(C) branched along C . The
surface S is then a quintic in P

3(C) which has ten singularities, corresponding to
the intersections of the lines. Let P be one of these singular points. In an affine
neighbourhood of P we can write the equation of S in the form

x5 = z2 − y2 ,

which implies that P is a rational double point of type A4 (see Definition 4.4.28).
We know that each rational double point can be resolved by successive blow ups and
the non singular model thus obtained has the same numerical invariants as a quintic.
In particular, the bound on the Picard number remains valid.

On the other hand, the resolution of a singular point of type An increases the
number of algebraic cycles by exactly n (i.e. the number of irreducible components
of the exceptional divisor of the resolution). This yields a non singular surface S̃
such that ρ(S̃) = 41. The Picard group of S̃ is generated by the hyperplane section
and 40 cycles arising from resolutions of singularities.

Choosing the lines in C to be real lines in general position in P
2(R) we obtain a

real surface. We will use the topology of S(R) to calculate the topology of S̃(R):
in other words, we will study the behaviour of the real locus under resolution of
singularities.

Restricting the covering map f to S(R) we get a homeomorphism from S(R)

to P
2(R). As the equation of S is of the form t5 = Q(x, y, z) and as f is given by

f (x, y, z, t) = (x, y, z), it is easy to see that there is only one real point in each
fibre of f . The surface S(R) is therefore connected and dim H1(S(R);Z2) = 1.
Moreover, its only homology class is algebraic, as it is simply the pull back via the
map

f ∗ : H1(P
2(R);Z2) → H1(S(R);Z2)

of the hyperplane section of P
2(R).

We now consider the resolution of a point P of type A4 on a surface X whose local
equation is z2 = x5 + y2. We use the notations of Example 4.7.6. Let P ∈ V ⊂ X
be a neighbourhood of P . After a first blow up Ṽ → V we get equations
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w2
1 = u3

1 + v2
1 on U1 and w2

2 = u5
2 v3

2 + 1 on U2 .

The real part of the exceptional curve is connected and consists of two lines (whose
equations are w1 = v1 and w1 = −v1 in U1 respectively) meeting in a singular point
Q of BP X ⊃ Ṽ = BP V .

We now blow up Q andwe denote by X̃ := BQ(BP(X)) the surface thus obtained.
Changing notation slightly for this second blow up, the equation of X̃ in Ũ1 is of the
form

w̃1
2 = ũ1 + ṽ1

2 .

The real locus of the exceptional divisor L is again connected with two irreducible
components. Moreover, the intersection point Q̃ is not a singular point of the surface.
To summarise,

• two blow ups are needed to resolve P;
• the real part of the exceptional divisor L̃ is connected and has four irreducible
components.

We now use Corollary 4.7.8 to show that these four irreducible components really
give us four new homology classes in the real locus. In our case, L(R) is topologically
a chain of four circles, which gives us

χtop(X̃(R)) = χtop(X (R))− 4 .

Moreover the new surface is connected, as we have simply replaced a point by a
connected curve. As S has 10 such singularities, we get that

dim H1(S̃(R);Z2) = 41 .

Any finally as each new cohomology class was obtained as the real part of an
exceptional curve we get that

dim H alg
1 (S̃(R);Z2) = dim H1(S̃(R);Z2) = 41 .

Example 4.7.14 (A real numerical quintic such that balg
1 < b1) We now discuss

an example of a numerical quintic constructed by Ulf Persson [Per82, p. 309] and
calculate the invariants of its real part and a lower bound for the number b1

alg.
We start by constructing a real curve in W = P

2. Consider a quadrilateral defined
by two pairs of lines meeting in points p and q. Each side of � meets two others
in vertices of �. Each side of � therefore has three canonical points, namely the
intersections with the three other sides. The two diagonals of� meet in a point r , the
centre of �. Linking r to p and q respectively each side of � is now cut in a fourth
point. These four points on any given line form a harmonic set, by which we mean
that if we normalise the coordinates such that the point p or q is∞ and the vertices
of � are ±1 then the fourth point is 0.
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q

p

r

E

Fig. 4.14 Projection of P(R) onto P
2

This is in fact the classical construction of the fourth point in a harmonic set given
three of them. There is now a unique conic which is tangent to all the sides of � at
the “0-points”. Let C be the reducible curve containing the six lines above, the conic
and one of the diagonals (Figure 4.14), plus the curve E passing through p and q.
This yields a curve of degree 10 with four ordinary quadruple points, five A1 points,
four A6 points and three D4 points.

Let (W̃ , C̃) be the canonical resolution of the pair (W, C) as in Definition 4.7.10.
Let P be the double cover defined by the pair (W, C) and let P̃ be the double cover
defined by the pair (W̃ , C̃).

The self intersection E2 of E decreases by 1 each time we blow up one of its three
singular points, so the line E in P satisfies E2 = −2. By [Per81, Proposition 1.3]
the curve Ẽ obtained as a double cover of E is a (−1)-curve in P̃ . Using [Per81,
Proposition 1.3] once more we can check that Ẽ is the only (−1)-curve in P̃ .

We contract Ẽ and we denote by P ′ the minimal surface thus obtained.

Proposition 4.7.15 Let X̃ be the double cover obtained by canonical resolution of
a pair (P2(C), D) where D is a curve in P

2(C) of degree 2d. If every singular point
Pk is of multiplicity mk = 2dk or mk = 2dk + 1 we have that
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c21(X̃) = 2(d − 3)2 − 2
∑

Pk

(dk − 1)2 ,

h0,2(X̃) = 1+ 1

2
(d(d − 3))−

∑

Pk

1

2
dk(dk − 1) .

Proof See [BHPVdV04, p. 183]. �

Corollary 4.7.16 The invariants of the surfaces P̃ and P ′ defined above are

c21(P̃) = 4, c21(P ′) = 5 ,

h0,2(P̃) = 4, h0,2(P ′) = 4 ,

ρ(P̃) � 44, ρ(P ′) � 43 .

Proof For the first two equationswe recall that as in Proposition 4.1.30 ifπ : X̃ → X ′
is the blowup of a point P of a non singular surface and EP is the exceptional line then
K X̃ = π∗K X ′ + EP and hence c21(X ′) = c21(X̃)+ 1. Moreover, as h0,2 is a birational
invariant we get two additional equations. To prove the last two equation, recall that
as well as the cycles arising from resolution of singularities of type An, Dn or En

which each generate n independent algebraic cycles, there is a cycle arising from the
hyperplane section and two arising from the resolution of quadruple points. �

The non singular surface P ′ therefore has the same numerical invariants as a
quintic in P

3(C) (see Remark 4.7.2) and its Picard number is bounded below by
43. We now calculate the real locus of P ′. Referring once more to Figure 4.14, we
can calculate the Euler characteristic of the initial singular surface P(R) which is
homeomorphic to a finite number of spheres glued together at singular points. In
particular, P(R) is connected and

χtop(P(R)) = 2(#{spheres})−
∑

Pk

(mk − 1)

where mk is the multiplicity of the point Pk . With its 13 spheres, 5 double points, 7
triple points and 2 quadruple points we therefore have that

χtop(P(R)) = 1, b1(P(R);Z2) = 13 .

Proposition 4.7.17 The numerical quintic P ′ has a connected real locus.

After blowing up the two quadruple points the branching locus is connected
(see Figure 4.15), and there are only simple singularities left in the real locus. By
Lemma 4.7.11 the resolution of these singularities yields a connected surface and
we complete the construction by contracting the curve E , which obviously preserves
connectedness.
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Ep

Eq

E

r

Fig. 4.15 The curve C̃ on W̃

Proposition 4.7.18 For the surfaces P̃(R) and P ′(R) defined above we have the
following equations:

χtop(P̃(R)) = χtop(P(R))−
∑

Pk

nk, χtop(P ′(R)) = χtop(P̃(R))+ 1

b1(P̃(R);Z2) = χtop(P̃(R))+ 2, b1(P ′(R);Z2) = b1(P̃(R);Z2)− 1

b1
alg(P ′(R);Z2) = b1

alg(P(R);Z2)+ (b1(P ′(R);Z2)− b1(P(R);Z2))

where nk = n if Pk is a point of type An, n odd or Dn, n even, and nk = 1 if Pk is a
quadruple ordinary point.

Proof For simple singularities this follows from the second part of Lemma 4.7.11.
Moreover, let P be a quadruple ordinary point ofC : we can then find a neighbourhood
of P such that P is locally defined by the equation:

z2 = xy(x2 − y2) .

The canonical resolution turns this equation into

z2 = v − v3 ,

so in the real world EP(R) is the union of two disjoint circles whence it follows that
χtop(EP(R)) = 0. We now simply apply Lemma 4.7.7. �



254 4 Surfaces

Corollary 4.7.19 For the surfaces P̃(R) and P ′(R) defined above we have the
equations:

χtop(P ′) = −41, b1(P ′(R);Z2) = 43, b1
alg(P ′(R);Z2) � 31 .

Indeed, we have that
∑

Pk
nk = 43 and b1

alg(P(R);Z2) � 1 because of the
hyperplane section class.

4.8 Solution to exercises of Chapter 4

4.1.45 If C ′ is a non singular quartic then g(C ′) = 3 by the genus formula, see
Theorem 1.6.17. Since the genus of C is zero by hypothesis, we have that δ(C) = 3.
The multiplicities of the singular points (including the infinitely close points) are
therefore (2, 2, 2) or (3). Since the set of singular points is invariant under σP, the
only possibilities are: a unique triple point, three double ordinary points or a unique
singular point whose sequence of multiplicities is (2, 2, 2) (which implies that it is
either a ramphoid cusp or a double point whose first blow up contains two double
ordinary points). Since the number of singular points is always odd, at least one of
them must be real.
4.1.48 The Euler characteristic is additive so χtop(C) = χtop(C1)+ χtop(C2) = 4.
Moreover pa(Ci ) = g(Ci ) = 0 for i = 1, 2 and the result follows from formula (4.4),
Sect. 4.1.4.
4.2.11 2. Calculating the derivative at any point of a reduced fibre gives us the result.

4. Consider the conic bundle given by the equation

x2 + y2 = (t − 1)(t − 2)(t − 3)(t − 4) .

4.3.3Bydefinition any (−1)-curve is rational and non singular so pa(C) = g(C) = 0
and C2 = −1. The result follows by the adjunction formula (4.1), Sect. 4.1.4.
4.3.14 Let E1 and E2 be the lines that are irreducible components of the fibre F in
question. We then have that 0 = F2 = E2

1 + E2
2 + 2(E1 · E2) so E2

1 = E2
2 = −1.

4.3.15 Every singular fibre consist of two (−1)-curves meeting in a point. Let
X → Fn be the birational morphism obtained by contracting one (−1)-curve in
each singular fibre. Let E1, . . . , Er be the contracted curves. We then have that

π∗(KFn ) = K X + E1 + · · · + Er ,

whence K 2
X = π∗(KFn )

2 − r . We now simply calculate K 2
Fn

given that
KFn = −2�0 + (n − 2)F for any fibre F and a general section �0 as in [Bea78,
III.18].
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4.3.18 Recall that by the adjunction formula any (−1)-curve C satisfies
K X · C = −1 as in Exercise 4.3.3. LetC1 andC2 be (−1)-curves such thatC1 · C2 >

0. We then have that (C1 + C2)
2 = −2+ 2C1 · C2 � 0 and (C1 + C2)

2 = 0 if and
only ifC1 · C2 = 1. By Zariski’s lemma, (see [BHPVdV04, Lemma III.8.2]) the fibre
of π containing C1 and C2 is therefore necessarily of the form n(C1 + C2). Let F be
a general (connected non singular) fibre. We then have that

K X · F = n(K X · (C1 + C2)) = −2n .

Moreover F2 = 0 since it is a fibre and pa(F) = g(F) � 0 because F is connected
and non singular. The adjunction formula (4.1) (Sect. 4.1.4) then gives us n = 1 and
g(F) = 0.
4.4.12 If the conic bundle is minimal the only singular fibres are of the form
x2 + y2 = 0 and their number is twice the number of connected components of
X (R). By Exercise 4.3.15, the number of singular fibres of the conic bundle is equal
to 8− K 2

X .



Chapter 5
Algebraic Approximation

5.1 Rational Models

In Chapter4—more precisely in Section4.4—we started with a given R-surface and
tried to determine the topology of its real locus. We now consider to the inverse
problem mentioned in the Introduction.

Definition 5.1.1 (Real rational and algebraic models) Let M be a differentiable
manifold of class C∞.We say that a non singular quasi-projective algebraicR-variety
(X,σ) is a real algebraic model of M if and only if X (R) is diffeomorphic to M .
By abuse of notation we will sometimes also say that the non singular real affine
algebraic variety V := X (R), (Definition1.3.9 and 2.2.17) is a real algebraic model
of M . If additionally the real algebraic R-variety (X,σ) is R-rational we say that
(X,σ) (resp. V ) is a real rational model of the differentiable manifold M .

Of course, any differentiable manifold which has a real rational model also has
a real algebraic model but the converse is false. For example, by Comessatti’s theo-
rem4.4.16, any orientable surface of genus g � 2 does not have a real rational model.
On the other hand, any orientable surface of genus g has a real algebraic model, as
the following example shows.

Example 5.1.2 (Algebraic models of orientable surfaces) Consider one of the two
real algebraic surfaces given by the affine equations z2 = ± f (x, y), where f is
the product of the equations of g + 1 suitable circles. Any such surface is singular
because it contains non real singular points but we can easily create a non singular
variety by resolution of singularities as in Theorem1.5.54 or by a small perturbation
fε(x, y) = 0 of the plane curve f (x, y) = 0. In the latter case the curve becomes
irreducible under general deformation and the real locus of the curve z2 = ± fε(x, y)
is diffeomorphic to the real locus of the surface z2 = ± f (x, y) by Ehresmann’s
fibration theorem4.3.28.
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We begin this chapter with a discussion of differentiable maps that can be approx-
imated by regular maps, concentrating initially on the case where the target variety
is a sphere of small dimension or a more general rational variety. We continue with
a study of a special class of diffeomorphisms, birational diffeomorphisms, which by
Exercise1.2.56(2) and Proposition2.2.27 are simply isomorphisms of real non sin-
gular algebraic varieties. These birational diffeomorphisms enable us to classify the
real algebraic models1 of a given differentiable manifold. These “isomorphisms” of
real algebraic models are central to a series of results based on special subgroups of
the famous Cremona group. We finish this chapter with a discussion of some recent
results on fake real planes.

In particular, this chapter contains a discussion of three important results from the
end of the 00s.

• Up to birational diffeomorphism there is a unique real rational model of each non
orientable surface. See Theorem5.4.1.

• The group of birational diffeomorphisms of a rational real surface is infinitely
transitive. See Theorem5.4.3 for more details.

• The group of birational diffeomorphisms of a real rational surface V is dense in
the group Diff(V ) of C∞ diffeomorphisms. See Theorem5.4.16 for more details.

The Cremona group of birational transformations of the projective plane plays a
central role in this chapter. See Section5.4 for more details.

5.2 Smooth and Regular Maps

The Weierstrass approximation theorem we teach to undergraduates states that any
continuous function [a, b] ⊂ R → R can be uniformly approximated by polynomial
functions. In this chapter we study various generalisations of this theorem.

Definition 5.2.1 LetU ⊂ R
n be an open subset. We say that a real functionU → R

is smooth if and only if it is C∞. More generally, for any two differentiable manifolds
V and W of class C∞ a map V → W is said to be smooth if and only if it is C∞.

For any two differentiable manifolds V and W of class C∞ we denote by
C∞(V,W ) the set of smooth maps from V to W . We refer to the appendices for the
Definition (B.5.21) of the weak topology and the Definition (B.5.22) of the strong
topology on C∞(V,W ).

Remark 5.2.2 Recall that if V is compact then the weak (or C∞ compact-open)
topology on C∞(V,W ) is equivalent to the strong topology. See [Hir76, Chapitre 2]
for more details. In this case the topology is simply called the C∞ topology.

1Reread Proposition2.2.22 if necessary.
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The Stone–Weierstrass theorem generalises the Weierstrass approximation the-
orem. We use the following version of it (see [BCR98, Theorem 8.8.5] for more
details).

Theorem 5.2.3 (Stone–Weierstrass theorem) Any smooth real-valued function
defined on an open neighbourhood of a compact subset C in R

n can be approxi-
mated on C by polynomial functions in the C∞ topology.

Given any two real affine algebraic varieties V and W we denote by R(V,W )

the space of regular maps from V toW (see Definitions1.2.54 and 1.3.4). If V ⊂ R
n

and W ⊂ R
m a regular map is simply a rational map R

n ��� W without poles on
V by Exercise 1.2.56(2). If V and W are non singular then each of them has a C∞
differentiable manifold structure by Remark1.5.28 and the set R(V,W ) is then a
subset of C∞(V,W ).

Definition 5.2.4 We will say that a map f in C∞(V,W ) has algebraic approxima-
tion or can be approximated by regular maps if and only if f belongs to the closure
of R(V,W ) in the C∞ compact-open topology.

Remark 5.2.5 If V is compact then f has algebraic approximation if and only if f
belongs toR(V,W ) in the strong topology.

The Stone–Weierstrass theorem quoted above implies that if V = C is compact
and W = R

m then we have density:R(C, Rm) = C∞(C, R
m). In general, the space

R(V,W ) is not dense in C∞(V,W ): as the example below illustrates, regular maps
can be rare. (We refer to [BKS97] for other interesting examples).

Example 5.2.6 (Rareness of regular maps) Let (X,σ) and (Y, τ ) be irreducible
projective R-curves of genuses g(X) and g(Y ) respectively. Suppose that their real
loci V = X (R) and W = Y (R) are non empty: they are then compact real affine
algebraic varieties by Theorem2.2.17. Any regular map from V to W has a unique
extension to a complex regular map X to Y : on the one hand by Proposition2.2.22
any regular map can be extended to a R-regular rational map, and on the other hand
by Proposition1.3.26 any rational map from a curve can be extended to a regular
map. It follows that if g(X) < g(Y ) then any regular map from V to W is constant
by the Riemann–Hurwitz theoremE.2.18. Moreover, if g(Y ) � 2 (or in other words
if Y is of general type) then there are only a finite number of non constant regular
maps from V to W by a theorem due to de Franchis [Maz86, page 227].

We recall that a real algebraic variety is affine if and only if it is quasi-projective.
In particular, any real quasi-affine algebraic variety is affine and any real projective
algebraic variety is affine. See Proposition1.3.11 for more details.

Exercise 5.2.7 (Affine model of P
n(R)) We used one affine model of P

n(R) in the
proof of Proposition1.2.63. Here is another model which is often useful in practice.
Let Mn+1(R) be the set of real square matrices (n + 1) × (n + 1) and set

Pn := {
A ∈ Mn+1(R) | t A = A, A2 = A, trace(A) = 1

}
.
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1. Check that Pn is an algebraic set.
2. Prove that the map P

n(R) → Pn ,

(x0 : x1 : · · · : xn) �→
(

xi−1x j−1

x20+x21+···+x2n

)
1≤i≤n+1
1≤ j≤n+1

is an isomorphism of real algebraic varieties.

Projective space P
n(R) is a special type of Grassmannian and it can be proved

that in general the Grassmannian Gn,k(R), (Definition3.7.8) is isomorphic to the
algebraic set

Hn,k := {
A ∈ Mn(R) | t A = A, A2 = A, trace(A) = k

}

as a real algebraic variety. (Note that Pn = Hn+1,1). (See [BCR98, Section 3.4.2] for
more details). Similarly, considering the complex Grassmannian Gn,k(C) as a real
algebraic variety we can prove it is isomorphic to the real algebraic variety

H ′
n,k := {

A ∈ Mn(C) | t A = A, A2 = A, trace(A) = k
}

which is a real (but not complex!) algebraic subvariety of Mn(C) 	 R
2n2 . See

[BCR98, Section 3.4.2] for more details. This gives us a result similar to Propo-
sition3.7.10.

Proposition 5.2.8 Let n � k be natural numbers. Projective space P
n(C) and the

Grassmannian Gn,k(C) are non singular compact real affine algebraic varieties.

Proof See [BCR98, Propositions 3.4.6 and 3.4.11]. �

Remark 5.2.9 Let H be the field of quaternions. We can prove in a similar way2

that P
n(H) and Gn,k(H) are non singular compact real affine algebraic varieties.

If K = R, C or H, then any quasi-projective algebraic variety over K has a nat-
ural real affine algebraic variety structure3 and this enables us to generalise Defini-
tion2.5.10 of algebraic vector bundles.

Definition 5.2.10 Let K be R, C or H and let V be a real affine algebraic vari-
ety. An algebraic K -vector bundle of rank r over V is a K -vector bundle (E,π)

(DefinitionC.3.5) such that the following hold.

1. The total space E is a real algebraic variety;
2. The projection π : E → V is a regular map of real algebraic varieties;

2The notation is somewhat awkward because of the non-commutativity of the field.
3Simply separate each complex (resp. quaternionic) equation into two (resp. four) equations with
real coefficients.
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3. The homeomorphisms ψi : π−1(Ui )
	−→ Ui × Kr are biregular isomorphisms of

real algebraic varieties4;
4. The bundle (E,π) is isomorphic to a subbundle of a trivial bundle.

Definition 5.2.11 (Universal bundle) Let n � k be natural numbers and let K be a
field. We set

En,k := {
(A, v) ∈ Gn,k(K ) × Kn | Av = v

}

and let pn,k : En,k → Gn,k(K ) be the canonical projection. The K -vector bundle

γn,k := (En,k, pn,k)

of rank k over Gn,k(K ) is called the universal bundle over Gn,k(K ).

Proposition 5.2.12 Let n � k be natural numbers and let K be R, C or H. The
universal bundle γn,k is then an algebraic K -vector bundle of rank k over Gn,k(K ).

Proof See [BCR98, Proposition 12.1.8]. �

5.2.1 Homotopy, Approximations and Algebraic Bundles

If a smooth map between real affine algebraic varieties can be approximated by
regular maps then it is homotopic to a regular map (see [BCR98, Corollaire 9.3.7]).
The converse is false as the example below proves.

Example 5.2.13 (Homotopic 
= approximable) Let Fn be the Fermat curve of
degree n,

Fn := {
(x : y : z) ∈ P

2(R) | xn + yn − zn = 0
}

.

By Example5.2.6, if k > n � 2, any regular map from Fn to Fk is constant. By the
genus formula (Theorem1.6.17) the genus of a complexification of Fn is strictly
smaller than the genus of the complexification of Fk . For the same reason, if k � 4
then for any n � 1 there is only a finite number of non constant regular maps from
Fn to Fk . It also follows that if n � 4 then any smooth map Fn → Fn of topological
degree 1 is homotopic to a regular map (the identity) but only a finite number of them
can be approximated by regular maps (those that are already regular).

When the target variety is a Grassmannian we can transform the approximation
problem into a problem about algebraic bundles.

Theorem 5.2.14 Let K be R, C or H, let V be a non singular compact real affine
algebraic variety and let

f : V → Gn,k(K )

4Note that Kr is a real algebraic variety of dimension 2r if K = C and 4r if K = H.



262 5 Algebraic Approximation

be a smooth map. The following are then equivalent.

1. The map f can be approximated in the C∞ topology by regular maps V →
Gn,k(K ).

2. The map f is homotopic to a regular map V → Gn,k(K ).
3. The pull back f ∗(γn,k) of the universal bundle Gn,k(K ) is topologically isomor-

phic to an algebraic K -vector bundle.

Proof See [BCR98, Theorem 13.3.1]. �
Corollary 5.2.15 Let K be R, C or H and let V be a non singular compact real
affine algebraic variety. If every topological K -vector bundle of rank k over V is
topologically isomorphic to an algebraic K -vector bundle then R(V, Gn,k(K )) is
dense in C∞(V, Gn,k(K )).

Proof Immediate. �
Let V be a non singular compact real affine algebraic variety. Let V B1(V ) be

the group of isomorphism classes of (topological) vector bundles of rank 1. The
morphismw1 : V B1(V ) → H 1(V ; Z2)which associates to an isomorphism class of
rank 1 vector bundles its first Stiefel–Whitney class5 is an isomorphism. See [BCR98,
Section 12.4] for more details. If the dimension of V is n then we can compose with
Poincaré duality to get an isomorphism

DV ◦ w1 : V B1(V )
	−→ Hn−1(V ; Z2) .

Theorem 5.2.16 Let V be a non singular compact real affine algebraic variety of
dimension n and consider an element α ∈ Hn−1(V ; Z2). The following are then
equivalent.

1. The class α is the image under DV ◦ w1 : V B1(V ) → Hn−1(V ; Z2) of the class
of an algebraic vector bundle of rank 1.

2. There is a non singular algebraic subset W ⊂ V of dimension n − 1 whose fun-
damental class is α (see Definition3.7.1).

3. The class α belongs to the subgroup of algebraic cycles (Definition3.7.2)
H alg

n−1(V ; Z2).

Proof See [BCR98, Theoreme 12.4.6]. �

Corollary 5.2.17 The isomorphism w1 : V B1(V )
	−→ H 1(V ; Z2) induces an iso-

morphism

w1 : V B1
alg(V )

	−→ H 1
alg(V ; Z2) ;

and DV ◦ w1 : V B1(V )
	−→ Hn−1(V ; Z2) induces an isomorphism

DV ◦ w1 : V B1
alg(V )

	−→ H alg
n−1(V ; Z2) .

5w1(E) is the first Stiefel–Whitney class of a bundle E : see [MS74, Section 4] for more details.
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The following theorem enables us to turn an approximation problem into a prob-
lem on algebraic cycles. See Section3.7 for more details.

Theorem 5.2.18 Let n be a non zero natural number, let un be the unique generator
of the group H 1(Pn(R); Z2) 	 Z2 and let V be non singular compact real affine
algebraic variety. For any smooth map

f : V → P
n(R) ,

the following are equivalent.

1. The map f is approximable in the C∞ topology by regular maps V → P
n(R).

2. The map f is homotopic to a regular map V → P
n(R).

3. The pull back f ∗(un) where f ∗ is the induced map f ∗ : H 1(Pn(R); Z2) →
H 1(V ; Z2) belongs to the subgroup of algebraic cycles H 1

alg(V ; Z2).

Proof ByCorollary5.2.17, the first two conditions are equivalent by Theorem5.2.14
applied to P

n(R) = Gn+1,1(R). The third condition is then equivalent because
f ∗(un) = w1( f ∗(γn+1,1)) and apply Theorem5.2.16. �

5.3 Maps to Spheres

Let P be a point on the sphere S
n ⊂ R

n+1. Stereographic projection from pole P is
the map S

n \ {P} → R
n obtained by associating to any point Q in S

n different from
P the intersection point of the unique line in R

n+1 passing through P and Q an the
affine subspace (of dimension n) tangent to S

n at the antipode of P .

Proposition 5.3.1 Let n be a natural number, let

S
n := {(x1, . . . , xn+1) ∈ R

n+1 | x21 + · · · + x2n+1 = 1}

be the quadric sphere of dimension n and let P be a point in S
n. Stereographic

projection S
n \ {P} → R

n is then an isomorphism of real algebraic varieties.

Remark 5.3.2 We invite the reader to compare this proof with the proof of Propo-
sition4.4.10(1b) for the sphere of dimension 2.

Proof Fix two points on the sphere: the north pole PN := (0, . . . , 0, 1) ∈ S
n and the

south pole PS := (0, . . . , 0,−1) ∈ S
n . In coordinates, stereographic projection from

the north and south poles are given by:

ϕN : S
n \ {PN } −→ R

n

(x1, . . . , xn+1) �−→
(

x1
1−xn+1

, . . . , xn
1−xn+1

)
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and
ϕS : S

n \ {PS} −→ R
n

(x1, . . . , xn+1) �−→
(

x1
1+xn+1

, . . . , xn
1+xn+1

)

and their inverses are given by

R
n −→ S

n \ {PN }
(y1, . . . , yn) �−→

(
2y1

y21+···+y2n+1
, . . . ,

2yn
y21+···+y2n+1

,
y21+···+y2n−1
y21+···+y2n+1

)

and
R

n −→ S
n \ {PS}

(y1, . . . , yn) �−→
(

2y1
y21+···+y2n+1

, . . . ,
2yn

y21+···+y2n+1
,

−y21−···−y2n+1
y21+···+y2n+1

)
.

�

Corollary 5.3.3 As real algebraic varieties,

1. S
1 is isomorphic to P

1(R).
2. S

2 is isomorphic to P
1(C).

3. S
4 is isomorphic to P

1(H).

Proof Consider stereographic projection from S
n to R

n . For n = 1 for any x 
= 0
we have that ϕN ◦ ϕ−1

S (x) = 1
x and if n = 2 for any (x, y) 
= (0, 0) we have that

ϕN ◦ ϕ−1
S (x, y) = ( x

x2+y2 ,
y

x2+y2 ) and hence in complex coordinates z = x + iy,

ϕN ◦ ϕ−1
S (z) = 1

z . Similarly, we can show that S
4 is isomorphic to P

1(H) using
the map

(u : v) �→
(

2uv

|u|2 + |v|2 ,
|u|2 − |v|2
|u|2 + |v|2

)
.

�

Proposition 5.3.4 Let V be a non singular compact real affine algebraic variety, let
n be 1, 2 or 4 and let

f : V → S
n

be a smooth map. The following are then equivalent.

1. The map f is approximable in the C∞ topology by regular maps V → S
n.

2. The map f is homotopic to a regular map V → S
n.

Proof This equivalence follows immediately fromTheorem5.2.14 because ofCorol-
lary5.3.3 which states that for n = 1, 2 or 4 the sphere S

n is isomorphic to P
1(K ) =

G2,1(K ) for K = R, C or H. �
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5.3.1 Maps to S
1

The isomorphism of real algebraic varieties between S
1 and P

1(R) gives us a homo-
logical characterisation of density of regular maps to S

1.

Theorem 5.3.5 Let V be a non singular compact real affine algebraic variety of
dimension n. The following are then equivalent.

1. The subspace R(V, S
1) is dense in C∞(V, S

1).
2. Any C∞ map from V to S

1 is homotopic to a regular map.
3. Hnt

n−1(V ; Z2) ⊂ H alg
n−1(V ; Z2), where Hnt

n−1(V ; Z2) is the subset of Hn−1(V ; Z2)

of homology classes represented by compact C∞ hypersurfaces in V whose nor-
mal bundle is trivial.

Proof See [BCR98, Theorem 13.3.5]. �

Example 5.3.6 Here are two examples where purely topological arguments enable
us to refine the above criteria.

1. If V is diffeomorphic to the Klein bottleK
2 thenR(V, S

1) is dense in C∞(V, S
1).

In this case H nt
1 (V ; Z2) is generated by the dual Poincaré class of the algebraic

bundle
∧2 TV . See Theorem5.2.16 for more details.

2. If V is an orientable surface then R(V, S1) = C∞(V, S
1) if and only if

H1(V ; Z2) = H alg
1 (V ; Z2). In this case, any C∞ curve in V has trivial normal

bundle in V and hence H nt
1 (V ; Z2) = H1(V ; Z2).

Corollary 5.3.7 Let V be a non singular compact real affine algebraic variety of
dimension n. If Hn−1(V ; Z2) = H alg

n−1(V ; Z2) thenR(V, S
1) is dense in C∞(V, S

1).

The converse is false, even in dimension 2, as the example below shows.

Example 5.3.8 (Not totally algebraic Klein bottle) Let Y be the quotient of the
non singular quartic hypersurface6 X := Z(x4 + y4 + z4 − t4) in P

3(C)t :x :y:z by
the fixed point free involution (t : x : y : z) �→ (−x : t : −z : y). Let τ be the real
structure induced on Y by the restriction of σP to X . By construction, (X,σP|X ) is
a real K3 surface (Section4.5) whose real locus is diffeomorphic to S

2 and (Y, τ )

is a real Enriques surface whose real locus is diffeomorphic to the Klein bottle K
2.

Moreover, by Theorem4.5.17 we have that H1(Y (R); Z2) 
= H alg
1 (Y (R); Z2), but

Example5.3.6(1) shows that R(Y (R), S1) = C∞(Y (R), S
1).

These examples show that different real algebraic models (Definition5.1.1) of the
same differentiable manifold generally have non isomorphic algebraic cycle groups.
This holds for the Klein bottle, but for any algebraic model V of the Klein bottle
R(V, S

1) is nevertheless dense in C∞(V, S
1). This property holds for a very small

number of topological surfaces.

6Often called the Fermat hypersurface in the literature.
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Theorem 5.3.9 The following conditions on a compact connected C∞ surface M
are equivalent.

1. The subspaceR(V, S
1) is dense in C∞(V, S

1) for any real algebraic model V of
M.

2. The topological manifold M is diffeomorphic to the sphere S
2, the real projective

plane RP
2 or the Klein bottle K

2.

Proof See [BK10, Thm. 3.4]. �

5.3.2 Maps to S
2

In this section we consider a non singular real algebraic variety V and a non sin-
gular complexification (Definition2.3.2) VC of V . The results presented below do
not depend on the choice of the complexification VC by Proposition2.3.3. We will
concentrate on approximation of smooth maps from a compact surface V of negative
Kodaira dimension to the sphere. When we say that κ(V ) = −∞wemean that some
non singular projective complexification VC has κ(VC) = −∞. The number κ is a
birational invariant of complete varieties and we can therefore set κ(V ) := κ(VC)

whenever V is compact and VC is projective.
We start by giving a historical overview of known results, followed by a sketch of

their proofs. By Theorem4.4.8, real algebraic surfaces of negative Kodaira dimen-
sion can be classified in three categories, each of which includes the previous one:
rational surfaces, geometrically rational surfaces and surfaces which are birationally
equivalent to the total space of a conic bundle.

Rational Surfaces

When V is a compact non singular rational surface (Definition1.3.37) Bochnak and
Kucharz proved in the nineties that R(V, S2) = C∞(V, S

2) if and only if V is not
diffeomorphic to a torus, and if V is a torus only the homotopically trivial maps
can be approximated algebraically. It turns out that we can do better (see [Kuc99,
Th. 1.2]):

Theorem 5.3.10 Let V and W be non singular compact real rational algebraic
surfaces. The space R(V,W ) is then dense in C∞(V,W ) except when V is diffeo-
morphic to T

2 and W is diffeomorphic to the sphere S
2. In this case the topological

closure of R(V,W ) in C∞(V,W ) is the set of homotopically trivial maps.

Proof Since V is connected by Theorem4.4.8 the theorem forW = S
2 follows from

Theorems5.3.18 and 5.3.34 below. We refer to [Kuc99, Th. 1.2] for a proof whenW
is another rational surface. �
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Geometrically Rational Surfaces, del Pezzo Surfaces

Rational surfaces are a special case of geometrically rational surfaces (Defini-
tion1.3.37). By Theorem4.4.8, real rational algebraic surfaces are exactly connected
geometrically rational real surfaces. In 2004, surfaces with four connected compo-
nents which have algebraic approximation for maps of even degree only were dis-
covered. See [JPM04, Theorem 0.3] for more details. The surfaces in question are
the real algebraic surfaces which are topologically the disjoint union of four spheres
and whose complexifications are del Pezzo surfaces of degree 2 (Definition4.2.12).
Recall that a del Pezzo surface X is a complex algebraic surfacewhose anti-canonical
divisor −KX is ample. The degree d of a del Pezzo surface is its first Chern number
K 2

X . Apart from P
1(C) × P

1(C), all del Pezzo surfaces are blow ups of the projective
plane P

2(C) in 9 − d points. If the set � of 7 blow up centres is stable under σP, the
degree 2 del Pezzo surface given by � has two real structures, one of which has a
connected real part, namely the one that arising from complex conjugaison on P

2(C)

via blow up.

Theorem 5.3.11 Let V be a non singular real affine algebraic surface diffeomorphic
to the disjoint union of 4 spheres which has a complexification VC which is a del
Pezzo surface of degree 2. Let

f : V → S
2

be a smooth map. The map f can then be approximated by regular maps if and only
if it is of even topological degree.

In particular, R(V, S2) 
= C∞(V, S
2).

Proof This result follows on combining Theorems5.3.18 and 5.3.35 below. �

Remark 5.3.12 There are real geometrically rational surfaces which are topologi-
cally a disjoint union of four spheres on which all smooth maps can be approximated
by regular maps. There surfaces have a conic bundle structure. See Example4.2.8
and Theorem5.3.13 below for more details.

It turns out that the torus and the del Pezzo surface of Theorem5.3.11 are the
only geometrically rational surfaces for which density does not hold: R(V, S2) 
=
C∞(V, S

2).

Theorem 5.3.13 Let V be a non singular compact geometrically rational real alge-
braic surface. The space of regular mapsR(V, S

2) is dense in the space C∞(V, S
2)

of maps C∞ unless V is diffeomorphic to the torus T
2 or V is diffeomorphic to a

disjoint union of 4 spheres and has a complexification VC which is a real del Pezzo
surface of degree 2 as in Theorem5.3.11.

Proof This follows from Corollary5.3.17 and Theorems5.3.18 and 5.3.34 below.
See [JPM04, Theorem 0.4] for more details. �
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Uniruled Surfaces and Conic Bundles

All that is now left to complete the classification for surfaces of negative Kodaira
dimension is to deal with conic bundleswhose base has non zero genus and their blow
ups. In particular, if VC has a conic bundle structure with a non rational base, VC is
not simply connected and V can have several orientable non spherical components.

Let V be a non singular compact real affine algebraic surface of negative Kodaira
dimension which is not geometrically rational. By Theorem4.3.23(7), V then has a
real ruling ρ : V −→ B, since the blow-up of a conic bundle is a ruling, i.e. a genus
0 bundle. We recall that a connected component of V can be diffeomorphic to a
sphere, a torus or an arbitrary non orientable surface (Theorem4.4.14). Let K ′ be
the set of components of V which are diffeomorphic to the Klein bottle and whose
image under ρ is a connected component of B.

Theorem 5.3.14 Let V be a non singular compact real affine algebraic surface
which is of negative Kodaira dimension but is not geometrically rational. For any
smooth map f : V −→ S

2, the following are equivalent.

1. The map f can be approximated by regular maps.
2. The map f is homotopic to a regular map.
3. For any connected component M of V diffeomorphic to a torus we have that

deg( f |M) = 0 and for any pair of components N and L belonging to K ′ we have
that deg

Z2
( f |N ) = deg

Z2
( f |L).

Proof See [Man06, Theorem 1.1]. �

Maps to Rational Surfaces

We end this section with a generalisation of Theorem5.3.10.

Theorem 5.3.15 Let V and W be non singular compact connected real affine alge-
braic surfaces such that κ(V ) = −∞ and W is rational. The spaceR(V,W ) is then
dense in C∞(V,W ) unless V is diffeomorphic to the torusT

2 and W is diffeomorphic
to the sphere S

2. In this last case, the closure ofR(V,W ) in C∞(V,W ) is the set of
homotopically trivial maps.

Proof See [Man06, Theorem 1.2]. �

Algebraic C-Vector Bundles

We now sketch the proofs of the results stated above. Let V be a real affine algebraic
variety, let VC be a non singular complexification of V and let i : V ↪→ VC be the
inclusion map. By Corollary2.5.16, a topological R-vector bundle L on V (Defi-
nitionC.3.5) is algebraic (Definition5.2.10) if and only if its tensorisation by C is
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the restriction to V of an algebraic C-vector bundle E over VC with a real structure
L ⊗ C 	 E |V .

We denote by V B1
C
(VC) the group of isomorphism classes of (topological) rank

1 C-vector bundles over VC. We denote by H 2
C−alg(V ; Z) the subgroup of H 2(V ; Z)

of restrictions to V of algebraic rank 1 C-vector bundles on VC. In other words,
H 2

C−alg(V ; Z) is the image of classes of algebraic bundles under the restriction map

V B1
C
(VC)

c1	 H 2(VC; Z)
i∗−→ H 2(V ; Z). Note that if a bundle has, like E above, a

real structure then its restriction to V is 2-torsion (Proposition5.3.23) and the group
H 2

C−alg(V ; Z) also contains classes of restrictions of algebraic rank 1 C-vector bun-
dles on V without real structure. We denote by

�(V ) = H 2(V ; Z)/H 2
C−alg(V ; Z)

the quotient group. The group H 2
C−alg(V ; Z) does not depend on the choice of non

singular complexification VC. (This follows from Proposition2.3.3: we also refer the
interested reader to [BBK89]). The group �(V ) is therefore also independent of this
choice. Our definition of H 2

C−alg(V ; Z) is motived by the following result, which
invites comparison with Theorem5.2.18.

Theorem 5.3.16 Let V be a non singular compact real affine algebraic variety and
let s2 be a generator of H 2(S2; Z) 	 Z. For any smooth map

f : V → S
2 ,

the following are equivalent.

1. The map f can be approximated in the C∞ topology by regular maps V → S
2.

2. The map f is homotopic to a regular map V → S
2.

3. The pull back f ∗(s2), where f ∗ is the induced map f ∗ : H 2(S2; Z) → H 2(V ; Z),
belongs to the subgroup H 2

C−alg(V ; Z).

Proof This follows immediately from Theorem5.2.14 and Corollary5.3.3. �

Corollary 5.3.17 Let V be a non singular compact real affine algebraic variety such
that any topological rank 1 C-vector bundle on V is topologically isomorphic to an
algebraic C-vector bundle. The setR(V, S

2) is then dense in C∞(V, S
2) for the C∞

topology. In other words if �(V ) = 0 then R(V, S2) = C∞(V, S
2).

If V is a connected surface then the converse holds.

Theorem 5.3.18 Let V be a compact connected non singular affine real algebraic
surface. We then have thatR(V, S

2) is dense in C∞(V, S
2) for the C∞ topology if and

only if every rank 1 topological C-vector bundle on V is topologically isomorphic
to an algebraic C-vector bundle.

In other words, R(V, S2) = C∞(V, S
2) if and only if �(V ) = 0.
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Remark 5.3.19 Note that �(V ) = 0, or in other words H 2
C
(V ; Z) = H 2

C−alg(V ; Z)

if and only if V B1
C
(V ) = V B1

C−alg(V ) via the first Chern class map.

Proof See [BCR98, Corollary 13.3.12]. �

Blow Ups and Regular Maps

We calculate the group �(V ) of a geometrically rational real algebraic surface V
in two steps. We first prove Proposition5.3.20 below that enables us to control
the behaviour of the quotient group �(V ) under blow up π : BPV → V centred
at P ∈ V . We then calculate �(V0) for the various minimal models V0 of a given
geometrically rational real algebraic surface V . Finally, we prove that if V is both
minimal and non connected then either �(V ) = 0 or �(V ) = Z2.

Proposition 5.3.20 Let V be a compact non singular geometrically rational real
algebraic surface such that�(V ) = 0 or�(V ) = Z2.We then have that�(BPV ) = 0
for any blow up BPV centred at a point P in V .

Before provingProposition5.3.20weneed someauxiliary results. Let i : V ↪→ VC

be the canonical injection of a non singular compact real affine algebraic surface into
a non singular projective complexification.

Lemma 5.3.21 If the geometrical genus of VC is zero then H 2
C−alg(V ; Z) = Im i∗.

If moreover the irregularity of VC vanishes then H 2(VC; Z) 	 Pic(VC).

Proof By definition H 2
C−alg(V ; Z) ⊆ Im i∗. Inserting the isomorphism Pic(VC) 	

H 1(VC,O∗
VC

) into the long exact sequence associated to the exponential sequence
(PropositionD.6.3), we get an exact sequence

· · · → H 1(VC,OVC
) → Pic(VC)

c1−→ H 2(VC; Z) → H 2(VC,OVC
) → · · ·

The result follows immediately since by definition pg(VC) = dim H 2(VC,OVC
)

and q(VC) = dim H 1(VC,OVC
). �

Corollary 5.3.22 If V is a compact non singular geometrically rational real alge-
braic surface then H 2

C−alg(V ; Z) = Im i∗.

In other words, for any geometrically rational compact and non singular real
algebraic surfaceV , the quotient group�(V ) is trivial if andonly if i∗ : H 2(VC; Z) →
H 2(V ; Z) is surjective.

Since BPV is the real blow up of a geometrically rational real algebraic surface it
is also a geometrically rational real algebraic surface and �(BPV ) = 0 if and only if
the morphism i∗ : H 2(BPVC; Z) → H 2(BPV ; Z) is surjective by Corollary5.3.22.

We denote by β : H 1(V ; Z2) → H 2(V ; Z) the Bockstein morphism induced in
cohomology by the exact sequence

0 → Z
×2−−→ Z → Z2 → 0 . (5.1)
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Proposition 5.3.23 Let V be a compact non singular geometrically rational real
algebraic surface. We then have that

β(H 1(V ; Z2)) ⊆ H 2
C−alg(V ; Z) .

Proof Recall that the group of isomorphism classes of rank 1 topological C-vector
bundles on V is denoted V B1

C
(V ). There is a commutative diagram (see [JP00] for

example):

Pic(VC)
L�→L|V−−−−→ V B1

C
(V )

L�→L⊗C←−−−−− V B1
alg(V )

c1

⏐⏐
 c1

⏐⏐
 w1

⏐⏐


H 2(VC; Z)
i∗−−−−→ H 2(V ; Z)

β←−−−− H 1(V ; Z2) .

Here w1 is the morphism induced by the first Stiefel–Whitney class and c1 is the
morphism induced by the first Chern class.

Note that the restriction morphism L �→ L|V in the first line is surjective
and in this case the morphisms c1 and w1 are also surjective (see [JP00, Proof
of Claim 2]). Recall also that by Corollary5.3.22 we have that H 2

C−alg(V ; Z) =
i∗(H 2(VC; Z)). �
Remark 5.3.24 In the above proof we have used the fact that the morphisms
w1 : V B1

alg(V ) → H 1(V ; Z2) and c1 : Pic(VC) → H 2(VC; Z)) are surjective. This
does not hold for a general non singular projective surface because the surjectivity
of c1 fails as soon as pg(VC) > 0. Indeed, dim H 2,0(VC) = pg(VC) and the image of
c1 is contained in H 1,1(VC) (see TheoremD.9.3). All K3 surfaces, abelian surfaces,
bi-elliptic surfaces, as well as most properly elliptic surfaces and surfaces of general
type, satisfy pg > 0.

Let V1, V2, . . . , Vs be the connected components of V and assume for simplicity
that the centre P of the blow up belongs to V1. The blown up surface BPV is
diffeomorphic to the disjoint union of BPV1 = V1#RP

2 and the other connected
components of V .

Proposition 5.3.25 Via the identification

H 2(BPV ; Z) 	 H 2(BPV1; Z) ⊕ H 2(V2; Z) ⊕ · · · ⊕ H 2(Vs; Z),

we get an inclusion H 2(BPV1; Z) ⊆ H 2
C−alg(BPV ; Z).

Proof Consider the cohomology exact sequence induced by multiplication by 2 (see
the exact sequence (5.1) preceding the proof of Proposition5.3.23)

· · · → H 1(BPV ; Z2)
β−−→ H 2(BPV ; Z)

×2−−→ H 2(BPV ; Z) → · · ·

As BPV1 is connected and non orientable the group H 2(BPV1; Z) is isomorphic to
Z2 by TheoremB.5.7 and CorollaryB.4.2. It is therefore contained in the kernel of
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the morphism×2. It follows that the subgroup H 2(BPV1; Z) of H 2(BPV ; Z) is con-
tained in the image of the Bockstein morphism β : H 1(BPV ; Z2) → H 2(BPV ; Z).
The result follows from Proposition5.3.23. �

Remark 5.3.26 Let V be a non singular compact real affine algebraic surface.
If the homology of some non singular complexification VC has no 2-torsion then
H∗(VC; Z) ⊗ Z2 	 H∗(VC; Z2) (see SectionB.4) and it follows that H∗(VC; Z) ⊗
Z2 	 H∗(VC; Z2). Moreover we have that H 2(V ; Z) ⊗ Z2 	 H 2(V ; Z2) 	 (Z2)

s

where s is the number of connected components of the compact topological
surface V .

As above, we denote by i the inclusion of V in its complexification VC (resp. BPV
in BPVC) and set H 2

C−alg(V ; Z2) = i∗(H 2
alg(VC; Z2)). Note that H 2

C−alg(V ; Z2) =
i∗(H 2(VC; Z2)) 	 H 2

C−alg(V ; Z) ⊗ Z2. By the above discussion, Proposition5.3.25
then implies the following result:

Corollary 5.3.27 Let V1 be a connected component of V and let Q be a point on
BPV1. The Poincaré dual class D

−1
BPV

([Q]) then belongs to H 2
C−alg(BPV ; Z2).

Remark 5.3.28 Corollary5.3.27 turns out to hold for any non singular real pro-
jective algebraic surface V . Let P be a real point of V , let E = π−1(P) be the
exceptional curve and let E be the complex line bundle associated to EC: we then
have that i∗(c1(E)) = c1(L ⊗ C), where L is the real line bundle associated to E .

By characteristic class theorem (see [MS74, Exercise 15-D]) we have that c1(L ⊗
C) = β(w1(L)). Reducing β(w1(L)) modulo 2 we obtain D−1

BPV
([Q]), the element

of H 2(BPV ; Z2) generating the subspace H 2(BPV1; Z2), and hence i∗([c1(E)]2) =
[β(w1(L))]2 = D−1

BPV
([Q]).

The following corollary remains valid, with the same proof, for an arbitrary non
singular real projective algebraic surface.

Corollary 5.3.29 If D−1
V ([P]) belongs to H 2

C−alg(V ; Z2) then H 2
C−alg(BPV ; Z2) =

π∗(H 2
C−alg(V ; Z2)). Otherwise, there is a canonical decomposition

H 2
C−alg(BPV ; Z2) = π∗(H 2

C−alg(V ; Z2)) ⊕ D−1
BPV

([Q]).

Proof Since π : BPV → V is a blow up centred at P , π is a morphism inducing
an isomorphism from BPV \ E to V \ {P}. As V and BPV are surfaces, π induces
an isomorphism π∗ : H 2(V ; Z2) → H 2(BPV ; Z2). As π is a morphism, the isomor-
phism π∗ satisfies

π∗(H 2
C−alg(V ; Z2)) ⊆ H 2

C−alg(BPV ; Z2) .

We complete the proof by recalling that we can identify

π∗(H 2
C−alg(V ; Z2) ∩ (H 2(V2; Z2) ⊕ · · · ⊕ H 2(Vs; Z2)))
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with
H 2

C−alg(BPV ; Z2) ∩ (H 2(V2; Z2) ⊕ · · · ⊕ H 2(Vs; Z2))

and π∗(D−1
V ([P])) = D−1

BPV
([Q]). �

Proposition 5.3.30 Let V be a non singular compact real affine algebraic sur-
face. Let i : V ↪→ VC be its inclusion in a non singular projective complexifica-
tion. The morphism i∗ : H 2(VC; Z) → H 2(V ; Z) is then surjective if and only if
i∗ : H 2(VC; Z2) → H 2(V ; Z2) is surjective.

Proof Anon singular compact real affine algebraic surface V satisfies 2H 2(V ; Z) ⊆
Im(i∗)by [JP00,Claim1, proof ofTheorem1.1]. The result follows byRemark5.3.26
and the linear algebra lemma below.

Lemma 5.3.31 Let A and B be abelian groups and let h : A → B be a group mor-
phism. Let h2 : A2 → B2 be the morphism obtained by reduction modulo 2 and
assume that 2B ⊆ Im(h). If the morphism h2 is surjective then so is h. �

Proposition 5.3.32 Let V be a non singular compact real affine algebraic surface
and let VC be a non singular projective complexification. The blow up BPVC of VC

at a point P in V ⊂ VC is then a non singular projective complexification of BPV .
Assume that the restriction morphism

i∗ : H 2(VC; Z2) → H 2(V ; Z2)

is surjective. The morphism

i∗ : H 2(BPVC; Z2) → H 2(BPV ; Z2)

is then also surjective.

Proof Let Pj ∈ Vj , j = 1, . . . , s be points such that

D−1
V ([P1]), D−1

V ([P2]), . . . , D−1
V ([Ps])

generate H 2(V ; Z2). Since P belongs toV1 and BPV is the blowup ofV centred at P ,
D−1

BPV
([P2]), . . . , D−1

BPV
([Ps]) belongs to H 2(BPV ; Z2). Moreover, since the restric-

tion morphism i∗ is supposed surjective, the classes D−1
BPV

([P2]), . . . , D−1
BPV

([Ps])
are also contained in the image i∗(H 2(BPVC; Z2)). The result follows from Corol-
lary5.3.29. �

Proof of Proposition 5.3.20 Case 1. If�(V ) = 0 then i∗ : H 2(VC; Z) → H 2(V ; Z)

is surjective. By Proposition5.3.30, i∗ : H 2(VC; Z2) → H 2(V ; Z2) is also surjec-
tive, as is i∗ : H 2(BPVC; Z2) → H 2(BPV ; Z2) (Proposition5.3.32). It follows that
i∗ : H 2(BPVC; Z) → H 2(BPV ; Z) is surjective by Proposition5.3.30 and finally we
get that �(BPV ) = 0.
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Case 2. If �(V ) = Z2, it is easy to check that �2(V ) = Z2 (here we have set
�2(V ) = H 2(V ; Z2)/H 2

C−alg(V ; Z2)). Considering the two possible cases in Corol-
lary5.3.29, it is easy to see that �2(BPV ) = 0 and hence i∗ : H 2(BPVC; Z2) →
H 2(BPV ; Z2) is surjective. We complete the proof as in the previous case. �

Corollary 5.3.33 Let V be a non singular compact geometrically rational real
algebraic surface. If V is not connected then the space R(BPV, S

2) is dense in
C∞(BPV, S

2) for any blow up BPV centred at a point P contained in V .

Calculating �(V )

Given Theorem5.3.18, Theorem5.3.13 is a consequence of the following theorem.

Theorem 5.3.34 Let V be a non singular compact geometrically rational real alge-
braic surface. We then have that

�(V ) =

⎧
⎪⎨

⎪⎩

Z if V ≈ S
1 × S

1

Z2 if V satisfies the hypotheses of Theorem 5.3.35

0 otherwise.

Sketch Proof As we saw in Proposition5.3.20, the quotient �(V ) is not a birational
invariant.

We prove this theoremusing the classification of relativelyminimalmodels overR
presented in Theorem4.3.23. The casewhere V is connected has already been proved
(Theorems5.3.10 and 5.3.18): the remaining possible models are conic bundles and
certain real del Pezzo surfaces of degrees 2 and 1. In each case, the group �(V ) can
be determined using Theorem5.3.35, Propositions5.3.42 and 5.3.43. �

Theorem5.3.11 is then a consequence of the following result.

Theorem 5.3.35 Let V be a non singular real affine algebraic surface. If V is
diffeomorphic to a disjoint union of four spheres and has a complexification VC

which is a degree 2 del Pezzo surface then �(V ) = Z2.

Remark 5.3.36 The following statement is equivalent toTheorem5.3.35. Let (X,σ)

be a non singular projective R-surface such that X (R) ≈ �4
S
2 and which has an R-

minimal model (X0,σ0) which is a degree 2 del Pezzo surface. We then have that
�(X (R)) = Z2 (Figure5.1).

Weneed someauxiliary results before giving theproof of the theorem.Let i : V ↪→
VC be the canonical injection of a non singular compact real affine algebraic surface
into a non singular projective complexification. The differentiable manifolds VC and
V are compact and VC is orientable. If V is also orientable we can define the Gysin
morphism i! via the commutative diagram:
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Fig. 5.1 Degree 2 del Pezzo surface defined by Equation (4.6), Section4.2. See also Figure4.4

H 2(VC; Z)
i∗−−−−→ H 2(V ; Z)

D−1
VC

�⏐⏐	 D−1
V

�⏐⏐	

H2(VC; Z)
i!−−−−→ H0(V ; Z)

(5.2)

where DVC
(resp. DV ) is the Poincaré duality isomorphism (Proposition3.1.8) of the

compact oriented topological manifold VC (resp. V ).

Remark 5.3.37 If V is non orientablewe can use a similar argumentwith coefficient
group Z2.

Lemma 5.3.38 Let S be a closed differentiable submanifold of dimension 2 in VC

which is transverse to V . We then have that

i!([S]) = [S � V ] .

Proof See SectionB.7. �

We can therefore describe the image of the fundamental class of certain complex
curves under the Gysin morphism i! : H2(VC; Z) −→ H0(V ; Z) in the following
way. In the underlying differentiable manifold structure VC is of dimension 4 and
V is of dimension 2. Let L ⊂ VC be a complex algebraic curve. Outside of a finite
number of points L is also a topological submanifold of dimension 2 in VC and if L
is transverse to V in VC then we have that

i!([L]) = [L � V ] .

Proposition 5.3.39 Let V be a non singular compact geometrically rational real
algebraic surface. If V is orientable then

�(V ) 	 H0(V ; Z)/ Im i! .
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Proof By Diagram (5.2), we have that Im i∗ 	 Im i! and the isomorphism follows
from Corollary5.3.22. �

Sketch Proof of Theorem 5.3.35 We want to calculate the image of i!. If (X,σ) is
a degree 2 real del Pezzo surface then the homology group H2(X; Z) is generated
by classes of exceptional curves and the hyperplane section. The anti-canonical map
ϕ−KX : X → P

2(C) is a double cover of the plane branched along a quartic R-curve
�. The (−1)-curves of X are sent by ϕ−KX to the bitangents of �. When X (R) ≈⊔

4S
2, the R-curve (�,σP|�) is maximal, by which we mean that �(R) ≈ ⊔

4S
1,

and all the bitangents are real.
We complete the proof by showing that the (−1)-curves in X are non real and

are transverse to X (R) in X . The theorem follows from our detailed knowledge
of the possible configurations of bitangents of a plane quartic—see [Zeu74] for
more details. The interested reader will find the details of this proof
in [JPM04, Section 5]. �

Example 5.3.40 Let (�,σP|�) ⊂ (P2(C),σP) be a non singular plane R-curve of
even degree and let ϕ : (X,σ) → (P2(C),σP) be one of the two real double covers
branched along � (see the proof of Theorem3.3.14). Let L be an R-line tangent to
� and let P ∈ � ∩ L be a simple tangency point. In an analytic neighbourhood of
P the surface X is defined by one of the two equations z2 = ±(y − x2) and in the
plane z = 0 the curves � and L are given by equations y = x2 and y = 0.

Let C := ϕ−1(L) be the inverse image of L in X . Locally analytically in a neigh-
bourhood of P in X the complex curve C has equation {y = 0, (z − x)(z + x) = 0}
or {y = 0, (z − i x)(z + i x) = 0}. Globally,C can be either reducible or irreducible.
Suppose that C is reducible. In this case C decomposes as C = E + τE where τ
is the involution of the double cover. For one of the two real structures, E and τE
are defined over R and for the other they are conjugate complex curves. In the latter
case, since the complex surface X is non singular, the local ring of regular func-
tions is factorial and E (resp. τE) has a local equation {y = 0, z − i x = 0} (resp.
{y = 0, z + i x = 0}). The tangent plane at P of the topological surface X (R) in
the manifold X of real dimension 4 is generated by ∂

∂x1
and ∂

∂z1
where x = x1 + i x2,

y = y1 + iy2 and z = z1 + i z2. It is easy to check that the tangent plane at P of the
topological surface E in X is generated by ∂

∂x1
+ i ∂

∂x2
and i ∂

∂z1
− ∂

∂z2
. It follows that

E is transverse to X (R) at the point P in X .

Remark 5.3.41 The key point here is the reducibility of i−1(L), which is global
information.

Proposition 5.3.42 Let V be a non singular real affine algebraic surface which is
diffeomorphic to the disjoint union of four spheres and a real projective plane and
which has a complexification VC which is a degree 1 del Pezzo surface. The quotient
group �(V ) is then trivial.

Proof See [JPM04, Theorem 6.1]. �
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Proposition 5.3.43 Let V be a non singular compact geometrically rational real
algebraic surface. Assume that VC has a conic bundle structure. If V is not connected,
or in other words if V is not rational over R, then �(V ) = 0.

Proof See [JPM04, Proposition 4.2]. �

Sketch Proof of Theorem 5.3.14 (See [Man06, Theorem 1.1] for a full proof) Let
V be a non singular real algebraic surface with a complexification that has a conic
bundle structure over a non rational base. We generalise Proposition5.3.39 to the
non geometrically rational and non orientable case. This reduces the problem to an
examination of the incidence relations between V and real or complex curves in VC.
The Néron Severi group NS(VC) is generated by the class of a fibre, the class of a
(not necessarily real) section and by the classes of those complex (−1)-curves that
meet their conjugates. It is easy to deal with the (real) fibre class. We deal with the
(−1)-curves using a transversality argument similar to the one used for del Pezzo
surfaces. The tricky part of the proof is dealing with the class of a section. �

5.3.3 Regulous Functions

This subsection is based on Section5 of the survey article [Man17a].
Approximation of smooth maps by regular maps is still an open problem in gen-

eral. For example, the question of the existence of algebraic representants in each
homotopy class of continuous maps between spheres is not completely solved at the
time of writing—see [BCR98, Chapter 13] for more details. Here is an example of
the kind of theorem that can be proved: if n is a power of two and p < n then any
polynomial map from S

n is S
p is constant. See [BCR98, Theorem 13.1.9] for more

details.
In [Kuc09], Kucharz introduced the notion of continuous rational maps general-

ising regular maps between real algebraic varieties. The special case of continuous
rational functions was also studied by Kollár and Nowak—see [KN15] for more
details. Continuous rational maps between non singular real algebraic varieties are
now often called regulous maps as in [FHMM16]. If the variety is singular, these
two notions can differ (see [KN15] or [Mon18]).

Definition 5.3.44 Let V andW be non singular geometrically irreducible real affine
algebraic varieties. A regulous map from V to W is a rational map f : V → W
satisfying the following property: ifU ⊂ V is the domain of f then the restriction of
f toU can be extended to a map from V to W which is continuous in the Euclidean
topology.

Kucharz proved that all homotopy classes of continuous maps between spheres
contain regulous maps.

Theorem 5.3.45 Let n and p be two strictly positive integers. Any continuous map
from S

n to S
p is homotopic to a regulous map.
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Proof See [Kuc09, Theorem 1.1]. �

The article [FHMM16] laid the foundations for regulous geometry, namely the
definitions and basic properties of the algebra of regulous functions and the associated
topology, which we now summarise. Recall that a rational function f onR

n is said to
be regular on R

n if and only if f has no poles in R
n (Definition1.2.35): for example,

the rational function f (x) = 1/(x2 + 1) is regular on R. The set of regular functions
on R

n is a subring of the field R(x1, . . . , xn) of rational functions on R
n . A regulous

function on R
n is a real valued function on R

n which is continuous in the Euclidean
topology and whose restriction to some non empty Zariski open subset is regular. A
typical example is the function defined by

f (x, y) = x3

x2 + y2
, f (0, 0) = 0

which is regular on R
2 \ {0} and regulous on R

2. Its graph is the head of the famous
Cartan umbrella met in Chapter1, Figure1.5.

The set of regulous functions onR
n is a subringR0(Rn) of the fieldR(x1, . . . , xn).

More generally, a real valued function defined on R
n is said to be k-regulous if and

only if it is regular on a non empty Zariski open set and Ck onR
n . Here, k ∈ N ∪ {∞}.

For example, the function defined by

f (x, y) = x3+k

x2 + y2

is k-regulous on R
2 for any natural number k ′ ≤ k. By [FHMM16, Théorème 3.3],

any ∞-regulous function on R
n is in fact regular (the converse is immediate) and

this gives us an infinite chain of subrings

R∞(Rn) ⊆ · · · ⊆ R2(Rn) ⊆ R1(Rn) ⊆ R0(Rn) ⊆ R(x1, . . . , xn).

where Rk(Rn) is the subring of R(x1, . . . , xn) of k-regulous functions.
The k-regulous topology is the topology whose closed sets are the vanishing loci

of k-regulous functions. Figure5.2 below, which reproduces Figure1.8 of Chapter1,
is the algebraic subset of R

3 defined by the equation x2 + y2
(
(y − z2)2 + yz3

) = 0.
This set is irreducible in the ∞-regulous topology but reducible in the k-regulous

topology for any natural number k. The “horn” of the umbrella is closed in the 0-
regulous topology because it is the vanishing locus of the regulous function defined
by

(x, y, z) �→ z2
x2 + y2

(
(y − z2)2 + yz3

)

x2 + y4 + y2z4
.
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Fig. 5.2 Horned umbrella

The “handle” of the umbrella is also closed: it is the set of zeros of the function
(x, y, z) �→ x2 + y2. The horned umbrella is therefore reducible in the regulous
topology. See [FHMM16, Exemple 6.12] for more details.

Several properties of the ring of regulous functions are established in the article
[FHMM16], notably a strong Nullstellensatz. Their scheme theoretic properties are
analysed and regulous versions ofCartan’sA andB theorems are proved.Ageometric
characterisation of prime ideals in Rk(Rn) via vanishing loci of regulous functions
and a relationship between the k-regulous topology and the topology generated by
Euclidean closed Zariski constructible sets are proved. There aremany articles linked
to this new field of research and we particularly recommend the following: [Kuc13,
BKVV13, Kuc14a, Kuc14b, KK16, Kuc16a, Kuc16b, FMQ17, Now17, PP17,
KK18, KKK18, Mon18].

5.4 Diffeomorphisms and Biregular Maps

5.4.1 Rational Models

Let M be a C∞ differentiable manifold. Recall that a real algebraic model of M
(Definition5.1.1) is a non singular real affine algebraic variety V diffeomorphic
to M .

By Comessatti’s theorem4.4.16, if a topological surface M has a rational real
algebraic model then M is diffeomorphic to S

2, T
2 or a non orientable connected

surface. It has been known for a long time that any rational real algebraicmodel of S
2,

T
2 or RP

2 is birationally diffeomorphic to Q3,1(R), Q2,2(R) or P
2(R) respectively.

(See Example4.2.19 for the notations). Answering a questions of Bochnak, it was
proved in [Man06, Theorem 1.3] that the Klein bottle also has a unique rational
algebraic model up to birational diffeomorphism. Surprisingly, it turns out that all
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rational models of a given topological surface are birationally diffeomorphic. This
was proved by Biswas and Huisman [BH07, Theorem 1.2].

Theorem 5.4.1 Two non singular rational real surfaces are birationally diffeomor-
phic if and only if they are diffeomorphic.

A different proof from the original proof of [BH07] was given in [HM09]. This
alternative proof is based on the fact (conjectured in [BH07]) that the group of
birational diffeomorphisms from the sphere to itself is infinitely transitive (definition
below).

5.4.2 Automorphisms of the Real Locus

The automorphism group of a complex projective algebraic variety is “small”—it is
always finite dimensional and for most varieties it is finite. On the other hand, the
group Aut(V ) of birational diffeomorphisms of a real rational algebraic surface V
(which are also called automorphisms of V ) is rather “big”, as the following result
shows.

Definition 5.4.2 Let G be a group acting on a set M and let n > 0 be an integer.
We say that G acts n-transitively on M if for any pair of n-uplets (P1, . . . , Pn)
and (Q1, . . . , Qn) of distinct elements of M there is an element g in G such that
g · Pj = Q j for every j . The group G is said to act infinitely transitively7 on M if
and only if for any strictly positive integer n its action is n-transitive on M .

Theorem 5.4.3 Let V be a compact connected non singular rational real algebraic
surface. For any natural number n the group Aut(V ) acts n-transitively on V .

Proof Werefer to [HM09] for the full proof,whichwe now illustrate by showing how
to construct many birational diffeomorphisms when V is the sphere Q3,1(R) 	 S

2.
Let I be the interval [−1, 1] in R and let S

1 ⊂ R
2 be the unit circle. Consider a

regular map f : I → S
1: the two components of f are then rational functions of one

variable without poles in I . We define a map, called the twisting map associated to
f , given by φ f : S

2 → S
2

φ f (x, y, z) = ( f (z) · (x, y), z)

where · is complex multiplication in R
2 = C. In other words, (x, y) �→ f (z) · (x, y)

is a rotation in theRx,y plane depending algebraically on z. Themapφ f is a birational
diffeomorphism from S

2 to itself. Its inverse is φg where g : I → S
1 sends z to the

multiplicative inverse ( f (z))−1 of f (z). Now, consider n distinct points z1, . . . , zn in
I and let ρ1, . . . , ρn be elements in S

1. By Lagrange’s interpolation theorem, there is
a regular map f : I → S

1 such that f (z j ) = ρ j for any j = 1, . . . , n. Multiplication

7In the literature an infinitely transitive group action is sometimes said to be very transitive.
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Q1

P2

R2

R1

R3

Q2
P1

P3

Q3

Fig. 5.3 The sphere S
2 with two parallel families of lines

by ρ j is then a rotation in the plane z = z j : there is therefore a twisting map φ f

whichmoves n distinct points P1, . . . , Pn on the sphere to n given points R1, . . . , Rn

provided that any pair of points Pj , R j with the same value of j belong to the
same horizontal plane (z = const). Let (P1, . . . , Pn) and (Q1, . . . , Qn) be n-uplets
of distinct elements of S

2. We get a birational diffeomorphism from S
2 to itself

sending Pj to Q j by simply considering two transverse families of parallel planes
to obtained n intersection points R j as in Figure5.3. The fact that the transverse
families of parallel planes can be chosen in such a way that the lines of intersection
meet the sphere is established in [HM09, Theorem 2.3].

After linear change of coordinates the above construction yields two twisting
maps, one which sends Pj to R j for j = 1, . . . , n and the second which sends R j to
Q j for j = 1, . . . , n. The composition of these two maps is the automorphism we
seek. �

Remark 5.4.4 By induction on the dimension we can prove using the same con-
struction that the group Aut(Sd) where S

d is the quadric hypersurface Qd+1,1(R) :=
Z(x21 + x22 + · · · + x2d+1 − x20 ) ⊂ P

d+1
x0:x1:···:xd+1

(R) acts infinitely transitively onS
d for

any d > 1.

The above theorem can be generalised to any real algebraic surface in the fol-
lowing form. The action of the group Aut(V ) on V is said to be infinitely transitive
on each connected component if and only if for any n ≥ 1 and any pair of n-tuplets
(P1, . . . , Pn) and (Q1, . . . , Qn) of distinct elements of V such that for any j , Pj and
Q j belong to the same connected component of V , there is a birational diffeomor-
phism f : V → V such that f (Pj ) = Q j .
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Theorem 5.4.5 Let V be a non singular compact real affine algebraic surface. The
group Aut(V ) of birational diffeomorphisms from V to V is infinitely transitive on
each connected component of V if and only if #π0(V ) � 3 and V is geometrically
rational.

Proof See [BM11, Proposition 41]. �

Remark 5.4.6 Wemention two other transitivity results. By [HM10], if V is a com-
pact connected real rational algebraic surface with certain types of singularities8 then
Aut(V ) acts n-transitively on V for any n. By [KM12], if V is an affine suspension
then the special linear group SAut(V ) acts n-transitively on V for all n.

5.4.3 Cremona Groups of Real Surfaces

Recently, progress has been made in the study of sets of generators of the group
Aut(V ) for several specific rational surfaces V . These groups are conjugate to sub-
groups of the real Cremona group BirR(P2) of birational transformations with real
coefficients.

The Noether–Castelnuovo theorem [Cas01] (see [AC02, Chapter 8] for a modern
presentation of the proof) describes a set of generators of the group BirC(P2) of bira-
tional transformations of the complex projective plane. This group is generated by the
biregular maps AutC(P2) = PGL(3, C) and the standard quadratic transformation

σ0 : (x : y : z) ��� (yz : xz : xy).

This result does not hold over the real numbers. We recall that a base point of
a birational transformation is a (possibly infinitely near) point at which the trans-
formation is not defined, and we note that two of the base points of the quadratic
involution

σ1 : (x : y : z) ��� (y2 + z2 : xy : xz)

are not real. The involution σ1 therefore cannot be constructed using real projec-
tive transformations and σ0. More generally, we cannot obtain any transformation
with non real base points in this way and it follows that the group BirR(P2) of bira-
tional transformations of the real projective plane is not generated by AutR(P2) =
PGL(3, R) and σ0.

The main result of [BM14] is that BirR(P2) is generated by AutR(P2), σ0, σ1 and
a family of birational transformations of degree 5 whose base points are all non real.

Example 5.4.7 (Standard quintic transformation) Let p1, p1, p2, p2, p3, p3 ∈
P
2(C) be three pairs of non real points on P

2(C) which do not lie on the same

8More precisely, V is assumed dantesque, by which we mean that V is a singular surface obtained
from a non singular surface by weighted blow ups. See [HM10] for more details.
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conic. Let π : X → P
2(C) be the blow up of these three pairs of points: π induces a

birational diffeomorphism X (R) → P
2(R). We note that the complex surface X thus

obtained is isomorphic to a non singular conic in P
3(C). The set of strict transforms

of conics passing through five of the six points is a family of three pairs of non real
(−1)-curves (which are lines on the cubic), and these six curves are pairwise dis-
joint. The contraction of these six curves gives us a birational map η : X → P

2(C)

inducing a birational diffeomorphism X (R) → P
2(R) contracting the (−1)-curves

to three pairs of non real points q1, q1, q2, q2, q3, q3 ∈ P
2(C). Permuting if neces-

sary, we can assume that qi is not in the image of the conic which avoids pi . The
birational map ψ = ηπ−1 : P

2(C) ��� P
2(C) induces a birational diffeomorphism

P
2(R) → P

2(R).
Let L ⊂ P

2(C) be a general line in P
2(C). The strict transform of L on X under

π−1 has self intersection 1 and meets each of the six curves contracted by η in two
points because they derive from conics. The image ψ(L) has six singular points of
multiplicity 2 and self intersection 25: it is therefore a quintic with a double ordinary
point at each of the points qi . As the constructions of ψ−1 and ψ are symmetric, the
linear system associated to ψ is formed of quintics in P

2(C) with an ordinary double
point at each of the points p1, p1, p2, p2, p3, p3.

We can moreover check that ψ sends the pencil of conics passing through
p1, p1, p2, p2 to the pencil of conics passing through q1, q1, q2, q2, and similarly
for the two other pencils of real conics, those passing through p1, p1, p3, p3 and
those passing through p2, p2, p3, p3.

Definition 5.4.8 The degree 5 birational maps of P
2 constructed in Example5.4.7

are called the standard quintic transformations of P
2.

Theorem 5.4.9 The group BirR(P2) is generated by AutR(P2), σ0, σ1 and the stan-
dard quintic transformations of P

2.

Proof See [BM14, Theorem 1.1]. �

Remark 5.4.10 It has since been proved that the set of generators given above is
essentially minimal: in particular, BirR(P2) cannot be generated by AutR(P2) and a
countable set of elements. See [Zim18, Theorem 1.1].

The strategy used to prove Theorem5.4.9 is based on a detailed study of Sarkisov
links. This methods enables [BM14] to study several natural subgroups of BirR(P2)

in a similar way: in particular, they recover in this article the system of genera-
tors of Aut(P2(R)) given in [RV05, Teorema II] and the system of generators of
Aut(Q3,1(R)) given in [KM09, Thm. 1].

Theorem 5.4.11 For a given R-variety (X,σ), Aut(X (R)) denotes the group of
birational diffeomorphisms of the real locus to itself.

1. The groupAut(P2(R)) is generated byAutR(P2) = PGL(3, R) and the standard
quintic transformations (see Example5.4.7 above).

2. The group Aut(Q3,1(R)) is generated by AutR(Q3,1) = PO(3, 1) and the stan-
dard cubic transformations (see Example5.4.12 below).
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3. The group Aut(F0(R)) is generated by AutR(F0) 	 PGL(2, R)2 � Z2 and the
involution

τ0 : ((x0 : x1), (y0 : y1)) ��� ((x0 : x1), (x0y0 + x1y1 : x1y0 − x0y1)) .

Note that Aut(Q3,1(R)) and Aut(F0(R)) are not really subgroups of BirR(P2),
but each of them is isomorphic to a subgroup which is determined up to conjugaison.
For any choice of birational map ψ : P

2 ��� X (X = Q3,1 or F0) we have that

ψ−1 Aut(X (R))ψ ⊂ BirR(P2) .

Example 5.4.12 (Standard cubic transformations) Let p1, p1, p2, p2 ∈ Q3,1 ⊂ P
3

be two pairs of non real points which are conjugate and not coplanar. Let π : X →
Q3,1 be the blow up of these four points. The non real plane in P

3 passing through
p1, p1, p2 meets Q3,1 in a conic C of self intersection 2, since two general conics
on Q3,1 are hyperplane intersections and therefore meet in two points lying on the
intersection line of the hyperlanes. The strict transform of this conic C on X is
therefore a (−1)-curve. Proceeding similarlywith all the conics passing through three
points out of p1, p1, p2, p2, we obtain four disjoint (−1)-curves on X , which can be
contracted to get a birational morphism η : X → Q3,1. The surface thus obtained is
indeed Q3,1 because it is a non singular rational projective surface with real Picard
number 1. This gives us a birational map ψ = ηπ−1 : Q3,1 ��� Q3,1 which induces
a birational diffeomorphism Q3,1(R) → Q3,1(R).

Let H ⊂ Q3,1 be a general hyperplane section: the strict transform of H on X
under π−1 has an intersection 2 with each of the four (−1)-curves. The image ψ(H)

has four points ofmultiplicity 2 and self intersection 18: it is therefore a cubic section.
As the constructions of ψ and ψ−1 are symmetric, the linear system of ψ is formed
of cubic sections of multiplicity 2 at p1, p1, p2, p2.

Definition 5.4.13 The degree three birational maps of P
2 constructed in Exam-

ple5.4.12 are called the standard cubic transformations of P
2.

We refer to [Rob16], [Yas16], [RZ18] and [Zim18] for recent results on the Cre-
mona group BirR(P2). In particular, the abelianisation of BirR(P2) has been calcu-
lated: the result is particularly surprising as the complex Cremona group BirC(P2)

is a perfect group. See [CD13] for more details. We recall that a group is perfect if
and only if it is equal to its derived subgroup or in other words if its abelianisation
(DefinitionB.3.8) is trivial.

BirC(P2)/[BirC(P2),BirC(P2)] 	 {id} .

Theorem 5.4.14 The abelianisation of BirR(P2) is isomorphic to

BirR(P2)/[BirR(P2),BirR(P2)] 	
⊕

R

Z2 .
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Proof See [Zim18, Theorem 1.2]. �

5.4.4 Density of Birational Diffeomorphisms

One of the most famous applications of Nash’s theorem (Introduction) is the Artin–
Mazur theorem below. For any endomorphism f : M → M of a compact differen-
tiable manifold M of class C∞ without boundary we denote by Nν( f ) the number
of isolated periodic points of f of period ν (i.e. the number of isolated fixed points
of f ν).

Theorem 5.4.15 Let M be a compact C∞ manifold without boundary9 and let
C∞(M) := C∞(M, M) be the space of C∞ endomorphisms equipped with the
C∞ topology. There is a dense subspace A ⊂ C∞(M) such that if f ∈ A then
Nν( f ) grows at most exponentially with ν, or in other words there is a constant
c := c( f ) < +∞ such that

Nν( f ) � cν for any ν � 1.

Proof See [AM65]. �

The proof of the Artin–Mazur theorem uses the fact that any C∞ endomorphism
of M can be approximated by Nash diffeomorphisms (DefinitionB.2.4). The reader
should be aware of an important difference between Nash diffeomorphisms and
birational diffeomorphisms. A diffeomorphism which is a rational map without real
poles is a Nash diffeomorphism but is not necessarily a birational diffeomorphism
because there is no guarantee the inverse map is rational. For example, the map
x �→ x + x3 is a Nash diffeomorphism fromR to itself but it is not birational because
the inversemap is written using radicals. This phenomenon arises because the inverse
function theorem holds in the analytic category but not in the algebraic category. It
is then natural to ask the following question: for a given non singular real algebraic
variety V , is the group Aut(V ) of birational diffeomorphisms dense in the group
Diff(V ) of diffeomorphisms from V to itself? The answer is yes for rational surfaces.

Theorem 5.4.16 Let S be a connected compact topological surface without bound-
ary and let Diff(S) be its group of diffeomorphisms with the C∞ topology.

If S is non orientable or of genus g(S) ≤ 1 then there is a real rational model V
of S such that

Aut
(
V

) = Diff
(
V

) 	 Diff
(
S
)

or in other words Aut
(
V

)
is a dense subgroup Diff

(
V

)
in the C∞ topology.

Proof See [KM09, Theorem 4]. �

9In fact, this theorem holds for Ck manifolds for any k = 1, . . . ,∞.
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Remark 5.4.17 If S is orientable of genus g(S) ≥ 2 then for any real algebraic

model V of S we have that Aut
(
V

) 
= Diff
(
V

)
. Let V be a compact connected

orientable non singular real affine algebraic surface and let VC be a minimal non
singular complex projectivisation of V . Such a complexification exists because V
is orientable. By the classification of R-surfaces (Chapter 4), we are in one of the
following situations:

1. If κ(V ) = −∞ then V ≈ S
2 or V ≈ S

1 × S
1;

2. If VC is a K3 surface or an abelian surface, κ(V ) = 0, then Aut
(
V

)
preserves a

volume form;
3. If VC is an Enriques surface or a bi-elliptic surface, κ(V ) = 0, then it has a finite

covering by a K3 surface or an elliptic surface;
4. IfVC is a properly elliptic surface,κ(V ) = 1, thenAut

(
V

)
preserves the canonical

elliptic fibration;
5. If V is of general type, κ(V ) = 2, then Aut

(
V

)
is finite. See [Uen75], for a proof.

In short, if g(S) > 1 then for any real algebraic model V of S density fails.

The above theorem has been generalised to geometrically rational surfaces.

Theorem 5.4.18 Let V be a geometrically rational compact surface. We then have
that

1. If #π0(V ) > 4 then Aut(V ) is not dense in Diff(V ).
2. If #π0(V ) = 3 or 4 then Aut(V ) may not be dense in Diff(V ).

Proof Voir [BM11, Proposition 41]. �

At the time of writing there are still cases of varieties for which #π0(V ) = 3
or #π0(V ) = 4 and we do not know whether Aut(V ) is dense in Diff(V ) or not.
Similarly, the case where there are two connected components is still open.

5.4.5 Approximation by Rational Curves

We end this section with an important application of the density Theorem5.4.16. We
start with an example.

Example 5.4.19 Consider the rational curve parameterised by

f : R −→ R
2

t �−→ (
t2 + 1, t (t2 + 1)

)

whose image set is represented in Figure5.4.

Prolonging f to the compactification P
1(R) ofR and composing with a birational

map R
2 ��� V to a rational surface V , we get a regular map P

1(R) → V , or in other
words a rational curve in V .
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Fig. 5.4 Image of R under f : t �−→ (
t2 + 1, t (t2 + 1)

)

J. Bochnak and W. Kucharz proved that all differentiable maps S
1 → V from the

circle S
1 ≈ P

1(R) to a rational variety by rational curves can be approximated by
rational curves.

Definition 5.4.20 Let f : S
1 → V be a C∞ map.We say that f can be approximated

by rational curves if every neighbourhood of f inC∞(
S
1, V

)
contains a regular map

P
1(R) → V .

Theorem 5.4.21 Let V be a non singular real rational algebraic variety. Every C∞
map f : S

1 → V can then be approximated by rational curves.

Proof See [BK99, Theorem 1.1]. �

Note that the rational curves in this theorem are parameterisations: the Zariski
closure of the image curve may contain extra isolated points.

Example 5.4.22 (Continuation of5.4.19) The map f can be naturally extended to
the complexifications C of R and C

2 of R
2.

f : C −→ C
2

t �−→ (
t2 + 1, t (t2 + 1)

)
.

The image set then contains an extra real point (Figure5.5) and in particular

f (R) � f (C) ∩ R
2 .

Extending the map f in the above example to P
1 we get a map f : P

1 → P
2,

(u, v) −→ (
v(u2 + v2), u(u2 + v2), v3

)
. The image f (P1(R)) is a simple closed

curve inP
2(R) but its Zariski closure, the nodal cubicZ(

(x2 + y2)z − x3
) ⊂ P

2(R),
has an isolated real point at (0, 0, 1). We can remove this point by deforming the
equation to Z(

z(x2 + y2 + ε2z2) − x3
)
or blowing up the point (0, 0, 1), but the

first modification would render the curve elliptic and the second would change the
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Fig. 5.5 Real locus of the image of C under f : t �−→ (
t2 + 1, t (t2 + 1)

)

topology of the surface. We show below how to get rid of these isolated points using
Theorem5.4.16.

Let (X,σ) be a projective non singular algebraic R-variety and let (C,σ|C) ⊂
(X,σ) be a rational R-curve. Choosing an isomorphism between the normalisation
C̃ of C and the plane conic Z(x2 + y2 − z2) ⊂ P

2, we get a C∞ map S
1 → X (R)

whose image coincides with C(R) away from its singular real points. We call such
curves real-smooth.

Definition 5.4.23 Let f : L ↪→ X (R) be an embedded circle. We say that L has C∞
approximation by real-smooth rational curves if and only if every neighbourhood of
f in C∞(

S
1, X (R)

)
contains a map S

1 → X (R) defined as above using a rational
curve C without isolated singular real points.

It is not always possible to approximate an embedded circle by rational curves
that are non singular at their real points. For example, this is impossible for a homo-
topically10 trivial circle on the torus T

2 = P
1(R) × P

1(R).

Proposition 5.4.24 Let C ⊂ P
1(C) × P

1(C) be an algebraic R-curve which is non
singular at its real points. The fundamental class of its real locus

[C(R)] ∈ H1(T
2; Z2)

is then non zero.

Proof Let E1 (resp. E2) be a vertical (resp. horizontal) complex line in P
1 × P

1.
The Picard group of P

1 × P
1 is generated by the classes of E1 and E2. Any complex

algebraic curve D ⊂ P
1 × P

1 is therefore linearly equivalent to a linear combination
a1E1 + a2E2 with a1, a2 ≥ 0.

If D is an R-curve in P
1 × P

1 then

ai = (D · E3−i ) ≡ (
D(R) · E3−i (R)

)
mod 2.

10Recall that π1(T
2) 	 Z ⊕ Z 	 H1(T

2; Z) and H1(T
2; Z2) = H1(T

2; Z) ⊗ Z2.
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and if [D(R)] = 0 in H1(T
2, Z/2) then a1 and a2 are even. By the adjunction formula

(Theorem4.1.44) we have that

2pa(D) − 2 = (
a1E1 + a2E2

) · (
(a1 − 2)E1 + (a2 − 2)E2

)

=a1(a2 − 2) + a2(a1 − 2)

and hence pa(D) = (a1 − 1)(a2 − 1). It follows that if a1 and a2 are even then the
arithmetic genus pa(D) is odd. If D is rational then by Proposition4.1.43 it has an
odd number of singular points and at least one of them must be real. �

Surprisingly, this is the only example in which approximation does not hold.

Theorem 5.4.25 An embedded circle L in a compact non singular real rational
algebraic variety V has C∞ approximation by real-smooth rational curves if and only
if the pair (V, L) is not diffeomorphic to the pair (T2, L0) where L0 is a contractible
circle on the torus T

2.

Proof If dim V � 3 the result can be deduced from Theorem5.4.21 as follows. Let
f : S

1 → V be a C∞ embedding of image L and let VC be a non singular projective
complexification of V . The proof of Theorem5.4.21 (see [BK99] for more details)
produces approximations of f by restriction toP

1(R) of morphisms g : P
1(C) → VC

such that g∗TVC
is ample. Now, if dim V � 3, any general small perturbation of

a morphism g : P
1(C) → VC such that g∗TVC

is ample is an embedding ([Kol96,
II.3.4]).

Suppose now that V is a surface: we give a sketch of the proof in this case and
refer to [KM16, Theorem 3] for the full proof. First of all, if V1, V2 are diffeomorphic
compact non singular real rational algebraic surfaces there is a birational diffeomor-
phism g : V1 → V2 by Theorem5.4.1. Suppose there is a rational curveC ⊂ V which
is non singular at real points and a diffeomorphism

φ : (
V, L

) ≈−→ (
V,C

)
.

By Theorem5.4.16, the diffeomorphism φ−1 can be approximated in the C∞
topology by birational diffeomorphisms ψn : V → V . It follows that

Cn := ψn(C) ⊂ V

is a sequence of rational curves and (Cn)n tends to L in the C∞ topology. We can
resolve the non real points of CC to get an approximation of L by non singular
rational curves C ′

n ⊂ Vn . Here, the surfaces Vn are birationally diffeomorphic to V .
We complete the proof by giving a list of possible topological pairs and construct-

ing for every pair except (T2, L0) a real rational model, by which we mean a non
singular real rational algebraic surface V and a real-smooth rational curveC ⊂ V . As
an illustration, we present below the construction of a real rational algebraic model
of the pair (#g

T
2#RP

2, L) where L is a separating curve concretising the connected
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sum of the orientable surface #g
T
2 with RP

2. (A connected sum (DefinitionB.5.12)
is constructed by gluing two surfaces from which a disk has been removed).

Example 5.4.26 Let L1, . . . , Lg+1 be distinct lines passing through the origin in R
2

and let H(x, y) = 0 be the equation of their disjoint union. For suitable 0 < ε � 1 let
C± ⊂ P

2 be the Zariski closure of the image of the unit circleZ(x2 + y2 = 1) ⊂ R
2

under the map
(x, y) �→ (

1 ± εH(x, y)
)
(x, y).

The curves C± are rational and meet each other in the 2g + 2 points where the
unit circle meets one of the lines Li . The curves C+ and C− also meet in a pair
of conjugate points (1 : ±i : 0). Note that (1 : ±i : 0) are the only points of C± at
infinity.

We now use the inverse of stereographic projection centred at the south pole (see
the proof of Proposition5.3.1) to compactifyR

2 as the quadric Q3,1 := Z(z21 + z22 +
z23 − z20) ⊂ P

3. Starting with P
2 we obtain this projection by blowing up the pair of

points (1 : ±i : 0) and then contracting the strict transform of the line at infinity.
We think of the equator as the image of the unit circle, giving us rational curves

C± ⊂ Q3,1. Since (1 : ±i : 0) are the only points of C± at infinity, the south pole
does not belong to either of the curvesC± so the real points ofC± are all non singular.
Moreover, the curves C+ and C− meet at 2g + 2 points on the equator.

Choose one of these points p and consider C0 := C+ ∪ C− as the image under
a map φ0 of the reducible curve B0 := Z(uv) ⊂ P

2
uvw to Q3,1 sending the point

(0 : 0 : 1) to p. By [AK03, Appl. 17] or [Kol96, II.7.6.1], φ0 can be deformed to a
morphism

φt : Bt := Z(uv − tw2) → Q3,1.

Let Ct ⊂ Q3,1 be the image of Bt . For t close to zero with the appropriate sign,
Ct (R) ⊂ S

2 = Q3,1(R) goes twice around a neighbourhood of the equator and has
2g + 1 self-intersection points. See Figure5.6.

We complete the construction by blowing up the 2g + 1 real singular points of
Ct to get a rational surface Xg → Q3,1. The strict transform of Ct is a rational curve
Cg ⊂ Xg which is non singular at its real points.

The union of the 2g + 1 regions of S
2 \ Ct (R) close to the equator is a Möbius

band on Xg(R) \ Cg(R) and the union of the north and south hemispheres is a copy
of a punctured #g

T
2. It follows that

(
Xg(R),Cg(R)

) ≈ RP
2#(S2,L)#g

T
2.

�

The constructions used in the proof of Theorem5.4.25 can also be used to give
a purely topological characterisation of the simple connected closed curves L on S
which can be approximated by (−1)-curves, which are rigid objects.
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Fig. 5.6 The case g = 2

Definition 5.4.27 Let C ⊂ V be a real algebraic curve on a real algebraic surface.
We say thatC is a (−1)-curve if and only if there is a birationalmorphismπ : V → W
such that π(C) is a non singular point of W and π restricted to V \ C → W \ π(C)

is an isomorphism.

This definition is motivated by Castelnuovo’s criterion (Theorem4.3.4) which
states that there exists such a birational map π : V → W if and only if there is a
complexification VC of V such that (CC · CC) = −1 (complex intersection in VC).

Theorem 5.4.28 Let V be a non singular compact real rational algebraic surface
and let L ⊂ V be a C∞ curve. The following are equivalent.

1. The surface V is non orientable in a neighbourhood of L and one of the following
conditions is satisfied:

• V \ L is a punctured sphere,
• V \ L is a punctured torus,
• V \ L is non orientable;

2. The curve L is homotopic to a (−1)-curve;
3. The curve L has C∞ approximation by (−1)-curves.

Proof This result can be deduced from [KM16, Theorem 6] or proved directly as
follows. If L is homotopic to a (−1)-curve then the open surface V \ L is homeomor-
phic to the real locus of a punctured non singular rational surface. By Comessatti’s
theorem on rational surfaces, we know that the open surface V \ L is non orientable,
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homeomorphic to a punctured sphere or homeomorphic to a punctured torus. The-
orem5.4.25, or [KM16, Theorem 3] implies that these necessary conditions are in
fact sufficient. �

We end this section with the statement of two conjectures that are still open at the
time of writing.

Conjecture 5.4.29 ([KM16, Conjecture 26.3]) Let V be a non singular rationally
connected real affine algebraic variety. A differentiable map S

1 → V of class C∞
can be approximated by rational curves if and only if it is homotopic to a rational
curve P

1(R) → V .

Conjecture 5.4.30 ([BK10, Conjecture 1.12]) Given two non singular real affine
algebraic varieties V and W where V is compact and W is rational any smooth map
V → W can be approximated by regular maps if and only if it is homotopic to a
regular map.

We refer the interested reader to [BW18a, BW18b] for recent progress on these
conjectures.

5.5 Fake Real Planes

We saw in Theorem5.4.1 that two compact non singular real rational algebraic sur-
faces are birationally diffeomorphic if and only if they are diffeomorphic. The sit-
uation is more complicated for non compact surfaces: in this section, we present a
series of recent results on fake real planes, [DM17, DM16, BCM+16].

Fake Projective Planes
A fake projective plane was defined by Mumford [Mum79] to be a non singular
complex projective surface X which has the same Betti numbers as the projective
plane P

2(C) but is not biregularly isomorphic to the projective plane.
It would be tempting to define a real fake projective plane to be a complex fake

projective plane with a real structure whose real locus is diffeomorphic to P
2(R) but

is not isomorphic to the R-variety (P2(C),σP). Despite the fact that 100 different
fake projective planes up to biregular isomorphism are known to exist [PY07, PY10,
CS10], it was proved in [KK02, Section 5] that none of them have a real structure,
so there is no real fake projective plane.

Proposition 5.5.1 Let (X,σ) be a non singular projective R-surface such that the
Betti numbers of the complex surface X are

(b0(X), b1(X), b2(X), b3(X), b4(X)) = (1, 0, 1, 0, 1) ,

The R-variety (X,σ) is then isomorphic to the R-variety (P2(C),σP).
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Fake Real Planes
Analogy with fake projective planes motivates the following definition.

Definition 5.5.2 A fake real plane is a non singular quasi-projective R-surface
(X,σ) which has the same Betti numbers as the affine plane A

2(C)

(b0(X), b1(X), b2(X), b3(X), b4(X)) = (1, 0, 0, 0, 0) ,

and whose real locus X (R) is diffeomorphic to R
2 but is not isomorphic to the

R-variety (A2(C),σA).

Complex surfaces with the sameBetti numbers as the affine plane have beenmuch
studied. They are often called Q-planes or Q-acyclic surfaces.

Definition 5.5.3 A complex surface whose higher Betti numbers are all zero is said
to be Q-acyclique.

Proposition 5.5.4 Any complex algebraic Q-acyclic surface is affine and rational.

Proof See [Fuj82] for a proof of the fact that a Q-acyclic surface is affine and
[GPS97, GP99] for the proof that such a surface is rational. �

Corollary 5.5.5 Let (X,σ) be a fake real plane. The complex algebraic surface X
is then affine and rational.

Given that there are no fake real projective planes it does not seem obvious that
fake real planes exist. We give an example below: it turns out that there are an infinity
of such surfaces andwe refer the interested reader to [DM17, DM16] formore details.

Before presenting our example, we discuss for the sake of completeness the exis-
tence of exotic complex planes.

Theorem 5.5.6 There are differentiable manifolds not diffeomorphic to R
4 whose

underlying topological space is homeomorphic to R
4.

Proof See [FQ90]. �

Definition 5.5.7 Such differentiable manifolds are called exotic R
4s.

In the statement below we use simply connectedness at infinity whose precise
definition is rather technical. For a detailed study of homotopy at infinity we refer
to the proof of the main theorem in [Ram71] or [HR96, Chapter9]. To summarise,
simply connectedness at infinity roughly means that the space has an exhaustion by
nested compact sets whose complements are simply connected from a certain point
onwards.

Theorem 5.5.8 (Myanishi, Ramanujam) Any non singular complex algebraic sur-
face whose underlying topological space in the strong topology is contractible and
simply connected at infinity is isomorphic to A

2(C).
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Proof See [Ram71]. �

Corollary 5.5.9 There is no non singular complex algebraic surface X such that
the underlying four dimensional real differentiable manifold is an exotic R

4.

Remark 5.5.10 For any n 
= 4, any differentiable manifold whose underlying topo-
logical space is homeomorphic to R

n is diffeomorphic to R
n . See [Sta62] for more

details.

We now construct our fake real plane. There are many other examples described
in detail in [DM17, DM16].

Example 5.5.11 (Ramanujan surface) Consider the R-curve

D = C ∪ Q ⊂ P
2

which is the union of a cuspidal cubic C = Z(x2z + y3) and its osculating conic Q
at a general real point q ∈ C(R). The conic Q is therefore a non singular R-conic
meeting C at the real point q with multiplicity 5; Q therefore meets C transversally
at another real point p. We consider the projective surface Y = BpP

2 obtained by
blowing up P

2 at p. The complement in Y of the strict transform D̃ of D, the surface
X := Y \ D̃, is a Ramanujam surface, see [Ram71]. In particular, as explained in
[DM17, Example 3.8], the complex surface X is a contractible surface which is
not isomorphic to the affine plane A

2(C). Moreover, by construction, X has a real
structure σ induced by σP onP

2(C) and it is easy to check that X (R) is connected and
diffeomorphic toR

2. (See the left hand side of Figure5.7 where Ep is the exceptional

Fig. 5.7 Construction of a Ramanujam surface and connectedness of the complement
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curve of the blow up BpP
2 → P

2. We recall that the blow up of P
2(R) at a point is a

Klein bottle BpP
2(R) ≈ K

2, see CorollaryF.3.2. It follows that (X,σ) is a fake real
plane.

In fact it is possible to construct a series of such Ramanujam surfaces by blowing
up various configurations of points on Ep and only “keeping” the last exceptional
line in the final affine surface. See [DM17, Example 3.8] for more details.



Chapter 6
Three Dimensional Varieties

Most of this chapterwas previously published in [Man14] in the “Gazette de la SMF”.

6.1 The Nash Conjecture from 1952 to 2000 via 1914

6.1.1 Rational Varieties

We recall the Nash conjecture, previously discussed in the Introduction.

Conjecture Any compact connected C∞ manifold of positive dimension without
boundary has a real rational model (Definition 5.1.1).

This conjecture was disproved for non singular projective surfaces in 1914-before
it had even been stated-proved for singular projective threefolds in the early 90s,
disproved in the late 90s for higher dimensional non singular projective varieties and
finally proved for non singular compact non projective threefolds! We will discuss
all these results on properties of different types of algebraic models in more detail
in the rest of this section.

6.1.2 The Nash Conjecture for Surfaces

When it was first stated, theNash conjecture had already been disproved in dimension
2 by a theorem of Comessatti’s proved in Chapter 4 (Corollary 4.4.16), originally
published in 1914 in [Com14]. It seems likely this article had been forgotten by the
time Nash was active.

Theorem (Comessatti’s theorem) Let X be a non singular projective R-surface.
If X is rational then its real locus X (R) is diffeomorphic to S

2, S
1 × S

1 or a non
orientable surface.
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F. Mangolte, Real Algebraic Varieties, Springer Monographs in Mathematics,
https://doi.org/10.1007/978-3-030-43104-4_6

297

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-43104-4_6&domain=pdf
https://doi.org/10.1007/978-3-030-43104-4_6


298 6 Three Dimensional Varieties

Note that things change if we replace “non singular” by “possibly singular”. In
particular, the real locus of a singular R-surface is not necessarily a topological
manifold (ie. something that is locally homeomorphic to R

2) and hence the notion
of diffeomorphism between such surfaces does not always make sense. This leads
us to replace “diffeomorphic” with “homeomorphic” in the above theorem.

Example 6.1.1 (Real rational models of compact surfaces) We construct a rational
model for any topological surface using [BM92]. Comessatti’s theorem implies that
any suchmodel is necessarily singular if the surface is orientable and of genus greater
than 2. We start by constructing a non singular rational model of any non orientable
surface. This can be done by blowing up k points on the projective plane P

2(R)

which yields an algebraic surface Xk such that Xk(R) is non orientable and has Euler
characteristic 1 − k. To construct a model of an orientable surface of genus g > 0
we set k = 2g and choose k = 2g > 0 points lying on a line H . After blowing up
these k points, the strict transform ˜H ⊂ X2g has negative self-intersection 1 − 2g
and can be contracted to yield an algebraic surface Yg . If g = 1 the surface Y1 is non
singular and Y1(R) is diffeomorphic to a torus but if g > 1 then Yg is singular at the
point P which is the image of ˜H under contraction. As the self-intersection of ˜H is
odd we can check that a small neighbourhood of P in Yg(R) is homeomorphic to a
disc. The surface Yg(R) is therefore homeomorphic to an orientable surface of genus
g. Indeed, as explained in Appendix F, the topological blow up of an orientable
surface Sg of genus g at a point Q ∈ Sg is diffeomorphic to a connected sum of
2g + 1 projective planes BQ Sg ≈ Sg#RP

2 ≈ RP
2# . . . #RP

2 and in particular the
fact that Sg \ {Q} ≈ X2g(R) \ H ≈ Yg(R) \ {P} implies that the surface Yg(R) is
homeomorphic to Sg .

Given these subtle distinctions it seems reasonable to study several different forms
of the Nash conjecture. We summarise in the next section the various versions of this
conjecture which have been proposed in the litterature.

6.1.3 The Topological Nash Conjecture Holds

We refer toAppendix F for the definitions of differentiable blowups and contractions.
The following result, which can be thought of as a topological analogue of the Nash
conjecture, was proved in dimension 3 by Akbulut and King [AK91] and Benedetti
and Marin [BM92] and later proved in all dimensions by Mikhalkin [Mik97].

Theorem 6.1.2 ([Mik97]) Any compact connected C∞ manifold without boundary
is diffeomorphic to a C∞ manifold obtained from RP

n by a sequence of differentiable
blow ups and contractions.
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6.1.4 The Projective Singular Nash Conjecture Holds if
n � 3

The proof of this theorem in dimension 2 was presented above. In dimension 3, not
every manifold can be produced by blowing up points and contracting divisors- we
also need certain knot surgeries, where a knot is a circle embedded in a manifold. For
simplicity we restrict ourselves to knots that have an orientable tubular neighbour-
hood: in this case the closed tubular neighbourhood is necessarily diffeomorphic to
S
1 × D

2. Topologically, any compact 3-manifold without boundary can be obtained
from the sphere S

3 by knot surgery. A surgery along a knot L in a manifold M is the
operation of gluing a solid torus T := S

1 × D
2 to the boundary of the complement

of an open tubular neighbourhood UL of L . This gluing is realised via a diffeomor-
phism ϕ ∈ Diff(S1 × S

1) from the torus S
1 × S

1 = ∂ (M \ UL) = ∂T to itself. The
operation which produces Mϕ = M \ UL ∪ϕ T from M is called a surgery along L .
Benedetti and Marin proved that apart from a handful of examples which can be
dealt with on a case-by-case basis, most 3-manifolds can be produced from S

3 by
blowing up points and performing certain surgeries called déchirures. Their descrip-
tion of these topological transformations enables them to prove the topological Nash
conjecture in dimension 3: they realise déchirures as algebraic operations and this
gives them a possibly singular R-variety X and a resolution of singularities Y → X
such that Y is birationally equivalent to Q4,1 = Z(x2

1 + x2
2 + x2

3 + x2
4 − x2

0 ) ⊂ P
4,

Y (R) is diffeomorphic to S
3 and X (R) is homeomorphic to M .

Theorem 6.1.3 ([BM92]) Let M be a compact connected C∞ 3-manifold without
boundary. There is then a (possibly singular) rational projective algebraic R-variety
X such that X (R) is homeomorphic to M.

6.1.5 Non Projective Non Singular Nash Holds for n = 3

Any non singular complex projective algebraic variety is also a compact complex
analytic variety if we equip it with the Euclidean topology. (See Appendix D for
more details).Conversely, if thefield ofmeromorphic functions of a compact complex
analytic variety is of maximal transcendence degree (which is equal to the dimension
of the variety bySiegel’s theorem [Sie55]) the variety is very close to being projective.
(See [Moi67] for more details). Despite this, the Nash conjecture holds in dimension
3 for such varieties even though, as wewill see in Theorem 6.1.9, it fails for projective
varieties.

Definition 6.1.4 A non singular compact complex analytic variety of dimension n
is said to be Moishezon if and only if it has a family of n algebraically indepen-
dent meromorphic functions. (Compare this definition with the discussion preceding
Definition 1.3.37). An real Moishezon variety is a Moishezon variety with a global
anti-holomorphic involution σ : X → X .
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Remark 6.1.5 By [Moi67] (an English translation of [Moı̆66a, Moı̆66b, Moı̆66c]),
any compact non singular complex analytic variety is Moishezon if and only if it is
bimeromorphic to a projective variety.

Any non singular Moishezon surface is projective ([BHPVdV04, IV.5]). The first
examples of 3 dimensional non singular non projective Moishezon varieties were
constructed by Hironaka. See [Har77, Appendix B.3] for more details.

The following theorem implies that the non projective non singular Nash
conjecture holds for n = 3.

Theorem 6.1.6 Let M be a three dimensional compact connected C∞ manifold
without boundary. There is then a non singular R-Moishezon variety (X,σ) and a
bimeromorphic map π : P

3 ��� X such that πσ0 = σπ and X (R) is diffeomorphic
to M.

Proof See [Kol02, Theorem 1.3]. �

In fact, the following more specific theorem holds: there is a sequence of blow
ups and contractions along non singular centres (see Appendix F for the definitions)

P
3 = X0

π0��� X1
π1��� · · · πn−1��� Xn = X

such that for every i the variety Xi is non singular. Moreover, this sequence is real in
the following sense: each of the varieties has a global anti-holomorphic involution
σi : Xi → Xi such that σ0 = σP, σn = σ and πiσi = σi+1πi for all i . See [Kol02]
for more details.

Kollár proves this result using the Benedetti-Marin classification of what he calls
“topological flops” which are a special case of the déchirures discussed above. He
then shows how to realise these topological flops as algebraic flops. We briefly
describe the special type of algebraic flop used by Kollár. There is a birational

map f : X ��� X ′ which factors as X
π←− X1

π′−→ X ′ where π and π′ have the same
exceptional divisor E ⊂ X1, isomorphic to P

1 × P
1, and each of the morphisms

contracts one of the two P
1 factors. The associated transformation of the real locus

X (R) ��� X ′(R) is then a topological flop. Conversely, such a transformation of the
3-dimensional variety X can only be carried out in the presence of a rational curve
C ⊂ X embedded in a particular way:

1. the exceptional divisor E of the blow up π : X1 → X alongC must be isomorphic
to P

1 × P
1,

2. π|E : E → P
1 must be projection onto the first fibre,

3. there is a contraction π′ : X1 → X ′ of E whose restriction to E is a projection
onto the second factor.

The first step in the proof of this theorem is the construction of a suitable algebraic
approximation of certain embedded Möbius bands representing topological flops.
This is done using the approximation theorem 5.4.21. The second step involves
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constructing algebraic flops using blow ups that do not alter the real locus. At the
end of this process, the variety X is not generally projective but remains Moishezon
because the function field is invariant under birational transformation. We refer the
interested reader to [Kol01a, Section4] for more details of this construction.

6.1.6 Non Singular Projective Nash Fails for All Dimensions
n > 1

Aswe have seen, Comessatti’s theorem refutes the non singular projective Nash con-
jecture for n = 2. The fact that the Nash conjecture fails for non singular projective
varieties of dimension n = 3 follows from Theorem 6.1.9, proved in the series of
articles [Kol98b, Kol99a, Kol99b, Kol00]. In particular, Kollár proved in this the-
orem that apart from a finite number of possible exceptions, hyperbolic manifolds
(Definition B.8.6) of dimension 3 do not have a non singular rational projective
model (Corollary 6.1.10) and conjectured that this result generalises. Not long after-
wards, Viterbo andEliashberg confirmed this conjecture by proving that in dimension
n > 2 there is no hyperbolic manifold with a non singular rational projective model
(Corollary 6.1.18).

The results of Kollár and Viterbo-Eliashberg apply to a class of varieties gener-
alising rational varieties, namely the uniruled varieties mentioned in our discussion
of surfaces (Definition 4.4.1).

Definition 6.1.7 A real or complex variety X of dimension n is said to be uniruled
if and only if it is dominated by a cylinder of the same dimension, by which we mean
there is a variety Y of dimension n − 1 and a rational map

Y × P
1 ��� X

whose image is Zariski dense.

Remark 6.1.8 The definition above holds whether X is real or complex: being unir-
uled is invariant under change of base field. See [Deb01, Section4.1, Remark 4.2(5)]
for more details.

As the product variety P
n−1 × P

1 is birationally equivalent to P
n , it is immediate

that any rational variety over R or C is uniruled. To see that P
n−1 × P

1 is birational
to P

n , consider the rational map

((x0 : · · · : xn−1), (y0 : y1)) 
��� (x0y0 : x1y0 : · · · : xn−1y0 : x0y1) .

which induces an isomorphism between the open sets {x0 �= 0} × {y0 �= 0} in
P

n−1
x0:···:xn−1

× P
1
y0:y1 and the open set {z0 �= 0} in P

n
z0:···:zn

.
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Kollár’s Theorem

Before stating Kollár’s theorem we need some results on the classification of three
dimensional topological manifolds. Compact connected surfaces without boundary
are classified topologically (Theorem E.1.6) by two invariants: orientability, which
is a binary invariant, and the Euler characteristic, which is an integer. The theory
of three dimensional manifolds is much richer: we refer the interested reader to
Appendix B.8 for a full discussion of three dimensional manifold theory which is
summarised here.

By Theorem B.8.17, any compact topological manifold of dimension 3 is
constructed from “blocks” belonging to one of the following disjoint families:

1. Seifert manifolds (Definition B.8.1);
2. Sol manifolds (Definition B.8.8);
3. Hyperbolic manifolds (Definition B.8.6).

Note that the lens spaces (Definition B.8.2) appearing in the next result belong
to the first class of manifolds by Proposition B.8.3. A connected sum of at least two
such spaces, however, is not Seifert unless it isRP

3#RP
3 by Propositions B.8.11 and

B.8.13.

Theorem 6.1.9 (Kollár 1998) Let X be a non singular projective algebraic
R-variety of dimension 3. Suppose that X is uniruled and X (R) is orientable. Any
connected component of X (R) is then diffeomorphic to one of the following.

1. A Seifert manifold,
2. A connected sum of a finite collection of lens spaces,
3. A Sol manifold,
4. A manifold belonging to a finite list of possible exceptions.
5. A manifold obtained from one of the above manifolds by taking the connected sum

with a finite number of copies of RP
3 and a finite number of copies of S

2 × S
1.

Proof The above result can be deduced from the original statement
([Kol01b, Theorem 6.6]) using Proposition 6.2.3. We sketch its proof below. �

Corollary 6.1.10 Apart from a finite number of possible exceptions, orientable
hyperbolic manifolds of dimension 3 do not have a non singular uniruled projective
model.

Remark 6.1.11 In fact, subsequent results of Kollár’s imply that the orientability
hypothesis can be omitted in 6.1.10. See [Kol99a, Theorem 12.1, Theorem 1.8,
Theorem 1.2], [Kol99b, Theorem 8.3] and [Kol00] for more details.

Proof (Proof of Corollary 6.1.10) Any hyperbolic manifold M is geometric and
therefore indecomposable by Corollary B.8.12. By Theorem 6.1.9, except for a
finite number of possible exceptions, any indecomposable connected component
of the real locus of a non singular uniruled orientable projective variety is a Seifert
manifold, a lens space (which is also a Seifert manifold) or a Sol manifold. None of
these manifolds is hyperbolic by Corollary B.8.14. �
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One of the main difficulties arising in the proof of Theorem 6.1.9 is that we need
to control the modifications of the topology arising when we run the minimal model
program (MMP) over R. Theorem 6.1.13 below enables us to reduce our general
topological classification to certain special manifolds.

Minimal Model Problem over R

Starting from a non singular projective algebraic R-variety (X,σ) de dimension 3
we can carry out a sequence of “elementary” birational transformations

X = X0
π0��� X1

π1��� · · · πn−1��� Xn = X∗

until we obtain an R-variety (X∗,σ∗) whose global structure is “simple”. Moreover,
this sequence of transformations is real in the following sense: every variety Xi has a
real structure σi : Xi → Xi such that σ0 = σ, σn = σ∗ and πiσi = σi+1πi for every
i .

The price we pay is that the varieties Xi , i > 0 and X∗ are no longer non singular:
we have to extend our class of varieties to include certain types of relatively mild
singularities. The singularities in question are called terminal singularities- we refer
to [Kol98b] for the definition of these singularities and their classification on an
R-variety of dimension 3. We note that in dimension 3 all such singularities are
isolated.

When we say that the global structure is “simple” we mean that X∗ satisfies one
of the conditions below. See [Kol99a, Theorem 3.11] for a more precise statement.

• The canonical divisor K X∗ is nef (Definition 2.6.41).
• There is a real conic fibration X∗ → Y over an R-surface Y ;
• There is a real del Pezzo fibration X∗ → Y over an R-curve Y ;
• The variety X∗ is Fano, or in other words its anti-canonical divisor−K X∗ is ample
(Definition 2.6.20).

Theorem 6.1.12 Let (X,σ) be a non singular projective algebraic R-variety of
dimension 3 and let (X∗,σ∗) be the output of the real MMP applied to X. If X is
uniruled then X∗ is a fibration of one of the following types (known as Mori fibre
spaces):

1. A conic bundle over a surface;
2. A Del Pezzo fibration over a curve;
3. A three dimensional Fano variety over a point.

Proof If the variety X is uniruled K X∗ cannot be nef since in characteristic zero,
any non singular uniruled variety contains a free rational curve ([Deb01, Corollary
4.11]) and by [Deb01, Example 4.7(1)], there is no free rational curve on a variety
whose canonical divisor is nef. The variety X∗ therefore belongs to one of the three
classes listed above. �

One of Kollár’s discoveries it that we can avoid the main difficulties of the MMP
if the real locus of the variety is orientable.
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Theorem 6.1.13 Let (X,σ) be a non singular projective algebraic R-variety of
dimension 3 and let (X∗,σ∗) be the output of a real MMP on X. Suppose that the
real locus X (R) is orientable.

The topological normalisation X∗(R) → X∗(R) (Definition 4.4.35) is then a
piecewise linear manifold and any connected component L ⊂ X (R) can be obtained
from X∗(R) as a connected sum of components of X∗(R), copies of RP

3 and copies
of S

2 × S
1.

Proof See [Kol99a, Theorem 1.2]. �

Proof (Summary of the proof of Theorem 6.1.9) By Theorem 6.1.12, the R-variety
(X,σ) is birational to an R-variety (X∗,σ∗) which is a Mori fibre space of one of
the three types listed above. Theorem 6.1.13 enables us to conclude using known
classifications of topological types of such fibrations:

1. A conic bundle over a surface. Kollár classified such bundles in [Kol99b, Theo-
rem 1.1]. One consequence of his classification is that, up to connected sum with
RP

3s and S
2 × S

1s, M is a Seifert manifold or a connected sum of lens spaces.
2. A fibration over a curve with rational fibres. [Kol00, Theorem 1.1] states that

up to connected sum with RP
3s and S

2 × S
1s, M is then a Seifert manifold, a

connected sum of lens spaces, a torus bundle over a circle or the Z2-quotient of
such a bundle. In the last two cases, Proposition 6.2.3 implies that M is a lens
space or a Sol manifold.

3. A Fano variety with terminal singularities. We know by [Kaw92] (see also
[Kol98a, Section6]) that there is only a finite number of families of such vari-
eties: we even have an (improbable) upper bound on this number, since work by
Kollár (see [Kol17, before Theorem 24] for example) implies that there are atmost
1010

500
different topological types of R-Fano varieties with terminal singularities.

�

Remark 6.1.14 Not much is currently known about the topology of 3 dimensional
Fano varieties: we mention three articles on real Fano varieties for the interested
reader. Real cubics in P

4 were classified by Krasnov [Kra06, Kra09] and the possible
real structures on the Fano variety V22 were classified byKollár and Schreyer [KS04].

Viterbo’s Theorem

The proof of Theorem 6.1.16 below on hyperbolic manifolds, like the proof of
Theorem 6.2.4 on Sol manifolds, uses symplectic field theory (SFT), which would
take us too far from algebraic geometry. Not having the necessary space to explain
this important tool, we refer the interested reader to [EGH00, 1.7.5] (or [MW12] for
Sol manifolds) for more details. We will however explain how symplectic geometry
arises in this context.

Given any non singular complex projective algebraic variety X of complex
dimension n, wemay consider its underlying differentiablemanifold. For any projec-
tive embedding j : X ↪→ P

N (C), the restriction to j (X) of the Fubini-Study metric
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on P
N (C) equips X with a Kähler form ω as in Example D.3.6. The pair (X,ω)-

where X is the differentiable manifold of even real dimension 2n and ω is a Kähler
form- is then a symplectic manifold. See Remark D.3.5 for more details.

Definition 6.1.15 Let (X,ω) be a symplectic manifold. A submanifold M ⊂ X is
said to be Lagrangian if and only if

ω|M ≡ 0 and dimR M = 1

2
dimR X ,

or in other words if M is an isotropic submanifold of maximal dimension.

Theorem 6.1.16 Let X be a non singular complex projective algebraic variety of
complex dimension > 2. Let M ⊂ X be a Lagrangian submanifold for some under-
lying symplectic structure on X. If X is uniruled then M does not have a Riemannian
metric with strictly negative sectional curvature.

Proof See [Vit99], [EGH00, 1.7.5]. �

Exercise 6.1.17 Prove that the real locus X (R) of a non singular projectiveR-variety
(X,σ) is a Lagrangian subvariety of the underlying symplectic manifold structure
on X given by an R-embedding of (X,σ).

Corollary 6.1.18 Let X be a non singular projective R-variety of dimension > 2. If
X is uniruled then no connected component of X (R) has a hyperbolic metric since
any such a metric has constant sectional curvature −1.

6.2 Real Uniruled 3-varieties from 2000 to 2012

Theorem 6.1.9 implies strong constraints on the real locus of a non singular uniruled
projectiveR-variety of dimension 3. Following this theorem, Kollár proposed several
conjectures on the topological classification of the real loci of such varieties, whose
current status is summarised below.

Recall that if M is an oriented compact manifold without boundary of dimension
3 then there is a decomposition M = M ′#a

RP
3#b(S2 × S

1)with maximal a + b and
this decomposition is unique by Milnor’s theorem [Mil62]. (See Definition B.5.15
for the definition of the connected sum).

Since the algebraic properties of rationality, rational connectedness (see below)
and uniruledness are invariant under birational equivalence the corresponding topo-
logical properties of M can be detected on M ′: this phenomenon is illustrated in the
examples below. This motivates our following ad hoc definition.

Definition 6.2.1 Let M be an oriented compact manifold without boundary of
dimension 3 and let M = M ′#a

RP
3#b(S2 × S

1) be a decomposition with a + b
maximal. The manifold M ′ is said to be the essential part of M . A property of
M is said to be essential if it only depends on M ′.
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Example 6.2.2 This example is taken from [Kol99a, Example 1.4]. Let X be a non
singular R-variety of dimension 3.

1. Let P ∈ X (R) be a real point and let M be the connected component of X (R)

containing P . We then have (Proposition F.3.1)

BP M ≈ M#RP
3.

2. Let D ⊂ X be an R-curve with a unique real point {0} = D(R). Suppose that
close to 0 this curve is given by equations {z = x2 + y2 = 0}. Let Y1 = BD X be
the variety obtained by a blow up of X centred at D. (See Appendix F for the
definition of such a blow up). This new variety is real and has a unique singular
point P . Consider Y := BP Y1, the variety obtained by blowing up Y1 at P , which
is a non singular real variety. Denoting by π : Y → X the composition of these
two blow ups, the component M ⊂ X (R) containing P satisfies

π−1M ≈ M#(S2 × S
1),

or in other words
BP(BD M) ≈ M#(S2 × S

1).

6.2.1 Uniruled Varieties

Kollár’s theorem 6.1.9 tells us that apart from Solmaniolds (Definition B.8.8), and a
finite number of closed manifolds of dimension 3, real uniruled orientable varieties
are essentially (Definition 6.2.1) Seifert bundles or connected sums of lens spaces.
The progress made since this theorem can be briefly summarised as follows. Theo-
rem 6.1.16 tells us that no hyperbolic manifold can be contained in the real locus of
a non singular uniruled projective variety. Theorem 6.2.4 tells us that only a finite
number of Sol manifolds can be contained in the real locus of a non singular unir-
uled projective variety. Conversely, Theorem 6.2.7 together with Proposition B.8.13
tells us that any orientable geometric manifold (Definition B.8.4) which is neither
hyperbolic nor Sol is diffeomorphic to a connected component of the real locus of a
non singular uniruled projective variety.

Sol Manifolds and Suspensions1 of Diffeomorphisms of the Torus

Let z be a coordinate on the circle S
1 := {|z| = 1} ⊂ C and let (u, v) be coordinates

on the torus S
1 × S

1 := {|u| = 1, |v| = 1} ⊂ C × C. The group GL2(Z) then acts
on S

1 × S
1 via the map

(

a b
c d

)


−→ [(u, v) 
→ (uavb, ucvd)].

1This construction also appears in the litterature under the name “mapping Torus”.
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For any A ∈ GL2(Z) we set

M := (

S
1 × S

1
) × [0, 1]/((u, v), 0) = (A · (u, v), 1).

Themap ρ : M → S
1 = [0, 1]/(0 = 1) is then a differentiable C∞ torus bundle as

in Definition C.3.5. We can prove that the total space M of this bundle is geometric
(Definition B.8.4) and its geometry depends on the diffeomorphism of S

1 × S
1 given

by the matrix A. See [Sco83] for more details. Let λ be a eigenvalue of A: there are
three different possible cases.

1. If |λ| = 1 and A is periodic then M is a Euclidean manifold,
2. If |λ| = 1 and A is non periodic then M is a Nil manifold
3. If |λ| �= 1 (or in other words A is hyperbolic) then M is a Sol manifold.

Note that in the first two cases where M has a Euclidean or Nil geometry M is
also a Seifert bundle (Proposition B.8.13). It follows that a torus bundle over the
circle is always either a Seifert manifold or a Sol manifold.

Conversely, most Sol manifolds are toric bundles with hyperbolic gluing, as the
proposition below shows.

Proposition 6.2.3 (Classification of closed Sol manifolds)
Let M be a compact Sol manifold without boundary: M therefore has one of the

following two forms.

1. M is the suspension of a hyperbolic diffeomorphism.
2. M is a sapphire, ie., a Z2-quotient of the previous case.

Proof See [MW12, Theorem 2.1]. �

Theorem 6.2.4 Any closed orientable Sol manifold cannot be embedded as a con-
nected component of the real locus of a non singular projective variety of dimension
3 which is a bundle over a curve with rational fibres.

Proof See [MW12, Corollary 3.1]. �

Apart from a finite number of possible exceptions, this establishes the first part
of Kollár’s conjecture [Kol01b, Conjecture 6.7(1)].

Corollary 6.2.5 If a connected orientable component M of the real locus of a non
singular uniruled projective R-variety (X,σ) of dimension 3 is a Sol manifold then
X is birationally equivalent to an R-Fano variety (Y, τ ) such that Y (R) contains a
connected component homeomorphic to M.

Remark 6.2.6 In particular, the number of such uniruled Sol manifolds is finite: it
is even conjectured that such things do not exist. See [Kol01b, Conjecture 6.7(1)])
for more details.
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Proof (Proof of Corollary 6.2.5) We use the same line of attack as in the proof
of Theorem 6.1.9. By Theorem 6.1.12, the R-variety (X,σ) is birational to an
R-variety (Y, τ ) which is a Mori fibre space. Moreover, Y (R) contains a connected
component which is homeomorphic to M by Theorem 6.1.13 because any Sol man-
ifold is indecomposable by Corollary B.8.12. We conclude using Theorem 6.1.13
and our classification of topological types of Mori fibre spaces.

1. Conic bundles over surfaces. Kollár classified such surfaces in [Kol99b, Theo-
rem 1.1]: this classification implies in particular that M is a Seifert manifold (or
a lens space which is a special type of Seifert manifold) and therefore M cannot
be a Sol manifold by Corollary B.8.14.

2. A fibration with rational fibres over a curve: Theorem 6.2.4 then states that M
cannot be Sol.

3. A Fano variety with terminal singularities. We know that there is only a finite
number of such varieties.

�

The following theorem, proved in the articles [HM05b] and [HM05a], is the con-
verse of Theorem 6.1.9 if we assumeKollár’s conjecture [Kol01b, Conjecture 6.7(1)]
which states that there are in fact no exceptions in Kollár’s theorem. In other words,
this conjecture states that any connected component of the real locus of a non singular
Fano variety of dimension 3 is essentially a Seifert manifold or a connected sum of
lens spaces.

Theorem 6.2.7 Any orientable Seifert manifold and any connected sum of lens
spaces #k

i=1Lpi ,qi can be realised as a connected component of the real locus of
a non singular uniruled projective R-variety of dimension 3.

Proof See [HM05b, Theorem 1.1] for the construction of Seifert manifolds and
[HM05a, Corollary 1.2] for the construction of connected sums of lens spaces. �

Remark 6.2.8 This theorem confirms a conjecture of Kollár’s ([Kol01b, Conjec-
ture 6.7.(2)]).

6.2.2 Rationally Connected Varieties

We have seen that uniruled varieties (Definition 6.1.7) generalise rational varieties.
We now present a class of varieties in between rational and uniruled varieties.

Definition 6.2.9 A non singular projective R-variety (X,σ) of dimension n is said
to be rationally connected (r. c.) if and only if it has a non empty Zariski open
subset U ⊂ X such that for any pair of points x, y ∈ U there is a rational curve
f : P

1(C) → X such that x, y ∈ f (P1(C)). It is not required that f should be real.
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Remark 6.2.10 This definition is one of five equivalent characterisations given in
[Kol01c, Definition 41] of rational connectedness of non singular varieties. For more
information on rational connectedness of possibly singular varieties see [Deb01,
Definition 4.3]: the linkwithDefinition 6.2.9 is explained inRemark [Deb01,Remark
4.4(3)]. The interested readermay alsowish to consult [Deb01,Remark 4.4(4)]which
shows that rational connectedness ([Deb01, Definition 4.3]) is, like uniruledness,
invariant under change of base field.

Geometrically rational varieties are rationally connected, hypersurfaces of degree
less than or equal to n in P

n are rationally connected and more generally all Fano
varieties are rationally connected [KMM92, Cam92]. Rationally connectedness is an
intermediate property between rationality and uniruledness: a variety X is uniruled if
and only if there is an open subset U such that for any x ∈ U there is a rational curve
f : P

1(C) → X such that x ∈ f (P1(C)). ParaphrasingKollár ([Kol01c]), “rationally
connected variety” has come to be seen as the “right” generalisation of “rational
curve”.

Before stating Theorem 6.2.12, the main result of the subsection, we prove a
corollary of Theorem 4.4.39 on rational surfaces with Du Val singularities.

If g : M → B is a Seifert bundle (DefinitionB.8.1), let k be the number ofmultiple
fibres of g and for every multiple fibre g−1(Pi ), i = 1 . . . k, let mi be its multiplicity.
If M is a connected sum of lens space (Definition B.8.2) let k be the number of lens
spaces and for each lens spaceLpi ,qi , i = 1 . . . k, letmi be the order of its fundamental
group.

Theorem 6.2.11 Let (X,σ) be a non singular projective R-variety of dimension 3
with an R-fibration X −→ Y whose general fibre is P

1. If X (R) is orientable and Y is
a geometrically rational R-surface then for every connected component M ⊂ X (R)

we have that

1. k(M) � 4;
2.

∑k
i=1(1 − 1

mi +1 ) � 2;

3. If M → B is a Seifert bundle with |B| = S
1 × S

1 then

k(M) = 0 .

The three conclusions of this theoremconfirm three conjectures ofKollár [Kol99b,
Remark 1.2(1–3)] (see also [Kol01b, Conjecture 6.7.(3)]).

Proof The original proof can be found in [CM09, Theorem 0.1, Section6].
Let f : X −→ Y be a non singular projective R-variety of dimension 3 which is

R-fibred in rational curves over a geometrically rational R-surface Y . Suppose that
X (R) is orientable and let M ⊂ X (R) be a connected component. Kollár proved (see
[CM08, 3.3, 3.4, and the proof of Corollary 0.2]) that the following objects exist.

1. A pair of birational contractions c : X → X ′, r : Y → Y ′ such that

(a) X ′ is a projective R-variety of dimension 3 with terminal singularities
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(b) Y ′ is a Du Val surface.

2. An R-fibration in rational curves f ′ : X ′ −→ Y ′ such that −K X ′ is f ′-ample and
f ′ ◦ c = r ◦ f .

3. The important property of this construction is that M ′′ = M ′#a′
RP

3 where M ′ is
the essential part of M and M ′′ is the connected component of the topological
normalisation ν : X ′(R) → X ′(R) which has the property that ν(M ′′) = c(M).

By [Kol99b, Theorem 8.1] and [CM08, Proof of Corollary 0.2, end of Section3],
there is a small perturbation g : M ′′ → B of f ′|ν(M ′′) such that g|g−1(B\∂B) is a Seifert
bundle and is injective on the set of singular points of Y ′ contained in f ′(ν(M ′′))
which are of type A+ and are globally separating if they are locally separating. This
injection shows that the multiplicity of the fibre is m + 1 if the singular point is
of type A+

m . The inequalities k(M) � 4 and
∑k

i=1(1 − 1
mi +1 ) � 2 then follow from

Theorem 4.4.39. �

The next theorem summarises our current knowledge of the topological classifi-
cation of three dimensional uniruled and rationally connected varieties. It brings
together work originally published in [Kol98b, Kol99a, Kol99b, Kol00, Vit99,
EGH00, HM05b, HM05a, CM08, CM09, MW12].

Theorem 6.2.12 (Classification) Let X be a non singular projective R-variety of
dimension 3 with orientable real locus X (R). Let M ⊂ X (R) be a connected com-
ponent. Except for a finite number of possible exceptions,

1. If X is uniruled then there are integers a, b ∈ N and a variety M ′ such that

M = M ′#a
RP

3#b(S2 × S
1)

and M ′ is either a Seifert bundle M ′ → B or has a decomposition M ′ = #k
i=1Lpi ,qi

into lens spaces.
2. If X is rationally connected and M is a Seifert manifold M → B whose orbit

space B is orientable then M has one of the following four geometries

S
3, E

3, S
2 × E

1, Nil.

Conversely, let M = M ′#a
RP

3#b(S2 × S
1)be a compact manifold without bound-

ary of dimension 3. If M ′ is an orientable Seifert manifold or a connected sum of lens
spaces M ′ = #k

i=1Lpi ,qi then there is a non singular uniruled projective R-variety X
such that M is diffeomorphic to a connected component of X (R).

Proof By Kollár’s theorem 6.1.9 result (1) will follow if we can show that the only
infinite family of possible exceptions in 6.1.9.(3) does not in fact arise. In other
words, it will be enough to prove that if M → S

1 is a locally trivial torus bundle
which does not also have a Seifert bundle structure then M belongs to the finite list
of exceptions 6.1.9.(4). This follows from Corollary 6.2.5. The result (2) follows
from Theorem 6.2.11 using Proposition 4.4.34 and the Table6.1 [Sco83, Table 4.1],
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Table 6.1 Geometry of Seifert manifolds f : M → B

χ(B) > 0 χ(B) = 0 χ(B) < 0

e( f ) = 0 S
2 × E

1
E
3

H
2 × E

1

e( f ) �= 0 S
3 Nil S̃L2(R)

which gives the geometry of the total space M as a function of the geometry of the
base orbifold B of the Seifert bundle f : M → B and the Euler number e( f ) of the
fibration. (See [Sco83, discussion after Theorem 3.6] for the definition of e( f ) and
[Sco83, Lemme 3.7] for its main properties.)

The converse follows from Theorem 6.2.7. �

6.3 Questions and Conjectures

1. The following conjecture from 2004 ([Man04, Page 24]) is still open.

Conjecture 6.3.1 The real geometric components of orientable non singular unir-
uled projective R-varieties of dimension 3 are exactly the orientable Seifert mani-
folds.

Given Theorem 6.2.12, the number of possible counter-examples to this conjecture
is finite. Moreover, any such counter-example would have to be the resolution of a
Fano variety with terminal singularities and a connected Sol component in its real
locus.

2. Let us unearth a question first asked in [MW12]. We have seen above that there
are uniruled models for all orientable Seifert manifolds (Theorem 6.2.7) but the
following question is still open: what is the simplest non singular real projective
model of a hyperbolic manifold? of a Sol manifold?

3. It should be possible to prove that any non orientable Seifert manifold has a
uniruled model by improving the construction in [HM05b].



Appendix A
Commutative Algebra

In this chapter we will summarise various results from commutative algebra for
the reader’s convenience. Some are well known, but others are not easily available
despite being standard in the specialist literature. Our main reference is Eisenbud’s
book [Eis95].

A.1 Inductive Limits

We refer to [Eis95, Appendices 5 and 6] for an introduction to categories and limits:
the reader should be aware that our inductive limits are called filtered colimits in
Eisenbud’s book. We recall some basic definitions.

Definition A.1.1 (Inductive system) Let C be a category and let (J,�) be a partially
ordered set such that ∀(i, j) ∈ J 2, ∃k ∈ J | i � k and j � k. We then call (J,�) a
filtered set, a directed set or a directed preorder. An inductive system indexed by J
is the data of a family {M j } j∈J of objects of C and morphisms ϕi j : Mi → M j for
all pairs of indices (i, j) ∈ J 2 such that i � j which satisfy

1. ∀ j ∈ J , ϕ j j = idM j ;
2. ∀(i, j, k) ∈ J 3, i � j � k =⇒ ϕ jk ◦ ϕi j = ϕik .

Definition A.1.2 (Inductive limit) Let {M j } j∈J be an inductive system in a category
C. A object M in C is the inductive limit, direct limit or colimit of a filtered set of
the system {M j } if it is equipped with morphisms ϕ j : M j → M satisfying the com-
patibility relations ϕi = ϕ j ◦ ϕi j for every i � j and having the following universal
property: if N is an object in C equipped with morphisms ψ j : M j → N which are
compatible with the inductive system structure then there is a unique map M → N
such that for all j the morphism ψ j factors
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https://doi.org/10.1007/978-3-030-43104-4
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M j

ϕ j

ψ j
N

M

When the inductive limit of the system {M j } j∈J exists we denote it by lim−→ j∈J
M j .

Example A.1.3 If the category C is the category of groups, rings or A-modules/
algebras for some given ring A then the inductive limit exists: it is simply the quotient
of the disjoint union of the M j s modulo an equivalence relation

lim−→
j∈J

M j =
⊔

j∈J

M j

/
∼

where xi ∈ Mi is equivalent to x j ∈ M j if and only if there is a k ∈ J such that
ϕik(xi ) = ϕ jk(x j ).

Example A.1.4 Let F be a sheaf (see Appendix C) of elements of C over a topo-
logical space X . For any given x ∈ X the set of open neighbourhoods of x ordered
by inclusion (U � V if and only if U ⊇ V ) is a filtered set and {F(U )}U
x is an
inductive system. The limit of this system is called the stalk ofF at x and is denoted
Fx . For every open neighbourhood of x the canonical morphism F(U ) → Fx sends
a section s of F over U to the germ sx ∈ Fx of s at x .

A.2 Rings, Prime Ideals, Maximal Ideals and Modules

By convention all our rings are assumed to be commutative with amultiplicative unit,
and ring morphisms are required to send the multiplicative unit to the multiplicative
unit.

The set of invertible elements of A is denoted U (A). If K is a ring then a
K -algebra A is a ring equipped with a ring morphism K → A. For example,
K [X1, . . . , Xn] is the K -algebra of polynomials in n variables with coefficients
in K and K (X1, . . . , Xn) is the K -algebra of rational functions in n variables with
coefficients in K .

Definition A.2.1 A non zero element a in a ring A is said to be a zero divisor in A if
and only if there is a non zero element b ∈ A such that ab = 0.

A ring is said to be an integral domain if and only if it has at least two elements
and does not contain a zero divisor.

A field is a ring with at least two elements such that all its non zero elements are
invertible.
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Definition A.2.2 Let A be a ring.

1. An ideal I in A is said to be prime if and only if it satisfies the following properties:

(a) I is not equal to A
(b) If a and b are elements of A such that ab ∈ I then a ∈ I or b ∈ I .

2. An ideal I in A is said to be maximal if and only if it is different from A and the
only ideals in A containing I are I and A.

Definition A.2.3 For any ideal I in a ring A, the radical
√

I of I in A is the ideal
of roots of elements of I .

√
I := {a ∈ A | there is a natural number n � 1, an ∈ I } .

An ideal I ⊂ A is said to be radical if and only if I = √
I .

Exercise A.2.4 (See Remark 1.2.29) Let K be a field. Prove that if F is a Zariski
closed subset of A

n(K ) then I(F) is radical.

Definition A.2.5 An element a in a ring A is said to be nilpotent if and only if there
is a natural number n > 1 such that an = 0. The nilradical of a ring A is the set of
its nilpotent elements. A ring is said to be reduced if and only if its nilradical is the
zero ideal, or in other words if it has no non zero nilpotent elements.

Exercise A.2.6 The nilradical of a ring A is an ideal, namely the radical ideal of the
zero ideal of A.

Proposition A.2.7 Let A be a ring and let I be an ideal of A.

1. The ideal I is radical if and only if the quotient ring A/I is reduced.
2. The ideal I is prime if and only if the quotient ring A/I is an integral domain.
3. The ideal I is maximal if and only if the quotient ring A/I is a field.

Proof Easy exercise. �

Proposition A.2.8 (Correspondence theorem) Let A be a ring and let I ⊂ A be
an ideal. The canonical surjection A → A/I induces a one-to-one correspondence
between prime ideals of A/I and prime ideals of A containing I and a similar
one-to-one correspondence between maximal ideals of A/I and maximal ideals of
A containing I .

Proof Easy exercise. �

The following lemma is extremely useful despite its simplicity.

Lemma A.2.9 Let A be a ring and let B ⊂ A be a sub-ring. If I is a prime ideal of
A then I ∩ B is a prime ideal of B.
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Proof Let a and b be elements of B such that ab ∈ I ∩ B and a /∈ I ∩ B. As a ∈ B
and a /∈ I ∩ B, a does not belong to I . It follows that b ∈ I because I is a prime
ideal of A and hence b belongs to I ∩ B. �
Example A.2.10 We calculate the dimension of the ideal I := (x2 + y2) from
Example 1.5.20. There is a unique chain (Definition 1.5.2) of prime ideals in R[x, y]
containing (x2 + y2) which is of maximal length

(x2 + y2) ⊂ (x, y) .

There is therefore only one chain of prime ideals ofR[x, y]/(x2 + y2) ofmaximal
length. The dimension of the ring R[x, y]/(x2 + y2) is therefore equal to 1 and
according to Definition 1.5.9 dim I = 1.

Lemma A.2.11 (Nakayama’s Lemma) Let A be a ring, let a ⊂ A be an ideal and
let M be a finitely generated A-module such that M = aM. There is then an element
a ∈ 1+ a such that aM = 0: in particular, if A is local and a is its maximal ideal
then M = 0.

Proof See [Eis95, Corollary 4.8]. �
Definition A.2.12 A ring S is said to be graded if and only if it has a decomposi-
tion S = ⊕d�0Sd as a direct sum of abelian groups Sd such that for any d, e � 0,
Sd · Se ⊂ Sd+e. An ideal I ⊂ S is said to be a homogeneous ideal if and only if
I = ⊕d�0(I ∩ Sd).

A.3 Localisation

Definition A.3.1 Let A be a ring, let M be an A-module and let S ⊂ A be a multi-
plicative subset1 or in other words a subset stable under multiplication. The localised
module (or localisation) of M in S, denoted S−1M , is the set of equivalence classes
of pairs (m, s) ∈ M × S for the relation (m, s) ∼ (m ′, s ′) if and only if there is an
element t ∈ S such that t (s ′m − sm ′) = 0. This set is equipped with an obvious
A-module structure. The equivalence class of (m, s) is denoted by m/s. When
M = A, this construction yields the localisation S−1 A of A at S.

If f is an element of A, the set S = {1, f, f 2, . . . , f k, . . . , } is a multiplica-
tive subset of A and we denote these special localisations by A f := S−1 A and
M f := S−1M . If f is nilpotent then A f is the zero ring.

If p ⊂ A is a prime ideal then S := A \ p is a multiplicative subset and we
denote these special localisations by Ap := S−1 A and Mp := S−1M .2 We denote

1By convention, the product over an empty set is 1, so any multiplicative subset of a ring is assumed
to contain the multiplicative unit.
2This notation can sometimes be confusing: if K is a field and A = K [x] then Ax =
K [x, 1

x ] (we localise with respect to the multiplicative subset of A generated by x) but
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by κ(p) the quotient ring Ap/pp. There is a natural morphism i : M → S−1M
defined by a �→ a/1 and a natural localisation of morphisms: if ϕ : M → N is a
morphism of A-modules, the localised morphism S−1ϕ : S−1M → S−1N is defined
by (S−1ϕ)(m/s) = ϕ(m)/s.

Proposition A.3.2 (Universal property of localisations) Let A and B be rings, let
S ⊂ A be a multiplicative subset and let ϕ : A → B be a ring morphism such that
ϕ(S) ⊂ U (B) (note that the set U (B) of invertible elements of B is a multiplicative
subset). There is then a unique extension ϕ̂ : S−1 A → B of ϕ such that the following
diagram commutes.

A

i

ϕ
B

S−1 A
ϕ̂

Corollary A.3.3 The localised ring S−1 A is a flat A-module (Definition A.4.5).

Proof See [Eis95, Proposition 2.5, page 66]. �
Exercise A.3.4 Let A be a ring and let m ⊂ A be a maximal ideal. We then have
that A/m � Am/mm.

Proposition A.3.5 Let A be a ring, let p ⊂ A be a prime ideal and let ϕ : A → Ap,
a �→ a/1 be the natural map. The map I �→ ϕ−1(I ) from the set of ideals of Ap to
the set of ideals of A is then injective and induces a bijection between the set of prime
ideals of Ap and the set of prime ideals of A contained in p.

Proof [Eis95, Proposition 2.2]. �
Definition A.3.6 Aquotient κ(m) = A/m of a ring A by amaximal idealm is called
a residue field of A.

Definition A.3.7 A ring is said to be local if and only if it has a unique maximal
ideal. The unique residue field of a local ring A of maximal ideal m is denoted

κ = A/m .

Definition A.3.8 (Total ring of fractions) Let S be the set of non zero divisors of
a ring A, which is a multiplicative subset. The ring of fractions (or total ring of
fractions) of A is the localisation

FracA := S−1 A .

Proposition A.3.9 (Fraction field) If A is an integral domain then FracA is a field
called the fraction field of A.

A(x) = { p
q , p, q ∈ K [x], q(0) �= 0} (we localise with respect to the multiplicative subset which is

the complement of the prime ideal generated by x).
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Remark A.3.10 If A is an integral domain then the ideal (0) is prime and A satisfies

FracA = A(0) = κ((0)) .

Proposition A.3.11 Let A be an integral domain and let m ⊂ A be a maximal ideal.
We can think of the localisation Am as a subring of FracA and we then have that

A =
⋂

m maximal ideal
of A

Am

Proof As A is an integral domain we may assume that the localisations Am are
included in FracA as subrings. By definition Am is made up of classes of fractions
g
h where g, h ∈ A, h /∈ m. We will now prove that

⋂

m maximal ideal
of A

Am ⊂ A ,

since the opposite inclusion is obvious. Let f ∈⋂m maximal ideal
of A

Am. If f = g
h for

some g, h ∈ A then h is invertible in A, since otherwise A.h would be contained in
a maximal ideal so g

h ∈ A. �

Lemma A.3.12 (Avoidance lemma) Let A be a ring and let I1, . . . , In and I be
ideals of A such that I ⊂ ∪n

�=1 I�. If A contains an infinite field or if at most two of
the I� are not prime then there is an � ∈ {1, . . . , n} such that I ⊂ I�.

Proof [Eis95, Lemma 3.3, page 90]. �

Definition A.3.13 (Noetherian ring) A ring A is said to be Noetherian if and only
if every ideal in A is finitely generated.

Example A.3.14 If K is a field then the polynomial ring K [X1, . . . , Xn] is Noethe-
rian byHilbert’s famousbasis theoremwhich states that if A is a commutativeNoethe-
rian ring then the polynomial ring A[X ] is Noetherian.Any ideal I ⊂ K [X1, . . . , Xn]
therefore has a finite set of generators.

A.4 Tensor Product

Proposition A.4.1 (Universal property of tensor product) Let A be a ring and let M
and N be A-modules. There is then an A-module denoted M ⊗A N equipped with
a A-bilinear map ψ : M × N → M ⊗A N which satisfies the following universal
property: for any A-module B and any A-bilinear map ϕ : M × N → B, there is a
unique A-linear map

ϕ̂ : M ⊗A N → B
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such that the diagram

M × N

ψ

ϕ
B

M ⊗A N
ϕ̂

commutes.
The pair (M ⊗A N ,ψ) is unique up to isomorphism. Most of the time we omit

ψ from the notation and call the A-module M ⊗A N the tensor product of the A-
modules M and N.

See [Eis95, Appendice 2.2] for a proof.
One possible way of constructing the tensor product M ⊗A N of two A-modules

M and N is to quotient the free abelian group generated by symbols of the form
m ⊗ n := ψ(m, n) by the subgroup generated by elements of the form

1. m ⊗ n + m ′ ⊗ n − (m + m ′)⊗ n
2. m ⊗ n + m ⊗ n′ − m ⊗ (n + n′)
3. (a · m)⊗ n − m ⊗ (a · n)

for any m, m ′ ∈ M, n, n′ ∈ N and a ∈ A.

Proposition A.4.2 Let A be a ring and let M, M ′ and N be A-modules. We then
have that

1. M ⊗A N � N ⊗A M;
2. (M ⊕ M ′)⊗A N � (M ⊗A N )⊕ (M ′ ⊗A N ).

Proposition A.4.3 Let ϕ : A → B be a ring morphism and let I be an ideal of A.
We then have that

1. B ⊗A A/I = B/ϕ(I )B;
2. B ⊗A A[t1 . . . , tn] = B[t1 . . . , tn] ;
3. If S is a multiplicative subset of A then

(ϕ(S))−1B = S−1 A ⊗A B .

Proof See [Eis95, Appendice 2.2]. �

Exercise A.4.4 Following standard notation, we denote by Zm := Z/mZ the cyclic
group of order m �= 1.

1. Prove that if m > 1 is an odd integer then

Zm ⊗Z Z2 = 0 .

2. Prove that if m is an even integer (by convention Z0 = Z) then

Zm ⊗Z Z2 = Z2 .
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Definition A.4.5 Let A be a ring. An A-module M is said to be flat if and only if
for any injective morphism N ′ → N of A-modules the induced morphism

M ⊗A N ′ → M ⊗A N

is also injective.

Definition A.4.6 An A-module over a ring A is said to be free if and only if it has
a basis and projective if and only if it is a direct summand of a free A-module.

Lemma A.4.7 Let A be a ring.

1. Any free A-module is projective.
2. If A is a local ring then any projective A-module is free.
3. Any free A-module is flat.

Proof See [Eis95, Appendice 3.2]. �

Definition A.4.8 Let A be a ring and let M be an A-module. Let T k(M) be the
tensor product M ⊗ · · · ⊗ M of M with itself k times for any k � 1. By convention,
we set T 0(M) = A. The (non commutative) A-algebra T (M) =⊕k�0 T k(M) is
called the tensor algebra of M . The symmetric algebra S(M) =⊕k�0 Sk(M) of
M is the quotient of T (M) by the two-sided ideal generated by expressions of the
form x ⊗ y − y ⊗ x with x, y ∈ M . This A-algebra is commutative. The exterior
algebra

∧
(M) =⊕k�0

∧k
(M) of M is the quotient of T (M) by the two-sided

ideal generated by expressions of the form x ⊗ x with x ∈ M . This A-algebra is
anti-symmetric.

Exercise A.4.9 If M is a free A-module of rank r then S(M) � A[X1, . . . , Xr ].

A.5 Rings of Integers and the Nullstellensatz

Definition A.5.1 (Integer over A) Let ϕ : A → B be a ring morphism (B is then
an A-algebra) and consider an element x ∈ B. We say that x is integral over A if
and only if it satisfies a unitary equation, or in other words if there are elements
a0, . . . , an−1 of A such that:

xn + ϕ(an−1)xn−1 + · · · + f (a0) = 0 .

If all the elements of B are integral over A, we say that B is an integral extension
of A and that ϕ : A → B is an integral morphism.

Definition A.5.2 The integral closure of a subring A ⊂ B in B is the ring of all the
elements in B which are integral over A.

A ring A is said to be integrally closed if and only if it is an integral domain and
it is its own integral closure in the fraction field FracA.
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We refer to Definition 1.5.3 for the definition of the dimension dim A of a ring A.

Proposition A.5.3 Let A and B be rings and let A → B be an integral morphism. We
then have that dim B � dim A. If moreover A → B is injective then dim A = dim B.

Proof See [Liu02, Proposition II.5.10]. �

Definition A.5.4 Let A and B be rings. A ring morphism A → B is said to be a
finite morphism if and only if it is an integral morphism and B is a finitely generated
A-module for the structure given by the inclusion A → B. We then say that B is an
A-algebra of finite type (or that B is a finite A-algebra).

It is easy to see that if B is a finitely generated A-algebra then B is integral over
A (and hence finite over A) if and only if B is a finitely generated A-module.

Definition A.5.5 Let K be a field. A K -algebra A is said to be affine if and only if
it is non zero and finitely generated as an algebra. A ring A is said to be affine if and
only if there is a field K such that A is an affine K -algebra.

Lemma A.5.6 (Noether’s normalisation lemma) Let K be a field and let A be an
affine K -algebra. There is then an integer d � 0 and a finite injective morphism

K [X1, . . . , Xd ] ↪→ A .

Proof See [Liu02, Proposition II.1.9]. �

Definition A.5.7 Let L|K be a field extension . If there exists an integer d such that
L is algebraic over a subfield isomorphic to K (X1, . . . , Xd) then we say that L is
of finite transcendence degree over K . It is possible to prove that the integer d is
unique: d is called the transcendence degree of L over K , denoted trdegK L .

Definition A.5.8 Let K be a field. A function field over K is a field L generated
over K by a finite number of elements, by which we mean that there is a finite set
f1, . . . , fr ∈ L such that L = K ( f1, . . . , fr ). Such a field L is said to be a function
field in n variables if the transcendence degree trdegK L = n.

Theorem A.5.9 (Primitive element theorem) Any field extension which is finite- i.e.
of finite degree- and separable is generated by a single element.

Corollary A.5.10 Let K be a field of characteristic zero. If L|K is an algebraic
extension of finite type then there is an element α ∈ L such that

L = K (α) .
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A.5.1 The Nullstellensatz over an Algebraically Closed Field

Definition A.5.11 A field K is said to be algebraically closed if and only if any non
constant polynomial in K [X ] has a root in K .

There are several equivalent versions of Hilbert’s Nullstellensatz.

Theorem A.5.12 (Nullstellensatz 1) If K is an algebraically closed field then all
maximal ideals of K [X1, . . . , Xn] are of the formm(a1,...,an)=(X1 − a1, . . ., Xl − an)

for some (a1, . . . , an) ∈ K n.

Corollary A.5.13 (Nullstellensatz 2) Let K be an algebraically closed field and let
I be an ideal of K [X1, . . . , Xn]. We then have that

I(Z(I )) = I if and only if I is a radical ideal.

A.5.2 The Nullstellensatz over a Real Closed Field

The analogue of Corollary A.5.13 over the real numbers (or more generally over any
real closed field) is much less powerful.

Definition A.5.14 Let A be a commutative ring . An ideal I of A is said to be a real
ideal if and only if for any sequence a1, . . . , al of elements in A,

a2
1 + · · · + a2

l ∈ I =⇒ ai ∈ I,∀i = 1, . . . , l.

Theorem A.5.15 (Real Nullstellensatz) Let I be an ideal in R[X1, . . . , Xn]. We
then have that

I(Z(I )) = I if and only if I is a real ideal.

Proof See [BCR98, 4.1.4]. �

This theorem turns out to hold over any real closed field, such as Ralg = Q ∩ R.

Definition A.5.16 ([BCR98, 1.1.6]) A field K is said to be a real field if and only
if for any x1, . . . , xn ∈ K ,

n∑

k=1
x2

k = 0 =⇒ x1 = · · · = xn = 0 .

Remark A.5.17 Any real field is of characteristic zero.

Definition A.5.18 A real closed field K is a real field which does not have any non
trivial real extension.
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Theorem A.5.19 ([BCR98, Théorème 1.2.2]) Let K be a field. The following are
equivalent.

1. The field K is real closed.
2. The field K has a unique total order whose positive cone is exactly the squares

of K and any polynomial K [X ] of odd degree has a root in K .
3. The extension K [i] = K [X ]/(X2 + 1) is an algebraically closed field.

Remark A.5.20 Only the “true” real number field can be used in problems requiring
transcendental methods: we refer to [BCR98, page 2] for more details. For exam-
ple, the Stone–Weierstrass Theorem 5.2.3 which helps us to compare algebraic and
differentiable geometry, holds only over R.

A.6 Quadratic Z-Modules and Lattices

This section draws on [Ser77, Chapitre V].We recall that anyZ-module is an abelian
group and that any abelian group has a unique Z-module structure. We further recall
that any finitely generated Z-module, M , can be decomposed as a free part and a
torsion part

M = M f ⊕ Tor(M) .

Definition A.6.1 Let A be a ring. A quadratic form on an A-module M is a map
Q : M → A such that

1. Q(ax) = a2Q(x) for any a ∈ A and x ∈ M .
2. The map (x, y) �→ Q(x + y)− Q(x)− Q(y) is a bilinear form.

Such a pair (M, Q) is called a quadratic A-module.

Remark A.6.2 1. Thebilinear form (x, y) �→ Q(x + y)− Q(x)− Q(y) is clearly
symmetric.

2. If 2 is invertible in A (this holds in particular if A is a field of characteristic
different from 2) then the map

(x, y) �→ 1

2
[Q(x + y)− Q(x)− Q(y)]

is a symmetric bilinear form sending the pair (x, x) to Q(x) for any x ∈ M .
This yields a one to one correspondence between bilinear symmetric forms and
quadratic forms on M .

Definition A.6.3 Let K be a field of characteristic different from2. The discriminant
of a quadratic K -module (M, Q) is defined to be the determinant of the matrix BQ

of Q with respect to a basis of M , modulo the non zero squares of K . In other words,

d(Q) = det(BQ) mod K ∗2 .
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Remark A.6.4 Let (M, Q) be a free finitely generated quadratic Z-module. As any
change of basis matrix for M has determinant ±1, the determinant of a matrix of
Q is independent of the basis. The discriminant of the quadratic module (M, Q) is
defined to be the determinant of its matrix in any basis of M

d(Q) = det(Q) .

Definition A.6.5 A free Z-module M of finite rank n (i.e. isomorphic to Z
n as a

Z module) is a lattice if and only if it is equipped with a symmetric bilinear form
(x, y) �→ (x · y). The lattice M is said to be integral if the form (x · y) is an integer
for all x, y ∈ M . The determinant of a lattice M is the discriminant of the quadratic
form x �→ (x · x). An integral lattice is said to be unimodular if and only if its
determinant is ±1.
Remark A.6.6 Let (M, (x, y) �→ (x · y)) be an integral lattice. The map Q : M →
Z, x �→ (x · x) is then a quadratic form on M . The pair (M, Q) is therefore a torsion
free quadratic Z-module of finite rank.

The following result is one of the main reasons for which we are interested in
unimodular lattices.

Proposition A.6.7 The degree 2m cohomology of a compact oriented simply
connected topological manifold without boundary of dimension 4m with its cup
product form is a unimodular lattice.

Sketch of the Proof Proposition A.6.7 follows from Poincaré duality (Corollary
B.7.7). Indeed, if M is a compact oriented topological manifold without
boundary of dimension 4m then H 2m(M;Z) f is of finite rank and the cup prod-
uct H 2m(M;Z) f × H 2m(M;Z) f → Z is a non degenerate symmetric bilinear form
of determinant 1. If moreover M is simply connected its homology is torsion free and
hence H 2m(M;Z) is a freeZ-module or on otherwords H 2m(M;Z) f = H 2m(M;Z).
�

Corollary A.6.8 Let X be a non singular complex projective algebraic surface with
its Euclidean topology. (More generally, X may be a non singular compact analytic
surface). The group H 2(X;Z) with cup product is then a unimodular lattice.

Lemma A.6.9 Let (M, Q) be a non degenerate quadratic Z-module. Assume that
M is free and of finite type. Let A be a submodule of M and set B = A⊥. The absolute
value of the discriminant of Q|A (resp. Q|B) is then equal to the index of the subgroup
A ⊕ B ⊂ M:

|d(Q|A)| = |d(Q|B)| = [M : A ⊕ B] .

Proof See [Wil78, Lemma 3.14]. �
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Definition A.6.10 The signature (a, b) ∈ N× N of a non degenerate quadratic form
Q on a Z-module M is defined to be the signature of the induced quadratic form QR

on the R-vector space M ⊗Z R. The index of a non degenerate quadratic form Q of
signature (a, b) is defined to be

τ (Q) := a − b .

Remark A.6.11 If Q is non degenerate then so is QR and it follows that a + b =
dimR M ⊗Z R = rk(M/Tor(M)).

Definition A.6.12 Let (M, (x, y) �→ (x · y)) be a unimodular lattice. The symmet-
ric bilinear form (x, y) �→ (x · y) is said to be even (or of type II) if and only if for
any x ∈ M the integer (x · x) is even. Otherwise, i.e. if there is an x ∈ M such that
(x · x) is odd, the form is said to be odd (or of type I).

Proposition A.6.13 Let (M, Q) be a unimodular lattice. If Q is even then its index
satisfies

τ (Q) ≡ 0 mod 8 .

Proof See [Ser77, Corollaire 1, Section V.2]. �

A.7 Anti-linear Involutions

Definition A.7.1 Let E be a C-vector space. A map

σ : E → E

is an anti-linear involution if and only if σ ◦ σ = idE and for all λ ∈ C and all a ∈ E
we have that

σ(λa) = λσ(a) .

Definition A.7.2 Let G := Gal(C|R) be the Galois group, let E be an R-vector
space with a G action and let σ be the corresponding involution of E . We denote by
EG := Eσ = {a ∈ E | σ(a) = a} the subspace of invariants and by
E−σ = {a ∈ E | σ(a) = −a} the subspace of anti-invariants.

The following elementary lemma is often useful.

Lemma A.7.3 Let E be C-vector space of finite dimension with an anti-linear invo-
lution σ. Any R-basis of Eσ is then a C-basis of E whose elements are all σ-invariant.

Proof The map σ is R-linear for the R-vector space structure on E induced by
the inclusion R ⊂ C. As σ is an involution, its minimal polynomial is X2 − 1.
As this polynomial is square free, the R-linear map σ is diagonalisable and is
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a direct sum of the two eigenspaces associated to the eigenvalues 1 and −1: in
other words, E = Eσ ⊕ E−σ . Let (a1, . . . , ad) be an R-basis of Eσ: we then have
that (ia1, . . . , iad) is an R-basis of E−σ since σ(iak) = −iσ(ak) = −iak for any
k = 1, . . . , d.We therefore have that dimR Eσ = dimR E−σ = 1

2 dimR E = dimC E .
The 2d-tuple (a1, . . . , ad , ia1, . . . , iad) is therefore anR-basis of E and (a1, . . . , ad)

is a C-basis of E . �

A.8 Solution to Exercises of Appendix A

A.2.4 By definition, I(F) ⊂ √I(F) and conversely for any f ∈ √I(F) there is
an n ∈ N

∗ such that f n ∈ I(F), or in other words ∀x ∈ F, ( f (x))n = 0. Since f
is K -valued and the field K is reduced we have that ∀x ∈ F, f (x) = 0 and hence
f ∈ I(F).
A.3.4Consider the mapϕ : A/m→ Am/mm, x �→ x

1 . The quotient A/m is a field so
ϕ is injective. Conversely, consider an element x

s ∈ Am where x ∈ A and s ∈ A \m.
The class of s in A/m is non zero and is therefore invertible. There is therefore
an a ∈ A and an m0 ∈ m such that 1 = as + m0: moreover x

s = x(as+m0)

s = (xa)s
s +

m0
s ∈ xa

1 +mm and it follows that ϕ(xa) = xa
1 = x

s and hence ϕ is an isomorphism.
A.4.4 1. If m is odd it is coprime with 2 so there is a pair (u, v) ∈ Z

2 such that
2u + mv = 1. In Zm ⊗Z Z2, we therefore have that

1⊗ 1 = (2u + mv)⊗ 1 = 2u ⊗ 1 = u ⊗ 2 = u ⊗ 0 = 0

and the conclusion follows because 1⊗ 1 generates Zm ⊗Z Z2.
2. We apply the universal property of tensor product to the map

ϕ : Zm ×Z Z2 → Z2, (a, b) �→ ab

which is Z-bilinear and satisfies ϕ(1, 1) = 1 �= 0. There is therefore a map
ϕ̂ : Zm ⊗Z Z2 → Z2 such that ϕ̂(1⊗ 1) �= 0 and in particular 1⊗ 1 is not zero in
Zm ⊗Z Z2. Moreover, as 2(1⊗ 1) = 1⊗ 2 = 0, the order of 1⊗ 1 in Zm ⊗Z Z2 is
2 and the result follows because 1⊗ 1 generates Zm ⊗Z Z2.
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Topology

Our main reference for this appendix is Hatcher’s book [Hat02].

B.1 Hausdorff Spaces

Any real or complex algebraic variety comes equipped with two natural topologies,
namely the Zariski and Euclidean topologies (Definitions 1.2.3 and 1.4.1 respec-
tively). We start this chapter by reviewing some important differences between them.

Definition B.1.1 A topological space X is said to be Hausdorff if and only if any
two distinct points of X have disjoint neighbourhoods.

In Chapter 1 we defined the Zariski topology on A
n(K ) and noted that it was

only Hausdorff in a few special cases (n = 0 or n = 1 and K = Z2 for example).
For algebraic varieties, there is a related notion of separated space, motivated by the
following elementary result.

Proposition B.1.2 Let X be a topological space: we equip the cartesian product
X × X with the product topology (i.e. the topology generated by products of open
spaces). X is then Hausdorff if and only if the diagonal� := {(x, x)∈X × X | x ∈ X}
is closed in X × X.

Definition B.1.3 An algebraic variety X over a field K is said to be separated if and
only if the diagonal� := {(x, x) ∈ X × X | x ∈ X} is closed in the Zariski topology
on X × X .

Exercise B.1.4 (See Exercise 1.2.2). Let K be an infinite field. The Zariski
topology on the product of two affine algebraic sets X ⊂ A

n(K ) and Y ⊂ A
m(K ) is

the topology induced on X × Y by the Zariski topology on A
n+m(K ). Prove that the

Zariski topology on a product X × Y is not the product of the Zariski topologies on
X and Y .
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Definition B.1.5 A topological space X is said to be quasi-compact if and only if
every open cover of X has a finite sub-cover.

Proposition B.1.6 A topological space X is Noetherian (Definition 1.2.22) if and
only if every subspace of X is quasi-compact. In particular, every subspace of an
algebraic set is quasi-compact in the Zariski topology.

Definition B.1.7 A topological space is said to be compact if and only if it is both
quasi-compact and Hausdorff.

The following proposition summarises the links between compactness and sepa-
ration of algebraic varieties.

Proposition B.1.8 Let X be a real or complex algebraic variety.

1. X is quasi-compact and every subspace of X is quasi-compact in the Zariski
topology. If the variety X is projective, quasi-projective, affine or quasi-affine
then X is a separated algebraic variety.

2. If we equip X with its Euclidean topology then X becomes Hausdorff. If X is
projective then it is compact.

B.2 Semi-algebraic Sets

This brief section contains several useful definitions: see [BCR98, Chapters 2 and
8] for a more detailed presentation.

Definition B.2.1 A semi-algebraic set in R
n is a finite union of sets of the form

{x ∈ R
n | P1(x) = · · · = Pl(x) = 0 and Q1(x) > 0, . . . , Qm(x) > 0}

where Pi , i = 1, . . . , l and Q j , j = 1, . . . , m are elements of R[X1, . . . , Xn].
Definition B.2.2 Let A ⊂ R

m and B ⊂ R
n be semi-algebraic sets. A map

f : A → B is said to be semi-algebraic if and only if its graph is semi-algebraic
in R

m+n .

Definition B.2.3 Let A ⊂ R
m be an open semi-algebraic set. A Nash function

f : A → R is a function which is both semi-algebraic and C∞-differentiable. Let
A ⊂ R

m and B ⊂ R
n be open semi-algebraic sets. A Nash map f : A → B is a map

which is both semi-algebraic and C∞-differentiable.

There is an implicit functions theorem for Nash maps (see [BCR98, Proposi-
tion 2.9.7 and Corollary 2.9.8]) which justifies the following definition.

Definition B.2.4 Let A ⊂ R
m and B ⊂ R

n be open semi-algebraic sets. A map
f : A → B is said to be a Nash diffeomorphism if and only if f is both a Nash map
and a C∞ diffeomorphism.
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B.3 Simplicial Complexes and Homology

Definition B.3.1 An abstract simplicial complex3 is a set K whose elements are
called vertices equipped with a family of non empty finite subsets of K called sim-
plexes such that every vertex is contained in at least one simplex and every non empty
subset of a simplex is a simplex. A non empty subset of a simplex is said to be a face
of the simplex. A simplicial map is amapϕ : K → K ′ between simplicial complexes
which sends simplexes to simplexes. A simplicial pair is a pair (K , L) of simplicial
complexes such that L ⊂ K and every simplex of L is a simplex of K .

Wedenote by |K | thegeometric realisationof a simplicial complex K . See [Spa66,
III.1] or [Hat02, Section 2.1] for more details.

Definition B.3.2 A topological space X is said to be triangulable if and only if there
is a simplicial complex K such that its geometric realisation |K | is homeomorphic to
X . A compact triangulable space—in other words, a spacewhich is homeomorphic to
the geometric realisation of a finite simplicial complex—is often called a polyhedron.

Remark B.3.3 (Triangulation of (semi)-algebraic sets) It has been known for a long
time that every real or complex quasi-projective algebraic set is triangulable, as is
every real or complex analytic set. We refer to [Wae30], [KB32], or [LW33] for the
proof of this result. See [Hir75, Theorem, page 170] for a “modern” proof inspired by
work of Łojasiewicz [Łoj64]. The interested reader may also wish to read [BCR98,
Section 9.2] or [Cos02, Chapter 3]. The result proved by Hironaka is actually more
general: he shows that any disjoint union of a finite number of semi-algebraic sets
is triangulable. Recall that as in Definition B.2.1 a semi-algebraic set is a subset of
R

N (or more generally of K N for any real closed field K ) for some N defined by
polynomial equalities and inequalities. A real algebraic set is therefore a special case
of a semi-algebraic set. To prove that Hironaka’s theorem implies that any affine (for
example) complex algebraic variety X is triangulable, we start by embedding X as
an algebraic subset of C

n for some n. Separating the real and imaginary parts of the
equations defining X , we obtain an embedding of the underlying Euclidean space of
X in R

2n: X can therefore be seen as a real algebraic set in R
2n and we now apply

Hironaka’s theorem.

Definition B.3.4 The barycentric subdivision of a simplicial complex K is a simpli-
cial complex K ′ whose vertices are the simplexes of K and whose simplices are the
sets {s0, . . . , sn} of simplexes of K (i.e. vertices of K ′) such that after permutation

s0 ⊂ s1 ⊂ · · · ⊂ sn .

In other words, si is a face of si+1 for all i = 0 . . . n − 1.

3Such an object is called a Schéma simplicial in [God58, II.3.2].
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Remark B.3.5 Simplicial complexes can be generalised to cell complexes, or CW-
complexes as in [Hat02, Chapter 0 and Appendix]. In other words, every simpli-
cial complex, and in particular every polyhedron and every graph, has a natural
CW-complex structure. Moreover, every CW-complex is homotopy equivalent to a
simplicial complex of the same dimension, [Hat02, Theorem 2C.5]. Every differ-
entiable manifold and every real or complex quasi-projective algebraic variety has
the homotopy type of a CW-complex (in the Euclidean topology). All these com-
plexes are used for the same reason: calculating singular homology. When the space
is triangulable—i.e. decomposable as a simplicial complex—we can calculate sin-
gular homology via simplicial homology. The modern method for this reduction is
�-complexes [Hat02, Chapter II]: the definition of the simplicial homology of a
�-complex given by Hatcher [Ibid., Section 2.1] applies directly to the special case
of a simplicial complex K provided we use its realisation as a topological space to
orient it correctly.

Theorem B.3.6 (Homology long exact sequence of a pair) Let G be an abelian
group (in practice we generally take G = Z, Z2, Q, C or R) and let (X, A) be a
topological pair. We then have the following exact sequence

· · · → Hk(A;G) → Hk(X;G) → Hk(X, A;G) → Hk−1(A;G) → · · ·
→ H0(X, A;G) → 0 (B.1)

Proof See [Hat02, 2.13, pages 114–117]. �

Theorem B.3.7 (Cohomology long exact sequence of a pair) Let G be an abelian
group and let (X, A)be a topological pair. We then have the following exact sequence:

· · · → H k(X, A;G) → H k(X;G) → H k(A;G) → H k+1(X, A;G) → · · ·
(B.2)

Proof See [Hat02, Section 3.1, page 200]. �

Definition B.3.8 Let G be a group and let [G, G] be its derived subgroup or in
other words the subgroup of G generated by its commutators [x, y] := xyx−1y−1.
The derived subgroup is distinguished in G and the quotient group

Gab := G/[G, G]

is an abelian group called the abelianisation of G.

Theorem B.3.9 (Hurewicz’ theorem) Let X be a path connected topological space
and let x be a point in X. To any loop γ : [0, 1] → X passing through x there
corresponds a 1-chain which is a cycle whose class is an element of H1(X;Z).
This correspondence induces a functorial isomorphism between the abelianisation
of π1(X, x) and H1(X;Z). In particular, if π1(X) is abelian then H1(X;Z) � π1(X).

Proof See [Hat02, Theorem 2.A1]. �
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B.4 Universal Coefficients Theorem

Recall that as in Section A.6, any finitely generated Z-module M decomposes as a
free part and a torsion part

M = M f ⊕ Tor(M)

where M f � Z
r and Tor(M) � Zd1 ⊕ Zd2 ⊕ · · · ⊕ Zdl and for any i < l, di > 1 and

di |di+1.

Theorem B.4.1 (Universal coefficients in cohomology) Let X be a topological
space and let G be an abelian group. For any k the sequence

0→ Ext(Hk−1(X;Z), G) → H k(X;G) → Hom(Hk(X;Z), G) → 0

is then exact and split.

Proof See [Hat02, Theorem 3.2, page 195]. �

Corollary B.4.2 If the groups Hk(X;Z) and Hk−1(X;Z) are finitely generated then

H k(X;Z) � (Hk(X;Z)/Tor(Hk(X;Z)))⊕ Tor(Hk−1(X;Z)) .

Proof See [Hat02, Corollary 3.3]. �

Theorem B.4.3 (Universal coefficients theorem in homology) Let X be a topolog-
ical space and let G be an abelian group. For any natural number k the sequence

0→ Hk(X;Z)⊗ G → Hk(X;G) → Tor(Hk−1(X;Z), G) → 0

is exact and split.

Proof See [Hat02, Theorem 3A.3, page 264]. �

Corollary B.4.4 Let X be a topological space. For any natural number k we then
have that

Hk(X;C) = Hk(X;Q)⊗Q C ,

We now apply Theorems B.4.1 and B.4.3 to cohomology with coefficients in Z2:

Corollary B.4.5 Let X be a topological space. For any k the sequences

0→ Ext(Hk−1(X;Z), Z2) → H k(X;Z2) → Hom(Hk(X;Z), Z2) → 0

0→ Hk(X;Z)⊗ Z2 → Hk(X;Z2) → Tor(Hk−1(X;Z), Z2) → 0

are then exact and split.
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Remark B.4.6 Let m > 1 be a natural number. The image of the multiplication by
m map

Z2
×m−→ Z2

vanishes if and only if m is even. It follows (see [Hat02, page 195 and Proposi-
tion 3A.5, page 265]) that:

• If m is even then Ext(Zm, Z2) � Z2 and Tor(Zm, Z2) � Z2 ;
• if m is odd then Ext(Zm, Z2) � 0 and Tor(Zm, Z2) � 0.

Moreover, we have that

Ext(M ⊕ M ′, Z2) � Ext(M, Z2)⊕ Ext(M ′, Z2) ;
Tor(M ⊕ M ′, Z2) � Tor(M, Z2)⊕ Tor(M ′, Z2) .

If X is compact we can calculate the group Hk(X;Z2) using the above remark
and the invariant factors of the finitely generated Z-module Hk−1(X;Z):

Hk−1(X;Z) = Z j1 ⊕ · · · ⊕ Z jt ⊕ Z⊕ · · · ⊕ Z ,

where ji divides ji+1 for every i . Let l be the number of even invariant factors ji :
we then have that Ext(Hk−1(X;Z), Z2) � ⊕l

Z2 and Tor(Hk−1(X;Z), Z2) � ⊕l
Z2.

It follows that

H k(X;Z2) � Hom(Hk(X;Z), Z2)⊕l
Z2 ;

Hk(X;Z2) � Hk(X;Z)⊗ Z2 ⊕l
Z2 .

Example B.4.7 (Homology of real projective spaces)

1. Homology of RP
2. We have that H0(RP

2;Z) � Z, H1(RP
2;Z) � Z2 and

H2(RP
2;Z) = {0}. It follows that H0(RP

2;Z2) � H1(RP
2;Z2) � H2(RP

2;Z2)

� Z2 because Tor(H1(RP
2;Z)) � Z2.

2. Homology of RP
3. We have that H0(RP

3;Z) � Z, H1(RP
3;Z) � Z2,

H2(RP
3;Z) = {0} and H3(RP

3;Z) � Z. It follows that H0(RP
3;Z2) �

H1(RP
3;Z2) � H2(RP

3;Z2) � H3(RP
3;Z2) � Z2 because Tor(H1(RP

3;Z))

� Z2.

Definition B.4.8 (Reduced homology) The reduced homology groups of a non
empty topological space X are defined as follows:

H̃k(X;Z) = Hk(X;Z)

for k > 0 and
H̃0(X;Z)⊕ Z � H0(X;Z) .
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Example B.4.9 (Reduced homology uniformises statements)

1. The reduced homology of a point (and indeed of any contractible space) is trivial
for all k (including k = 0),

∀k H̃k({x};Z) = {0} .

2. The reduced homology of a sphere of dimension n is concentrated in dimension
n: {

H̃n(S
n;Z) � Z

H̃k(S
n;Z) = 0 ∀k �= n .

We note for completeness’ sake that since S
0 = {−1, 1} we have that

H0(S
0;Z) � Z⊕ Z and H̃0(S

0;Z) � Z .

Proposition B.4.10 Let (X, L) be a topological pair. If X is contractible and L is
non empty then

Hk(X, L;Z) � H̃k−1(L;Z)

for every natural number k.

Proof We deduce the following exact sequence from the exact sequence (B.1).

· · · → Hk+1(X, L;Z) → H̃k(L;Z) → H̃k(X;Z) → Hk(X, L;Z) → · · ·

The desired result follows because the reduced homology of a contractible space is
trivial for all k. �

Example B.4.11 For any n > 0 we have that

{
Hn(R

n, R
n \ {0};Z) � Z

Hk(R
n, R

n \ {0};Z) = 0 ∀k �= n .

Proof The group Hk(R
n, R

n \ {0};Z) is isomorphic to the reduced homology group
H̃k−1(Rn \ {0};Z) because R

n is contractible (Proposition B.4.10) which is in turn
isomorphic to H̃k−1(Sn−1;Z) because R

n \ {0} is homeomorphic to S
n−1. We now

simply apply Example B.4.9(2). �

Note that for n = k = 1 we have that Hk−1(Rn \ {0};Z) � Z⊕ Z.
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B.5 Topological and Differentiable Manifolds and
Orientability

This section is based on [Hat02, 3.3].

Definition B.5.1 A topological manifold M of dimension n is a Hausdorff topo-
logical space such that every point has a neighbourhood which is homeomorphic
to R

n .

Proposition B.5.2 The dimension of a topological manifold M can be characterised
intrinsically using the fact that for any x ∈ M the local homology group

Hk(M, M \ {x};Z)

is non zero only for k = n and in this case it is isomorphic to Z.

Proof Suppose that n > 0. Since M is locally homeomorphic to R
n the group

Hk(M, M \ {x};Z) is isomorphic to Hk(R
n, R

n \ {0};Z) by excision ([Hat02, The-
orem 2.20]). The result then follows from Example B.4.11.

Ifn = 0 and M is connected then M = {x} and Hk(M, M \ {x};Z) = Hk({x};Z).
The non connected case follows from the connected case. �
Definition B.5.3 Let M be a topological manifold of dimension n. An orien-
tation of M is a function M → �x∈M Hn(M, M \ {x};Z) associating to every
x ∈ M a generator μx of the cyclic group Hn(M, M \ {x};Z), subject to the
following local constancy condition. We require that every point x ∈ M should
have a neighbourhood B ⊂ R

n ⊂ M which is an open ball of finite radius in R
n

such that for every point y ∈ B the local orientation μy is the image of a fixed
generator μB ∈ Hn(M, M \ B;Z) � Hn(R

n, R
n \ B;Z) under the natural maps

Hn(M, M \ B;Z) → Hn(M, M \ {y};Z).
A manifold M with an orientation is said to be orientable: a manifold without any

orientation is said to be non orientable.

Remark B.5.4 It follows immediately from the above definition that M is orientable
if and only if all its connected components are orientable and M is non orientable if
and only if at least one of its connected components is non orientable.

Remark B.5.5 In particular, every topological manifold M of dimension 1 is ori-
entable. Indeed, consider a connected component M0 of M and note that an orienta-
tion at a point x determines an orientation at every point y of the same connected com-
ponent via the canonical isomorphism H1(M0, M0\{x};Z) � H1(M0, M0 \ B;Z)

� H1(M0, M0 \ {y};Z) where B is the image of any path in M0 passing through x
and y.

Proposition B.5.6 (Non compact manifolds) Let M be a connected non compact
manifold of dimension n. For any k � n we then have that

Hk(M;Z) = Hk(M;Z2) = 0 .
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See [Hat02, Proposition 3.29].

Theorem B.5.7 (Compact manifolds) Let M be a compact connected manifold of
dimension n.4 The homology groups in degree n or more are as follows.

1. Hn(M;Z2) � Z2,
2. Hn(M;Z) � Z if M is orientable,
3. Hn(M;Z) � 0 if M is non orientable,
4. Hk(M;Z) = 0 if k > n.

See [Hat02, Theorem 3.26].

Remark B.5.8 (Fundamental class) It follows that any compact connected man-
ifold M without boundary of dimension n has a fundamental Z2-homology class
[M] ∈ Hn(M;Z2). If moreover the manifold M is oriented then it has a fundamen-
tal Z-homology class [M] ∈ Hn(M;Z). See [Hat02, Theorem 3.26], for example,
for more details.

Corollary B.5.9 Let M be a compact connected topological manifold of dimension
n. The torsion subgroup Hn−1(M;Z) then satisfies

1. Tor(Hn−1(M;Z)) = 0 if M is orientable,
2. Tor(Hn−1(M;Z)) � Z2 if M is non orientable.

See [Hat02, Corollary 3.28].

Proposition B.5.10 A differentiable manifold M is orientable if and only if it has an
atlas A such that the transition maps preserve orientation, or in other words, such
that

∀(U1,ϕ1), (U2,ϕ2) ∈ A, U1 ∩U2 �= ∅ =⇒ ∀x ∈ U1 ∩U2, det dx (ϕ1 ◦ ϕ−12 )>0 .

Proof See [Hir76, Section 4.4]. �

Exercise B.5.11 Any complex analytic variety is a differentiable manifold whose
transition maps are complex analytic. Prove that such a manifold is not only ori-
entable, but oriented in the sense that the complex analytic manifold structure (i.e.
the data of a maximal atlas whose transition maps are holomorphic) induces a canon-
ical orientation.

B.5.1 Connected Sums

The operation ‘connected sum of two topological surfaces’ enables us to equip the
set of classes of compact surfaces without boundary up to homeomorphism with

4We will sometimes say that M is closed to emphasise the fact that M is compact and has no
boundary.
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a semigroup structure generated by the class of the torus T
2 and the real projec-

tive plane RP
2. The identity element is the class of S

2 and the only relation is
T
2#RP

2 = RP
2#RP

2#RP
2.

Let M1 and M2 be two connectedmanifolds of the samedimensionn. Let B1 ⊂ M1

and B2 ⊂ M2 be two open balls: the complements F1 := M1 \ B1 and F2 := M2 \ B2

are then manifolds whose boundary is homeomorphic to a sphere S
n−1. Identifying

F1 and F2 by a diffeomorphism along the boundary spheres ∂F1 and ∂F2 we obtain
a manifold without boundary. See [Laf96, Laf15, Exercice II.28] or [Die70, 16.26
problèmes 12 à 15] for details of the “gluing” of the manifolds F1 and F2. Under
certain conditions the resulting manifold is unique [Ibid.]:

Definition B.5.12 (Connected sum) If each of the manifolds M1 and M2 is non
orientable or has an orientation-reversing differentiable automorphism then themani-
fold obtained from the above surgery is uniquely determined (up to homeomorphism)
by M1 and M2 and is called the connected sum of M1 and M2, denoted M1#M2.

Remark B.5.13 As any orientable surface S has an orientation reversing differen-
tiable automorphism (and moreover there is always such a map without fixed points
whose quotient is the non orientable surface whose Euler characteristic is half that
of S) the connected sum of two arbitrary surfaces is well defined.

Exercise B.5.14 Any real projective space of even dimension is non orientable. Any
real projective space of odd dimension is orientable and has an orientation-reversing
differentiable automorphism. Any complex projective space is orientable and such
a space has an orientation-reversing differentiable automorphism if and only if its
(complex) dimension is odd. (See Proposition 2.2.28).

We will also use oriented connected sums.

Definition B.5.15 (Oriented connected sums) Let M1 and M2 be two connected ori-
ented manifolds of the same dimension n. Let B1 ⊂ M1 and B2 ⊂ M2 be open balls.
The complements F1 := M1 \ B1 and F2 := M2 \ B2 are manifolds with boundary
whose boundary is homeomorphic to a sphere S

n−1. Identifying F1 and F2 along the
spheres ∂F1 and ∂F2 by a diffeomorphism which is compatible with the induced ori-
entations we get an oriented manifold without boundary uniquely determined (up to
homeomorphism) by the orientedmanifolds M1 and M2, whichwe call the connected
sum M1#M2.

Remark B.5.16 If we denote by−M2 the manifold M2 with the inverse orientation
then the connected sums M1#M2 and M1# − M2 are not generally homeomorphic.
In dimension 2, however, M1#M2 and M1# − M2 are always homeomorphic: in
dimension 3 we have that M1#M2 and M1# − M2 are homeomorphic whenever
M2 = RP

3 or M2 = S
2 × S

1. See [Hem76, Chapter 3] for more details.
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B.5.2 Spin Structures

Our main references for this section are [LM89, Chapter II], [Mil63b]. The group
SO(n) of positive isometries is a topological group whose fundamental group is

{
π1(SO(2)) = Z

π1(SO(n)) = Z2 ∀n > 2 .

Definition B.5.17 (The group Spin(n)) For all n > 1 we let the group Spin(n) be
the unique double cover of SO(n).

1→ Z2 → Spin(n) → SO(n) → 1

Remark B.5.18 For any n > 2 the group Spin(n) is the universal cover of SO(n).

Definition B.5.19 An oriented differentiable manifold is said to be a spin manifold
if and only if its tangent bundle has at least one spin structure. See [LM89, Chapter
II, Definition 1.3, Remark 1.9] for more details.

Proposition B.5.20 A differentiable oriented manifold V is a spin manifold if and
only if its second Stiefel–Whitney class vanishes, w2(TV ) = 0.

Proof See [LM89, Chapter II, Theorem 2.1] or the original paper [BH59, page 350]
for more details. �

B.5.3 Topologies on a Family of Maps

Let k be an element of N ∪ {∞}. For any two Ck differentiable manifolds V and W
we denote by Ck(V, W ) the set of differentiable Ck maps from V to W .

Definition B.5.21 (Weak topology) For any natural number k, the weak (or Ck-
compact-open) topology on the set Ck(V, W ) is the topology generated by open sets
�
(

f ; (ϕ, U ); (ψ, U ′); K ; ε) defined as follows. Consider a function f ∈ Ck(V, W ),
a chart (ϕ, U ) of V , a chart (ψ, U ′) of W and a compact set K ⊂ U such that
f (K ) ⊂ U ′ and 0 < ε � ∞. The open set

�
(

f ; (ϕ, U ); (ψ, U ′); K ; ε)

contains those functions g : V → W of class Ck such that g(K ) ⊂ U ′ and
∥∥Dl(ψ f ϕ−1)(x)− Dl(ψgϕ−1)(x)

∥∥ < ε

for any x ∈ ϕ(K ) and any l = 0, . . . , k.
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For k = ∞ the weak topology on the set C∞(V, W ) is the union of all the topolo-
gies induced by the inclusion Ck(V, W ) ↪→ C∞(V, W ) for some finite k.

Definition B.5.22 (Strong topology) For any natural number k the strong (or Whit-
ney) topology on the set Ck(V, W ) is generated by open sets �( f ;�;�; K ; ε)
defined as follows. Let � = {(ϕi , Ui )}i∈� be a locally finite family of charts on V ,
by which we mean that every point x in V has a neighbourhood meeting only a
finite number of Ui s. Let K = {Ki }i∈� be a family of compact subsets of V such
that Ki ⊂ Ui for all i . Let � = {(ψi , U ′

i )}i∈� be a family of charts of W and let
ε = {εi }i∈� be a family of strictly positive real numbers. For any map f ∈ Ck(V, W )

sending Ki to U ′
i the open set

�( f ;�;�; K ; ε)

contains those functions g : V → W of class Ck such that for every i ∈ �, g(Ki )⊂U ′
i

and ∥∥Dl(ψi f ϕ−1i )(x)− Dl(ψigϕ−1i )(x)
∥∥ < εi

for any x ∈ ϕi (Ki ) and any l = 0, . . . , k.
For k = ∞ the strong topology on the set C∞(V, W ) is the union of topologies

induced by the inclusions Ck(V, W ) ↪→ C∞(V, W ) for all finite k.

Remark B.5.23 When V is compact the weak and strong topologies are equivalent
on Ck(V, W ). See [Hir76, Section 2.1] for more details.

B.6 Cohomology

Let X be a topological space and let G be a ring (in practice we generally have
G = Z, Z2, Q, C orR). We denote byCk(X;G) the group of cochains φ : Ck(X) →
G and by H k(X;G) the cohomology groups associated to the cochain complex

· · · → Ck(X;G) → Ck+1(X;G) → . . . (B.3)

Definition B.6.1 (Cup-product) Let X be a topological space and let l, k be integers.
There is a bilinear map called the cup-product:

	 : Hl(X;Z)× H k(X;Z) −→ Hl+k(X;Z)

sending the class of an l-cochain ψ ∈ Cl(X;Z) and the class of a k-cochain
φ ∈ Ck(X;Z) to the class of the (l + k)-cochain ψ 	 φ ∈ Cl+k(X;Z) whose value
on a singular (l + k)-simplex s : �l+k → X is given by

(ψ 	 φ)(s) := ψ(s|[0,··· ,k])φ(s|[k,··· ,k+l])
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See [Hat02, Section 3.2] for the details of this construction.

Proposition B.6.2 Let f : X → Y be a continuous map between topological spaces
and let l, k be integers. The naturality of the cup-product manifests itself in the fact
that the induced maps f ∗ : Hl+k(Y ;Z) → Hl+k(X;Z), f ∗ : Hl(Y ;Z) → Hl(X;Z)

and f ∗ : H k(Y ;Z) → H k(X;Z) satisfy the formula

f ∗(ψ 	 φ) = f ∗(ψ) 	 f ∗(φ)

for any ψ ∈ Hl(Y ;Z) and any φ ∈ H k(Y ;Z).

Proof See [Hat02, Proposition 3.10]. �
The space H∗(X;G) is a ring whose multiplication is given by cup-product. The

following theorem can be used to calculate the cohomology ring of a product space.

Theorem B.6.3 Let X, Y be “reasonable” topological spaces (by which we mean
they should be CW-complexes) and let G be a ring. The cross-product

H∗(X;G)⊗G H∗(Y ;G) → H∗(X × Y ;G)

is then an isomorphism of graded rings whenever H k(Y ;G) is a free finitely gener-
ated G-module for all k.

Proof See [Hat02, Theorem 3.16]. �
Theorem B.6.4 (Künneth formula) Let X, Y be “reasonable” topological spaces
(i.e. CW complexes) and let K be a field. The homology cross product

⊕

l

(Hl(X; K )⊗K Hk−l(Y ; K )) → Hk(X × Y ; K )

is then an isomorphism for any k.

Proof See [Hat02, Corollary 3.B7]. �
Example B.6.5 Wecancalculate the homologyof tori of dimensionn T

n = S
1 × · · ·

× S
1 using the Betti numbers of the circle S

1: b0(S1) = b1(S1) = 1 and bk(S
1) = 0

for k /∈ {0, 1}. This gives us

bk(T
n) = bk−1(T n−1)+ bk(T

n−1) .

It follows that b0(T n) = 1 and b1(T n) = b1(T n−1)+ 1 = n. Organising the Betti
numbers of the torus into a Pascal triangle we get that

bk(T
n) =

(
n

k

)
.

Remark B.6.6 See [Hat02, Theorem 3.B6] for a version of the Künneth formula
valid for spaces whose homology groups contain torsion.
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B.6.1 Cohomology with Compact Support

Let X be a topological space and let G be a ring (typically G = Z, Z2, Q, C or R).
We denote byCk

c (X;G) the subgroup ofCk(X;G) of cochainsφ : Ck(X) → G such
that there exists a compact set K = Kφ ⊂ X such that φ vanishes on all chains in
X \ K . If δ : Ck(X;G) → Ck+1(X;G) is the coboundary map then δφ vanishes on
chains in X \ K . The subgroups

· · · → Ck
c (X;G) → Ck+1

c (X;G) → . . . (B.4)

therefore form a subcomplex of the complex of singular cochains of X with values
in G.

Definition B.6.7 (Cohomology with compact support) The cohomology groups

H k
c (X;G)

associated to the subcomplex (B.4) are called the compact support cohomology
groups of X with coefficients in G.

Proposition B.6.8 We have the following exact sequence for cohomology with com-
pact support of a compact pair (X, L):

· · · → H k
c (X � L;G) → H k(X;G) → H k(L;G) → H k+1

c (X � L;G) → · · ·
(B.5)

B.7 Poincaré Duality

In this section, we discuss several different versions of Poincaré duality, whose
common hypothesis is that the topological space in question should be a topological
manifold, or in other words every point in this space should have a neighbourhood
isomorphic to R

n (Definition B.5.1). We refer the interested reader to [PP12] for a
historical discussion of this result. Most of the proofs omitted below can be found in
[Hat02, Section 3.3] or [Gre67].

Theorem B.7.1 Let M be a topological manifold of dimension n. There is then a
dualising isomorphism

DM : H k
c (M;Z2)

�−→ Hn−k(M;Z2) .

If M is orientable then there is a dualising isomorphism

DM : H k
c (M;Z)

�−→ Hn−k(M;Z)
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which does not depend on the choice of an orientation on M.

Proof See [Hat02, Theorem 3.35]. �

Corollary B.7.2 Let M be a topological manifold of dimension n. If M is compact
and orientable then there is a dualising isomorphism

DM : H k(M;Z)
�−→ Hn−k(M;Z).

Remark B.7.3 In this case, as the manifold M is compact and orientable, we may
choose an orientation. With this orientation, M has a fundamental class [M] and the
isomorphism DM is given for all k by cap-product (see below) with this fundamental
class.

DM(φ) = [M] 
 φ .

Definition B.7.4 (Cap-product) Let X be a topological space and let l � k be inte-
gers. There is then a bilinear map, called the cap-product:


 : Hl(X;Z)× H k(X;Z) −→ Hl−k(X;Z)

which sends the class of a singular l-simplex s : �l → X and the class of a k-cochain
φ ∈ Ck(X;Z) to the class of the (l − k)-simplex s 
 φ := φ(s|[0,··· ,k])s|[k,··· ,l].

We refer to [Hat02, Section 3.3] for details of this construction.

Proposition B.7.5 Let f : X → Y be a continuous map between topological spaces:
the naturality of the cap product is expressed in the following diagram

Hl(X;Z)×H k(X;Z)

−−−−→ Hl−k(X;Z)

f∗

⏐⏐� f ∗
�⏐⏐

⏐⏐� f∗

Hl(Y ;Z)×H k(Y ;Z)

−−−−→ Hl−k(Y ;Z)

by
f∗(α) 
 φ = f∗(α 
 f ∗(φ))

for any α ∈ Hl(X;Z) and φ ∈ H k(Y ;Z).

Proof See [Hat02, Section 3.3]. �

The cup-product and cap product are linked by the formula

ψ(α 
 φ) = (φ 	 ψ)(α)

for any α ∈ Hk+l(X;Z), φ ∈ H k(X;Z) and ψ ∈ Hl(X;Z).
Considering the free part of the cohomology groups we get a perfect pairing:
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Theorem B.7.6 Let M be a topological manifold of dimension n. If M is compact
and oriented then for any 0 � k � n the cup-product pairing

{
Pk : H k(M;Z) f × H n−k(M;Z) f → Z

(φ,ψ) �→ (φ 	 ψ)[M]

is a Z-bilinear form such that the induced Z-linear maps

H k(M;Z) f → Hom(H n−k(M;Z) f ;Z)

and
H n−k(M;Z) f → Hom(H k(M;Z) f ;Z)

are isomorphisms.

Corollary B.7.7 Let M be a compact topological manifold of even dimension
n = 2m.

1. The cup-product pairing

H m(M;Z2)× H m(M;Z2) → Z2

is a symmetric non degenerate bilinear form of determinant 1.
2. If M is oriented then the cup-product pairing

H m(M;Z) f × H m(M;Z) f → Z

is a non degenerate bilinear form of determinant ±1, which is symmetric if m is
even and anti-symmetric if m is odd.

Proposition A.6.7 is a key application of Poincaré duality.

Theorem B.7.8 (Coefficients in Z) Let M be a topological manifold of dimension
n. If M is compact and oriented then for any integers 0 � k � n there is a bilinear
form (called the “intersection form”)

Pk : Hk(M;Z)× Hn−k(M;Z) → Z

which induces an identification between the free part

Hk(M;Z) f = Hk(M;Z)/Tor(Hk(M;Z))

of the Z-module Hk(M;Z) and the dual Z-module Hom(Hn−k(M;Z), Z).

In particular, if Hk(M;Z) and Hn−k(M;Z) are free Z-modules then we can asso-
ciate to any basis {ei } of Hk(M;Z) a dual basis { f j } of Hn−k(M;Z) such that
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Pk(ei , f j ) = δi j .

Proposition B.7.9 If M is a compact oriented topological manifold of even dimen-
sion n = 2m then the bilinear form in dimension m

Pm : Hm(M;Z)× Hm(M;Z) → Z

is symmetric if m is even and anti-symmetric if m is odd.

Theorem B.7.10 (Coefficients inZ2) Let M be a topological manifold of dimension
n. If M is compact then for all integers k such that 0 � k � n there is an intersection
form

Pk : Hk(M;Z2)× Hn−k(M;Z2) → Z2

inducing an identification between the Z2-vector spaces Hk(M;Z2) and
Hom(Hn−k(M;Z2), Z2) which in turn is isomorphic to H n−k(M;Z2) because Z2 is
a field.

Proposition B.7.11 If M is a compact topological manifold of even dimension
n = 2m then the bilinear form in dimension m

Pm : Hm(M;Z2)× Hm(M;Z2) → Z2

is symmetric.

Remark B.7.12 When M is a differentiablemanifold andα = [A] ∈ Hk(M;Z) and
β = [B] ∈ Hn−k(M;Z) are the fundamental classes of two oriented differentiable
submanifolds A of dimension k and B of dimension n − k which are transverse
in M .5 Since A and B have complementary dimensions the intersection A � B is
then a finite collection of points. Let P ∈ A � B be such a point: we associate a sign
εP = ±1 to P in the followingway. If the orientation determined by the orientation on
TP A and on TP B is the same as that on TP M then εP := 1 and otherwise εP := −1.
We then have that

Pk(α,β) =
∑

P∈A�B

εP ∈ Z .

ForZ2 cohomology, M , A and B do not need to be oriented (they are automatically
Z2-oriented) and Pk(α,β) is equal to the number of points P ∈ A � B modulo 2.

Note that this interpretation of Pk only applies in certain special cases and can-
not be used to define the intersection form in full generality. In particular, not all
homology classes can be represented by embedded differentiable submanifolds—
see [Tho54] for more details.

5This means that for any point P in the intersection A ∩ B we have that TP M = TP A ⊕ TP B: we
denote this relationship by A � B.
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Remark B.7.13 In the situation of the above remark, it is easy to show that if M
is a manifold of even dimension n = 2m then the bilinear form Pm : Hm(M;Z)×
Hm(M;Z) → Z is symmetric if m is even and anti-symmetric if m is odd.

Remark B.7.14 Analogues of Theorems B.7.1 and B.7.2 exist for not necessarily
orientable manifolds. (To remember these generalisations, think of an arbitrary man-
ifold as being Z2-orientable as in the discussion preceding [Hat02, Theorem 3.26].)

Theorem B.7.15 Let M be a topological manifold of dimension n. We then have
that

H k
c (M;Z2) � Hn−k(M;Z2).

Corollary B.7.16 Let M be a topological manifold of dimension n. If M is compact
then

H k(M;Z2) � Hn−k(M;Z2).

B.7.1 Application: Orientability of a Submanifold

Proposition B.7.17 Let S ⊂ RP
3 be a connected differentiable submanifold of

dimension 2. The following are then equivalent.

1. S is orientable,
2. Any line in RP

3 transverse to S meets S in an even number of points,
3. The homology class (Definition 3.7.1) [S]2 ∈ H2(RP

3;Z2) vanishes,
4. The complement RP

3 \ V has two connected components.

Proof We refer to [BR90, Proposition 5.1.7] for more details.
1 =⇒ 2: if the surface S is orientable then it has a fundamental class [S] in

H2(S;Z) but as H2(RP
3;Z) = {0} the class i∗([S]) in H2(RP

3;Z) must vanish.
Let H be a line in RP

3 transverse to S. As [H ] generates H1(RP
3;Z) � Z2 the

intersection H � S has an even number of elements by Poincaré duality.
2 =⇒ 3: By Poincaré duality [S]2 = 0 in H2(RP

3;Z2) because [H ]2 generates
H1(RP

3;Z2).
3 =⇒ 4: Consider the homology exact sequence of the pair (RP

3, S),

0→ H3(RP
3;Z2) � Z2 → H3(RP

3, S;Z2) →
H2(S;Z2) � Z2

i∗−→ H2(RP
3;Z2) � Z2

Since i∗ is trivial by hypothesis H3(RP
3, S;Z2) � Z2 ⊕ Z2. By Alexander dual-

ity ([Hat02, Theorem 3.44]) we have that H 0(RP
3 \ S;Z2) � H3(RP

3, S;Z2) and
RP

3 \ V therefore has two connected components.
4 =⇒ 1: SinceRP

3 \ S has two connected components we can orient the normal
bundle of S in RP

3. Since RP
3 is orientable this yields an orientation of the tangent

bundle of S. See [Hir76, Lemma 4.4.1 and Theorem 4.4.5] for more details. �
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B.7.2 Applications to Algebraic Varieties

In this section we study Poincaré duality on algebraic varieties that may be complex
or real, projective or affine.

B.7.3 Compact ANRs

A topological space X is said to be normal if and only if it is Hausdorff (Defini-
tion B.1.1.) and additionally satisfies the following stronger separation axiom:

For any pair of disjoint closed sets A and B there are two disjoint open sets U and
V such that A is contained inU and B is contained in V . In particular, any metrisable
space is normal.

A topological space is said to be paracompact if and only if it is Hausdorff and
any open covering has a locally finite (open) refinement. We recall that a covering
(Xi ) of a topological space X is said to be locally finite if and only if every point of
X has a neighbourhood which meets only a finite number of the Xi s.

Every paracompact space is normal and every compact space or CW-complex is
paracompact. Every metrisable space is paracompact and every paracompact mani-
fold is metrisable.

Definition B.7.18 A topological space X is said to be an ANR (Absolute Neighbor-
hoodRetract) if and only if it satisfies the following universal property: for any normal
topological space Y , any continuous map f : B → X defined on a closed subset B
in Y can be extended to a continuous map U → X from an open neighbourhood U
of B in Y .

Proposition B.7.19 (Examples of ANRs)

1. R
n is an ANR.

2. Any open subset of an ANR is an ANR.
3. Any compact topological manifold is an ANR.
4. [Hu59, page 30 K.4] Let X be a metrisable space and let X1 and X2 be two

closed subspaces such that X = X1 ∪ X2. If X1, X2 and X1 ∩ X2 are ANRs then
X is an ANR.

Proposition B.7.20 Let V be a compact topological manifold and let B ⊂ V be a
compact subspace which is an ANR. We then have that

H k
c (V \ B;Z) � H k(V, B;Z).

Proof See [Gre67, Cor. 27.4]. �

Remark B.7.21 This can be generalised to the case where V is a compact ANR.
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Proposition B.7.22 Let V be a non singular real projective variety of dimension n
and let VC be a non singular complexification of V . We then have that

H k(VC, V ;Z) � H2n−k(VC \ V ;Z).

Proof Poincaré duality applied to the topological manifold VC \ V of dimension 2n
yields that

H k
c (VC \ V ;Z) � H2n−k(VC \ V ;Z) .

Since moreover V is a compact ANR contained in the compact manifold VC we
have that H k

c (VC \ V ;Z) � H k(VC, V ;Z). �

Proposition B.7.23 Let S be a non singular complex affine algebraic variety of
dimension n and let (V, B) be a smooth projective completion such that B is a
simple normal crossing (SNC) divisor. We then have that

H k(V, B;Z) � H2n−k(S;Z) . (B.6)

Proof Poincaré duality applied to the topological manifold S gives us that H k
c (S;Z)

� H2n−k(S;Z). By Proposition B.7.19(4), B is a compact ANR in the compact man-
ifold V so H k

c (S;Z) � H k(V, B;Z). �

Example B.7.24 (Homology of affine rational surfaces) In the above situation,
assume that V is a complex surface (n = 2) fromwhich it follows that B is a complex
curve. The following sequence is part of the exact cohomology sequence associated
to the pair (V, B):

0→ H 1(V ;Z) → H 1(B;Z) →
H 2(V, B;Z) → H 2(V ;Z) → H 2(B;Z) →

H 3(V, B;Z) → H 3(V ;Z) → 0

Indeed, H 3(B;Z) = 0 because B is a topological manifold of dimension 2
and H 1(V, B;Z) � H3(S;Z) = 0 because S is a complex affine surface. Sup-
pose now that V is a rational surface and B is a tree of rational curves. In
this case we have that H 1(B;Z) � H1(B;Z) = 0, H 1(V ;Z) � H3(V ;Z) = 0 and
H 3(V ;Z) � H1(V ;Z) = 0. Using Poincaré duality (B.6) applied to the topological
manifold S of dimension 4 we get an exact sequence:

0→ H2(S;Z) → H 2(V ;Z) → H 2(B;Z) → H1(S;Z) → 0 .
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B.8 Three Dimensional Manifolds

B.8.1 Seifert Manifolds

Let S
1 × D

2 be the solid torus, where S
1 is the unit circle {u ∈ C | |u| = 1} and D

2

is the closed unit disc {z ∈ C, |z| � 1}. A Seifert fibration of the solid torus is a
differentiable map of the form

f : S
1 × D

2 → D
2, (u, z) �→ uq z p,

where p, q are natural numbers such that p �= 0 and (p, q) = 1. The map f is a
circle bundle which is locally trivial over the punctured disc D

2 \ {0}. If p > 1 then
the fibre f −1(0) is said to be a multiple fibre of multiplicity p.

Definition B.8.1 A compact manifold without boundary M of dimension 3 is said to
be Seifert if and only if it has a Seifert fibration, or in other words if and only if there
is a differentiable map g : M → B to a surface B such that every point P ∈ B has a
closed neighbourhood U such that the restriction of g to g−1(U ) is diffeomorphic to
a Seifert fibration of the solid torus.

In particular, ever fibre of g is diffeomorphic to S
1 and g is locally trivial outside

of a finite set of points {P1, . . . , Pk} ⊂ B where the fibre g−1(Pi ) is multiple.

B.8.2 Lens Spaces

For any natural number n ∈ N
∗ denote by μn the multiplicative subgroup of C

∗
consisting of nth roots of unity.

Definition B.8.2 Let 0 < q < p be coprime integers. The lens space Lp,q is the
quotient of the sphere

S
3 = {(w, z) ∈ C

2 | |w|2 + |z|2 = 1}

by the action of μp defined by

ζ · (w, z) = (ζw, ζq z),

for any ζ ∈ μp and (w, z) ∈ C
2.

Proposition B.8.3 Any lens space has a Seifert fibration.

In fact, any such space has an infinite number of Seifert fibrations. Spaces of the
form Lp,1 have locally trivial fibrations.
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Proof Such a fibration can be constructed from the Hopf fibration of the sphere S
3

over the sphere S
2 ≈ C ∪ {∞}:

S
3 −→ S

2

(w, z) �−→ w/z .
(B.7)

A cyclic quotient of the Hopf fibration is a Seifert fibration over an orbifold of
dimension 2 (Definition 4.4.32):

Lp,q −→ S
2(p, q)

(w, z) �−→ wq/z .

�

We have seen that any lens space is a Seifert manifold. On the other hand, apart
from L2,1#L2,1 = RP

3#RP
3, any connected sum of at least two lens spaces has no

Seifert fibration structure (Propositions B.8.11 and B.8.13).

B.8.3 C∞ Geometric Manifolds

ARiemannianmanifold� is said to be homogeneous if and only if the isometry group
Isom(�) acts transitively on �. A geometry � is a simply connected homogeneous
Riemannian manifold that has a quotient of finite volume. If � is a real Lie group
then we can make it into a Riemannian manifold by equipping it with a left-invariant
metric and we call the resulting object “the” � geometry.

Definition B.8.4 A C∞ differentiable manifold M is said to be geometric if and
only if M is diffeomorphic to a quotient of a geometry � by a discrete subgroup
of isometries � ⊂ Isom(�) acting without fixed points. We also say that M = �\�
has a geometric structure modelled on �. Extending this definition, we will say that
a manifold with boundary is geometric if and only if its interior (see Page 351) is
geometric.

When � is a Lie group the above hypotheses imply the existence of a lattice of
finite covolume. In other words, � is a unimodular Lie group.

Definition B.8.5 A crystallographic group of dimension n is a discrete group � of
isometries of Euclidean space E

n such that the quotient �\En is compact.

Definition B.8.6 A C∞ differentiable manifold of dimension n is said to be spheri-
cal, (resp. Euclidean, resp. hyperbolic) if and only if it has a geometry modelled on
S

n (resp. E
n , resp. H

n).6

6
H

n is the half-space {(x1, . . . , xn) ∈ R
n | xn > 0}with the metric 1

x2n
(dx21 + · · · + dx2n−1 + dx2n ).
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The uniformisation theorem tells us that any compact topological surface has a
spherical, Euclidean or hyperbolic geometry: see [Sti92] for more details. Remark-
ably, all surfaces are geometric and moreover all 2 dimensional geometries have
constant sectional curvature. This no longer holds in dimension 3 where as well as
the constant scalar curvature geometriesS

3,E3 andH
3 there are five geometries with-

out constant scalar curvature: S
2 × E

1, H
2 × E

1, S̃L2(R), Nil and Sol. Thurston
proved that up to equivalence these are the only three dimensional geometries if we
require the isometry group to be maximal.

Theorem B.8.7 (Thurston) Up to equivalence there are exactly eight three dimen-
sional geometries with maximal isometry group:

S
3, E

3, H
3, S

2 × E
1, H

2 × E
1, S̃L2(R), Nil, Sol .

Proof See [BBM+10, page 2] or [Sco83]. �

We refer to [Sco83]) for more details on these eight geometries which we will not
describe in depthhere.Wewill simplygive aquickdefinitionof someof the associated

Lie groups. The group S̃L2(R) is the universal cover of SL2(R). The group Nil is
the Heisenberg group of upper triangular 3× 3 matrices whose diagonal elements
are all equal to 1.

The Sol group is the only simply connected Lie group of dimension 3 with a finite
volume quotient which is resoluble but not nilpotent. The Lie group Sol is the set R3

with the semi-direct product law induced by the action

R× R
2 → R

2, (z, (x, y)) �→ (
ez x, e−z y

)
.

The group law on R
3 is

((α,β,λ), (x, y, z)) �→ (
eλx + α, e−λy + β, z + λ

)

and the metric
ds2 = e−2zdx2 + e2zdy2 + dz2

is left invariant. The group Isom(Sol) has eight connected components and the iden-
tity component is the group Sol itself. See [Tro98, Lemme 3.2] for more details.

Definition B.8.8 A manifold M of dimension 3 is said to be a Sol manifold if and
only if there is a discrete subgroup of isometries� ⊂ Isom(Sol) acting without fixed
points such that

M = �\Sol .

We have seen that every compact surface is geometric: on the other hand, not
every manifold M of dimension 3 has a geometric structure. We do however have
the following result.
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Proposition B.8.9 If a three dimensional manifold M of finite volume has a geo-
metric structure then this structure is unique.

Proof See[Sco83, Section 5]. �

Definition B.8.10 (Indecomposable manifold) A compact C∞ manifold without
boundary M of dimension 3 is said to be indecomposable if and only if for any
connected sum decomposition M = M1#M2 one of the terms M1 or M2 is homeo-
morphic to S

3.

Proposition B.8.11 Let M be a three dimensional compact C∞ manifold without
boundary. If M is geometric and not diffeomorphic to RP

3#RP
3 then M is indecom-

posable.

Proof See [Sco83, page 457]. �

As RP
3#RP

3 is modelled on S
2 × E

1 we have the following corollary.

Corollary B.8.12 Let M be a three dimensional compact C∞ manifold without
boundary. If M is geometric and its geometry is not S

2 × E
1 then M is indecompos-

able.

An important result in this area states that all Seifert manifolds have a geometric
structure.We even have a characterisation of the six “Seifert” geometries. See [Sco83,
Theorem 5.3] for more details.

Proposition B.8.13 An orientable compact C∞ manifold without boundary M is a
Seifert manifold if and only if M has a geometry modelled on one of the six following
geometries.

S
3, S

2 × E
1, E

3, Nil, H
2 × E

1, S̃L2(R).

This proposition is also valid for non orientable M if we extend the definition of
Seifert manifolds to manifolds with a foliation of circles (which essentially means
that we accept non orientable local models in addition to the models used in Defini-
tion B.8.1).

Corollary B.8.14 If M = �\� is a compact geometric manifold without boundary
then either M is a Seifert manifold, � = Sol or � = H

3.

Amongst classes of three dimensional topological manifolds, the class of hyper-
bolic manifolds—i.e. quotients of the form �\H3 where � ⊂ PO(3, 1) is a discrete
subgroup—is both the geometrically richest class and the least well understood.

B.8.4 Geometrisation and Classification

Several articles have appeared in the journal ’Gazette des Mathématiciens’ on the
Poincaré Conjecture and Thurston’s Geometrisation Conjecture ([And05], [Mil04],
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[Bes05], [Bes13]). The following rapid summary of the state of the art since Perel-
man’s work opened up the possibility of a complete classification is based on
[BBM+10].

Classification of C∞ Manifolds of Dimension 3

Throughout this paragraph, a manifold of dimension n can have a boundary, denoted
∂M , characterised by the fact that any point p ∈ ∂M has a neighbourhood in M which
is locally homeomorphic to a product R

n−1 × R�0 = {(x1, . . . , xn) ∈ R
n | xn � 0}

where p is sent to (0, . . . , 0). If the boundary of a manifold of dimension n is non
empty then it is amanifold of dimension n − 1whose boundary is empty: ∂∂M = ∅.

The interior of a manifold with boundary is the subvariety that is the complement
of the boundary M \ ∂M . Any point p ∈ M \ ∂M has a neighbourhood homeomor-
phic to R

n . A manifold is said to be closed if and only if it is compact and ∂M = ∅.
A connected closed surface S in a compact orientable manifold M of dimension

3 is said to be essential if and only if its fundamental group injects into π1(M) and
S neither bounds a 3-ball nor is cobordant to a product with a connected component
of ∂M .

We now state Thurston’s famous geometrisation conjecture. (See DefinitionB.8.4
for the definition of a geometric manifold).

Conjecture B.8.15 (Thurston’s geometrisation conjecture) The interior of a com-
pact orientable manifold of dimension 3 can be cut along a finite family of essential
embedded pairwise disjoint 2-spheres and 2-tori into a canonical collection of geo-
metric 3-manifolds after filling up the spherical boundaries with 3-balls.

Every connected component of the complement of the family of tori and spheres
has a locally homogeneous metric of finite volume. Let M be such a connected
component and let M̂ be the compact manifold obtained by “filling up” the holes. The
manifold M then has a geometric structure modelled on one of the eight geometries
of Theorem B.8.7.

The famous Poincaré conjecture is a special case of this conjecture.

Conjecture B.8.16 (Poincaré conjecture) Let M be a simply connected closed topo-
logical manifold of dimension 3. M is then homeomorphic to the 3-sphere.

Bringing together Thurston’s hyperbolisation theorem [BBM+10, 1.1.5] and
Perelman’s theorem [BBM+10, 1.1.6] we obtain the following classification of ori-
entable manifolds.

Theorem B.8.17 (Geometrisation theorem) The above geometrisation Conjecture
B.8.15 holds for any compact orientable manifold of dimension 3.
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Sheaves and Ringed Spaces

This appendix is based on books by Godement [God58, Chapitre II], Liu [Liu02,
Section 2.2.1] and Hartshorne [Har77, Section II.1]. We will not discuss sheaf coho-
mology, for which we refer to [Liu02, Section 5.2] or [Har77, Chapter III].

C.1 Sheaves

Technical warning: we quote [Ser55a] several times in this chapter. In this article, a
sheaf over X is defined to be a sheaf space (i.e. a certain type of topological spacewith
a continuous map to X as in Definition C.2.2) whereas elsewhere in the literature,
notably in[Har77, Chapter II], a sheaf is a presheaf (i.e. a certain type of contravariant
functor as in Definition C.1.1 below) satisfying certain axioms. See Definition C.1.4
for more details. Corollary C.4.3 establishes that these two notions are equivalent. (In
particular, Godement freely identifies them in his book [God58, Remarque II.1.2.1]).

Definition C.1.1 Let X be a topological space. A presheaf (of abelian groups) F
over X is the data of an abelian group F(U ) for every open set U ⊂ X and for
every nested pair of open sets V ⊂ U ⊂ X a group morphism called the restriction
morphism ρU V : F(U ) → F(V ) satisfying the following conditions

1. F(∅) = {0} ;
2. ρUU = idU ;
3. If W ⊂ V ⊂ U ⊂ X are nested open sets then ρU W = ρV W ◦ ρU V .

We define presheaves of sets (resp. presheaves of rings) in a similar way: the
F(U )s are then sets (resp. rings) and the ρU V : F(U ) → F(V ) are maps (resp. ring
morphisms). There are many variations on this theme: for example, given a ring A
we can define presheaves of A-modules and presheaves of A-algebras.

There is a natural notion of subpresheaf F ′ ofF : it is a presheaf such that for any
open set F ′(U ) is a subgroup (resp. subset, subring etc.) of F(U ) and the morphism
ρ′U V is required to be induced by ρU V .
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Example C.1.2 Let X be a topological space.

1. Let K be a ring.We define a presheafF as follows: for anyU ∈ X ,F(U ) := K U

is the ring of K -valued functions on U and the morphisms ρU V are the restriction
maps of functions.

2. The presheaf C0 of continuous real valued functions is a subpresheaf of the
presheaf of real valued functions C0(U ) ⊂ R

U .

Let F be a sheaf over X and let U ⊂ X be an open subset. An element s ∈ F(U )

is called a section of F over U . A global section of F is a section over the space X .
By analogy with presheaves of functions we denote by s|V the element ρU V (s) in
F(V ) and we call it the restriction of s to V .

Definition C.1.3 The set of sections F(U ) of a presheaf F over an open set U is
sometimes denoted �(U,F).

Definition C.1.4 (Sheaf) A presheaf F is said to be a sheaf if and only if for any
open subset U ⊂ X and any open cover {Ui }i∈I of U the following two conditions
hold.

1. (Uniqueness.) If s ∈ F(U ) and s|Ui = 0 for all i ∈ I then s = 0 ;
2. (Gluing) If the collection si ∈ F(Ui ), i ∈ I has the property that

si |Ui∩U j = s j |Ui∩U j for any pair i, j ∈ I then there is a section s ∈ F(U ) such
that s|Ui = si for any i ∈ I . (This section s is then unique by (1).)

Example C.1.5 (Sheaves of functions) Let X be a topological space and let K be
a ring (K = R or C for example). The presheaf of K -valued functions of Exam-
ple C.1.2(1) is then a sheaf, called the sheaf of K valued functions on X . By a sheaf
of functions we mean a subsheaf of the sheaf of K -valued functions.

1. The sheaf C0 of continuous real (or complex) functions.
2. The sheaves of real or complex Ck or C∞ functions.
3. The sheaf of holomorphic functions is a subsheaf of the sheaf of complex valued

functions.
4. In general, a sub-presheaf of the sheaf of functions is a sheaf whenever the

sub-presheaf is defined locally. This is notably the case for the sheaf of regu-
lar functions on a quasi-algebraic set, see Definitions 1.2.33, 1.2.34 and 1.2.35).

Definition C.1.6 (Sheaf of restrictions to a subspace) Let K be a ring, let X be a
topological space, let F be a sheaf of K -valued functions on X and let Y ⊂ X be
a topological subspace with the induced topology. We define a sheaf FY on Y by
deciding that for any open set U in Y a function f : U → K belongs to FY (U ) if
and only if for any x in U there is an open neighbourhood V of x in X and a function
g ∈ FX (V ) such that g(y) = f (y) for any y ∈ V ∩U .

The sheaf FY is in fact the sheafification (Definition C.4.1) of the presheaf of
restrictions of functions of F to open subsets of Y .
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Remark C.1.7 Note that this definition FY is specific to sheaves of functions. Note
in particular that the sheaf FY is a sheaf of K -valued functions on Y .

Remark C.1.8 If U ⊂ X is an open subset then FU = FX |U where for any open
set V ⊂ U we set FX |U (V ) := F(V ). See Definition C.4.8 and Example C.4.9.

C.2 Sheaf Spaces over X

Let X be a topological space and let (E,π) be a pair such that E is a topological space
andπ : E → X is a continuousmap. LetY be a subset of X . By a (continuous) section
s of (E,π) over Y we mean a continuous map s : Y → E such that π(s(x)) = x for
any x ∈ Y . We define a sheaf Ê over X associated to (E,π) in the following way: for
any U ⊂ X , Ê(U ) is the set of continuous sections of (E,π) over U and whenever
U ⊃ V , the restriction to V of a section overU is the restriction of the corresponding
map U → E .

Definition C.2.1 The sheaf Ê is called the sheaf of sections of (E,π).

Definition C.2.2 Ifπ is a local homeomorphism (bywhichwemean that every point
in p ∈ E has an open neighbourhood homeomorphic viaπ to an open neighbourhood
of π(p) in X ), we say that (E,π) is a sheaf space over X .

We will see in Definition C.4.1 that conversely we can associate a sheaf space to
any presheaf.

Remark C.2.3 There are several different versions of construction C.2.1. In
particular, if X is a differentiable (respectively analytic) manifold there is a simi-
lar definition of the sheaf of differentiable (resp. analytic) sections of (E,π) where
E is a differentiable (resp. analytic)manifold andπ : E → X is a differentiable (resp.
analytic) map.

Remark C.2.4 It can be proved that a sheafF is uniquely determined by the data of
F(U ) and ρU V for all U, V in some basis of open sets B of the topological space X .
Recall that B is a basis for X if and only if any open set in X is a union of elements
of B and any finite intersection of members of B is a member of B. For example, if
X is a real or complex algebraic variety, the data of F(D( f )) for any open affine set
D( f ) ( f is a regular function) characterises F . (See Exercise 1.3.15(3)).

C.3 Stalks of a Sheaf

Definition C.3.1 Let F be a presheaf of abelian groups over a topological space X
and let x be a point in X . The stalk of the presheaf F at x is the inductive limit
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Fx := lim−→
U
x

F(U )

(see Definition A.1.2 and Example A.1.4). This inductive limit is taken over all open
sets in X and if F is a presheaf of rings (resp. of A-algebras or A-modules for some
fixed ring A) then Fx is a ring (resp. an A-module or an A-algebra). Let s ∈ F(U )

be a section: for any x ∈ U , we denote the image of s in Fx by sx . The element sx

is called the germ of s at x . The map F(U ) → Fx , s �→ sx is then a morphism of
groups (resp. of rings, resp. of A-modules, resp. of A-algebras).

Remark C.3.2 In the special case of a sheaf of functions F such that all the sets of
sections F(U ) are subsets of a single common set and all the restriction morphisms
are inclusions ρU V : F(U ) ⊂ F(V ), inductive limit is simply union and we have that

Fx =
⋃

U
x

F(U ) .

Lemma C.3.3 Let F be a sheaf of abelian groups on a topological space X. Let s
and t ∈ F(X) be global sections such that sx = tx for any x ∈ X. We then have that
s = t .

Proof We can assume that t = 0. For any x ∈ X , there is an open neighbourhood
Ux of x such that s|Ux = 0, since sx = 0. As the open sets {Ux }x∈X cover X we have
that s = 0 by definition of a sheaf. �

Let (E,π) be a sheaf space over X and let Ê be its sheaf of sections (see Defini-
tion C.2.1). For any section s of (E,π) over an open set U in X , the image s(U ) is
open in E , so any section of (E,π) is an open mapping. For any p ∈ E the fact that
π is a local homeomorphism implies that there is a section s of (E,π) defined in a
neighbourhood of x = π(p) such that s(x) = p. Sets of the form s(U ) are therefore
a basis of open sets for E .

Proposition C.3.4 The fibre Ex := π−1(x) of the sheaf space (E,π) can be identi-
fied with the stalk of its space of sections.

Ex � Êx = lim−→
U
x

Ê(U ) .

Proof It will be enough to show that if two sections s and t of (E,π) defined on open
neighbourhoodsU and V of a point x in X are equal at x then they are equal on some
open neighbourhood W ⊂ U ∩ V of x . As sections are open maps, s(U ) and t (V )

are open subsets of E . As s(x) = t (x), the intersection s(U ) ∩ t (V ) is non empty.
As π is a local homeomorphism there is an open subset W ′ ⊂ s(U ) ∩ t (V ) such that
π|W ′ : W ′ → π(W ′) is a bijection. The equality π ◦ s = π ◦ t therefore implies s = t
on W := π(W ′). �

There is an inverse of this construction: equipped with a suitable topology, the
disjoint union of the stalks �x∈XFx of a sheaf {U �→ F(U )}U open set in X over a topo-
logical space X is the sheaf space of F as in Definition C.4.1.
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C.3.1 Locally Trivial Fibrations

Definition C.3.5 Let X and F be topological spaces. We recall that a locally trivial
bundle7 with fibre F over X is the data of a pair (E,π) where π : E → X is a
continuous map which locally (on X ) has the form of a product. In other words, there
is an open cover {Ui }i∈I of X and a family of homeomorphisms {ψi : π−1(Ui )

�−→
Ui × F}i∈I such that for any i ∈ I the following diagram commutes.

π−1(Ui )
ψi

�

π|π−1(Ui )

Ui × F

(u, f )�→u

Ui

If x ∈ Ui ∩U j then ψ j |Ui∩U j ◦ ψ−1i |Ui∩U j induces a continuous map ψi j from
Ui ∩U j to the symmetric group of F .

A covering space of X is a locally trivial bundle whose fibre is a discrete
topological space: the map π is then a local homeomorphism.

A (locally trivial) Ck bundle is defined as above, except that we require the
topological spaces to be Ck differentiable manifolds and the continuous maps to
be Ck differentiable maps.

A K -vector bundle of rank r is a locally trivial bundle of fibre F = K r such
that for any x ∈ X and any pair of open sets Ui , U j containing x , ψi j (x) ∈ GLr (K ).
More generally, a vector bundle is a vector bundle of constant rank on each connected
component of X .

Example C.3.6 A locally trivial bundle of fibre F is not generally a sheaf space
unless F is a discrete topological space (such as afinite setwith the discrete topology),
in which case π is a local homeomorphism. In other words, a sheaf space (E,π) is
a covering of X .

C.3.2 Sheaf Morphisms

Definition C.3.7 Let F and G be presheaves (resp. sheaves) of abelian groups on a
topological space X . A presheaf morphism (resp. sheaf morphism) α : F → G is a
family of group morphisms {α(U ) : F(U ) → G(U )}U open inX which are compatible
with the restriction morphisms ρU V .

7Locally trivial is often implicit in the literature, which can sometimes be confusing.



358 Appendix C: Sheaves and Ringed Spaces

F(U )
αU

ρFU V

G(U )

ρGU V

F(V )
αV

G(V )

The composition of presheaf morphisms is clearly defined. An isomorphism can
therefore be defined to be amorphism that has an inverse. In other words, a morphism
of presheaves α : F → G is an isomorphism if and only if α(U ) : F(U ) → G(U ) is
an isomorphism of groups for any open set U in X .

Definition C.3.8 Let X be a topological space and let α : F → G be a morphism
of sheaves of abelian groups over X . The kernel of α, denoted ker α, is the presheaf
U �→ ker(α(U )), which turns out to be a sheaf. The image of α, denoted Imα, is the
sheaf associated to the presheaf U �→ Im(α(U )).

Remark C.3.9 By definition, the sheaf ker α is a subsheaf of F . By the univer-
sal property of sheafification, there is a natural map θ : Imα → G which is in fact
injective. We can therefore identify Imα with a subsheaf of G.

Let α : F → G be a morphism of presheaves on X . By the universal property of
inductive limit, for every x ∈ X themorphismα induces a canonical groupmorphism
αx : Fx → Gx such that (α(U )(s))x = αx (sx ) for any open neighbourhood U in x
and any element s ∈ F(U ).

Definition C.3.10 LetF andG be presheaves on a topological space X . Amorphism
of presheaves α : F → G is said to be injective (resp. surjective) if and only if for
any x ∈ X the map αx : Fx → Gx is injective (resp. surjective).

If α is injective then for any open set U in X the map α(U ) : F(U ) → G(U ) is
injective. In particular α is injective if and only if ker α is trivial.

There are surjective sheafmorphismsα such that themapsα(U ) : F(U ) →
G(U ) are not all surjective.

Example C.3.11 Let X be a complex analytic variety, letOX be the additive sheaf of
holomorphic functions and letO∗

X be the multiplicative sheaf of invertible holomor-
phic functions (i.e. everywhere non vanishing holomorphic functions).Associating to
any holomorphic function f : U → C the function α(U )( f ) := exp ◦ f : U → C

∗
for any open set U in X , we get a sheaf morphism α : OX → O∗

X . As any non
vanishing holomorphic function is locally of the form exp ◦ f this sheaf morphism
is surjective but it is well known that if U is not simply connected then the map
f �→ exp ◦ f from OX (U ) to O∗

X (U ) is not surjective: the identity map may not
have a preimage.

Proposition C.3.12 A sheaf morphism α : F → G over X is an isomorphism if and
only if αx : Fx → Gx is a group isomorphism for all x ∈ X.



Appendix C: Sheaves and Ringed Spaces 359

Proof See [Liu02, Proposition 2.12]. �

To summarise, if αx is surjective for every x then αU is not necessarily surjective
for every U but if αx is both injective and surjective for every x then αU is both
injective and surjective for every U .

Corollary C.3.13 Let α : F → G be a sheaf morphism over X. The morphism α is
then an isomorphism if and only if it is both injective and surjective.

Definition C.3.14 Let X be a topological space. A sequence of sheaves F→G→H
is said to be exact if and only if Fx → Gx → Hx is an exact sequence of groups for
all x ∈ X .

Example C.3.15 Returning to Example C.3.11, the exponential function induces an
exact sequence of abelian groups

0→ Z
incl.−−→ C

z �→exp(2πi z)−−−−−−−→ C
∗ → 0 (C.1)

where C has its additive structure and C
∗ has its multiplicative structure. Let X be

a reduced complex analytic space: considering holomorphic functions with values
in the exact sequence (C.1) we get an exact sequence of sheaves. For any reduced
complex analytic space X we therefore have an exact sequence of sheaves

0→ Z −→ OX −→ O∗
X → 0 (C.2)

where Z is the constant sheaf, OX is the structural sheaf and O∗
X is the sheaf of

multiplicative inverses in OX .

C.4 Sheaf of Sections of a Sheaf Space

It turns out that every sheaf is a sheaf of sections of a sheaf space. To prove thiswe start
by considering a presheaf F . We denote by E(F) the disjoint union �x∈XFx and we
let π : E(F) → X be the map sending every point p ∈ Fx to x . The canonical map
F(U ) → Fx , s �→ sx associates to every element s ∈ F(U ) a map s̃ : U → E(F),
x �→ sx such thatπ(̃s(x)) = x for every x ∈ U .Wenowequip E(F)with the coarsest
topology for which the maps s̃ (s ∈ F(U ),U open set in X ) are continuous. The map
π is then a local homeomorphism. We simplify notation by setting F+ := Ê(F) as
in Hartshorne (see [Har77, Definition II.1.2 and Exercise II.1.13]).

If the presheaf F is a presheaf of abelian groups (resp. rings etc.), E(F) has a
natural continuous composition law (p, q) �→ p+q defined whenever π(p)=π(q),
which induces on every fibre Fx an abelian group structure. (In the case of rings, for
example, there is also a second continuous composition law (p, q) �→ pq defined
whenever π(p) = π(q) and these two laws turnFx into a ring). If s and t are sections
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of (E(F),π) over an open set U in X then we denote by s + t the section x �→
s(x)+ t (x) (resp. by st the section x �→ s(x)t (x)).

Definition C.4.1 (Sheaf associated to a presheaf) The pair (E(F),π) is called
the sheaf space associated to the presheaf F and the sheaf F+ is called the sheaf
associated to the presheaf F .

The sheafification F+ of the presheaf F has a natural morphism

F −→ F+

which is universal for morphisms from F to a sheaf. In other words, any morphism
α : F → G to a sheaf G factorises through a unique morphism α̃ : F+ → G

F+ α̃ G

F
α

In particular, if F is a subpresheaf of a sheaf G then F+ is a subsheaf of G
determined as follows: for any open set U ⊂ X an element f ∈ G(U ) belongs to
F+(U ) if and only if there is an open covering {Ui }i∈I of U such that for any i ∈ I ,
ρUUi ( f ) ∈ F(Ui ).

Theorem C.4.2 ([God58, Théorème 1.2.1], [Har77, Proposition II.1.2]) Let X be a
topological space and let F be a presheaf over X. The sheaf F+ of sections of the
sheaf space E(F) is isomorphic to the presheaf F if and only if F is a sheaf.

Corollary C.4.3 Any sheaf over X is isomorphic to the sheaf of sections of some
sheaf space over X and this sheaf space is unique up to canonical isomorphism.

Remark C.4.4 When F is a presheaf of K -valued functions on X (see
Example C.1.2) the local sections of F+ over an open subset U ⊂ X are defined
by

F+(U ) = { f : U → K | ∀x ∈ U, ∃V ⊂ U open neighbourhood of x and

∃g ∈ F(V ) | f |V = g} .

Definition C.4.5 Let X be a topological space, let F be a sheaf on X and let F ′ be
a subsheaf of F . We then have that U �→ F(U )/F ′(U ) is a presheaf over X . The
sheafification F/F ′ := (U �→ F(U )/F ′(U ))+ is called the quotient sheaf.

Proposition C.4.6 Let X be a topological space, F a sheaf on X and F ′ a subsheaf
of F . We have that

∀x ∈ X, (F/F ′)x = Fx/F ′
x .
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Remark C.4.7 The sheaf space E(F) is not generally Hausdorff even if X is.
Indeed, for any sections s, t over an open set U in X , the set of elements x ∈ U
such that s(x) = t (x) is an open subset of U but if E(F) is Hausdorff it is also a
closed subset of U : this implies that two sections which are equal at x are equal
on the whole of the connected component of U containing x . In other words, the
sheaf F satisfies the analytic continuation property. For example, if X is a complex
analytic variety and F is the sheaf of analytic functions then E(F) is Hausdorff, but
if F is the sheaf of continuous functions then E(F) is certainly not Hausdorff.

Definition C.4.8 Let X be a topological space, let F be a sheaf over X and let
(E(F),π) be the associated sheaf space. Let Y ⊂ X be a topological subspace and
set E |Y := π−1(Y ). The associated sheaf Ê |Y , denoted F |Y , is called the restricted
sheaf or the restriction of F to Y .

Example C.4.9 If F is a presheaf on X and U ⊂ X is open then on setting
F |U (V ) := F(V ) for any open set V ⊂ U , we get a presheaf onU called the restric-
tion of the presheaf F to U . Of course, if F is a sheaf this is just the restricted sheaf
F |U defined above.

Proposition C.4.10 Let X be a topological space, F a sheaf over X and Y ⊂ X a
topological subspace. For any x ∈ Y we then have that

(F |Y )x = Fx .

Let X and Y be topological spaces, let F be a sheaf over X , let G be a sheaf
over Y and let ϕ : X → Y be a continuous map. For any open set V ⊂ Y the set
ϕ−1(V ) is then an open set of X and we denote by ϕ∗F the sheaf on Y given by
V �→ F(ϕ−1(V )).

Definition C.4.11 The sheaf ϕ∗F on Y is called the direct image of F .

We can also define an inverse image sheaf of G, generally denoted ϕ−1G.
Definition C.4.12 The sheaf ϕ−1G on X associated to the presheaf

U �→ lim−→
V⊃ϕ(U )

G(V )

where U is an open subset of X and the limit is taken over all open sets V in Y
containing ϕ(U ) is called the inverse image of G.
Remark C.4.13 Warning: in [God58] the inverse image sheaf of G under ϕ is
denoted ϕ∗G. As in [Har77, Section II.5], we will only use this notation when G
is a sheaf ofOY -modules (Definition C.5.4 below): ϕ−1G is then a sheaf of ϕ−1OY -
modules and ϕ∗G := ϕ−1G ⊗ϕ−1OY OX is a sheaf of OX -modules.

Proposition C.4.14 ∀x ∈ X, (ϕ−1G)x = Gϕ(x).
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Exercise C.4.15 If i : Z ↪→ Y is the canonical injection of a topological subspace
of Y then

i−1G = G|Z .

C.5 Ringed Spaces

When working with algebraic varieties (Definition 1.3.1) we can restrict ourselves
to sheaves that are subsheaves of function sheaves. When working with schemes, we
use sheaves of local rings, which gives rise to the notion of ringed spaces.

Definition C.5.1 A ringed space (which is short for locally ringed in local rings)
is the data of a topological space X and a sheaf of rings OX on X such that OX,x is
a local ring for all x ∈ X . The sheaf OX is called the structural sheaf of (X,OX ).
Let (X,OX ) and (Y,OY ) be ringed spaces: a morphism of ringed spaces is a pair
(ϕ,ϕ#)where ϕ : X → Y is a continuous map and ϕ# : OY → ϕ∗OX is a morphism
of sheaf of rings on Y .

Definition C.5.2 A morphism (ϕ,ϕ#) : (X,OX ) → (Y,OY ) is called an open
embedding (resp. closed embedding) if and only if

1. ϕ is a homeomorphism onto ϕ(X) ;
2. ϕ(X) is open (resp. closed) in Y ;
3. ϕ#

x is an isomorphism (resp. surjective morphism) for all x ∈ X .

Example C.5.3 When OX (resp. OY ) is a subsheaf of the sheaf FX (resp. FY ) of
K -valued functions, any continuous map ϕ : X → Y induces a morphism
ϕ# : OY → ϕ∗FX of sheaves of rings on Y associated to the pull back map

∀U open set in Y, f ∈ OY (U ) �→ (
f ◦ ϕ : ϕ−1(U ) → K

)
.

The pair (ϕ,ϕ#) is then a morphism of ringed spaces if and only ifϕ# is contained
in ϕ∗OX . In particular, if (X,OX ) and (Y,OY ) are algebraic varieties over the same
base field K then (ϕ,ϕ#) is amorphismof ringed spaces if and only ifϕ is amorphism
of algebraic varieties over K .

Definition C.5.4 Let (X,OX ) be a ringed space. A sheaf of OX -modules (also
called an OX -module) is a sheaf F over X such that for any open set U ⊂ X the
group F(U ) is an OX (U )-module, and for any inclusion of open sets V ⊂ U the
restriction morphism F(U ) → F(V ) is compatible with the module structure via
the ring morphism OX (U ) → OX (V ).

Definition C.5.5 Let (X,OX ) be a ringed space. The direct sum of twoOX -modules
F andG is anOX -module denotedF ⊕ G. The tensor product of twoOX -modulesF
and G is the sheaf denoted F ⊗OX G associated to the presheaf U �→ F(U )⊗OX (U )

G(U ). See PropositionA.4.1 for the definition of the tensor product of two A-modules
over a ring A.
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Definition C.5.6 (Locally free sheaf) Let (X,OX ) be a ringed space. AOX -module
F is said to be free if and only if it is isomorphic to a direct sum OX ⊕OX ⊕ . . . .
It is said to be locally free if and only if there exists an open cover of X by sets U
such that F |U is a freeOX |U -module. Such an open set U is said to be a trivialising
open set for F . The rank of a locally free OX -module over a trivialising open set is
the (finite or infinite) number of copies of OX required. A sheaf of ideals over X is
an OX -module I which is a subsheaf of OX .

AnOX -module F is therefore locally free if and only if there is an open cover of
X and a set I for each set U of this covering such that

F |U � O(I )
X |U

where O(I )
X is the direct sum of copies of OX indexed by I .

Let r � 1 be an integer. An OX -module F is locally free of rank r if and only if
there is an open cover of X by open sets U such that

F |U � Or
X |U

whereOr
X denotes the direct sum of r copies ofOX . More generally, as the rank of a

locally free sheaf is constant on connected components of X , a locally free sheaf is
said to be of finite type if and only if its rank is finite on each connected component
of X .

Example C.5.7 Let (X,OX ) be a ringed space and let F be an OX -module. We
define the tensor algebra T (F) (resp. the symmetric algebra S(F), resp. the exterior
algebra

∧
(F)) of theOX -moduleF by taking the sheafification of the presheafU �→

T (F(U )) (resp.U �→ S(F(U )), resp.U �→∧
(F(U ))) where the tensor operations

are taken with respect to theOX (U )-module structure onF(U ). See Definition A.4.8
for more details.

If F is locally free of rank r then T k(F) (resp. Sk(F), resp.
∧k

(F)) is also a
locally free sheaf of rank rk (resp.

(r+k−1
r−1

)
, resp.

(r
k

)
).

Definition C.5.8 (Invertible sheaf) An invertible sheaf over X is a locally free sheaf
of rank 1, by which we mean that there is a covering of X by open sets U such that
F |U is isomorphic to OX |U .
Proposition C.5.9 Let (X,OX ) be a ringed space and let F be a OX -module. The
sheaf F is then locally free if and only if Fx is a free OX,x -module for every x ∈ X.

Proposition C.5.10 (Projection formula) Let ϕ : (X,OX ) → (Y,OY ) be a mor-
phism of ringed spaces. If F is an OX -module and E is a locally free OY -module of
finite rank then there is a natural isomorphism

ϕ∗(F ⊗OX ϕ∗E) � ϕ∗(F)⊗OY E .
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C.6 Coherent Sheaves

We start with the most general definition of coherent sheaves, and prove later that in
the case we are interested in (Example C.6.8) a coherent sheaf is just a sheaf that is
isomorphic to a quotient of a locally free sheaf of finite type.

Definition C.6.1 (Sheaf generated by its global sections) Let (X,OX ) be a ringed
space and let F be anOX -module. We say that F is generated by its global sections
at x ∈ X if and only if the canonical map F(X)⊗OX (X) OX,x → Fx is surjective.
We say that F is generated by global sections if and only if this holds at any point
x in X .

Example C.6.2 Let (X,OX ) be a ringed space. Let I be a set. The sheafO(I )
X —the

direct sum of copies of OX indexed by I—is generated by global sections.

Lemma C.6.3 Let (X,OX ) be a ringed space. An OX -module F is generated by its
global sections if and only if there is a set I and a surjective morphism ofOX -modules

O(I )
X → F → 0 .

Definition C.6.4 (Quasi-coherent sheaf) Let (X,OX ) be a ringed space and let F
be an OX -module. We say that F is quasi-coherent if and only if for every x ∈ X
there is an open neighbourhood U of x in X and an exact sequence of OX -modules

O(J )
X |U → O(I )

X |U → F |U → 0 .

Example C.6.5 Let (X,OX ) be a ringed space.

1. The structural sheaf OX is quasi-coherent.
2. Any locally free OX -module is quasi-coherent.
3. Any sheaf of ideals is quasi-coherent.

Definition C.6.6 (Sheaf of finite type) Let (X,OX ) be a ringed space and let F be
an OX -module. We say that F is of finite type if and only if for every x ∈ X there is
an open neighbourhood U of x in X , an integer r � 1 and a surjective morphism of
OX -modules

Or
X |U → F |U → 0 .

Definition C.6.7 (Coherent sheaves) Let (X,OX ) be a ringed space and let F be
an OX -module. We say that F is coherent if and only if it is of finite type and for
every open subset U in X , every integer r and every morphism α : Or

X |U → F |U the
kernel ker α is of finite type.

Example C.6.8 (Structural sheaf)

1. The structural sheaf OX of an algebraic variety (X,OX ) over an algebraically
closed field K is coherent.
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2. The structural sheaf OX of a locally Noetherian scheme (X,OX ) is coherent.
3. The sheaf of germs of holomorphic functions over a non singular complex analytic

variety is coherent ([Oka50]).

Definition C.6.9 (Finitely presented sheaf) Let (X,OX ) be a ringed space and letF
be an OX -module. We say that F is finitely presented if and only if for every x ∈ X
there is an open neighbourhood U of x in X , integers r � 1 and c � 1 and an exact
sequence of OX -modules

Oc
X |U → Or

X |U → F |U .

Every coherent sheaf is finitely presented. The converse holds whenever the struc-
tural sheaf is also coherent.

Proposition C.6.10 Let (X,OX ) be a ringed space. If the sheaf OX is coherent then
an OX -module is coherent if and only if it is finitely presented.

Corollary C.6.11 Let (X,OX ) be a ringed space with coherent structural sheafOX .

1. Any locally free OX -module of finite type (i.e. of finite rank on every trivialising
open set) is coherent. Any locally free OX -module of finite rank and in particular
every invertible sheaf is coherent.

2. Any finitely generated sheaf of ideals is coherent. In particular, the sheaf of ideals
of regular functions vanishing on a closed subvariety of an algebraic variety X
with coherent structural sheaf is coherent.

C.7 Algebraic Varieties over an Algebraically Closed Base
Field

Proposition C.7.1 Let (X,OX ) be an algebraic variety over an algebraically closed
base field K . A sheaf of OX -modules F is then coherent if and only if it is of finite
type and quasi-coherent.

Definition C.7.2 (OX -module associated to a �(X,OX )-module). Let X be an
affine algebraic variety over an algebraically closed base field K , let A := A(X) =
�(X,OX ) be the ring of affine coordinates of X and let M be an A-module.We define
aOX -module M̃ on the principal open sets of X (which form an open basis for X by
Exercise 1.3.15(3)) as follows: for any f ∈ A we set M̃(D( f )) = M f = M ⊗A A f .
In particular we have that M̃(X) = �(X, M̃) = M .

Theorem C.7.3 Let (X,OX ) be an algebraic variety over an algebraically closed
base field K .

A sheaf of OX -modules F is said to be quasi-coherent if and only if for every open

affine subset U of X the OX (U )-modules F |U and F̃(U ) are isomorphic.

It is said to be coherent if and only if the OX (U )-modules F |U and F̃(U ) are
isomorphic and finitely generated.



366 Appendix C: Sheaves and Ringed Spaces

Theorem C.7.4 Let (X,OX ) be an irreducible algebraic variety over an
algebraically closed base field K . We then have that �X is a locally free sheaf
of dimension n = dim X if and only if X is non singular.

Proof See [Har77, Theorem II.8.15]. �

Proposition C.7.5 Let (X,OX ) be an algebraic variety over an algebraically closed
base field K and let F be a coherent sheaf. The sheaf F is then invertible if and only
if there is a coherent sheaf G such that F ⊗ G � OX .

See [Per95, III.7] for other properties of quasi-coherent sheaves over an
algebraically closed base field.



Appendix D
Analytic Geometry

The first part of this appendix is based on Serre’s famous article GAGA [Ser56].

D.1 Complex Analytic Spaces and Holomorphic Functions

Definition D.1.1 A subset U of C
n is said to be analytic if and only if it is locally

the vanishing locus of a set of holomorphic functions. More formally, U is analytic
if and only if for every x ∈ U there are holomorphic functions f1, . . . , fk defined
in a neighbourhood W of x such that for any z ∈ W the point z is in U ∩ W if and
only if fi (z) = 0 for all i = 1 . . . k. The restriction to U of the sheaf of holomorphic
functions H on C

n is called the sheaf of holomorphic functions on U , denoted HU .

Any analytic subset U ⊂ C
n is locally closed in C

n: it is therefore also locally
compact for the induced topology. For any x ∈ U , the ring of germs HU,x is
isomorphic to the quotient ofHx by the ideal of germs of functions whose restriction
to U is identically zero in some neighbourhood of x .

Definition D.1.2 A complex analytic space8 is a pair (X,OX ) where X is a
topological space and OX is a subsheaf of the sheaf of complex valued functions
on X satisfying the following two conditions.

1. There is a covering of the space X by open sets Ui such that (Ui ,OX |Ui ) is
isomorphic as a ringed space to an analytic subset of C

n with its sheaf of holo-
morphic functions.

2. The topologyon X isHausdorff (DefinitionB.1.1). In practicewewill also assume
that the topological space has a countable basis of open sets.

The sheaf OX is called the sheaf of holomorphic functions or sheaf of analytic
functions on X .

8The use of the term “space” rather than “manifold” implies that the object under consideration
may be singular.
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If X and Y are complex analytic spaces then a morphism (or analytic map)
ϕ : X → Y is a continuous map such that for any open set V ⊂ Y and any ana-
lytic function f : V → K the function f ◦ ϕ : ϕ−1(V ) → K is analytic.

Let X be an analytic space, let x be a point of X and let Ox be the ring of germs
of holomorphic functions on X at x . This ring is a local C-algebra whose unique
maximal ring m contains exactly the functions f that vanish at x . We have that
Ox/m = C.When X = C

n the algebraOx = Hx is simply the algebraC
{
z1, . . . , zn

}

of convergent series in n variables and in general, Ox is isomorphic to a quotient
algebra C

{
z1, . . . , zn

}
/I . It follows that Ox is a Noetherian ring. In particular, X

is isomorphic to C
n in a neighbourhood of x if and only if Hx is isomorphic to

C
{
z1, . . . , zn

}
, or in other words if Ox is a regular local ring (Definition 1.5.32)

of dimension n. An analytic space all of whose points are regular is said to be an
analytic variety: see Definition D.2.1 and Remark D.2.2 for more details.

Any complex algebraic variety (X,OX ) has a natural complex analytic space
structure (Xh,Oh

X ) where Xh is the underlying set of X with its Euclidean topology
and Oh

X is the sheaf of holomorphic functions associated to OX . In other words, for
any x ∈ X , Oh

X,x is the analytic subring of the ring of germs at x of complex valued
functions generated by OX,x . One important property of this construction is that the
completions of the local rings OX,x and Oh

X,x are isomorphic for all x ∈ X [Ser56,
pages 9–11].

Theorem D.1.3 (Cartan–Serre finiteness theorem) Let (X,OX ) be a compact ana-
lytic space and let F be a coherent sheaf on X. The C-vector space Hi (X,F) is
then finite dimensional for any i � 0 and

Hi (X,F) = {0} for all i > dimC X .

Proof See [CS53] or [BHPVdV04, Theorem 8.3]. �

D.2 Complex Analytic Varieties

Definition D.2.1 A complex analytic variety9 is an analytic space (X,OX ) which
is locally isomorphic to an open subset of C

n . If X and Y are complex analytic
varieties a morphism (or holomorphic map) ϕ : X → Y is a continuous map such
that for any open set V ⊂ Y and any holomorphic function f : V → K the function
f ◦ ϕ : ϕ−1(V ) → K is holomorphic.

Remark D.2.2 Ananalytic space is an analytic variety if andonly if it is non singular.

9Sometimes called a holomorphic variety in the literature.
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D.2.1 Stein Manifolds

Werefer the interested reader to [GR79] for the original definition of a Steinmanifold:
we will use an alternative definition which is equivalent to the original definition by
the Stein embedding theorem [Ibid.].

Definition D.2.3 A complex analytic variety is said to be a Stein manifold if and
only if it has a proper holomorphic embedding in an affine space C

n .

Recall that an algebraic variety V is said to be affine if and only if it is isomorphic
to a closed subvariety of an affine space.

Example D.2.4 The complex analytic variety underlying a non singular affine alge-
braic variety over C is a Stein manifold.

The converse, however, is false—there are non singular algebraic varieties that
are Stein but not affine. See [Nee89] for more details.

D.2.2 Serre Duality

Theorem D.2.5 (Serre duality) Let X be a non singular complex projective variety
of dimension n and let L be a holomorphic vector bundle on X. We then have that

H k(X,L) � H n−k(X,L∨ ⊗KX ) .

and in particular
χ(L) = χ(L∨ ⊗KX ) .

Proof See [Ser55b] for the original proof or [Har77, Chapter III, Corollary 7.7] for
an algebro-geometric proof. �

D.3 Kähler Manifolds and Hodge Theory

We refer to [Voi02, Chapitre III] for an in depth study of Hodge theory and Kähler
manifolds.

Definition D.3.1 Let X be a complex analytic variety of dimension n. We denote by
TX the holomorphic tangent bundle of X , by which we mean the real tangent bundle
TX,R of the underlying differentiable manifold, equipped with the complex structure
inherited from the analytic structure of X .

The bundleTX is isomorphic to the subbundle T 1,0
X ⊂ TX,C = TX,R ⊗ C generated

by holomorphic vector fields. See below for more details.
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Definition D.3.2 The dual of the holomorphic tangent bundleTX is called the bundle
of holomorphic forms �X := �1

X = T ∨
X . The bundle of holomorphic p-forms on X

is defined by�
p
X :=

∧p
�X . The canonical bundle of X is the complex holomorphic

line bundle

KX :=
n∧
T ∨

X = �n
X = det�X .

Theorem D.3.3 Let n be a strictly positive integer. There is then an exact sequence
of sheaves on P

n(C):

0→ �Pn(C) →
n+1terms

OPn(C)(−1)⊕ · · · ⊕OPn(C)(−1) → OPn(C) → 0

where OPn(C)(−1) is the tautological bundle (see Section F.1 or Definition 2.6.14).

Proof See [Har77, Theorem 2.8.13] for an algebro-geometric proof. �

A Hermitian metric on a holomorphic variety X is a C∞ family of Hermitian
products on each holomorphic tangent bundle, which we can think of as a section

h ∈ �∞
(

X,
(

T 1,0
X ⊗ T 1,0

X

)∗)
such that

1. hx (u, v) = hx (v, u) for every x ∈ X and for every u, v ∈ T 1,0
x ;

2. hx (u, u) > 0 for every non zero vector u ∈ T 1,0
x .

A Hermitian metric h on a holomorphic variety X provides a Riemannian metric
g on the underlying differentiable manifold, namely the real part of h:

g = 1

2
(h + h) .

The form g is a symmetric bilinear form on the complexification TX,C = TX,R ⊗ C.
As g is equal to its conjugate it is also the complexification of a real symmetric
bilinear form on TX,R.

The metric h also determines a (1, 1)-form ω = −�(h) = i
2 (h − h). As above, ω

is the complexification of a real form on the real tangent bundle TX,R.

Definition D.3.4 (Kähler varieties)AKählerianorKähler variety is a (non singular)
complex analytic variety with a Hermitian metric h such that the 2-form ω = −�(h)

is closed. The metric h is then said to be a Kähler or Kählerian metric on X and the
form ω is said to be a Kähler form on X .

Remark D.3.5 As the form ω is non degenerate and closed it is a symplectic form.
Any Kähler variety therefore has a natural symplectic manifold structure.

Example D.3.6 The analytic variety underlying a non singular complex projective
algebraic variety is always Kähler, since it inherits the Kähler Fubini-Study metric
from projective space. Consider the Hopf fibration S

n+1 → CP
n whose fibres are

great circles on S
n+1. The spherical metric on S

n+1 is the restriction of the Euclidean
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metric on the spaceR
n+2 and it is invariant under rotation. TheFubini-Studymetric on

CP
n = S

n+1/S
1 is then the metric induced by the spherical metric on S

n+1. We refer
the interested reader to [Voi02, 3.3.2] for more information, notably the expression
of the Fubini Study metric in coordinates. Any projective complex analytic variety
is a compact Kähler variety by restriction of the Fubini-Study metric

Example D.3.7 (Other examples of Kähler varieties)

1. Every non singular complex analytic curve—i.e. everyRiemann surface—isKäh-
ler (see Appendix E) (and projective if it is compact, see Theorem E.2.28) since
in complex dimension 1 every 2-form is closed.

2. Any K3 surface is Kähler by Siu’s theorem (see [Siu83] or [X85]).
3. Complex Euclidean space C

n is Kähler with the standard Hermitian metric.
4. Quotienting the above example, any complex torus of the form C

n/� where � is
a lattice in R

2n is Kähler.

D.3.1 Hodge Theory

We refer the interested reader to the first two chapters of [GH78, Chapitre 0] for a
more detailed study of Hodge theory.

Let X be a complex analytic variety of dimension n. For any a ∈ X,we consider a
system of analytic coordinates centred at a which we denote by z = (z1, z2, . . . , zn).
There are three different tangent spaces to X at the point a.

1. Real tangent space. We denote by TR,a the usual real tangent space derived from
the C∞ manifold structure on X , which we realise as the space of R-linear deriva-
tions of the ring of germs of real C∞ functions. In other words, writing the coor-
dinates z j in the form z j = x j + iy j in a neighbourhood of a we have that

TR,a = R{ ∂

∂x j
,

∂

∂y j
} .

2. Complex tangent space. We denote by TC,a = TR,a ⊗ C the complexified tangent
bundle. We can think of it as the space ofC-linear derivations of the ring of germs
of complex C∞ functions

TC,a = C{ ∂

∂x j
,

∂

∂y j
} = C{ ∂

∂z j
,

∂

∂z j
} ;

where
∂

∂z j
= 1

2
(

∂

∂x j
− i

∂

∂y j
) ; ∂

∂z j
= 1

2
(

∂

∂x j
+ i

∂

∂y j
) .

3. Decomposition of TC,a . We denote by T 1,0
a = C{ ∂

∂z j
} ⊂ TC,a the holomorphic

tangent space to X at a. It can be characterised as the subspace of TC,a of
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derivations which are zero on all anti-holomorphic functions f (i.e. functions
such that f̄ is holomorphic). The space T 1,0

a is therefore independent of the choice
of coordinates at a. We denote by T 0,1

a = C{ ∂
∂z j
} the anti-holomorphic tangent

space. There is then a direct sum decomposition:

TC,a = T 1,0
a ⊕ T 0,1

a . (D.1)

Note that by definition TC,a has a real structure. Conjugation

∂

∂z j
�→ ∂

∂z j

is therefore well defined and
T 0,1

a = T 1,0
a .

We denote by Ak(X, R) the space of real valued differential k-forms on X ,
by Zk(X, R) ⊂ Ak(X, R) the subspace of closed forms and by A(X, R) :=⊕k
Ak(X, R) the space of all differential forms. Similarly, Ak(X, C) is the space of
complex valued k-forms and Zk(X, C) is the subspace of closed complex valued
forms. We set A(X, C) :=⊕k Ak(X, C). The De Rham cohomology groups of X
are then defined as follows.

H k
DR(X, R) = Zk(X, R)

d Ak−1(X, R)
;

H k
DR(X, C) = Zk(X, C)

d Ak−1(X, C)
.

Remark D.3.8 We have that H k
DR(X, C) = H k

DR(X, R)⊗ C.

By (D.1) there is a decomposition of the cotangent space

T ∗
C,a = (T 1,0

a )∗ ⊕ (T 0,1
a )∗

for every a ∈ X. It follows that there is a decomposition of the exterior algebra

k∧
T ∗
C,a =

⊕

p+q=k

(

p∧
(T 1,0

a )∗ ⊗
q∧

(T 0,1
a )∗) .

We set

Ap,q(X) :=
{

ϕ ∈ Ak(X, C) | ϕ(a) ∈
p∧

(T 1,0
a )∗ ⊗

q∧
(T 0,1

a )∗,∀a ∈ X

}

and we obtain that
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Ak(X, C) =
⊕

p+q=k

Ap,q(X) . (D.2)

The fundamental Hodge theorem establishes a corresponding decomposition on
cohomology groups when the variety X is compact Kähler.

A differential form ϕ ∈ Ap,q(X) is said to be of type (p, q). We denote by
π p,q : A(X, C) → Ap,q(X) the projection maps. Let ϕ be a differential form of type
(p, q): for every a ∈ X we then have that

dϕ(a) ∈
(

p∧
(T 1,0

a )∗ ⊗
q∧

(T 0,1
a )∗

)
∧ T ∗

C,a ,

or in other words
dϕ ∈ Ap+1,q(X)⊕ Ap,q+1(X) .

We define operators

∂̄ : Ap,q(X) → Ap,q+1(X) , ∂ : Ap,q(X) → Ap+1,q(X)

by
∂̄ = π(p,q+1) ◦ d , ∂ = π(p+1,q) ◦ d .

We then have that
d = ∂ + ∂̄ .

Let Z p,q
∂̄

(X) be the space of ∂̄-closed forms of type (p, q). Since ∂̄2 = 0 on
Ap,q(X), we can define the Dolbeault cohomology groups by

H p,q
∂̄

(X) = Z p,q
∂̄

(X)

∂̄ Ap,q−1(X)
.

Let Z p,q(X) be the space of closed complex-valued differential forms of type
(p, q). We also define

H p,q(X) = Z p,q(X)

d A(X, C) ∩ Z p,q(X)
.

D.3.2 De Rham’s Theorem

We recall that H∗(X;R) is the group of singular cohomology of X with coefficients
inR. It is also the sheaf cohomology of the constant sheafR. Letϕ be a closed p-form
and let σ be the boundary of a (p + 1)-chain τ . Stokes’ theorem then gives us



374 Appendix D: Analytic Geometry

∫

σ

ϕ =
∫

τ

dϕ = 0 .

The p-form ϕ therefore defines a singular p-cocycle. Moreover, for any p-form
ϕ and for any p-cycle σ we have that

∀η ∈ Ap−1(X, R),

∫

σ

ϕ =
∫

σ

ϕ+ dη .

This gives us a map H∗
DR(X, R) → H∗(X;R) which is in fact an isomorphism

by the following theorem.

Theorem D.3.9 (De Rham) Let X be a C∞ manifold. There is an isomorphism

H∗
DR(X, R) � H∗(X;R) .

We prove this using a fine resolution of the constant sheaf R. LetAp be the sheaf
of germs of C∞ p-forms on X . The sequence

0→ R ↪→ A0 d−→ A1 d−→ A2 d−→ · · ·

is exact by the Poincaré’s lemma which says that every closed form is locally exact.

Lemma D.3.10 Let α be a degree d C1 form on X with d > 0. If dα = 0 then for
any contractible open set U in X there is a C1 form β of degree d − 1 on U such that
α|U = dβ.

Proof See [GH78, Section 0.2, page 25] or [Voi02, Proposition 2.31]. �

This sequence can be broken up into a collection of short exact sequences. (In the
sequences below, dAp denotes the sheaf of closed p-forms).

0→ R ↪→ A0 d−→ dA0 → 0

0→ dA0 ↪→ A1 d−→ dA1 → 0

...

0→ dAp−2 ↪→ Ap−1 d−→ dAp−1 → 0

The associated cohomology sequences split because Hq(X,Ap) = 0 for any non
zero q and we get that
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H p(X;R)

� H p−1(X, dA0)

� H p−2(X, dA1)

...

� H 1(X, dAp−2)

� H 0(X, dAp−1)
d H 0(X,Ap−1)

= �(dAp−1)
d�(Ap−1)

= H p
DR(X, R).

D.3.3 Dolbeault’s Theorem

Recall that �p is the sheaf of germs of holomorphic p-forms on X and Hq(X,�p)

is the qth cohomology group of this sheaf.

Theorem D.3.11 (Dolbeault) Let X be a complex analytic variety. We then have
that

Hq(X,�
p
X ) � H p,q

∂̄
(X)

We denote by Ap,q
X the sheaf of C∞ forms of type (p, q) on X . We have a fine

resolution of the sheaf �
p
X

0→ �
p
X ↪→ Ap,0

X
∂̄−→ Ap,1

X
∂̄−→ · · ·

This sequence is exact by the ∂̄ Poincaré lemma which states that any ∂̄-closed
form is locally ∂̄-exact:

Lemma D.3.12 Let α be a C1 form of type (p, q) on X with q > 0. If ∂̄α = 0 then
for every contractible open set U in X there is a C1 form β of type (p, q − 1) on U
such that α|U = ∂̄β.

Proof See [GH78, Section 0.2, page 25] or [Voi02, Proposition 2.31]. �

The rest of the proof is exactly the same as the proof given above for the de Rham
case.
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D.3.4 Hodge Decomposition

It remains to show that the decomposition (D.2) page 373 also holds on the coho-
mology groups when X is compact Kähler. There is no known algebraic proof of
this fact: the proof uses transcendental methods. This theorem is proved using the
fact that Hodge’s theorem tells us that every cohomology class in H∗

DR(X, C) is rep-
resented by a unique harmonic form and since X is Kähler, the space of harmonic
forms decomposes asHr =⊕p+q=r Hp,q .

We start by defining harmonic forms. The Hermitian metric X, yields a Hermitian
product (·, ·),with turns Ap,q(X) into a inner product space.We prove that this space
is in fact a Hilbert space and then introduce the Laplacian �∂̄ in order to answer the
following question:

Given a form ψ ∈ Z p,q
∂̄

(X), can we find a representative of the cohomology class
[ψ] ∈ H p,q

∂̄
(X) of ψ which is of minimal norm?

The operator ∂̄ turns out to be bounded on Ap,q(X) so we can introduce its adjoint
∂̄∗ : Ap,q(X) → Ap,q−1(X), defined by

∀η ∈ Ap,q−1(X), (∂̄∗ψ, η) = (ψ, ∂̄η) .

We then prove that ψ is of minimal norm in ψ + ∂̄ Ap,q−1 if and only if

∂̄∗ψ = 0 .

Elements of the group H p,q
∂̄

(X) are therefore represented by solutions of the
second order system

∂̄ψ = 0 , ∂̄∗ψ = 0 .

The Laplacian enables us to replace this system by a single equation

�∂̄ = ∂̄∂̄∗ + ∂̄∗∂̄ .

On the one hand, ∂̄ψ = ∂̄∗ψ = 0 clearly implies that�∂̄ψ = 0: on the other hand,
the equation

(�∂̄ψ,ψ) = (∂̄∂̄∗ψ,ψ)+ (∂̄∗∂̄ψ,ψ) = |∂̄∗ψ|2 + |∂̄ψ|2

proves that the converse also holds.
A form ψ such that �∂̄ψ = 0 is said to be harmonic. We denote byHr the space

of harmonic forms of degree r and byHp,q(X) the space of harmonic forms of type
(p, q).

Theorem D.3.13 (Hodge) Let X be a compact complex analytic variety. We then
have that

1. dimHp,q(X) < ∞.
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2. The orthogonal projection

H : Ap,q(X) → Hp,q(X)

is well defined and there is a unique operator (known as Green’s operator)

G : Ap,q(X) → Ap,q(X)

such that
G(Hp,q(X)) = 0 , ∂̄G = G∂̄ , ∂̄∗G = G∂̄∗

and
I d = H+�G on Ap,q(X) .

This equation can also be written in the form ∀ψ ∈ Ap,q(X),

ψ = H(ψ)+ ∂̄(∂̄∗Gψ)+ ∂̄∗(∂̄Gψ) .

It follows that for any ψ ∈ Z p,q
∂̄

(X) we have that ψ = H(ψ)+ ∂̄(∂̄∗Gψ) because

∂̄Gψ = G∂̄ψ = 0 which yields an isomorphism

H p,q
∂̄

(X) � Hp,q .

We also introduce the operator �d = dd∗ + d∗d and the Kähler condition then
implies that �d = 2�∂̄ , from which the following result follows.

Proposition D.3.14 If X is Kähler then the complex vector spaces H p,q
∂̄

(X) and
H p,q(X) are isomorphic.

For the same reason it follows that if X is Kähler then the Laplacian �∂̄ is a
real operator so that Hq,p = Hp,q . Moreover, as �∂̄ is real it commutes with the
projections π p,q and we have that

Hr (X) �
⊕

p+q=r

Hp,q(X) .

Corollary D.3.15 Let X be a compact Kähler variety. There is then a direct sum
decomposition

Hr (X;C) �
⊕

p+q=r

H p,q(X)

such that
H p,q(X) = Hq,p(X) .

Proof By De Rham’s theorem, we know that H∗
DR(X, C) � H∗

DR(X, R)⊗ C �
H∗(X;R)⊗ C � H∗(X;C). The corollary follows. �
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Poincaré duality induces an isomorphism

H n−k(X;C) � H k(X;C) .

Passing to harmonic forms we see that this isomorphism is compatible with the
Hodge decomposition and this gives us an isomorphism (which can also be proved
directly using Serre duality, Theorem D.2.5—see Remark D.4.2):

H n−p,n−q(X) � H p,q(X) .

D.3.5 Consequences

(a) If q = 0, H p,0(X) � H p,0
∂̄

(X) � H 0(X,�p) which is the space of global holo-
morphic p-forms on X . A holomorphic form is therefore harmonic for any Kähler
metric on a compact variety.

(b) Odd degree Betti numbers on Kähler manifolds are even. Indeed, if we denote
by bk(X) = dimC H k(X;C) the Betti numbers of X and by h p,q(X) = dim H p,q(X)

the Hodge numbers of X, then

bk(X) =
∑

p+q=k

h p,q(X) ; h p,q(X) = hq,p(X) .

It follows that if k = 2q + 1, then bk(X) = 2
∑q

p=0 h p,2q+1−p(X).
(c) We organise the cohomology groups of X into a diagram called the Hodge

diamond as in Figure D.1.
The kth cohomology group of X is the direct sumof all groups in the kth horizontal

line. The diagram is symmetric under rotation about its centre hn−p,n−q = h p,q and
symmetry in the vertical axis hq,p = h p,q .

For any connected surface (n = 2) this gives us a diagram where q = h0,1 is the
irregularity of the surface and pg = h0,2 is its geometric genus (see Definition D.4.1).

1

q q

pg h1,1 pg

q q

1

Example D.3.16 Calculating the cohomology of a compact Riemann surface S of
genus g.
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Fig. D.1 Hodge diamond

b0 = b2 = h0,0 = h1,1 = 1 ;
h1,0 = h0,1 = dim H 0(S,�1) = g from which it follows that b1 = 2g .

The existence of the Hodge decomposition has an important consequence for
R-varieties.

Lemma D.3.17 Let (X,σ) be a compact Kähler R-variety. If we denote by σ∗ the
action induced by σ on H∗(X;C) = H∗(X;Q)⊗Q C then we have that

σ∗H p,q(X) = Hq,p(X) .

Proof See [Sil89, Lemma I.(2.4) page 10]. �

D.4 Numerical Invariants

Definition D.4.1 Let (X,OX ) be a compact complex analytic variety (such as the
underlying analytic space of a non singular complex projective variety) of dimension
n.
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The geometric genus of X is defined to be pg(X) := dim H n(X,OX ). The irreg-
ularity of X is defined to be q(X) := dim H 1(X,OX ). The Hodge numbers of X are
defined to be the numbers h p,q(X) := dim Hq(X,�

p
X ).

Remark D.4.2 By Serre duality (Theorem D.2.5) applied to the line bundle
OX = �0

X we have that pg(X) = dim H 0(X,KX ) = dim H 0(X,�n
X ). Noting that

(�
p
X )∨ ⊗KX = �

n−p
X (see [Har77, II, Exercice 5.16b], for example), Serre duality

applied to the vector bundles �
p
X gives us the more general result that h p,q(X) =

hn−p,n−q(X) for any p, q. If additionally X is Kähler, the Hodge numbers satisfy
h p,q(X) = hq,p(X) for any p, q.

Definition D.4.3 (Chern numbers of a complex surface) Let (X,OX ) be a compact
complex analytic variety of dimension 2. The Chern numbers of X are given by:

c21(X) := c21(KX ) = (K 2
X ) and c2(X) := χtop(X) =

4∑

k=0
(−1)kbk(X) .

Example D.4.4 (Numerical invariants of a surface in P
3) Let X be a non singular

complex hypersurface of degree d in P
3(C). We then have the following formulas.

See [GH78, pages 601–602] for more details.

b1(X) = 0 ;
b2(X) = d3 − 4d2 + 6d − 2 ;

c2(X) = d3 − 4d2 + 6d ;
h0,2(X) = 1

6
(d − 1)(d − 2)(d − 3) ;

h1,1(X) = 1

3
d(2d2 − 6d + 7) .

Example D.4.5 (Numerical invariants of a double cover of the plane) Using
[BHPVdV04, V.22, page 237], for example, we can calculate the numerical invari-
ants of a double cover X of P

2 ramified over a non singular irreducible curve of
degree 2k. (Some of the formulas below are also proved in [Wil78, Section 5, page
65–66]):

q(X) = 0, b1(X) = 0 ;
h0,2(X) = 1+ 1

2
k(k − 3) = 1

2
(k − 1)(k − 2) ;

c21(X) = 2(k − 3)2 ;
c2(X) = χtop(X) = 4k2 − 6k + 6 .

It follows that
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h1,1(X) = c2(X)− 2− 2h0,2(X) = 3k2 − 3k + 2 .

Definition D.4.6 (Algebraic dimension) Let X be a compact connected complex
analytic variety. The algebraic dimension of X is the transcendence degree over C

of the field of meromorphic functions on X :

a(X) := trdeg
C
M(X) .

This definition makes sense because the field of meromorphic functions on a
compact connected complex analytic variety X is a function field over C

(Definition A.5.8). See [BHPVdV04, Section I.7] for more details.

Proposition D.4.7 The algebraic dimension is a bimeromorphic invariant.

Definition D.4.8 (Kodaira dimension) Let X be a compact connected complex
analytic variety. For any integer m � 1, the number Pm(X) := dim H 0(X,KX

⊗m) is
the m th plurigenus of X : in particular, P1(X) = pg(X). The Kodaira dimension of
X is defined as follows.

κ(X) :=
{ −∞ if and only if Pm(X) = 0 for all m � 1 ;

k � 0 is the smallest integer such that the sequence
{ Pm (X)

mk

}
m is bounded.

Proposition D.4.9 The Kodaira dimension of a variety is a bimeromorphic invari-
ant. If the variety is a projective surface then it is a birational invariant.

Proof See [Ibid.]. �

Remark D.4.10 Let X be a compact connected complex analytic variety. We then
have that

κ(X) � a(X) � dim X .

See [Ibid.] for more details.

In particular, the Kodaira dimension κ(X) of a compact complex variety X of
dimension n is contained in this list: −∞, 0, 1, . . . , n.

Definition D.4.11 A compact complex variety X (resp.R-surface (X,σ)) of dimen-
sionn is said to beof general type if andonly ifκ(X) = n andof special typeotherwise
(κ(X) < n).

Proposition D.4.12 Let X and Y be compact connected complex analytic varieties.
We then have that

κ(X × Y ) = κ(X)+ κ(Y ) .

Proof See [Uen75, page 63]. �
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Theorem D.4.13 (Iitaka’s conjecture C2,1) Let X be a compact connected complex
analytic surface, let Y be a compact connected curve and letπ : X → Y be a fibration,
by which we mean that π is surjective, holomorphic and proper (this last condition
not being necessary for our purposes because X is compact). If X is minimal then

κ(X) � κ(Y )+ κ(general fibre of π) .

Proof See [BHPVdV04, Theorem III.18.4]. �

D.5 Projective Varieties

Unlike the compact complex curves discussed in Appendix E, compact complex
varieties of dimension n � 2 are not all projective and in fact they are not even
all Kähler. On the other hand, Chow’s famous theorem tells us that any projective
complex analytic variety is algebraic.

Theorem D.5.1 (Chow’s theorem) Let X be a subset of a complex projective space.
If X is a closed analytic subspace then X is an algebraic subvariety.

Proof See [GR65, Section V.D, Theorem 7]. �

Corollary D.5.2 Let X be a compact complex analytic variety. X can be equipped
with a projective algebraic structure variety if and only if there is an analytic embed-
ding X ↪→ P

N (C) in projective space.

To any coherent algebraic sheaf F on a complex algebraic variety X we can
associate a natural coherent analytic sheaf Fh on Xh . See [Ser56, Section 3, 9] for
more details. The next three theorems, collectively known as the “GAGA” theorems,
state that if X is projective then the theory of coherent analytic sheaves on Xh is
essentially the same as the theory of coherent algebraic sheaves on X . These theorems
are valid for projective varieties only and in particular they do not hold for affine X .
We refer the interested reader to [Ser56, Section 3, 12] for the proofs.

Theorem D.5.3 Let X be a complex projective algebraic variety and let F be a
coherent algebraic sheaf over X. For any integer i ≥ 0 there is an isomorphism

Hi (X,F) � Hi (Xh,Fh) .

Theorem D.5.4 Let X be a complex projective algebraic variety and let F and G
be coherent algebraic sheaves over X. Any analytic homomorphism from Fh to Gh

arises from an unique algebraic homomorphism from F to G.

Theorem D.5.5 Let X be a complex projective algebraic variety. For any coherent
analytic sheaf M on Xh there is a coherent algebraic sheaf F over X such that Fh

is isomorphic to M. The sheaf F is unique up to isomorphism.
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D.6 Picard and Albanese Varieties

We define Cartier divisors on a complex analytic variety X as in Definition 2.6.7.
Let U ⊂ X be an open subset in the Euclidean topology and let f ∈MX (U ) be a
meromorphic function on U . By definition there is a dense open subset V ⊂ U such
that ∀p ∈ V , f (p) = g(p)

h(p)
for some g, h ∈ OX (V ). Attention: there is generally a

subset of codimension 2 where this function is not defined.

Definition D.6.1 The quotient sheaf DX =M∗
X/O∗

X is the sheaf of divisors of X
arising from the exact sequence

1 −→ O∗
X −→M∗

X −→ DX −→ 1

where O∗
X is the sheaf of germs of nowhere vanishing holomorphic functions and

M∗
X is the sheaf of germs of non identically zero meromorphic functions. A Cartier

divisor is a global section of the quotient sheafDX . A principal divisor is the divisor
associated to a global meromorphic function.

Let U ⊂ X be a Euclidean open set and let D = (Ui , fi )i ∈ Div(X) = �

(U,M∗
X/O∗

X ) be a divisor described with respect to an open cover {Vi }i of U . This
means that there are germs of holomorphic functions gi , hi ∈ O(Vi ) such that

fi = gi

hi
and

gi

hi
·
(

g j

h j

)−1
∈ O∗(Vi ∩ Vj ).

Proposition D.6.2 Let X be a non singular complex projective algebraic variety. The
group of divisors modulo linear equivalence is then isomorphic to the Picard group of
isomorphism classes of holomorphic line bundles. (Compare with Definition 2.6.11.)

Div(X)/P(X) � H 1(X,O∗) � Pic(X) .

Proof See [Hir66, Chapter I] or [GH78, Section 1.1]. �

Proposition D.6.3 In the long exact sequence

→ H 1(X,OX ) → H 1(X,O∗
X )

δ−→ H 2(X;Z) → H 2(X,OX ) →

associated to the exponential short exact sequence (see Example C.3.15)

0→ Z
incl.−−→ OX

exp(2πi ·)−−−−→ O∗
X → 0 ,

the coboundary map δ : H 1(X,O∗
X ) → H 2(X;Z) can be identified with the first

Chern class morphism c1 : Pic(X) → H 2(X;Z).

Proof See [Hir66, Chapter I] or [GH78, Section 1.1]. �
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Proposition D.6.4 Let (X,σ) be an R-variety and set G = Gal(C|R). The expo-
nential exact sequence

0→ Z
incl.−−→ OX

exp(2πi ·)−−−−→ O∗
X → 0

gives rise to a sequence of G-sheaves on “twisting” the constant sheaf Z by the
G-action given by σ · n = −n.

For any d ∈ Pic(X), we have that

c1(σ
∗(d)) = −σ∗(c1(d)) .

Proof Passing to the long exact sequence

→ H 1(X,OX ) → H 1(X,O∗) c1−→ H 2(X;Z) →

we get that for any divisor class d ∈ H 1(X,O∗), we have that

c1(σ
∗(d)) = −σ∗(c1(d)) .

See [Sil89, I.(4.7)] for more details. �

Proposition D.6.5 Let (X,σ) be a non singular projective R-variety such that
pg(X) = 0 and q(X) = 0. The map c1 : Pic(X) → H 2(X;Z) then induces an
isomorphism of Z2-vector spaces

H 2(G,Pic(X)) � H 1 (G, H2(X;Z)) .

Proof See [Sil89, I.(4.7–4.12) and III.(3.3–3.4)]. �

D.6.1 Picard Variety

Definition D.6.6 Let X be a compact connected Kähler variety, such as a non
singular projective complex variety. The Picard variety Pic0(X) ⊂ Pic(X) of X is
the kernel of the morphism c1 : Pic(X) → H 2(X;Z).

By Proposition 2.6.12 the quotient group Pic(X)/Pic0(X) is therefore isomorphic
to a subgroup of H 2(X;Z) known as the Néron–Severi group, NS(X), of X . See
Definition 2.6.34.

Proposition D.6.7 If q(X) > 0 then Pic0(X) is a complex torus. If X is projective
(and non singular) then it is an abelian variety.

Proof See [BHPVdV04, Section I.13]. �
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If X has a real structure then the exact sequence

0→ H 1(X;Z)
i∗−→ H 1(X,OX ) → Pic0(X) → 0 (D.3)

induces a real structure on the quotient torus

Pic0(X) = H 1(X,OX )/ i∗(H 1(X;Z))

on “twisting” by the Galois action on the constant sheaf Z as in the exponential exact
sequence in Proposition D.6.4. See [Sil82, II.8] or [Sil89, IV.1] for more details.

Proposition D.6.8 Let (X,σ) be a non singular projective R-variety of irregular-
ity q > 0. The Picard variety Pic0(X) then has an induced R-variety structure,
Pic0(X)G = Pic0(X)(R) is a real compact Lie group and

Pic0(X)G = Pic0(X)(R) � (R/Z)q × (Z/2)q−λ1

where λ1 := dimZ2(1+ σ∗)H 1(X;Z2) is the Comessatti characteristic of the invo-
lutive module

(
H 1(X;Z),σ∗

)
(Definition 3.1.3).

Proof See [Sil82, II.8] or [Sil89, IV.1]. �

Remark D.6.9 It follows from Poincaré duality that dimZ2(1+ σ∗)H 1(X;Z2) =
dimZ2(1+ σ∗)

(
H1(X;Z) f ⊗ Z2

)
or in other words that the Comessatti characteris-

tic of the involutive modules
(
H 1(X;Z),σ∗

)
and

(
H1(X;Z) f ,σ∗

)
are equal.

D.6.2 Albanese Variety

We refer to [BHPVdV04, Section I.13], amongst others, for more about the Albanese
variety. Consider a compact connected Kähler variety X—for example a non sin-
gular complex projective algebraic variety—such that q(X) �= 0. Let ω1, . . . ,ωq

be holomorphic forms that form a basis of the complex vector space H 0(X,�X )

of global holomorphic forms on X . The family ω1, . . . ,ωq , ω̄1, . . . , ω̄q is then
a basis for H 1(X;C) by Theorem D.3.11 and Corollary D.3.15. We denote by
H1(X;Z) f := H1(X;Z)/Tor(H1(X;Z)) the free part of H1(X;Z) and we consider
a basis γ1, . . . , γ2q of the free Z-module H1(X;Z) f . The vectors

v j =
⎛

⎜⎝

∫
γ j

ω1

...∫
γ j

ωq

⎞

⎟⎠ ∈ C
q for j = 1, . . . , 2q

are therefore R-linearly independent and generate a lattice in C
q . The group mor-

phism H1(X;Z) f → H 0(X,�X )∗, γ �→ (ω �→ ∫
γ ω) is therefore injective.



386 Appendix D: Analytic Geometry

Definition D.6.10 Let X be a compact connectedKähler variety—for example a non
singular complex projective algebraic variety. The Albanese variety of X is defined
by the exact sequence:

0→ H1(X;Z) f → H 0(X,�X )∗ → Alb(X) → 0 . (D.4)

In other words, Alb(X) is the cokernel of H1(X;Z) f → H 0(X,�X )∗.

Under these hypotheses, if q(X) �= 0 then the varietyAlb(X) is a complex torus of
dimension q(X): if moreover X has a real structure σ then the exact sequence (D.4)
induces a real structure onAlb(X). (See [Sil82, II.5] or [Sil89, IV.1] formore details).
If X is projective then Alb(X) is an abelian variety [Voi02, Corollaire 12.12].

Proposition D.6.11 Let (X,σ) be a Kähler R-variety of irregularity q > 0. The
Albanese variety Alb(X) then has an induced R-variety structure,
Alb(X)G = Alb(X)(R) is a compact real Lie group and we have that

Alb(X)G = Alb(X)(R) � (R/Z)q × (Z/2)q−λ1

where λ1 := dimZ2(1+ σ∗)
(
H1(X;Z) f ⊗ Z2

)
is the Comessatti characteristic of

the involutive module
(
H1(X;Z) f ,σ∗

)
(Definition 3.1.3).

Proof See [Sil82, II.5] or [Sil89, IV.1]. �

Remark D.6.12 The complex tori Alb(X) and Pic0(X) associated to the same com-
pact Kähler variety X are isomorphic but in general the R-varieties associated to the
same compact Kähler R-variety (X,σ) are not. If we denote by σAlb(X) and σPic0(X)

the real structure associated to σ, then the R-variety
(
Alb(X),σAlb(X)

)
is isomor-

phic to the R-variety
(
Pic0(X),−σPic0(X)

)
. See [Sil82, II.8, after Lemma 3] for more

details.

Definition D.6.13 Let X be a compact connected Kähler variety of irregularity
q(X) �= 0 and let P0 be a point in X . We define the Albanese map:

αP0 : X → Alb(X), P �→

⎛

⎜⎜⎝

∫ P
P0

ω1

...∫ P
P0

ωq

⎞

⎟⎟⎠ mod
(
v1, . . . , v2q

)
.

If X has a real structure σ and P0 ∈ X (R) then αP0 is an R-morphism. See [Ibid.]
for more details.
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D.7 Riemann–Roch Theorem

D.7.1 Riemann–Roch for Curves

The Riemann–Roch theorem on divisors of an abstract curve TheoremE.3.1 can be
generalised to rank r bundles on curves embedded in a non singular projective variety
X .

Theorem D.7.1 If C is a curve (which is not assumed non singular, reduced
nor irreducible) on a non singular projective variety X and F is a locally free
OC -module of rank r then

χ(F) = deg(F)+ rχ(OC) ;
h0(C,F)− h1(C,F) = deg(F)+ r(1− pa(C)) .

If F is a vector bundle of rank r on a non singular irreducible curve C then we have
that

h0(C,F)− h1(C,F) =
∫

C
c1(F)+ r(1− g(C)) .

Proof See [BHPVdV04, Theorem II.3.1]. �

D.7.2 Riemann–Roch on Surfaces

See Theorem 4.1.18 for more details.

Theorem D.7.2 If X is a non singular projective surface and D is a divisor on X
then

h0(D)− h1(D)+ h0(K X − D) = 1

2
D · (D − K X )+ χ(OX )

where χ(OX ) is the holomorphic Euler characteristic of X.

Proof See [BHPVdV04, Theorem I.5.5] or [Har77, Theorem V.1.6] for an
algebro-geometric proof. �

D.8 Vanishing Theorems

We refer the interested reader to [EV92] for a deeper discussion of vanishing
theorems, by which we mean theorems that give sufficient conditions for the vanish-
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ing for cohomology groups of coherent sheaves.10 We state two of themost important
vanishing theorems below.

Theorem D.8.1 (Serre vanishing theorem) Let X be a non singular projective
algebraic variety over an algebraically closed base field K , let L be an invert-
ible sheaf on X and let F be a coherent sheaf over X. If L is ample then there is a
natural number m0 such that

Hi (X,F ⊗ Lm) = {0} for i > 0 and m � m0 .

In particular on taking F = OX we get that Hi (X,Lm) vanishes for i > 0 and
m sufficiently large.

Theorem D.8.2 (Kodaira’s vanishing theorem) Let X be a non singular complex
projective variety of dimension n and let L be an invertible sheaf on X. If L is ample
then

1. Hi (X,L⊗KX ) = {0} for all i > 0 ;
2. Hi (X,L−1) = {0} for all i < n.

Note that by Serre duality equations (1) and (2) are equivalent. The original proof
is in [Kod53].

D.9 Other Fundamental Theorems

Theorem D.9.1 (Bertini’s theorem) Let N � n � 2 be strictly positive integers and
let X be a complex analytic subvariety of dimension n in P

N (C). If X is connected then
any general hyperplane H ⊂ P

N (C)(i.e. in the complement of some strict algebraic
subset of P

N (C)∨) meets X transversally and the hypersurface X ∩ H in H is non
singular.

Proof See [BHPVdV04, Corollary I.20.3] and [GH78, 1.1, page 137]. �

Theorem D.9.2 (Lefschetz hyperplane theorem) Let N � n � 2 be strictly positive
integers, let X be a complex analytic subvariety of dimension n in P

N (C) and let
H ⊂ P

N (C) be a hyperplane such that X ∩ H is a non singular variety. The inclusion
morphisms

Hi (X ∩ H ;Z) → Hi (X;Z) and πi (X ∩ H, Z) → πi (X, Z)

are then isomorphisms whenever 0 � i � n − 2.

Proof See [Mil63a]. �

10Sheaf cohomology of coherent sheaves is sometimes called coherent cohomology.
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Let X be a compact Kähler variety. By Corollary D.3.15 there is then a decom-
position H 2(X;C) = H 2,0(X)⊕ H 1,1(X)⊕ H 0,2(X).

The image of the first Chern class map c1 : Pic(X) → H 2(X;Z) is contained in
the set of integral classes of type (1, 1) [Voi02, Section I.7.1]. This is expressed,
slightly abusively, in [GH78, Section 1.2] as meaning that this image is contained
in the “intersection” H 1,1(X) ∩ H 2(X;Z) f , by which they mean that we consider
an inclusion map H 2(X;Z) f → H 2(X;C) obtained by composing the inclusion
H 2(X;Z) f � Hom(H2(X;Z), Z) (Theorem B.4.1) with the Z-module inclusion
Hom(H2(X;Z), Z) ↪→ Hom(H2(X;Z), C) induced by the unique ring morphism
Z ↪→ C.

Theorem D.9.3 (Lefschetz theorem on (1, 1)-cycles) Let X be a compact Kähler
variety. The first Chern class map c1 : Pic(X) → H 2(X;Z) is a surjection onto the
intersection H 1,1(X) ∩ H 2(X;Z) f .

Proof The original proof uses Poincaré’s normal functions: we refer the interested
reader to [Lef71] which reproduces the famous 1924 article L’Analysis situs et la
géométrie algébrique. Here is a proof based on the exponential exact sequence
(Proposition D.6.3):

0→ Z
i−→ OX

exp(2πi ·)−−−−→ O∗
X → 0

whose long exact sequence is

→ H 1(X,OX ) → H 1(X,O∗
X )

c1−→ H 2(X;Z)
i∗−→ H 2(X,OX ) → .

In this exact sequence of Z-modules, we use the fact that H 1(X,O∗
X ) is isomorphic

to Pic(X) and H 2(X,OX ) is isomorphic to the free Z-module H 0,2(X). The map i∗
vanishes on the torsion subgroup of H 2(X;Z) and factors through the inclu-
sion described above H 2(X;Z) f → H 2(X;C) and the projection H 2(X;C) →
H 0,2(X). The restriction of i∗ to H 1,1(X) ∩ H 2(X;Z) f therefore vanishes, which
proves the theorem. We refer the interested reader to [Voi02, I.7.9] for more details.
�

Theorem D.9.4 (Kodaira’s embedding theorem)Let (X,OX ) be a compact complex
analytic variety. The variety X is isomorphic to a non singular projective variety
(which is algebraic by Chow’s theorem) if and only if it has a Hodge metric, or in
other words a Kähler metric whose class ω ∈ H 2(X;R) is integral. In this case,
ω ∈ H 2(X;Z) ∩ H 1,1(X).

Proof See [Kod54, Theorem 4] or [GH78, 1.4]. �



Appendix E
Riemann Surfaces and Algebraic Curves

This appendix is a summary of important results onRiemann surfaces, central objects
in complex geometry.

E.1 Genus and Topological Classification of Surfaces

Topological surfaces appear in two different contexts in this book.

1. The underlying topological space of a complex algebraic curve is a topological
surface. In this statement, theword “curve” refers to the algebraic—i.e. complex—
dimension of the object, and the word “surface” refers to its real dimension. For
example, R

2 is the topological surface underlying the complex curve C. The
underlying topological surface of the complex projective line P

1(C) is the sphere
S
2.

2. Topological surfaces can also appear as real loci of algebraic surfaces defined
over R. For example, R

2 is the real locus of the algebraic surface C
2. The real

locus of the quadric surface x2 + y2 + z2 = 1 is the sphere S
2.

It is important to understand the difference between these two types of surfaces.

Definition E.1.1 A topological surface S is a Hausdorff topological space which is
locally homeomorphic to R

2. In other words, for any x ∈ S there is a pair (U,ϕ),
where U is an open neighbourhood of x in S and ϕ : U → R

2 is a homeomorphism.

Definition E.1.2 The genus g := g(S) of a topological surface S is defined to be the
maximal number of disjoint simple closed curves (i.e. embedded circles) �Ci ⊂ S
which can be cut out of S without disconnecting it.

1. ∀i, j , i �= j ⇒ Ci ∩ C j = ∅

2. S \ �Ci is connected.

© Springer Nature Switzerland AG 2020
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https://doi.org/10.1007/978-3-030-43104-4

391

https://doi.org/10.1007/978-3-030-43104-4


392 Appendix E: Riemann Surfaces and Algebraic Curves

Proposition E.1.3 Let S, S′ be two topological surfaces. If there is a
homeomorphism, i.e. a continuous bijective map with continuous inverse

f : S → S′ ,

then g(S) = g(S′).

Definition E.1.4 The Euler-Poincaré characteristic χ of a polyhedron whose faces,
edge and vertices sets are denoted F , E and V respectively, is defined by the formula

χ = #F − #E + #V .

See Proposition E.1.10 below for a characterisation of orientability using the
differentiable manifold structure on a surface. See Definition B.5.3 for a definition
of orientability using only the topological structure.

The key fact is that a surface S is orientable if and only if any closed simple curve
in S has a trivial tubular neighbourhood, i.e. a tubular neighbourhood homeomorphic
to S

1 × [−1, 1]. On the other hand, S is non orientable if and only if it contains a
simple closed curve which has a tubular neighbourhood homeomorphic to a Möbius
band. See Lemma 3.4.4 for more details.

As there are at least two incompatible definitions of the genus of a non orientable
surface in the literature, it is useful to explain the relationship between the Euler-
Poincaré characteristic of a polyhedron and the genus as defined in E.1.2. (The
existence of a polyhedron underlying a surface is guaranteed by a theorem of Radó’s
proved in 1925. See [Mas67, Chapitre 1] for more details.)

Proposition E.1.5 Let S be a topological surface with a polyhedral decomposition.
The following then hold.

1. If S is orientable
χ(S) = 2− 2g(S) .

2. If S is non-orientable
χ(S) = 2− g(S) .

In particular, the Euler-Poincaré characteristic of a surface does not depend on
the choice of polyhedral decomposition.

For example, the Klein bottle K
2, which is non orientable and has zero Euler

characteristic, is of genus 2whereas the torus,which also has zeroEuler characteristic
but is orientable, is of genus 1.

Theorem E.1.6 (Classification of compact surfaces) Let S, S′ be two connected
compact topological surfaces without boundary. Assume that both surfaces are
orientable (resp. both surfaces are non orientable). We then have that.

g(S) = g(S′) ⇐⇒ S homeomorphic to S′ .
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More generally, two compact connected topological surfaces are homeomorphic
if and only if they have the same orientability, the same Euler characteristic and the
same number of connected components in their boundary.

See [Mas67, Chapitre 1] or [FK80] for a proof of this fact.

Definition E.1.7 A two dimensional differentiable manifold is a topological surface
S with a maximal atlas A whose transition functions are diffeomorphisms.

Formally:

1. ∀x ∈ S, ∃(U,ϕ) ∈ A, Uopen neighbourhood of x in S,ϕ : U → R
2 is a

homeomorphism
2. ∀(U1,ϕ1), (U2,ϕ2) ∈ A, U1 ∩U2 �= ∅ ⇒

ϕ1 ◦ ϕ−12 is a C∞ map from ϕ2(U1 ∩U2) ⊂ R
2 onϕ1(U1 ∩U2) ⊂ R

2 .

⇔ ϕ1 ◦ ϕ−12 |ϕ2(U1∩U2) ∈ C∞(ϕ2(U1 ∩U2)).

In practice we do not need our atlas to be maximal: any open cover of S by charts
satisfying (2) will do.

See the standard reference [Laf96] (English translation [Laf15]) for an introduc-
tion to differentiable manifolds.

By convention, unless otherwise specified the transition maps of a differentiable
manifold are assumed to be C∞, even though the definition makes sense for Ck

functions for any strictly positive integer k. When k = 0 the corresponding objects
are topological surfaces.

Remark E.1.8 In real dimension 2 any topological manifold has a unique C∞ differ-
entiable manifold structure and any homeomorphism between topological manifolds
can be approximated by C∞ maps. See [Hir76, Chapter 9] for more details.

Exercise E.1.9 We can replace condition (1) of the definition by the following:

1. ∀x ∈ S, ∃(U,ϕ) ∈ A, U open neighbourhood of x in S such that ϕ : U → R
2 is

a homeomorphism from U to ϕ(U ) ⊂ R
2.

[Hint: any open ball in R
n is diffeomorphic to R

n .]

Proposition E.1.10 A differentiable surface is said to be orientable if and only if it
has an atlas A whose transition functions preserve orientation, or in other words

∀(U1,ϕ1), (U2,ϕ2) ∈ A, U1 ∩U2 �= ∅ ⇒ ∀x ∈ U1 ∩U2, det dx (ϕ1 ◦ ϕ−12 ) > 0

Proof See [Hir76, Section 4.4]. �

We denote by [S] the orientability class of a surface S.
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Corollary E.1.11 Let S, S′ be two compact connected differentiable surfaces. The
following are equivalent:

S diffeomorphic to S′ ⇔ g(S) = g(S′) and [S] = [S′].

Exercise E.1.12 Prove that the product torus S1 × S1 ⊂ R
4 is diffeomorphic to a

revolution torus in R
3 by constructing an explicit diffeomorphism.

E.2 Complex Curves and Riemann Surfaces

For detailed statements and proofs of foundational results on Riemann surfaces we
refer to [FK80, Chapitre 1]. If U is an open subset of C we denote byH(U ) the ring
of holomorphic functions U → C.

Definition E.2.1 (Compare with Definition D.1.2) A complex analytic curve or
Riemann surface X is a Hausdorff topological space, locally homeomorphic to C,
equipped with a maximal atlas A whose transition functions are holomorphic.

Formally

1. ∀x ∈ X, ∃(U,ϕ) ∈ A, U open neighbourhood of x in X,ϕ : U → C is a home-
omorphism from U to ϕ(U ) ⊂ C,

2. ∀(U1,ϕ1), (U2,ϕ2) ∈ A, U1 ∩U2 �= ∅ ⇒

ϕ1 ◦ ϕ−12 is holomorphic on ϕ2(U1 ∩U2) ⊂ C [d’image ϕ1(U1 ∩U2) .]

⇔ ϕ1 ◦ ϕ−12 |ϕ2(U1∩U2) ∈ H(ϕ2(U1 ∩U2)).

By convention, a Riemann surface is assumed connected.

Remark E.2.2 (Transition functions)

1. The maps ϕ1 ◦ ϕ−12 |ϕ2(U1∩U2) are therefore biholomorphisms.
2. As any biholomorphism is a C∞ diffeomorphism the atlas A equips X with a

differentiable surface structure.
3. Warning. An open disc is not biholomorphic to the plane C, and more generally

any bounded open set is not biholomorphic to the plane: by Liouville’s theorem,
if f ∈ O(C) and | f | < M on C then f is constant. Holomorphic geometry is
more rigid than differentiable geometry.

4. Transition functions on a Riemann surface are holomorphic, so their determinant
is strictly positive (exercise). The underlying differentiablemanifold of aRiemann
surface is therefore orientable.

5. In practice we do not need our atlases to be maximal: any covering of X by open
charts satisfying condition 2. of the definition will do (exercise).

6. Warning: the term surface in the name “Riemann surface” refers to this underlying
differentiable manifold structure modeled on R

2 (which is isomorphic to C as an
R-vector space). See Section E.1 for more details.
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Exercise E.2.3 (Examples of Riemann surfaces)

1. (a) ThefieldCof complex numberswith its usual topology andone chart, namely
the identity.

(b) Any connected open subset of C with one chart, namely inclusion.
(c) Any connected open subset U ⊂ X of a Riemann surface X with the atlas

given by restrictions to U of charts on X .
2. The Riemann sphere C ∪ {∞} with atlas

(C → C, z �→ z), (C∗ ∪ {∞} → C, z �→ 1

z
,∞ �→ 0) .

Prove that this Riemann surface is diffeomorphic to the usual sphere in R
3.

[Hint: use stereographic projection as in Proposition 5.3.1.]
3. The tori: consider τ ∈ H(⇔ I m(τ ) > 0) and set

T := C/Z⊕ τZ

where z1 ∼ z2 ⇔ ∃(n, m) ∈ Z
2 such that z2 = z1 + n + mτ .

[Hint: consider charts on a fundamental domain.]

Definition E.2.4 (Holomorphic)

1. A continuous function f : X → C on a Riemann surface X is said to be a holo-
morphic function if and only if ∀x ∈ X there is a chart (U,ϕ) in a neighbourhood
of x such that f ◦ ϕ−1 : ϕ(U ) → C is a holomorphic function. When this is the
case we write f ∈ OX (X). More generally, for any open connected set W in X
we will denote by OX (W ) the ring of holomorphic functions on W .

2. A holomorphic map (or morphism) between Riemann surfaces

g : X → Y

is a continuous map such that for any open set V ⊂ Y and any holomorphic
function f : V → C the function

f ◦ g : g−1(V ) → C

is holomorphic.

We set g∗( f ) := f ◦ g|g−1(V ): g∗ is called the pull back of f by g. With this
notation, g is holomorphic if and only if for any open set V ⊂ Y we have that

f ∈ OY (V ) ⇒ g∗( f ) ∈ OX (g−1(V )) .
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Aholomorphicmap f : X → Y betweenRiemann surfaces is said to be conformal
if and only if it is both injective and surjective.

Exercise E.2.5 The function f is then a biholomorphism by Proposition E.2.9.

Exercise E.2.6 (Characterisation of holomorphic functions)

1. Prove that any C∞ map between surfaces g : X → Y is a continuous map such
that for any C∞ function f : Y → R

2 the function f ◦ g : X → R
2 is C∞.

2. Prove that any continuous map f : X → Y between Riemann surfaces is holo-
morphic if and only if for any pair of charts (U,ϕ) in X and (V,ψ) in Y such
that f (U ) ∩ V �= ∅, the expression of f in coordinates ψ ◦ f ◦ ϕ−1 : ϕ(U ∩
f −1(V )) ⊂ C → ψ(V ) ⊂ C is a holomorphic function between open subsets of
C.

Remark E.2.7 If a Riemann surface X has an anti-holomorphic involution σ, we
say (X,σ) is separating if the complement X \ Xσ is non connected. We refer the
interested reader to [Gab06] for a detailed study of this property.

Definition E.2.8 A holomorphic map g : X → Y is said to be constant if and only
if the image of X under g is a point.

Proposition E.2.9 (Open image) Let f : X → Y be a holomorphic map between
Riemann surfaces. If f is non constant then the image of any open connected subset
of X under f is an open set in Y . In other words, any non constant holomorphic map
between Riemann surfaces is open.

Exercise E.2.10 Prove the above proposition using the analogous result for holo-
morphic functions on C.

Theorem E.2.11 Let X be a compact Riemann surface and let Y be a Riemann
surface. Any holomorphic map f : X → Y is either constant or surjective, and in
this latter case Y is also compact.

In particular, any holomorphic function X → C is constant and the ring of global
holomorphic functions on X satisfies OX (X) = C.

Proof If f is non constant then f (X) is open by Proposition E.2.9 and compact
because the image of a compact space under a continuous map is compact. It follows
that f (X) is a closed subset of Y because Y is Hausdorff. Since X and Y are assumed
connected by convention, f (X) = Y . �

Exercise E.2.12 The affine complex line A
1(C) � C is a Riemann surface. Prove

that the projective complex line P
1(C) � C

2/C
∗ is a Riemann surface which is

isomorphic (i.e. biholomorphic) to the Riemann sphere.

Proposition E.2.13 (Local expression of a holomorphic map) Let f : X → Y be a
holomorphic non constant map between Riemann surfaces. Consider a point x0 ∈ X
and set y0 = f (x0). Let ψ be a chart of Y centred on y0. There is then a local
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coordinate z on X vanishing at x0—i.e. a chart centred at x0—and a natural number
d such that the expression of f in these charts is

z �→ zd .

Proof Consider a coordinate z̃ on X centred at x0 and let f̃ be the expression of
f in the charts z̃ and ψ. We then have that f̃ (0) = 0. In a neighbourhood of 0 we
can develop f̃ as a power series f̃ (z̃) =∑ ak z̃k . Let d be the smallest integer such
that ad �= 0 and choose c ∈ C such that cd = ad . The function f̃ is of the form
f̃ (z̃) = (cz̃)d(1+ u(z̃)) where u is holomorphic and u(0) = 0. As the holomorphic
functionw �→ d

√
w is well defined in a certain neighbourhood of 1, the function 1 + u

is of the form hd where h is holomorphic in a neighbourhood of 0 and h(0) = 1,
so f̃ (z̃) = (cz̃ · h(z̃))d . Set z(x) = cz̃(x) · h(z̃(x)). The implicit function theorem
implies that z is a holomorphic coordinate in a neighbourhood of x0 and we have
that ψ( f (z)) = (z(x))d for any x in some neighbourhood of x0. �

Exercise E.2.14 Check that the natural number d depends on f and x0 but is inde-
pendent of the choice of charts.

Definition E.2.15 The natural number d is called the ramification index of f at x0.
We also say that f is equal to f (x0) with multiplicity d at x0. (In a neighbourhood
of f (x0), the fibre of f meets a neighbourhood of x0 in d points). The number
b f (x0) := d − 1 is called the branching number of f at x0.

Proposition E.2.16 Let f : X → Y be a non constant holomorphic map between
compact Riemann surfaces. There is then an integer m such that every y ∈ Y has
exactly m preimages, counting multiplicities. In other words,

∀y ∈ Y,
∑

x∈ f −1(y)

(b f (x)+ 1) = m .

Proof We refer to [FK80, page 12] for the details.
We set

�n :=
{

y ∈ Y ;
∑

x∈ f −1(y)

(b f (x)+ 1) � n
}

and we prove that every set of this form is either empty or equal to Y . For any
point y0 ∈ Y we then set m :=∑x∈ f −1(y0)

(b f (x)+ 1). This gives us 0 < m < ∞
and since y0 ∈ �m we get that �m = Y . Since y0 /∈ �m+1, �m+1 must be empty.

To prove that every set of this form is either empty or Y we prove that �n is both
open and closed in the connected set Y . �

Definition E.2.17 The integer m, denoted deg( f ), is called the degree of f . We will
also say that f is an m-sheeted (ramified) covering of Y by X .

Theorem E.2.18 (Riemann–Hurwitz) Let f : X → Y be a non constant holomor-
phic map between compact Riemann surfaces. If m is the degree of f then
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g(X) = m(g(Y )− 1)+ 1+ 1

2

∑

x∈X

b f (x) .

Proof This result follows from a relationship between Euler characteristics.

2− 2g(X) = m(2− 2g(Y ))−
∑

x∈X

b f (x) .

As the set of branching points is finite, we can assume they are contained in
the set of vertices of a polyhedral decomposition (F, A, S) of Y . This decompo-
sition can be lifted by f to a decomposition that has m#F faces, m#A edges and
m#S −∑x∈X b f (x) vertices. �

Example E.2.19 (Plane cubics and hyperelliptic curves) Affine cubics of the form
{y2 = x3 + ax + b} ⊂ A

2(C) and projective cubics of the form
C := {y2 = x3 + ax + b} ∪ {∞} ⊂ P

2(C) (∞ = (1 : 0 : 0)) are said to be reduced.
We calculate the genus of C using the form {y2 = x(x − 1)(x − h)} ∪ {∞}. If the
curve is non singular—note that C is then a compact Riemann surface—then C is a
torus, g = 1. This can be proved by considering the map

π : C → P
1(C), (X : Y : Z) �→ (X : Z) ,∞ �→ (1 : 0) .

in homogeneous coordinates.
In affine coordinates this gives us (x, y) �→ x , so this is a degree 2 morphismwith

four ramification points. We get the Riemann surface structure on C by pulling back
the Riemann surface structure on P

1(C) as below.
More generally, the same argument shows that hyperelliptic curves

{y2 = P2g+1(x)} ∪ {∞} ⊂ P
2(C), where P2g+1 is a degree 2g + 1 polynomial with

simple roots, have genus g. These curves are ramified double covers of the Riemann
sphere.

Definition E.2.20 Let X be a Riemann surface.

1. A holomorphic map from X to C is called a holomorphic function on X (see
Definition E.2.4).

2. A holomorphic map from X to the Riemann sphereC ∪ {∞} is called ameromor-
phic function on X . For any open set U ⊂ X we denote byM(U ) the C-algebra
of meromorphic functions on U . When U is connected, M(U ) is a field and in
particular M(X) is the field of meromorphic functions on the Riemann surface
X .

Remark E.2.21 The reader should be aware that in higher dimension E.2.20 (2)
fails because there can be points at which a meromorphic function is not defined,
even when including the value∞.

Exercise E.2.22 1. Any polynomial of degree d can be extended to a meromorphic
function on P

1(C) with a pole of order d at∞.
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2. (Very important!) If f is a non constant meromorphic function on a Riemann
surface X then with multiplicity f has the same number of zeros and poles. (Use
Proposition E.2.16).

3. Recall that the usual definition of a meromorphic function on X is a function
f : X \ D → C where D ⊂ X is a discrete closed subset whose expression in
any chart of X is meromorphic, by which we mean that it is holomorphic outside
of a discrete subset and has a pole at every point in which it is not defined.
Extending f to the whole of X by setting f (x) = ∞ at every pole x we recover
Definition E.2.20.

Proposition E.2.23 Any meromorphic function on the Riemann sphere is a rational
function, by which we mean a function of the form p

q where p and q are polynomials

Proof Let f : P
1(C) → C be a meromorphic function. Since P

1(C) is compact, f
has only afinite number of poles.Replacing f by1/ f ,we can assume that∞ ∈ P

1(C)

is not a pole. Let (a1, . . . , an) ∈ C be the set of poles of f . In a neighbourhood of
aν , let the polar part of f be

hν(z) =
−1∑

l=−kν

cν
l (z − aν)

l .

The function f − (h1 + . . . hn) is then holomorphic on P
1(C). By Theorem E.2.11

it is therefore constant, so f is rational. �
Note that it follows that a single non constant meromorphic function entirely

determines the complex structure on X . Indeed, if f ∈M(X) is non constant, x is
a point of X and n − 1 = b f (x) then f determines a local coordinate centred on x :

{
( f − f (x))

1
n if f (x) �= ∞ ,

( f )−
1
n if f (x) = ∞ .

Exercise E.2.24 Deduce a proof of the D’Alembert-Gauss theorem (also known as
the fundamental theorem of algebra): any non constant polynomial has a root in C.
This theorem can be generalised as follows “any non constant polynomial has a root
in the algebraic closure of its field of coefficients”.

Any Riemann surface, and particularly any compact Riemann surface, has a glob-
ally defined non constant meromorphic function. (This is a difficult result). On the
other hand, there are complex surfaces, such as general tori of complex dimension
� 2, which do not have any globally defined non constant meromorphic function.

Theorem E.2.25 Any Riemann surface has a globally defined non constant mero-
morphic function.

Proof See [FK80, Cor. II.5.3]: the key point in the proof is Weyl’s lemma.11 �

11Hermann Weyl (1885–1955), not to be confused with André Weil (1906–1998)
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Corollary E.2.26 Any Riemann surface is triangulable.

Remark E.2.27 1. Any such non constant function f ∈M(X) gives us a holomor-
phic map f : X → P

1 which by Proposition E.2.16 is an m = deg( f )-sheeted
ramified covering map.

2. More generally, any non constant holomorphicmap f : X → Y between compact
Riemann surfaces is also a ramified covering map. Restricting this covering to
the complement of the branch points we get a degree m non ramified covering.
It can be proved that this non ramified covering determines and is determined by
f . (See [Dol90, 5.(6.3.1) and 5.(6.3.4)] for more details).

Theorem E.2.28 Any compact Riemann surface is projective.
More precisely, if X is a compact Riemann surface then there is a natural number

N and a holomorphic embedding

� : X → P
N (C) .

Moreover, �(X) ⊂ P
N (C) is a complex projective algebraic curve.

Sketch Proof Theorem E.2.25 implies the existence of an ample line bundle (Def-
inition 2.6.20) L on X . The existence of such a line bundle implies the existence
of a morphism ϕL (see Definition 2.6.20 or [Dol90, page 182 (8.7.3)]) and we then
simply apply Chow’s Theorem D.5.1. We refer the interested reader to [Jos06, The-
orem 5.7.1] for a full proof. �
Example E.2.29 Weierstrass’s elliptic℘ function (see [Car61,V.2.5], [FK80, page4],
[Sil09, VI.3]) gives a direct proof—i.e. a proof which does not depend on the above
theorem—of the fact that all complex tori of dimension 1 of type Tτ := C/Z⊕ τZ

seen in Exercise E.2.3(3) are algebraic.
For any τ ∈ H we set

℘(τ ; z) = 1

z2
+

∑

(n,m)�=(0,0)
(n,m)∈Z2

(
1

(z − n − mτ )2
− 1

(n + mτ )2

)
.

The function thus defined is a meromorphic function on the plane which is doubly
periodic with respect to the lattice Z⊕ τZ and therefore defines a meromorphic
function on the torus Tτ . It can be proved that the derivative ℘ ′ of ℘ satisfies an
algebraic equation in ℘ :

(℘ ′)2 = 4(℘ − e1)(℘ − e2)(℘ − e3) (E.1)

where e1 = ℘( 12 ), e2 = ℘( τ
2 ) and e3 = ℘( 1+τ

2 ).
The function ℘ ′ is also meromorphic on the torus. The Riemman surface Tτ can

be thought of as the plane algebraic curve determined by the equation

y2 = 4(x − e1)(x − e2)(x − e3) .
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E.3 The Riemann–Roch Theorem for a Curve

Theorem E.3.1 (Riemann–Roch theorem) Let X be a non singular projective curve
and let D be a divisor on X: recall that hk(D) = dim H k(X,OX (D)). We then have
that

h0(D)− h0(K X − D) = deg D + 1− g(X) .

Proof See [Jos06, Theorem 5.4.1], for example. �

E.4 Jacobian Variety Associated to a Curve

Let X be a compact Riemann surface of non zero genus g and let (ω1, . . . ,ωg) be a
basis of the complex vector space H 0(X,�X ) of global holomorphic differentiable
forms on X . Let γ1, . . . , γ2g be a basis of the freeZ-module H1(X;Z): the 2g vectors

v j =
⎛

⎜⎝

∫
γ j

ω1

...∫
γ j

ωg

⎞

⎟⎠ ∈ C
g j = 1, . . . , 2g

are then R-linearly independent (see [ACGH85, Section I.3] for example) and gen-
erate a lattice in C

g . It follows that integration of holomorphic differentiable forms
of a compact Riemann surface X along 1-cycles gives us an injection

H1(X;Z) ↪→ H 0(X,�X )∗, γ �→ (ω �→
∫

γ

ω)

which enables the following definition.

Definition E.4.1 Let X be a compact Riemann surface of non zero genus. The
complex torus

Jac(X) := H 0(X,�X )∗/H1(X;Z)

is called the Jacobian variety of the curve X .

Remark E.4.2 The Jacobian Jac(X) of a Riemann surface X is a special case of an
Albanese variety Alb(X) (Definition D.6.10).

Proposition E.4.3 Let X be a compact Riemann surface of non zero genus g
with a real structure σ. Let s = #π0(X (R)) be the number of connected compo-
nents of X (R). The Jacobian Jac(X) then has an induced R-variety structure and
Jac(X)G = Jac(X)(R) is a real compact Lie group which is isomorphic to

1. (R/Z)g × (Z/2)s−1 if s �= 0 ;
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2. (R/Z)g if s = 0 and g is even;
3. (R/Z)g × Z/2 if s = 0 and g is odd.

Proof If X (R) is non empty then λ1 = g + 1− s (see Exercise 3.3.12 and
Example 3.6.9). By Remark E.4.2, when s �= 0 the result below is a special case
of Proposition D.6.11. We refer to [Sil82, Proposition 10] for more details. �

Theorem E.4.4 (Abel-Jacobi theorem) Let X be a non singular complex projective
algebraic curve. The Abel Jacobi map

πP0 : X → Jac(X), P �→

⎛

⎜⎜⎝

∫ P
P0

ω1

...∫ P
P0

ωq

⎞

⎟⎟⎠ mod
(
v1, . . . , v2q

)

then induces a group isomorphism.

Pic0(X) → Jac(X) .

Proof The injectivity of this map is simply Abel’s theorem and its surjectivity is
equivalent to Jacobi’s inversion theorem. Voir [ACGH85, Section I.3]. �



Appendix F
Blow Ups

Blow ups are one of the main technical tools in this book. We summarise their main
“algebraic” and “differentiable” properties in this section.

F.1 Blowing Up C∞ Manifolds

This section is based on [Mik97, 2.1].

F.1.1 Tautological Bundle

We denote by Bn → RP
n the tautological bundle—often denoted OPn (−1) in

algebraic geometry: see Definition 2.6.14 for more details—over projective space
RP

n . The fibre of this bundle at the point L ∈ RP
n is just the line passing through

zero in R
n+1 represented by L . It is a real rank 1 bundle. We recall how to construct a

local trivialisation of this bundle. Let v be a non zero vector in R
n+1 and let L ∈ RP

n

be the line generated by v. Let H ⊂ R
n+1 be a hyperplane which is a linear comple-

ment to L . Denote by A ⊂ RP
n the set of lines not contained in H . Every line L ′

contained in A contains exactly one vector of the form v + w(L ′) with w(L ′) ∈ H .
This yields a homeomorphism

A × R → Bn|A, (L ′, t) �→ (L ′, tw(L ′))

linear on each fibres.
Bn is a submanifold of the product R

n+1 × RP
n by construction and the

tautological bundle morphism is the restriction of the projection map

R
n+1 × RP

n → RP
n.

© Springer Nature Switzerland AG 2020
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We denote by π : Bn → R
n+1 the restriction of projection to the first factor. The

map π then induces a diffeomorphism

Bn \ EP
≈−→ R

n+1 \ {P}

where P = (0, . . . , 0) ∈ R
n+1 and EP := π−1(P).

We say that π : Bn → R
n+1 is the blow up of R

n+1 at P . The submanifold EP

of codimension 1 in Bn is called the exceptional divisor of this blow up. It follows
immediately from the definition that EP is diffeomorphic to RP

n .

Remark F.1.1 The tautological bundle is also the universal bundle over
RP

n = Gn+1,1(R). See Definition 5.2.11 for more details.

F.1.2 Projectivisation of the Normal Bundle

Consider a compact submanifold without boundary C of codimension r in a smooth
manifold M : for simplicity, we equip M with a Riemannian metric. LetNM |C → C
be the normal bundle to C in M : this is a vector bundle of rank r . We denote by

π1 : EC → C

the projectivisation of the bundle NM |C → C . By definition, the fibre π−11 (P) over
P ∈ C is the projective space of lines in the vector spaceNM |C,P and EC is therefore
the total space of an RP

r−1-bundle over C .

F.1.3 Blowing Up a Manifold Along a Submanifold

As C is embedded in M , there is an injective C∞ map j : NM |C ↪→ M identifying
NM |C with an open neighbourhood U = j (NM |C) of C in M . The injection j is
called a tubular neighbourhood of C in M . (The open subset U is also often called a
tubular neighbourhood). The map j then identifies C with the zero section ofNM |C .
By abuse of notation we write C ⊂ NM |C and j then induces a diffeomorphism

NM |C \ C
≈−→ U \ C . We denote by Ũ the total space of the tautological bundle

over EC and we identify EC with the zero section EC ⊂ Ũ . The space Ũ is then
a manifold of the same dimension as M by construction and we have a natural
diffeomorphism

μ : Ũ \ EC
≈−→ U \ C

which extends to a C∞ map
f : Ũ → U ⊂ M
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such that f |EC = π1.
Ignoring the various choices involved in this construction, we have the following

definition.

Definition F.1.2 The blow up M̃ of M along C is constructed by gluing together Ũ
and M \ C by the diffeomorphism μ. The C∞ map

π : M̃ → M

defined by π|M\C = id and π|Ũ = f is called the topological blow up of M along C .

The submanifold C ⊂ M is called the centre of the blow up and the codimension
1 submanifold EC in M̃ is called the exceptional divisor. We often denote the blow
up by BC M := M̃ .

If L ⊂ M is a closed suset then we say that a subset L̃ ⊂ M̃ is the strict transform
of L if and only if

• π(L̃) = L ,
• L̃ is closed in M̃ ,
• L̃ \ EC is dense in L̃ .

We refer the interested reader to [AK85, Section 2] for more details.

F.2 Blow Ups of Algebraic Varieties

F.2.1 Strict Transform

Consider an algebraic subvariety W ⊂ P
N given by r equations { f1 = 0, . . . ,

fr = 0}.
Definition F.2.1 The blow up of P

N along W is the subvariety BW P
N of

P
N
x0:···:xN

× P
r−1
y1:···:yr

given by the r − 1 equations

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

y1 f2(x0, . . . , xN )− y2 f1(x0, . . . , xN ) = 0,
y2 f3(x0, . . . , xN )− y3 f2(x0, . . . , xN ) = 0,

...

yr−1 fr (x0, . . . , xN )− yr fr−1(x0, . . . , xN ) = 0.

The blow up map πW : BW P
N → P

N is given by

((x0 : · · · : xN ), (y1 : · · · : yr )) �→ (x0 : · · · : xN ).

If codimW = r , we recover the previous interpretation of a blow up in terms of
the normal bundle at every smooth point of W .
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For any subvariety V ⊂ P
N , we denote by Ṽ the Zariski closure of π−1W (V \W∩V )

in BW P
N .

Definition F.2.2 The subvariety Ṽ is called the strict transform of V under πW .

It is possible to prove that the variety Ṽ does not depend on the embeddings
V ⊂ P

N and W ⊂ P
N but only on the embedding W ∩ V ⊂ V (see [Har77, II.7]).

We denote by πW the restriction Ṽ → V of πW to Ṽ .

Definition F.2.3 Let V be a projective variety and let W ⊂ V be a subvariety. The
restriction πW : Ṽ → V is called the blow up of V of centre W . We denote by
BW V := Ṽ the blow up of V along W . The divisor π∗W (W ) is called the exceptional
divisor of the blow up.

We denote the blown up variety by BW V := Ṽ .

Proposition F.2.4 (Universal property of blow ups on surfaces) Let f : Y → X be
a birational morphism of non singular projective complex surfaces. If P ∈ X is a
point at which the inverse rational map f −1 : X ��� Y is not well defined then f
factorises uniquely as a map

f : Y
g−→ BP X

πP−→ X

where g is a birational map and πP is the blow up of X at P.

Proof See [Bea78, Proposition II.8]. �

Remark F.2.5 A more general statement which also holds in higher dimension is
given in [Har77, Proposition II.7.14]: this result is weaker than the above in the two
dimensional case. See [Har77, Remark V.5.4.1] for more details.

Corollary F.2.6 Let X be a non singular projective complex surface and let
f : X→X be a birational map. Let P be a point of X fixed by f . There is then
a unique birational endomorphism g : BP X → BP X such that f ◦ πP = πP ◦ g :

BP X
g−−−−→ BP X

⏐⏐�πP

⏐⏐�πP

X
f−−−−→ X

Proof Simply apply the previous proposition to the birational morphism f ◦ πP :
BP X → X , noting that the inverse map ( f ◦ πP)−1 is not defined at P = f (P).
Indeed, if f −1 were well defined at P then f −1(P) = P would be a point at which
π−1P is not defined. �

When V and W are smooth there is a diffeomorphism between the topological
and algebraic blow ups that commutes with morphisms over V .
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F.3 Topology of Blow Ups

The Definition B.5.12 of the connected sum of two varieties will be needed in this
section.

Proposition F.3.1 Consider a point P ∈ R
n. The blow up BPR

n is then diffeomor-
phic to R

n#RP
n. More generally, if C ⊂ M is a non singular submanifold of codi-

mension r with trivial normal bundle then BC M is diffeomorphic to M#C × RP
r .

Corollary F.3.2 Let X be a real surface and let BP X be the blow up of X at a point
P in X. The differentiable manifold BP X of real dimension 2 is then diffeomorphic
to

X#RP
2 .

In particular, if P ∈ RP
2 then the blow up BPRP

2 is diffeomorphic to the Klein
bottle K

2.

Proof Indeed, the boundary ∂(URP2|RP1) of a tubular neighbourhood of RP
1 in RP

2

is diffeomorphic to a circle S
1 and the tubular neighbourhood itself is aMöbius band.

�

Proposition F.3.3 Let X be a complex surface and let BP X be the blow up of X at
a point P in X. For example, B(0,0)C

2 is the complex subvariety in C
2

x,y × CP
1
u:v

given by the equation xv = yu. The differentiable manifold BP X of real dimension
4 is then diffeomorphic in the Euclidean topology to

X#CP2

where CP2 = −CP
2 is the complex projective plane with the inverse orientation.

Proof The boundary ∂(UCP2|CP1) of a tubular neighbourhood of CP
1 in CP

2 is
diffeomorphic to the sphere S

3 and the circle bundle induced by projection

S
3 ≈ ∂(UCP2|CP1) → CP

1 ≈ S
2

is the Hopf fibration (see Proposition B.8.3). The blow up of a point is therefore
equivalent to the surgery that replaces the tubular neighbourhoodUX |P of a point in X ,
diffeomorphic to the unit ball of dimension 4, byUCP2|CP1 , gluing them together along
their boundaries spheres by a orientation reversing diffeomorphism. See [KM61] or
[Hir51] for more details. �

Example F.3.4 We now illustrate the above with a worked example due to Kollár.
See [Kol99a, Example 1.4] for more details.

Let X be a non singular real algebraic variety of dimension 3 and let D ⊂ X be
a real curve with a unique real point {0} = D(R). Suppose moreover that close to
0 this curve is given by equations {z = x2 + y2 = 0}. Let Y1 = BD X be the variety
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obtained by blowing up Y in D. This new variety is real and has a unique singular
point P . Consider Y := BP Y1, the variety obtained by blowing up Y1 at P , which
is a non singular real algebraic variety. Let π : Y → X be the composition of blow
ups. We will prove that the connected component M ⊂ X (R) containing P satisfies

π−1M ≈ M#(S2 × S
1),

or in other words
BP(BD M) ≈ M#(S2 × S

1).

As our aim is to calculate the topology of the blow up, it is reasonable to use the
C∞ blow up, which enables us to work in an open set U which is “arbitrarily small”,
such as, for example, an open neighbourhood of the unique real point of the singular
curve D. We will make free us of the identification U ≈ R

3: such an identification
does not exist either in the analytic category (since C

3 is not biholomorphic to any
of its strict open subsets) or in the algebraic category (because the Zariski topology
is too weak). See [Sha94, Chapter VI Section 2.2] for a more complete explanation.

Consider the curve D whose equations are (z = x2 + y2 = 0) in X = R
3. We

will calculate π1 : Y1 = BDR
3 → R

3 and π : Y = BP Y1 → R
3, where P ∈ Y1 is the

unique singular point of Y1.
By definition, BDR

3 ⊂ R
3
x,y,z × P

1
α:β is determined by the equation

α(x2 + y2)− βz = 0

which has a unique singular point P in the affine chartα �= 0. Restricting to this chart,
Y1 is the affine hypersurface of equation x2

1 + y21 − z1t1 = 0 where x1=x, y1=y,

z1 = z, t1 = β and P = (0, 0, 0, 0).
We calculate BP Y1 by blowing up πP : R̃4 → R

4 at the point P and considering
the strict transform Y = BP Y1 of Y1.

The four equations of π−1P (Y1) ⊂ R
4
x1,y1,z1,t1 × P

3
a:b:c:d are

x2
1 + y21 − z1t1 = ay1 − bx1 = bz1 − cy1 = ct1 − dz1 = 0.

Restricting to the chart c �= 0, π−1P (Y1) is the affine variety of equation
z22(x2

2 + y22 − t2) = 0 in the affine subspace of R
7
x2,y2,z2,t2,a,b,d whose equations are

⎧
⎨

⎩

x2 = a,

y2 = b,

t2 = d.

where z2 = z1, x2 = x1/z1, y2 = y1/z1, t2 = t1/z1.
The trace of the exceptional divisor in this chart is given by z2 = 0 and it follows

that the equation of Y is x2
2 + y22 − t2 = 0 in the affine subspace

x2 − a = y2 − b = t2 − d = 0. The real locus is therefore the product variety of
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a paraboloid of revolution and the real line R. In the chart d �= 0 the topological
situation is the same and simply need to check that the gluing is diffeomorphic to

R
3#S

2 × S
1 ≈ S

2 × S
1 \ D

3

where D
3 is the ball of dimension 3.



Glossary of Notations

� Isomorphisms of structures, varieties, R-varieties and so on, 15
∼ Linear equivalence of divisors, 110
≈ Diffeomorphism, 190
$x% Round down of x , 188
&x' Round up of x , 188
	 Singular cohomology cup-product, 338

 Cap-product in singular (co)homology, 341
�(U,F) = F(U ) Sections of the sheaf F on the open set U , 10
�(V ) Quotient group H 2(V ;Z)/H 2

C−alg(V ;Z), 269
�X Bundle of (regular or holomorphic) differential forms, 370
�

p
X Bundle of (regular or holomorphic) differential p-forms, 370

χ Euler characteristic, 392
χtop(X) Topological Euler characteristic of X , 180
χ(OX ) Holomorphic Euler characteristic of X , 175
γn,k Universal bundle over Gn,k(K ), 261
λ, λσ Comessatti characteristic, 126
ν : X̃ → X Normalisation of X , 44
σA := σAn Standard complex conjugation on C

n , 66
σP := σPn Standard complex conjugation on P

n(C), 66
σL Conjugate sheaf of L, 77
σψ Conjugate map of ψ, 71
σ f Conjugate function of f , 67
(A · B) Intersection number of divisors A and B, 177
(A2) Self-intersection number of a divisor A, 177
A

n(K ) Affine space of dimension n over K , 3
A(F) K -algebra of affine coordinates on F , 13
Ap Localisation of the ring A at the prime ideal p, 316
A f Localisation of A by f , 316
Alb(X) Albanese variety of X , 386
BP X Blow up of X at P , 182
C∞(V, W ) Space of maps from V to W , 258
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Ĉ Projective completion of C , 28
C̃ Normalisation of C , 44
C� Curve of equation f �, 49
CaCl(X) Group of linear divisor classes of Cartier divisors on X , 103
Cl(X) Group of linear divisor classes on X , 102
D( f ) Non-vanishing locus of f , 5
|D| Linear system associated to D, 106
Div(X) Group of Cartier divisors on X , 103
EP Exceptional line of the blow up of P , 84
Ext(H, A) Group of extension classes of H by A, 331
FC Complexification of an algebraic set F , 87
FracA Fraction ring of A, 317
Gn,k(K ) Grassmannian of the k-subspaces of K n , 165
Gal(C|R) Galois group of the extension C|R, 72
HR−alg

2k (X;Z) Classes represented by invariant complex cycles, 166
H Field of quaternions, 260
H 2

C−alg(V ;Z) Classes of algebraic rank 1 C-vector bundles on V , 269
H k(G, M) kth Galois cohomology group of the module M , 126
H k(X, L; A) kth singular cohomology group of the pair (X, L) with coefficients

in A, 124
H k

alg(X (R);Z2) Group of fundamental classes of algebraic subvarieties, 164
Hk(X, L; A) kth singular homology group of the pair (X, L) with coefficients in

A, 124
H alg

k (X (R);Z2) Group of fundamental classes of algebraic subvarieties, 164
I(U ) Homogeneous ideal of polynomials vanishing on U , 3
I(U ) Ideal of polynomials vanishing on U , 3√

I Radical of I , 315
IL Ideal in L[X1, . . . , Xn] generated by I , 6
IC Ideal I ⊗R[X1,...,Xn ] C[X1, . . . , Xn], 6
Jac(X) Jacobian of X , 401
K (U ) Field of rational functions of U over K , 21
K X Canonical divisor on X , 175
KX Canonical bundle of X , 370
KX Canonical sheaf of X , 175
L Anti-sheaf of a sheaf L, 68
MG , Mσ Submodule of invariants, 124
M−σ Submodule of anti-invariants, 124
[M] Fundamental homology class of M , 335
MX Sheaf of rational functions on X , 32
Mp Localisation of the module M at the prime ideal p ⊂ A, 316
M f Localisation of the A-module M by f ∈ A, 316
NM |C Normal bundle of C in M , 404
NS(X) Néron–Severi group of X , 109
NX |X (R) Normal bundle of X (R) in X , 144
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Num(X) Group of divisors up to numerical equivalence, 180
(OX )G

X (R) Invariant subset of the restricted sheaf on the real locus, 78
OX Sheaf of regular functions on X , 10
OX (D) Invertible sheaf associated to a divisor D on X , 105
OX (D) Line bundle associated to a divisor D on X , 105
Ox = OU,x Algebra of germs of regular functions at x in U , 10
OPn (−1) Tautological bundle, 105
OPn (1) Serre’s twisting sheaf, 105
P

n(K ) Projective space of dimension n over K , 5
Pic(X/B) Relative Picard group of π : X → B, 197
Pic(X/π) Relative Picard group of π : X → B, 197
P(U ) K -algebra of polynomial functions on U , 8
P̂ Homogenisation of the polynomial P , 11
P(X) Group of principal divisors on X , 102
Pic(X) Picard group of X , 105
Pic0(X) Picard variety of X , 110
R(U ) K -algebra of regular functions on U , 9
R(V, W ) Space of regular maps from V to W , 259
RegX Regular locus of X , 44
S(F) K -algebra of homogeneous coordinates on F , 4
S−1M Localisation of the module M at S, 316
SingX Singular locus of X , 44
T 0,1

X Anti-holomorphic tangent bundle, 371
T 1,0

X Holomorphic tangent bundle, 369
TX Tangent bundle, 129
TX,C Complex tangent bundle, 369
TX,R Real tangent bundle, 369
TX Holomorphic tangent bundle, 371
Ta F Usual tangent space to F at a point a ∈ F , 39
T Zar

a F Zariski tangent space to F at the point a ∈ F , 39
Tor(H, A) Tor group of A and H , 330
U (A) Multiplicative set of invertible elements of a ring A, 314
UC Complexification of a quasi-algebraic set U , 87
X := (X,OX ) Conjugate variety of (X,OX ), 68
Zm Cyclic group of order m, 124
Z(I ) Zero-set of the ideal I , 5
Z( f ) Set of zeros of the function f , 5
ZL(I ) Zero-set in A

n(L) of the ideal I , 5
Z1(X) Group of Weil divisors on X , 102
a(X) Algebraic dimension of X , 381
b∗(X) Total Betti number of X , 135
b∗(X;Z2) Total Betti number of X with coefficients in Z2, 135
bk(X) kth Betti number of X , 135
bk(X;Z2) kth Betti number of X with coefficients in Z2, 135
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ck(X) kth Chern class X , 129
f � Pull back of f by �, 49
g(C) Geometric genus of a curve C , 184
ha,b(X) Hodge numbers of X , 175
κ(X) Kodaira dimension of X , 176
mx Maximal ideal of functions vanishing at x , 10
mP

x Maximal ideal of polynomial functions vanishing at x , 11
mR

x Maximal ideal of regular functions vanishing at x , 11
multA(D) Multiplicity of a Cartier divisor D along a divisor A, 103
multA(D) Multiplicity of a Weil divisor D along a divisor A, 101
multA( f ) Multiplicity of a rational function f along a divisor A, 102
pa(C) Arithmetic genus of a curve C , 185
pg(X) Geometric genus of a variety X , 379
pv(D) Virtual genus of a divisor D, 187
q(X) Irregularity of a variety X , 379
rk(X) dimension of the invariant subspace of Hk(X;Q), 146
trdegK L Transcendence degree of an extension L|K , 321
vk(X) kth Wu class of X , 142
wk(X) kth Stiefel–Whitney class of X , 129
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theorem, 208
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differentiable manifold, 293
R
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Ext, 331
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integral of a ring, 320
Exterior
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F
Fake plane
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complex, 200
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curve, 261
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Hopf, 348
Seifert, 347

Field, 314
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fraction, 317
function, 21, 321
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module, 320

Form
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quadratic, 323
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quadratic of type I or II, 325
real, 70, 95
symplectic, 370
unimodular quadratic, 324
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adjunction, 184, 186
genus, 51
Künneth, 339
Lefschetz, 146
Noether’s, 180
Riemann–Roch, 179

Fraction
field, 317
ring, 317
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Free
module, 320

Function
analytic, 367
anti-holomorphic, 69
conjugate, 67
holomorphic, 367, 368, 395
invariant, 78
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Nash, 328
polynomial, 8
rational, 20, 28
regular, 9, 24
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semi-algebraic, 328
smooth, 258
Weierstrass ℘, 400

Fundamental
class, 163, 335

G
Galois
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Galois-Maximal
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G M-variety, 156
Z-Galois-Maximal R-variety, 157
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surface of, 176
variety of, 108, 381
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arithmetic, 185
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of a topological surface, 391
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Geometric
genus, 175, 184, 379
manifold, 348
modelled geometric structure, 348

Geometrically irreducible, 91
Geometrically rational

R-variety, 92
surface, 203
variety, 32, 92

Geometry, 348
Germ

of a regular function, 10, 28
of a section, 355

G-group, 124
Graded

ring, 316
Grassmannian, 165
Group

Cremona, 282
crystallographic, 348
cyclic, 124
derived, 330
Galois cohomology, 126
G-group, 124
Néron–Severi, 109, 110, 180
of linear divisor classes, 102, 103
perfect, 284
Picard, 105

H
Harnack’s

inequality, 136
theorem, 115, 136

Hartogs’
theorem, 17

Hausdorff, 327
Height

of an ideal, 37
Hermitian

metric, 370
Hilbert

Nullstellensatz, 322
Hilbert’s

XVIth problem, 149, 152
Hirzebruch

surface, 187
Hodge

index theorem, 181
metric, 389

numbers, 175, 379, 380
Holomorphic

function, 367, 368
map, 368
variety, 368

Homogeneous
ideal, 316
Riemannian manifold, 348

Homogenised
polynomial, 11

Homology
singular, 330

Hopf
fibration, 348

Horned umbrella, 55
Hurewicz

theorem, 330
Hyperbolic

manifold, 348

I
Ideal

homogeneous, 316
maximal, 315
prime, 315
radical, 315
real, 322

Image, 358
Indecomposable

manifold, 350
Index

branching, 397
of an involution, 143
of a quadratic form, 141, 325
ramification, 397

Inductive
limit, 313
system, 313

Inequalities
Comessatti, 139
Petrovskii–Oleinik, 138
Petrovskii’s, 117, 138

Inequality
Harnack’s, 136
Smith-Thom, 136

Infinitely close
point, 185

Integral
closure, 320
domain, 314

Integrally
closed, 320
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Interior
of an oval, 117

Invariant
function, 78
open set, 78

Invertible
sheaf, 363

Involution
anti-linear, 325

Involutive
module, 124

Irreducible
component, 7
geometrically irreducible, 91
irreducible R-variety, 91
subset, 6

Irregularity, 175, 379
Isomorphism, 16

real, 84

J
Jacobi

variety, 401
Jacobian, 401

K
Kähler

form, 370
metric, 370
variety, 370

Kählerian
metric, 370

K -algebra, 314
Kernel, 358
Klein bottle, 128, 135, 142, 190, 192, 205,

211, 233, 237, 240, 265, 268, 279,
392, 407

Kodaira
dimension, 381
embedding theorem, 389
vanishing theorem, 388

K3 surface, 222, 223
Künneth

formula, 339

L
Lagrangian

submanifold, 304, 305
Lattice

quadratic, 324
Lefschetz

formula, 146
hyperplane theorem, 388
theorem on (1, 1)-cycles, 389

Lemma
Nakayama’s, 316

Lens
space, 347

Limit
inductive, 313

Linear
system, 106

Line bundle
ample, 106
associated to hyperplanes, 105
big, 107
nef, 112
tautological, 105
very ample, 106

Local
parameters, 45
ring, 317

Localisation, 316
universal property, 317

Locally finite
covering, 345

Locus
non-vanishing of a function, 5
real, 71
regular, 44
singular, 44
vanishing of a function, 5

M
Manifold

Euclidean, 348
exotic differentiable, 293
geometric, 348
homogeneous Riemannian, 348
hyperbolic, 348
Lagrangian, 304, 305
Seifert, 347
Sol, 307, 349
spherical, 348
spin, 337
symplectic, 370
topological, 334

Map
Abel-Jacobi, 402
Albanese, 386
analytic, 367
anti-holomorphic, 69
anti-regular, 69
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birational, 30
birational R-biregular, 84
constant, 396
holomorphic, 368, 395
Nash, 328
rational, 29
rational R-regular, 83
rational of R-varieties, 72
regular, 16, 24
regular of R-varieties, 72
regulous, 277
semi-algebraic, 328
simplicial, 329
smooth, 258

Maximal
Galois-Maximal R-variety, 156
G M-variety, 156
ideal, 314
(M − a)-curve, 137
(M − a)-variety, 137
maximal curve, 137
maximal R-variety, 137
M-curve, 137
M-variety, 137
Z-Galois-Maximal R-variety, 157
ZG M-variety, 157

Metric
Hermitian, 370
Hodge, 389
Kähler, 370
Kählerian, 370

Minimal
R-surface, 196
surface, 196

Model
rational, 257
real algebraic, 257

Module
flat, 320
free, 320
involutive, 124
localised, 316
projective, 320
quadratic, 323
quadratic over Z, 324
Z-module, 324

Moishezon variety, 299
Morphism, 16

algebraic, 24
birational, 30
Bockstein, 270
finite, 321
integral, 320

of R-varieties, 72
of ringed spaces, 362
presheaf, 357
real, 83
sheaf, 357

Morse
simplification, 200

Multiplicity, 49, 397
intersection, 49, 176
of a divisor along a prime divisor, 101,
104

of a rational function along a prime divi-
sor, 102

N
Nakai–Moishezon

criterion, 112
Nakayama’s

lemma, 316
Nash

conjecture, xiii, 297
diffeomorphism, 328
function, 328
map, 328

Nef
divisor, 112
line bundle, 112

Néron–Severi
group, 109, 110, 180
theorem, 109

Nest
of ovals, 117

Nilradical, 315
Noetherian

ring, 318
topological space, 7

Noether’s
formula, 180

Non singular
point, 41

Normal
point, 44
space, 345
variety, 44

Normalisation, 44
Nullstellensatz, 322

real, 322
Number

Betti, 135
Chern, 380
Hodge, 175, 379, 380
intersection, 50, 114, 177
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Picard, 110, 180
real Picard, 110, 180
self-intersection, 177

Numerical quintic, 243

O
Open set

affine, 24
invariant, 78
principal, 18, 26

Open subset
trivialising, 363

Ordinary
multiple point, 185

Orientable, 334, 393
non orientable, 334, 393

Orientation, 334
Oval, 116

contained in, 117
empty, 117
even, 117
interior, 117
negative, 117
nest, 117
odd, 117
positive, 117

OX -module, 362

P
Pair

simplicial, 329
Paracompact

space, 345
Parameter

local, 45
Part

real, 71
Perfect

group, 284
Petrovskii–Oleinik

inequalities, 138
Petrovskii’s

inequalities, 117, 138
theorem, 117

Picard
number, 110, 180
variety, 109, 384

Plurigenus, 176, 381
Poincaré

conjecture, 351
duality, 340

Point
infinitely close, 185
multiple ordinary, 185
non singular, 41
normal, 44
rational double, 214
regular, 44
singular, 44

Polyhedron, 329
Polynomial

homogenised, 11
reciprocal, 188

Presheaf, 353
Prime

ideal, 315
Principal

open set, 18, 26
Product

cap-, 341
cup-, 338
tensor, 318

of OX -modules, 362
universal property, 318

Projective
module, 320
variety, 25

Projective completion, 11
Pseudo-line, 116

Q
Quadratic

form, 323
lattice, 324
module , 323
Z-module , 324

Quadric, 20
Quasi-coherent

sheaf, 364, 365
Quasi-compact, 328
Quotient

topological, 133

R
Radical

ideal, 315
Ragsdale’s

conjecture, 118
Ramanujam

surface, 294
Rank, 363
Rational
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map, 29
R-variety, 92
surface, 203
variety, xiii, 32, 92

Rationally connected
variety, 308

R-contraction, 194
Real

bi-elliptic surface, 232
conic bundle, 197
del Pezzo surface, 189
elliptic fibration, 236
elliptic surface, 236
Enriques surface, 228
form, 70, 95
Hirzebruch surface, 187
K3 surface, 223
locus, 71
Moishezon variety, 299
part, 71
Picard number, 110, 180
structure, 69
variety, 25, 33

Real-smooth
curve, 288

Reduced
ring, 315

Reducible
subset, 6

Regular
function, 9
locus, 44
map, 16, 24
point, 44

Regulous
function, 277
map, 277

Residue
field, 317

Resolution of singularities, 46
Restriction, 354
Riemann–Hurwitz

theorem, 397
Riemann–Roch

formula, 179
theorem, 179, 401

Ring
affine, 321
fraction, 317
graded, 316
integrally closed, 320
local, 317

local regular, 42
localised, 316
Noetherian, 318
reduced, 315
total fraction, 317

Round
down, 188
up, 188

R-sheaf, 77, 96
R-subvariety, 70
R-variety, 70

algebraic, 70
analytic, 70
geometrically rational, 92
irreducible, 91
rational, 92

S
Sapphire, 307
Section, 355

continuous, 355
global, 354
hyperplane, 106
of a sheaf, 354

Segre
embedding, 26

Seifert
fibration, 347
geometry of manifolds, 310, 311
manifold, 347

Semi-algebraic
function, 328
map, 328
set, 328

Separated
separated algebraic variety, 327

Separating
curve, 150

Serre
duality, 179, 369
vanishing theorem, 388

Set
affine algebraic, 3
algebraic, 5
analytic, 367
projective algebraic, 4
quasi-affine, 5
quasi-algebraic, 5
quasi-projective, 5
semi-algebraic, 328
zero of a function, 5
zero, of an ideal, 5
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Sheaf, 354
ample, 106
associated, 360
coherent, 364, 365
conjugate, 77, 96
direct image, 361
dualising, 184
free, 363
inverse image, 361
invertible, 363
locally free, 363
of OX -modules, 362

finitely presented, 365
generated by global sections, 364
of finite type, 364

of functions, 354
of ideals, 363
of rational functions, 31
of regular functions, 10, 23
of restrictions to a subspace, 354
of sections, 355
quasi-coherent, 364, 365
R-, 77, 96
restricted, 361
restriction, 361
space, 355
structural, 23, 362
very ample, 106

σ-representable, 160
Signature

of a quadratic form, 141, 325
Simplex, 329
Simplicial

complex, 329
map, 329
pair, 329

Singular
cohomology, 338
homology, 330
locus, 44
point, 41, 44

Singularities
resolution of, 46

Smith-Thom
inequality, 136

Smooth
function, 258
map, 258

Sol
manifold, 307, 349

Space
affine, 3
complex analytic, 367

Hausdorff, 327
lens, 347
locally ringed in local rings, 362
normal, 345
paracompact, 345
projective, 4
ringed, 362
sheaf, 355, 360
topological

quotient, 133
Special type

surface of, 176
variety of, 381

Spherical
manifold, 348

Stalk
of a presheaf, 355
of a sheaf, 355
of a sheaf space, 356

Stereographic projection, 205, 263
Stiefel–Whitney

class, 129
Stone–Weierstrass

approximation theorem, 259
Strong factorisation, 195
Structure

equivalence of real structures, 75
of the underlying real variety, 95
real, 69

Submanifold
Lagrangian, 304, 305

Subset
multiplicative, 316

Subvariety
algebraic, 24

closed, 24
open, 24

Sum
direct

of OX -modules, 362
Support

of a divisor, 101
Surface, 45, 393, 394

abelian, 222, 231
bi-elliptic, 222, 232
blow up, 182
cubic, 129
del Pezzo, 189
elliptic, 235, 236

Jacobian, 237
properly, 236
regular, 236

Enriques, 222, 228
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geometrically rational, 203
Hirzebruch, 187
in P

3, 129, 149, 153, 380
K3, 222, 223
minimal, 196
numerical quintic, 243
of general type, 176
of special type, 176
of zero irregularity, 236
Q-acyclic, 293
Ramanujam, 294
rational, 203
regular, 236
relatively minimal, 196
Riemann, 394
topological, 190, 391
uniruled, 202, 203

Symmetric
algebra, 320

Symplectic
form, 370
manifold, 370

System
inductive, 313
linear, 106
of analytic coordinates, 45
of local parameters, 45

T
Tangent space

Zariski, 39
Tautological

bundle, 403
Tensor

algebra, 320
product, 318, 362

Theorem
Abel-Jacobi, 402
Bertini’s, 388
Bézout’s, 51, 114
Cartan–Serre finiteness, 368
Chow’s, 382
Comessatti’s, 208
Ehresmann’s fibration, 200
Harnack’s, 115, 136
Hartogs’, 17
Hodge index, 181
Hurewicz’, 330
Kodaira’s embedding, 389
Kodaira vanishing, 388
Lefschetz

hyperplane, 388

on (1, 1)-cycles, 389
Néron–Severi, 109
Petrovskii’s, 117
Riemann–Hurwitz, 179, 397
Riemann–Roch, 401
Stone–Weierstrass, 259
universal coefficients, 331
vanishing, Serre, 388
Weierstrass approximation, 258

Topological
manifold, 334

Topological Morse simplification, 200
Topology

C∞, 258
compact-open, 337
complex, 33
Euclidean, 33
strong, 338
transcendantal, 33
weak, 337
Whitney, 338
Zariski, 3, 4, 23

Tor, 331
Torus, 110, 119, 128, 135, 138, 142, 158,

190, 205, 207, 211, 235, 244, 266,
268, 288, 289, 306, 335, 339, 392,
395

complex, 70, 76, 110, 138, 192, 231, 288,
371, 384, 398, 401

solid, 299, 347
Transcendance

degree, 37, 321
Transcendantal

topology, 33
Transform

strict, 406
Transitive

infinitely, group action, 280
n- group action, 280
very, group action, 280

Transverse, 176
Transversely, 176
Triangulable, 329
Triangulation of algebraic sets, 329
Tubular neighbourhood, 404
Type

topological, 201
extremal, 201

U
Unimodular

lattice quadratic, 324
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Z-module, 324
Uniruled

surface, 202, 203
variety, 301

Universal
bundle, 261

Universal coefficients
theorem, 331

Universal property
of blow ups, 406
of localisations, 317
of tensor product, 318

V
Variety

abelian, 231
affine, 25
Albanese, 386
abstract algebraic, 23
algebraic, 23
algebraic complex, 25
blown up, 405, 406
complex, 25, 33
complex algebraic, 33
complex analytic, 368
conjugate, 68, 86
geometrically rational, 32, 92
holomorphic, 368
Jacobi, 401
Jacobian, 401
Kähler, 370
Moishezon, 299
normal, 44
of general type, 108, 381
of special type, 381
Picard, 109, 384

projective, 25
quasi-affine, 25
quasi-projective, 25
R-, 70
rational, 32, 92
rationally connected, 308
real, 25, 33
real algebraic, 25, 33
R-sub, 70
sub, 24
totally algebraic, 165
underlying real algebraic, 95
uniruled, 301

Veronese
embedding, 27, 58

Virtual
genus, 187

W
Weierstrass

approximation theorem, 258
function ℘, 400

Whitney
topology, 338

X
X , X (R), X (C), XC, XR, 95
XVIth Hilbert’s problem, 149, 152

Z
Zariski

tangent space, 39
topology, 3, 4, 23
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