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Chapter 17
Wittgenstein’s Revenge: How Semantic 
Algorithms Can Help Survey Research 
Escape Smedslund’s Labyrinth

Jan Ketil Arnulf

Since more than three decades, Jan Smedslund has been publishing a series of stud-
ies on pseudo-empiricality (Smedslund 1978, 1987, 1988, 1994, 1995, 2012, 2015). 
Through his analysis of psychological experiments and measurement instruments, 
he has shown how we are already in possession of the knowledge that the studies 
claim to uncover. Taken literally, the actual studies should be superfluous as they tell 
us nothing new. It seems justified to say that his criticism has gone largely unheeded 
by the research community. While his ideas have generated some debate, the wider 
research community does not seem to bother, and research practice, therefore, does 
not seem to change. References to the problem of logical and semantic structures in 
research remain hard to publish, keeping psychology trapped in what I henceforth 
will refer to as “Smedslund’s labyrinth”: Rediscovering what we already know 
through research designs that merely illustrate what is reasonable.

The purpose of the present chapter is to look at Smedslund’s description of 
pseudo-empiricality and test some of his central claims using computing science. I 
will show that some of Smedslund’s ideas are compatible with general principles of 
computing science as embedded in programming languages and high-level algo-
rithms and that they share common roots. Computing science used in conjunction 
with psychology might, therefore, offer a possible way out of Smedslund’s labyrinth.

If we can use computing algorithms to prove some of Smedslund’s ideas experi-
mentally, we can possibly also turn this research agenda into a true psychological 
endeavor: Why are his warnings so difficult to grasp, even to highly trained research-
ers? If Smedslund is right, why do we not know what we already know? If the 
pseudo-empirical studies only explore what is given in the research questions, why 
are we so unskilled at meta-linguistic inferences about knowledge? Therefore, it 
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may be justified to propose that if we can simulate Jan Smedslund’s claims about 
Psychologic (PL) (Smedslund 1995, 2012), we can make our subjective blindness 
the object of psychological research, paradoxical though it may seem. Through their 
roots in philosophy and formal logics, some assertions of PL could be demonstrated 
through the use of computer algorithms. We can actually show empirically that 
prevalent practices in psychometric research produce data that are predictable a 
priori. To put it bluntly, we can to some extent know what people will answer in 
Likert-type scale surveys before obtaining their answers.

At the moment of writing, this type of research has been documented in a num-
ber of publications (Arnulf and Larsen 2015; Arnulf et al. 2014; 2018a, b, c; Gefen 
and Larsen 2017; Nimon et al. 2015), but is still widely unrecognized by the scien-
tific community. There are probably two main reasons for this. The first is that 
methodological paradigms in science tend to perpetuate themselves through publi-
cation practices (van Schuur and Kiers 1994). The second reason is more psycho-
logically interesting: The sometimes amazing cognitive capabilities of the human 
brain are also affected by restrictions that make us error-prone and blind to short-
comings. We find it hard to believe statements that are counterintuitive and require 
cognitive efforts in understanding (Kahneman 2011; March and Simon 1958; Todd 
and Gigerenzer 2003). For decades now, we have used computers to overcome our 
more obvious shortcomings in memory and calculating power. Further progress in 
analytical techniques may help us overcome even more advanced types of restric-
tions. Computers can simulate our cognitive structures and make us aware of what 
we know by implication of what we already know.

This is where I think psychology may even escape some of Smedslund’s most 
dire predictions by accepting the truth of his theory. When he claims that “psychol-
ogy can never be an empirical science” (Smedslund 2016), there is now a new twist 
to this: We may overcome this problem by exposing our cognitive shortcomings 
through digital algorithms. By exploring the borderline between logical and empiri-
cal problems using digital tools, we may actually push philosophy back a few steps 
and make our own mental restrictions accessible to empirical research. Recent 
research on cognitive systems (Dennett 2012) now emphasizes the distinction 
between competence (what the system can achieve) and comprehension (what the 
system can explain about itself). By exploring the difference between competence 
and comprehension (the performance of our linguistic capabilities and our under-
standing of it) we may find answers to why it is so difficult to know what we 
already know.

The present chapter will first display some existing empirical findings that sup-
port the abovementioned claims. These findings sometimes seem confusing to peo-
ple and require some detailed theoretical explanations. To capture and keep the 
readers’ interest, however, this chapter will begin with the findings so far, and work 
its way backward through the explanations. Along the way, contributions from vari-
ous traditions and ages will be presented. In the final paragraphs, I will try to inte-
grate some of the viewpoints of the various theoretical explanations offered, and 
also outline a possible agenda for future research.
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 Digital Algorithms in Psychology, Status 2017

In 2014, I thought I had discovered a disturbing finding for research using Likert- 
type scale surveys. Together with my coauthors Kai Larsen, Øyvind Martinsen, and 
Chi How Bong, we published a study in the peer-reviewed journal PLoS One show-
ing how more than 86% of the variation in the statistics from survey responses was 
predictable a priori (Arnulf et al. 2014). I was excited and thought that others would 
be, too. While I did not think people would readily embrace the method itself, I 
hoped for a surprised recognition of the simple fact that the findings of a major 
research paradigm were obtainable in advance. There were a few initial reactions, 
but the scientific community has so far been silent, even as the findings have been 
corroborated in independent studies (Gefen and Larsen 2017; Nimon et al. 2015).

The study analyzed data from some of the most commonly used survey instru-
ments in organizational psychology. In this field, there are literally hundreds or even 
thousands of studies that explore leadership and motivation with the survey instru-
ments we used, such as the MLQ (Avolio et al. 1995), the LBDQ (Stogdill 1963), or 
scales measuring various types of motivations (Kuvaas 2006). These instruments 
have for many years been the gold standard of “measurement” in this research area, 
a prerequisite to publish in high-ranked journals (Bagozzi 2011; Michell 2013; Yukl 
2012). The respondents comprised four big samples from different organizations, 
making sure that the findings were no coincidence.

While the exact mechanisms will be explained in more detail later, I will explain 
here in a simple way what we found: Surveys used in organizational psychology 
usually explore relationships among “constructs” such as different types of leader-
ship, different types of motivation, and their effects on work processes in an organi-
zation. The researchers typically want to know if one type of leadership is more 
effective than another, and which psychological processes are involved in producing 
these effects. Typical research design may, therefore, imply asking participants in 
organizations about their perceptions of their managers, how they think about them-
selves and their motivations, and about the quality and intensity of the work they 
are doing.

The usual way to analyze these data is to make statistical explorations of the way 
that these answers are linked together, using correlations, regression equations, or 
complex structural equation models (SEM) that render quantitative descriptions of 
how the constructs are linked together (Bagozzi 2011; Jöreskog 1993; MacKenzie 
et al. 2011; Podsakoff et al. 2012).

By contrast, our semantics project begins by using only the questions from the 
survey questionnaires themselves, their “items” as they are termed. We feed them as 
input to digital semantic algorithms that can estimate to which degree these sen-
tences have overlapping meaning. Such algorithms will usually give a number 
between 0 and 1.0 that indicates if the sentences share meaning in their content.

We use the numbers we get from the algorithms to predict or “guess” what the 
correlations between the survey items would be. The results were beyond my initial 
expectations. Depending on the assumptions, we could predict the correlations 
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among leadership, motivation, and the outcomes in the surveys quite accurately. 
The semantic values captured in the best case 86% of the variation in correlations, 
but more importantly: in regression equations, this level of explanation was enough 
to predict the actual correlations as they were created by human respondents down 
to 2 decimals.

I remember showing the tables of correlations to the British professor in organi-
zational psychology Adrian Furnham. He looked puzzled at it for a moment, then 
asked: “But if the numbers simply support what we already found, isn’t that just a 
confirmation of our original results?” “Yes, in a way,” I replied, “but if we could 
obtain the numbers simply by running the questions through a machine, we wouldn’t 
need to ask people, would we?” I could see him reflect for a moment, and then nod. 
“Quite,” he agreed.

Working with the findings throughout the analytical process, I had constantly 
sought someone to prove me wrong. The numbers were simply too good, and I was 
constantly expecting that someone could point to a flaw in the arguments, showing 
that the match between semantics and survey statistics would be an artifact or a 
product of a mistaken sort of analysis. That person never appeared.

Instead, I met a number of researchers who kept reminding me of Jan Smedslund. 
Most of them would be his previous colleagues or students. Whenever I called on a 
statistician, a methodologist or a psychological researcher, they would chew on my 
findings for a while, not coming up with a better explanation, and then shrug: “It 
reminds me of some of Jan Smedslund’s stuff, the sort of ideas he has always been 
talking about. Maybe you should ask him.”

I will return to the relevance of Smedslund’s ideas in later sections, but first a few 
words about the reviews that we got as the first article made its round in attempts at 
publication. As the article was reviewed in journals addressing organizational psy-
chology, the reviewers generally omitted to mention the fact that commonly reported 
findings could be reproduced without empirical materials. For all their method-
ological sophistication, this fact seemed to be the unmentionable elephant in the 
room. Instead, they usually recommended a rejection of the article because of its 
unconventional method of using digital text algorithms.

I want to quote three reviewers as their viewpoints shed interesting light about 
why we do not know what we already know, the a priori truths in pseudo-empirical 
research. One reviewer stated openly that he had no idea what “semantic algo-
rithms” were, and so he had googled it. What he had read on Google, he said, was 
unconvincing to him, and so he suggested that the manuscript should be rejected. I 
replied to the editor that the reviewer paradoxically had been using a text algorithm 
(Google search) to investigate text algorithms, leading him to declare a disbelief in 
text algorithms because of what he found with through the use of one (the editor 
agreed, and asked me to resubmit, but to wait until he himself had quit his post).

Another reviewer made a better and more informed attempt, which we have met 
over and over again: Maybe we were misinterpreting the findings when we claimed 
that they contested the empirical research. Maybe the replication of the data struc-
tures instead supported their truthfulness. In other words, we had just found what 
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research has already established, and so it wasn’t the research findings, but instead, 
it was our research that was superfluous and did not deserve to be published.

Yet a third reviewer added that the text algorithms probably only reflected what 
people know because the research findings had been disseminated. In other words, 
we had used language research to find that people had already adopted the findings 
from leadership research.

Unawares, these three reviewers were articulating an explanation, not for our 
results, but for why we struggle to understand what we already know. This is a meta-
linguistic phenomenon called “competence without comprehension” that we know 
how to use the language without knowing exactly how it works. I will return to this 
phenomenon in a later section.

First of all, the reviewer who googled the algorithms seemed to take computer-
ized tools for granted without reflecting on what they really do. Computers are 
machines that apply the calculating powers of language, known as formal logics, to 
derive answers we are looking for from what we already know. It is sometimes hard 
for people to understand this, but formal logics is by its nature truth-preserving. 
Logical processes can strictly speaking not create new. A computer can only draw 
conclusions from the information already available to it. Often, we draw on this 
information because it is accumulated by others and so is new to the user. But most 
of the time, we let ourselves be amazed by how the computer is thinking in a differ-
ent way from humans, more systematically and more stringently. The computer 
works by systematically exploiting what it already knows. One may compare it to a 
thinking phone book. In my younger years, possessing a phone directory, I “knew” 
all the phone numbers in Oslo in the sense that they were in my possession. I still 
had to look them up, at the risk of not finding the number I was looking for. If pro-
grammed correctly, a computer will arrive at the right number through a rigid appli-
cation of the same procedure, proving that it always knows what it already knows.

The second reviewer’s reply revealed that he judged our findings to be valid rep-
lications of empirical research, but that he was obviously indifferent to whether 
knowledge is derived from empirical methods or logical deductions. A bit curious 
for a trained researcher, it still reflects a long-lasting controversy between rational-
ists and empiricists in philosophy. Whatever one’s position on this debate, it testifies 
to the fact that humans are just as surprised to learn what is logically derived as what 
is empirically detected. We seem to want or need the information precisely because 
it isn’t obvious to us. We do not care how it was derived as long as there is some 
validity to it. At this point, reviewer 2 was voicing a version of scientific psychology 
that Jan Smedslund has been fighting for years. It is a discipline that at great cost 
goes to great lengths to tell us what we already know, what Jon Elster (2011) has 
called “hard obscurantism” and a waste of time and efforts in science. The a priori 
given answer is provided through a method so opaque to most people that they are 
barred from disputing it.

The third reviewer’s comment is more intricate from a scientific point of view. 
He thought that the language algorithms could have detected and reproduced knowl-
edge structures in language that had been transported there by empirical research in 
the first place. In other words, he thought of language as a sort of library that 
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 contains not only words but complex statements from science too. In this world 
view, science will enrich our vocabulary by truths as people read the research and 
import the ideas they read into their everyday language. This is probably not possi-
ble, as language is a tool allowing us to propose and think anything and everything, 
and the idea is generally considered as refuted in linguistic science (Lovasz and 
Slaney 2013). It actually explains why we need science to help us differentiate 
among fact, fiction, and nonsense.

Still, this is exactly where there may be a way out of Smedslund’s labyrinth. The 
idea came to me as another colleague, on asked what he thought about the semantics 
project, mentioned another name that came to his mind: That of Gottlob Frege.

 Frege, Wittgenstein, and the Programming Languages

Gottlob Frege was a late nineteenth century German philosopher and logician. He is 
famous for three contributions to logics (Blanchette 2012; Frege 1884, 1918). First 
of all, Frege was a pioneer in creating a system of notations in formal logics that 
made it possible to calculate with words. Through his system, Frege was able to 
prove that sentences may contain degrees of similar meaning, even where the sen-
tences do not share any words. His system was possible because he made a differ-
ence between functions in language and the arguments that the functions take. This 
was very important because Frege showed that there is a difference between the 
intrinsic logic of propositions and the content, the stuff we talk about.

The British logician George Boole had already devised a system for turning log-
ics into a calculating system (Boole 1847). However, Boole’s project was first and 
foremost a mathematical project that took the conceptual contents of propositions 
for given. Frege’s approach was more radical. He adopted an explicit linguistic posi-
tion and claimed that the meaning of a sentence resides in the proposition of the 
sentence, not in every single word. He wanted to create a system for calculating 
truths that did not stop with the logical basics, but that was also sensitive to the 
contents of the sentences—what the sentence is “about”, that is, the semantic prop-
erties of propositions (Sluga 1987).

Although his own system did not actually survive, he was an important pioneer 
in showing that language contains logical functions that lend themselves to complex 
calculations. It had originally been proposed by the seventeenth-century philoso-
pher Gottfried Leibniz, who had conceived the term “calculus ratocinator” (Sluga 
1987), a calculating machine that would be “an algorithm which, when applied to 
the symbols of any formula of the characteristica universalis, would determine 
whether or not that formula were true as a statement of science” (Rogers 1963, 
p. 934). This tradition has today evolved into programming languages, complex sets 
of instructions that allow computers to do efficiently and quickly what was to Frege 
and his contemporaries long and tedious work by hand (Wiener 1948, p. 214).

His second claim to fame came because his system was so promising that he tried 
to explain algebra as a branch of logics, but this effort is today judged as  unsuccessful. 
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Still, he showed that quantification and mathematical operations are strongly linked 
to our linguistic capabilities.

The third feature of his historical position has direct relevance to survey research. 
As he tried to represent the meaning of sentences through formal symbols, Frege 
noticed that we sometimes use different words or terms that refer to the same exist-
ing facts, but that still may convey different meanings. Consider the case of authors 
with pseudonyms. The three expressions “Mark Twain,” “Samuel L. Clemens,” and 
“The author of Huckleberry Finn” all refer to the same historical person. Yet these 
expressions could also have slightly different meanings, one name being more 
tightly associated with writing while another name with a postal address or a family.

For this reason, Frege proposed a distinction between “Sinn” and “Bedeutung”, 
that is, meaning and reference. The three expressions earlier all refer to the same 
person, but they also have separate meanings that allow speakers to concentrate on 
one aspect of the person.

Frege’s logical discoveries went unheeded by the social scientists who followed 
Likert (1932) in exploring social realities through calculating numerical responses 
from surveys. A closer reflection on Frege’s claims points to the possibility that 
people who are apparently talking about different things, such as leadership and 
motivation, are really talking about the same thing, and that there will exist semantic 
relationships between these concepts by the way they are entered into arguments. It 
is these semantic relationships that create the mathematical (or statistical) relation-
ships in the survey data. The big methodological problem was already coined at an 
early stage by Thorndike (1904), after whom it is called the “jingle/jangle fallacy”: 
In a “jingle,” there will be two groups of researchers who think they are researching 
different things. Closer logical scrutiny will show that they have simply developed 
a differing terminology, and they are actually working on the same subject. A “jan-
gle” is the opposite, a situation where groups of researchers think they are in the 
same field, but their words have actually developed different references and they are 
no longer working on the same subject (Kelley 1927).

A large study using semantic algorithms on the items that define constructs in 
social sciences was able to document the existence of widespread jingle/jangle 
problems in published research traditions (Larsen and Bong 2016). The jingle/jan-
gle fallacies are almost as predicted by Frege’s ideas, as summed up by Patricia 
Blanchette (2012): “from the Fregean perspective, two sets of sentences can have 
radically-different syntactic properties and hence be ‘logically’ inequivalent … 
while expressing exactly the same set of thoughts and hence being, from Frege’s 
point of view, logically indistinguishable. Similarly, two sets of sentences can be 
indistinguishable except for the choice of atomic terms … and yet express sets of 
thoughts that have, from the Fregean point of view, significantly different logical 
properties.”

Frege was looking for a purely propositional language that could allow a clear, 
unequivocal representation of a proposition or a judgment, and that would allow a 
comparison of how similar other expressions would be in terms of their underlying 
meanings.
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At a time when scientists were still very much concerned with the difference 
between empirical and logical truths, Frege had a pupil who sought to solve this 
problem in a radical way. His name was Ludwig Wittgenstein and the book where 
he proposed his solution is called “Tractatus Logico-Philosophicus” (Wittgenstein 
1922). His main concern was to create a philosophy of science that could clarify the 
nature of testable empirical propositions. His main aim may not have been success-
ful (also according to himself), but that is of no concern here. The important part of 
the role of semantics in survey research is that Wittgenstein and his other mentor 
Bertrand Russell needed to create a way to talk about language, facts, and 
propositions.

As shown by Wittgenstein and Russell (Russell 1922, p.  17), we can differ 
between different kinds of facts. Three types of facts are of particular relevance 
here. As a “fact,” we usually think of (1) empirical facts, as to whether it is raining 
or not. However, the reason we want to check whether it rains or not is that we can 
have different opinions on the subject. Whether someone believes it to be raining or 
not could be called a (2) psychological fact. However, to believe something and 
discuss it, as if it is raining or not, this belief must exist in the form of a proposition 
that can be communicated. One may call this a (3) “logical” fact—a proposition that 
someone is capable of believing, or discussing with others, and ultimately check for 
its truth. This was central to Wittgenstein’s “mirror theory,” the assertion that there 
must be a systematic relationship between what we propose and the facts that we 
use to support or reject a theory.

Our findings when we explore survey statistics with semantics are perfectly 
explainable through these three types of facts. The researchers set out to explore the 
empirical nature of their constructs, such as “leadership” or “motivation.” They do 
this by obtaining records of “psychological” facts, the reported attitudes of subjects 
as scores on Likert-type scales. Eventually, when the statistics are performed, the 
psychological information is filtered out and the statistical patterns are no longer 
dependent on the individuals contributing to them. But instead of being descriptive 
of the empirical domain called “leadership,” the numbers are simply reflecting the 
semantic (or logical) relationships between the item texts.

This capability in a language is the tool that helps us instruct computers today. 
The mechanical precursors to computers were textile-producing equipment using 
punch cards, as shown by the engineer Charles Babbage. But as computers got more 
sophisticated, they needed more systematic tools to instruct their operations, com-
monly referred to as “programming languages.” The pioneers of these, such as 
Herman Zuse, drew extensively on the groundbreaking work of logical calculations 
and notations developed by Frege and his British predecessor, Boole (Rojas et al. 
2000; Sluga 1987). There is an intrinsic relationship between computer languages 
and formal logic such that “when a [logical] specification completely defines the 
relations to be computed, there is no syntactic distinction between specification and 
program … The only difference between a complete [logical] specification and a 
program is one of efficiency. A program is more efficient than a specification” 
(Kowalski et al. 1984, p. 345). Computing languages are instructions to computers 
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to systematically do what humans can only follow for a short while, taking full and 
systematic account of “what we already know.”

This is the unpleasant fact that the reviewers from the survey research tradition 
seem unable to realize. Our capability to detect, decode, or construct logical “facts” 
is also tightly linked to our own meta-linguistic handicaps and the reason why com-
puters are useful tools that help us overcome our cognitive limitations.

One of Wittgenstein’s pressing arguments was that in order to be empirically 
testable, a proposition needs to be unequivocal (Russell 1922). In Wittgenstein’s 
own words (Wittgenstein 1922, p. 23), “What can be said at all can be said clearly; 
and whereof one cannot speak thereof one must be silent.” If not, we cannot fixate 
the relationship between the proposition in the language (the “logical fact”) and 
how things are (the “empirical fact”), a problem that has also been discussed by 
Smedslund (2002). Lack of precision in this respect creates ambiguities and dis-
crepancies between theory and empirical observations. In other words, we must 
seek the strictest possible ways to fix the meaning of propositions.

Both Wittgenstein and Russell knew and had improved on Frege’s work. They 
were aware, not only of the computational possibilities in formal logics, but also of 
Frege’s project trying to make the meaning of sentences primary to the logical cal-
culus. Looming above this was also the awareness of the human limitations in mak-
ing these sorts of arguments. Not only do people use language in imperfect ways, as 
Frege frequently pointed out but the logicians themselves become entangled in con-
fusing conflicts that are difficult to resolve. In his foreword to the Tractatus, Russell 
(1922, p.  19) explicitly mentions that logical calculations and derivations are 
exceedingly difficult to follow, even for a trained mathematician: “As one with a 
long experience of the difficulties of logic and of the deceptiveness of theories 
which seem irrefutable, I find myself unable to be sure of the rightness of a theory, 
merely on the ground that I cannot see any point on which it is wrong.” Or, as 
Patricia Blanchette (2012) sums up Frege’s contributions: “It is hard to say what, 
exactly, separates a good analysis from a failed attempt.” This echoes a much older 
lamentation from Heraclitus, the original inventor of the word “logics”: That ide-
ally, the laws of logics should be the same to everyone, even though in practice, it 
seems that everyone has his own (Graham 2015).

The invention and development of logic have always followed a double-sided, 
almost paradoxical track: On the one hand, we are expressing ourselves in a lan-
guage so precise and rule-oriented that everything we say may concomitantly invoke 
a host of other facts that we can infer. On the other, we easily get lost, stuck, or can-
not agree on these inferential steps. It is hard for us to make use of what we actu-
ally know.

Interestingly then, we have been able to create tools to help us here, precisely by 
turning the rules of logic into computers and programming languages. The digital 
algorithms are therefore giving us a possible mirror, not only to what we can achieve 
through logical computations but also through exposing our lack of meta-capability. 
Let us turn to the text algorithms themselves.
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 Latent Semantic Analysis and Other Text Algorithms

The close relationship between programming languages and natural languages has 
kept the computing community continuously interested in making computers deal 
with text (Schank and Abelson 1977). Readers old enough to remember the early 
DOS interface of PCs also remember the cumbersome task of instructing the com-
puter via its own language. System developers have always wanted to emulate natu-
ral languages, even after Apple and later Microsoft adopted graphical icons as 
substitutes for weird lines of commands.

The quest to make computers understand or produce human-like language has 
been labeled “Natural Language Processing” (NLP). It has made great progress in 
recent years as numerous digital appliances are now equipped with voice-controlled 
interfaces. Even if the digital gadgets are not yet matching humans entirely, Apple 
lets you talk to its digital assistant Siri on the iPhone, a Tesla car will find addresses, 
call people, or play music to your verbal commands, and Amazon’s Alexa will talk 
to you about shopping. NLP is used for tasks like automatic translation, indexing of 
information in large bulks of texts, or for easing the interface between machines and 
human users. Our future use of artificial intelligence (AI) will be dependent on suc-
cessful NLP.

A strange obstacle for NLP has been our lack of meta-cognitive abilities as 
described earlier. The first attempts at making computers relate to natural language 
consisted of a chase for rules that would allow the computer to analyze or create 
meaning in language, such as grammar and syntax.

Some approaches to NLP still make use of such information. One such that we 
have been using is an algorithm termed MI (Mihalcea et al. 2006). The MI algo-
rithm will look up words in a lexical database called WordNet (Miller 1995; Poli 
et al. 2010). WordNet is like a digital dictionary, but instead of alphabetical listings, 
it is a database where words are indexed for their semantic proximity to others. 
“Wolf” and “dog” will appear as more closely related to each other than, for exam-
ple, “ship.” In determining the meaning of a sentence, MI will identify the so-called 
parts-of-speech and map the meanings of single words within these parts.

In this sense, MI behaves a little like a human trying to learn a foreign lan-
guage—it looks up words in a dictionary (albeit an electronic one) and in a sense 
determines the meaning of a text by taking account of their syntactic relationships.

A possibly less intuitive approach is called Latent Semantic Analysis (LSA) and 
was developed as a purely mathematical approach to text analysis. One of its pio-
neers, Thomas Landauer, even claimed that it probably simulates the way language 
is learned and represented in the brain (Landauer and Dumais 1997). While it may 
not be an accurate copy of the actual cerebral mechanisms, it certainly comes very 
close to a mathematical explanation. For this reason, some more attention will be 
given to LSA than to other existing algorithms. The overview of LSA given here 
still needs to be brief and superficial, so interested readers will have to look up the 
original sources to find more details (Dennis et al. 2013; Gefen et al. 2017).
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LSA is a pure “bag-of-words” approach, meaning that it does not use informa-
tion about grammar or syntax at all. In one sense, this both echoes and contradicts 
Frege’s skepticism against using single words as sufficient containers of meaning. 
Frege claimed that the proposition in the sentence has priority over the single words 
(Sluga 1987), seemingly contradicting a “bag-of-words”-approach.  However, 
instead of “knowing” meanings of single words, LSA draws mathematical infer-
ences from a huge universe of texts, called “semantic spaces.” In practice, a seman-
tic space will have to be established by people, for example, by groups of researchers. 
These texts may consist of thousands of excerpts from newspapers or books. The 
whole purpose of this text collection is to give the algorithm access to language as 
it is actually used by people. For example, in our own research, we have used thou-
sands of articles from American newspapers. A semantic space is then generated 
from hundreds of millions of words, repeated over and over again in many contexts. 
The semantic space, however, is not the words themselves, but a statistical reduction 
applied to the relationships between all the words included in the materials.

LSA creates statistical relationships between words and the contexts in which 
they appear. It is this extraction of semantic relationships from the usage of words 
that made Landauer call LSA a mathematical theory of meaning. He thought that 
this process might be similar to what the brains of children do when they are exposed 
to the use of words in the conversations of people around them (Landauer 2007; 
Landauer and Dumais 1997). LSA creates statistical relationships between words 
and the contexts in which they appear. In this way, the “meaning” of any word is 
represented as the degree to which it can replace another word in similar contexts. 
LSA will estimate this similarity as a number, using the following calculating steps 
(the reader who is uninterested in the statistical analysis may skip the following 
paragraph):

First, LSA constructs a matrix called the “document-term” matrix (TDM), where 
each row is a word and each column is a document where this word appears. This is 
a huge matrix in which each cell contains the number of times this word appears 
within each document. The TDM is then treated with a statistical technique called 
“Single Value Decomposition” (SVD), which is akin to factor analysis. This step 
turns the big matrix into three smaller ones, usually referred to as the U, Σ, and V 
matrices where TDM = U × Σ × V. These matrices contain information about the 
documents (U), words (V), and the singular values (Σ). The singular values are now 
truncated to simplify the analysis. This step is important because the truncation 
determines the number of dimensions used to analyze texts later on. The result of 
the truncation is usually denoted as “k,” the number of singular values made up to 
describe the matrices. The number of k will determine how simplified the semantic 
space will be, compared to the original texts, and the significance of this will be 
explained further down.

LSA and similar algorithms have been used in empirical research on survey data 
(Arnulf et al. 2014; 2018a, b, c; Gefen and Larsen 2017; Nimon et al. 2015). In this 
case, the algorithm “projects” each item into a semantic space and estimates how it 
is represented in the triangular structure of U × Σ × V. The output is then the cosine 
of this relationship, a number between 0 and 1. The closer to 1, the more similar the 
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meaning of the two terms. For the two sentences “Causes have effects” and “Effects 
have causes,” LSA will return a cosine of 1.00 (if the reader wants to give it a try, an 
LSA engine can be accessed at the website lsa.colorado.edu).

In the research tradition of using Likert scales, the focus has historically been on 
the relationships between items or groups of items called scales. Building on the 
works of Cronbach and Meehl (1955), these scales have been taken as operational-
izations of constructs, such as various types of “motivation,” “leadership,” and simi-
lar theoretical objects. Over the years, a number of statistical procedures have been 
developed that analyze the quantitative properties of such scale relationships, such 
as principal component analysis (PCA) of structural equation modeling (SEM) 
(Jöreskog 1993; Kline 2005), that are purportedly able to make precise mathemati-
cal estimates of the nature of these construct relationships.

However, the Achilles’ heel of all these types of statistical modeling is that they 
use the co-variation between the items as their point of departure. All of them are 
applying correlations or covariance between the scores on the scale items as the 
input to the calculations. In other words, all the relationships in the models are sim-
ply iterations of the similarity among items in statistical terms.

In our research on survey statistics, we applied LSA to a series of commonly 
used questionnaire items. For the most part, we were able to show that the cosines 
computed by LSA can predict (Arnulf et al. 2014; 2018a, b, c) and thus even replace 
the correlations (Arnulf et  al. 2018c; b; c). While LSA is not as proficient as a 
human speaker in understanding language, it comes very close, and the “measure-
ment scales” of the researchers have been constructed to ensure performance in the 
statistical models. The result of this is that the needs of the researchers and of LSA 
converge in the way Likert-type scale surveys are constructed. We have been able to 
recreate the PCA and SEM models using semantic information alone (Arnulf et al. 
2014; 2018a, b, c; Arnulf and Larsen 2015), and such findings have been confirmed 
in independent studies (Gefen and Larsen 2017; Nimon et al. 2015).

To put it bluntly, the statistical models of survey research will most likely repro-
duce the brain’s assessment of similarity between these survey items. In the lan-
guage of Wittgenstein and Russell, the researchers collected information about 
“psychological facts”—what people believe about their bosses—to make computa-
tional models of “empirical facts”—the relationships between leadership behaviors 
and employee performance. Instead, they ended up with information about the “log-
ical facts,” the numbers describing language processing in the brains of the 
respondents.

Almost paradoxically, the semantic algorithms provide an empirical proof of 
what Smedslund’s original claims (Smedslund 1987), as explicated in a response to 
a critic (Smedslund 1988, p. 150): “that the inter-item correlations are produced 
exclusively by shared logical-semantic relations, given the taken-for-granted com-
monsense conceptual system and the taken-for-granted contextual assumptions.”

The fundamental question is why this comes as a surprise to us, masquerading as 
an empirical finding that seems useful even if it only explicates what we already 
know. It is this incredulous resistance that keeps reoccurring in our reviewers’ rejec-
tions. It is the very same intellectual fog that Smedslund’s argumentation tries to lift.

J. K. Arnulf
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 Competence Without Comprehension

But how is it possible that we know without knowing that we know?
This is a topic that has frequently been addressed in psychology as “meta- 

cognition,” the demonstration that we are usually much better at doing things than 
explaining HOW we do them. Language is itself the best case in point: While most 
adults are quite able speakers of their native languages, they have a much harder 
time explicating the rules that apply. Foreign students of German are frequently able 
to quote grammar rules that sound baffling to native speakers, who apply them with-
out giving it a thought.

This phenomenon is the core point of a recent essay by the American philosopher 
Daniel Dennett where he compares Darwin’s theory of evolution to the development 
of Artificial Intelligence as proposed by the logician Alan Turing (Dennett 2012). 
Dennett finds that the two share a common explanation, that of “competence with-
out comprehension.” This signifies how intelligent systems develop capabilities that 
the system itself cannot explain. In fact, from a computational point of view, the 
output of the computations usually shows no resemblance to the machinery that 
brought the computations about.

Specifically, the DNA code of species can be compared to computer algorithms. 
Alan Turing laid the foundations of computing science in 1936 by proving that “It 
is possible to invent a single machine which can be used to compute any computable 
sequence.” The building blocks of the Turing machine were simple pieces of infor-
mation (0’s and 1’s) with rules of combinations, very much inspired by the works of 
Frege (Beeson 2004, p. 6). In the same way, the DNA molecule stores and expresses 
information by long combinations of the simple base-pairs of G–C (guanine–cyto-
sine) and A–T (adenine–thymine).

In other words, observable biological phenomena—such as the brain’s ability to 
produce language—are products of calculations, but the calculations themselves are 
usually not apparent to the speakers.

The experience of invariant calculations still appears to the speakers now and 
then. The notion of “logic” is one such phenomenon. The Greek philosopher 
Heraclitus living around 500  BC is usually credited with coining the term. He 
observed how the universe seemed structured as a universally consistent language 
because there seems to be a lawful consistency in meticulous descriptions of nature. 
As he pointed out, the way up and the way down is the same way. It was our ten-
dency to lose this out of sight (and hence the need to remind us of their identity) that 
made him issue the warning already quoted earlier, that although “this Word is com-
mon, the many live as if they had a private understanding” (Graham 2015).

This seemingly dual nature of logic has haunted our intellectual efforts ever 
since: One the one hand, there appears to be an independent lawfulness of the rela-
tionships of words and expressions to each other. On the other hand, it is as if the 
individual always struggles and frequently fails to live by these rules. Although as 
children we are quick to absorb and use the regularities of language, most of us 
struggle to use them perfectly. And, most importantly, we seem not to entirely grasp 
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the full implication of the logical linkages that language provides, as per Russell’s 
comment in his foreword to Wittgenstein’s Tractatus, that stringent scrutiny of a 
logical theorem was tough even to a trained logician.

This struggle has kept philosophy in a continuous pendulum between logical 
rationalism—the claim that observation is unnecessary as most problems can be 
solved through thinking—to theory-rejecting empiricism that distrusts products of 
the mental apparatus, trusting only what can be measured (Markie 2017). One core 
proposition in Smedslund’s work is that psychology will always be entangled in the 
intricacies between logical and empirical questions, where researchers keep looking 
for empirical questions, only to rediscover what was logically necessary.

This is where I believe that our discoveries using text algorithms may help us 
forward. Text algorithms like LSA take a purely calculative approach. Even if these 
calculations themselves take only seconds in a prepared semantic space, they may 
model the way a child’s brain calculates the meanings of words during the years of 
exposure to its native language. Landauer already pointed out how LSA can solve 
“Plato’s paradox”—the fact that children can know so many words for things that 
they have never actually encountered in real life (Landauer and Dumais 1997). 
These words are calculable from their semantic networks with other words. An 
increasing vocabulary implies an increasing differentiation and resolution of details.

In the tradition of Frege and Wittgenstein, it is interesting to ask the seemingly 
hopeless question: “How many things are there in the universe?” The answer is that 
it depends on the respondent’s conceptual richness. A simple answer may be that 
there is only one—the universe. Any attempt at specifying more numbers will 
depend on words that differentiate—round things, blue things, heavy things, small 
things, and so on.

The practical implication of this is that our level of details in linguistic compe-
tence may drown speakers in the details of language, losing its inherent calculative 
relationships out of sight. Because, as my son once pointed out to me, “there may 
be many things in the universe that do not have words attached to them, but all 
words will also be related to other words.” To be a meaningful word, any word needs 
to be defined in terms of others. Our language is thus a huge semantic network 
where all words are by necessity logically linked to others, however distantly. As 
our vocabulary increases, we can keep reiterating statements and fall victim to the 
idiosyncrasies as noted by Heraclitus and Russell and finally look bewilderedly for 
empirical facts to support our arguments and settle our disputes. We are locked 
inside Smedslund’s labyrinth.

One may think of our semantic network as an enormous crossword puzzle where 
all words are fixed in their mutual relationships. With our cognitive constraints, we 
cannot see this—which is why most people find crosswords difficult to solve when 
the fields are empty, but recognizable as correct when the letters are filled in. In real-
ity, it may be more like a giant Sudoku, where the meaning of any expression will 
be mathematically fixed by its relationship to all other measures. Psychological 
theories, then, are frequently not theoretical generalizations of empirical observa-
tions. Instead, they may simply be logical iterations of already given propositions. 
As theory is argued by its authors, the concepts involved are defined in terms of each 
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other, and the relationships become self-evident or tautological (Semin 1989; 
Smedslund 1988, 1994, 2015; van Knippenberg and Sitkin 2013). The authors and 
their readers are unaware of the fact that they are merely iterating truths given by the 
conditions. Like solvers of crossword puzzles, they do not see the solution as self- 
evident, but simply sense their own cognitive effort paired with a feeling that the 
line of thinking is reasonable.

At this point, I want to return to the issue of the k dimensions in LSA, as described 
in the section earlier. If the number of k is very low, the LSA algorithm will tend to 
simplify everything and estimate higher degrees of similarity between texts, such as 
sentences. If the number of k is very high, the algorithm may fail to detect similari-
ties until texts become very similar.

Consider the following examples:
If we enter the sentences “Your dog is loose and runs around,” “Your hound is 

roaming about,” and “A rabbit sleeps in its hole,” the LSA algorithm will detect the 
differences between them. If we set k to 300, the algorithm will find the sentences 
with the synonyms “hound” and “dog” very similar, as their cosine will be 0.75, 
while only 0.40 or 0.33 with the sentence about a sleeping rabbit. However, if we 
reduce the number of k to 10, the similarity between the two first sentences increase 
to 0.95, but the rabbit is now also estimated at 0.82 with the sentence about the dog. 
It is as if LSA looks meticulously at sentences and determines that they are related 
but not the same when k is set to 300. When k is reduced to 10, LSA seems to make 
less differentiated, almost sloppy judgments—these are all sentences about some 
kind of animal in a location.

Using k = 300
Your dog is loose and 
runs around

Your hound is 
roaming about

A rabbit sleeps in 
its hole

Your dog is loose and 
runs around

1 0.75 0.40

Your hound is roaming 
about

0.75 1 0.33

A rabbit sleeps in its hole 0.40 0.33 1

Using k = 10
Your dog is loose and 
runs around

Your hound is 
roaming about

A rabbit sleeps in 
its hole

Your dog is loose and 
runs around

1 0.95 0.82

Your hound is roaming 
about

0.95 1 0.67

A rabbit sleeps in its hole 0.82 0.67 1

The effects of the differences in k dimensions of LSA are reminiscent of the 
jingle/jangle fallacies mentioned earlier, where similar concepts exist under differ-
ent names, and similar names refer to very different concepts. It is also relevant to 
Frege’s distinction between Sinn and Bedeutung (meaning and reference): The 
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 precise meaning of a word in the sense of its reference may in practice be a matter 
of precision. A roaming hound may mean something different from a running dog. 
Depending on the context, it may also mean the same—even being similar to a rab-
bit sleeping in a hole.

This calculative capacity of language is exercised whenever we are trying to 
solve a crossword puzzle. Expressions may mean the same or be distinct, but it 
frequently requires an intellectual effort to determine this as the calculations of 
linguistics do not always come as effortless options (Kahneman 2011).

The semantic calculations of the brain are remarkably flexible and precise at the 
same time. It seems that they are capable of loosening the semantics restrictions 
almost entirely, as when forming poetry and allegories. The meaning of an allegory 
is precisely not what it is “about,” as in Shakespeare’s famous sonnet: “Shall I com-
pare thee to a summer’s day?” We can enter this in LSA (helping the modern 
day algorithm by replacing “thee” with “you”), and test its similarity with two inter-
pretations: One is a poetic transcription, “I find you warm, bright, and lovely,” the 
other a more concrete explication: “Your name may be June.” Although LSA sees a 
possibility that Shakespeare is addressing someone named June (cosine = 0.40), it 
finds it more likely that the poet refers to the personality of the interlocutor 
(cosine = 0.67).

Our linguistic capabilities are thus at the same time a product of precise and 
complex calculations but also leave us mostly aware of probabilistic results with 
wide room for error and individual interpretations. Being competent without com-
prehension, in Dennett’s words, we find ourselves locked in a labyrinth of semantic 
networks that appear as logical lawfulness, without being able to overlook it.

Our languages are collective, cultural accumulations of words in which all state-
ments need to be implicitly locked into all other statements to be intelligible. The 
individual does not have access to this complexity due to lack of meta-cognitive 
capacity—we merely have competence, but not comprehension. In the statistical 
models created by the responses to Likert-type scale items, the machinery of the 
competence reappears as patterns of correlations. This is an instance of “the wisdom 
of crowds” because it will be the mean response pattern that carries the signal. 
Individual response protocols seem to contain a lot of semantic noise, as Heraclitus 
would have recognized.

In our data, it usually takes a few hundred respondents to approximate the struc-
tures suggested by the algorithms. If we use only native speakers of English, they 
will approximate the LSA results quicker than speakers of other languages, but 
hundreds of Norwegians and even Chinese eventually arrive at the same quantitative 
structures as predicted by algorithms in American English.

There may even be a linguistic relativity phenomenon in here somewhere: 
Chinese responding in Chinese are slower to approach the LSA-predicted semantics 
than Chinese in English (Arnulf & Larsen 2020). Chinese as a language is far looser 
in its semantic restrictions than Indo-European languages (Harbsmeier 2007), while 
Germans responding in German seem to comply with the LSA-predicted semantics 
far quicker than even native English speakers. That may be one reason why German 
speakers like Frege and Wittgenstein were pioneers in analytical philosophy, and 
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why Chinese do not even actually have an indigenous word for “logic” (Nisbett 
et al. 2001; Norenzayan et al. 2002). Instead, ancient Chinese philosophy articu-
lated a skepticism toward language as a tool, seeing that it has only limited capabil-
ity to contain truths about the world (Feng 2015). Some languages may simply 
structure the output in ways that makes the computational underpinnings more obvi-
ous to the speaker than others, making the ancient Greeks like Plato embrace ideal-
ism while the Chinese discarded it.

 Wittgenstein’s Revenge as a Way out of Smedslund’s 
Labyrinth

I have titled this chapter “Wittgenstein’s Revenge” because despite his and Russell’s 
fame in the 1920s, their call for more stringent philosophical cleaning of research 
questions went unheeded, at least in psychology. While the behaviorist movement 
did call for a more skeptical treatment of non-observable phenomena, these were 
re-introduced from physics (Bridgman 1927) through the concept of “operational-
ism” (Boring 1945). Operationalism allowed constructs to be defined through the 
procedures used to measure them. This instigated Cronbach and Meehl to introduce 
a 50-year long hegemony of empiricism, sanctioned explicitly by the methodologi-
cal conventions of the American Psychological Association (AERA et  al. 2014; 
APA 1954; Slaney 2017; Slaney and Racine 2013).

This empiricism gained momentum from the increasing access to advanced sta-
tistical models in computing that made factor analysis and structural equations the 
preferred tools of any researcher who wanted to gain tenure in quantitative research. 
The need to resort to painful philosophical reflections on the empirical versus logi-
cal nature of the research questions seemed to be omitted. One could simply turn 
any question into a 7-point Likert-type scale, gather responses and begin the com-
puting. It did not, and still does not seem to matter that the nature of the numbers—
the what of what’s being measured—is usually not a part of the discussion and 
harder to explain than the statistical operations themselves (Lamiell 2013; Mari 
et al. 2017; Maul 2017).

It is therefore ironic that the main heritage of Boole, Frege, Wittgenstein, and 
their contemporaries was kept alive in the computing tools themselves—in hard-
ware as well as in the software. As all human work processes are increasingly 
becoming subject to digitalization, the original projects of the logician pioneers 
seem reintroduced into the research process itself. The phrase “Wittgenstein’s 
revenge” may be overly catchy, but I believe there is an opportunity to reappraise his 
tradition in empirical research through the digitized tools of formal logics (hence 
the idea that he is coming back with a vengeance).

At first glance, it may seem as if our empirical research, in supporting Smedslund’s 
argumentation, maybe just as much a vindication of Frege. However, I think there is 
a line of development from Boole through Frege to Wittgenstein that is so far 
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 unexploited in psychology. Boole saw that logical operation could be formalized 
into computations. From there, Frege moved on from mere operators to the calcu-
lated analysis of propositions—analyzing not only logical but semantic relation-
ships. Finally, while he recognized these previous attempts, Wittgenstein was not 
satisfied with remaining in the field of logic. He raised the question about the limits 
of language as a container of scientific knowledge, saying that “In logic nothing is 
accidental: If a thing can occur in an atomic fact the possibility of that atomic fact 
must already be prejudged in the thing” (Wittgenstein 1922, prop. 2.012). 
Furthermore: “The proposition is not a mixture of words (just as the musical theme 
is not a mixture of tones)” (prop. 3.141). Words cannot be haphazardly blended, but 
will only be meaningfully combined in combining the logical/semantic properties 
that are already given in the definitions of the words themselves. The possible com-
binations of relationships are vast, but in themselves fixed. Wittgenstein located the 
“mysterious” in realities that certainly exist but that defy logical description, and 
famously warned against discussing it. This is a locked universe of meaning that we 
cannot escape.

Or maybe we can. Russell commented (Russell 1922, p. 18) that “after all, Mr. 
Wittgenstein manages to say a good deal about what cannot be said, thus suggesting 
to the skeptical reader that possibly there may be some loophole through a hierarchy 
of languages, or by some other exit.” One reason for our lack of escape from 
Smedslund’s labyrinth has probably been our lack of an impartial, third-party judg-
ment of logical or semantic truths. Now that the algorithms have come closer than 
ever to Leibniz’s dream of the “calculus ratocinator,” they could provide a tool for 
exploring the no-man’s land between the semantic and the empirical, targeting and 
describing our cognitive barriers.

Toolmaking has helped humans overcome many types of shortcomings before, 
increasing our physical strength and our traveling capabilities. As we are improving 
our cognitive tools, we may also be expanding our empirical reach into what was 
earlier the exclusive realm of philosophy. As we improve our capability to apply 
digital analytics not only to the observations but to our theories and research ques-
tions themselves, we may be making real progress in differing between logical and 
empirical questions.

It may also help us explore the fascinating details of why we fail to comply with 
semantic and logical guidelines. A growing body of psychological knowledge has 
documented our cognitive shortcomings and driven the notion of “rational man” out 
of economics, a field covering two Nobel prizes in economics (Kahneman 2011; 
Simon 1957; Todd and Gigerenzer 2003; Tversky and Kessell 2014). The semanti-
cally expected is not uninteresting, whether in itself as documenting the brain’s 
seemingly effortless and yet very precise linguistic parsing capabilities (Michell 
1994), or even more as an impartial yardstick for assessment of our failure to com-
ply (Gebotys and Claxton-Oldfield 1989; Kahneman and Tversky 1973; Tversky 
and Kahneman 1974).

J. K. Arnulf
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 Conclusion: Does it Matter?

This chapter started out describing the disbelief of reviewers confronted with the 
fact that their research objects were predictable a priori. My interpretation of their 
individual reactions was that they were being “competent without comprehension.” 
The bigger challenge—that of the scientific community—has been its entanglement 
in a failure to recognize the difference between logical and empirical problems as 
described by Smedslund. As we and other researchers have shown repeatedly in 
recent years, we now actually may have the tools that could help us explore these 
questions, clear unnecessary confusion, and make way for real progress in 
psychology.

As a small practical example toward the end, I just want to share the way that I 
personally apply this new type of knowledge as a practical approach to one of my 
teaching fields, leadership development.

During the introductory part of the session on leadership with experienced man-
agers, I will frequently introduce myself as a researcher on leadership. I then ask the 
audience if they think it is meaningful to do research on whether good leadership 
creates better results in organizations. The usual response is a solemn acceptance of 
this kind of research. I ask them to define “leadership,” and most definitions they 
come up with contain “results” in them, typically in the form of “achieving goals by 
cooperation” or something like it. In that case, I say, they should also endorse doing 
research on what it is about Mondays that creates Tuesdays. If “achievement” is part 
of the definition, one cannot research whether leadership creates some kind of 
achievement. We have already decided that as part of the definition (van Knippenberg 
and Sitkin 2013).

One could easily ridicule the management field for falling victim to thoughtless 
fads and types of “consultant speech,” but this fails to recognize the more important 
point that we are all competent without comprehension. We become trapped in real 
problems and get locked inside versions of Smedslund’s labyrinth by being compe-
tent without comprehension. The resistance of the reviewers when faced with these 
possibilities may have been fueled with a sense of rejection, that the efforts were all 
in vain as instances of “hard obscurantism” (Elster 2011).

I believe that the human mind is locked in behind its own cognitive limitations. 
These limitations may not have played a big role in the natural habitat where homo 
sapiens emerged. As we have placed ourselves in an increasingly complex system 
of behavioral, technological, and economic feedback loops, there may be a real 
need for us to understand these limitations (Harari 2015; Senge 2000; Soros 2006). 
Our digital crutches are evolving fast and playing into most areas of social decision- 
making. Psychological research aimed at understanding how our cognitive limita-
tions relate to our new tools will hopefully contribute in keeping the developing 
technology a servant instead of a master.
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