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Abstract

School Dropout is a severe problem for educational insti-
tutions. Institutions need to be able to measure and reduce
dropout rates. Currently, annual expenses with dropout
reachR$ 415million in Brazilian currency. The purpose of
this article is to identify the factors that affect students who
drop out of the University of Brasilia (UnB) and Machine
Learning to provide a model for predicting which students
will drop out of undergraduate courses. With this, actions
can be taken to reduce the dropout rate. The result of this
work demonstrates that the courses with the most credits
(workload), longer time to complete (5–6 year courses)
and student’s poorer academic performance (poor grades)
influences student dropout rate. Also, social factors, such
as quota holders or non-quota holders, also influence the
dropout rate of undergraduate students at the University
of Brasília (UnB).
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28.1 Introduction

Dropout is an increasingly complex social problem for educa-
tion professionals. You need to know why some students are
unable to complete their studies. Several factors can influence
school failure, such as: economic, social, family, educational
condition, psychological profile, among others. For this rea-
son it is a problem that is difficult to solve [2]. According to
Rumberger [29], dropping out is seen as a socio-educational
problem, and most people who drop out of school limit their
economic well-being and lifelong social growth severely.
The consequences of this can lead to billionaire costs for
governments.

In Brazil, dropout is a serious problem, not only social,
but also financial. Due to the containment of spending and
budgetary constraints that the current government has made
on education, the investments made in the educational area
must have the desired effect. Currently, fewer undergraduate
students complete the course. Expenditure generated by the
dropout rate in federal educational institutions is around R$
415 million [24]. Brazilians agree that the Public Federal
Brazilian Universities high dropout rates require urgent so-
lutions as do the appallingly low levels of work readiness for
a large number of people. Even educators, educational man-
agers and policy makers agree that the Educational System is
in desperate need of reform [20].

Several studies were carried out in the area. Among them,
one of the main ones that seeks a solution to this problem,
focusing on the causes and possible interventions, is the
path analysis model proposed by Tinto [32]. The model
suggests that student social and academic integration in the
educational institution is one of the main factors that de-
termine the success and completion of the course. In the
educational context, DataMining (DM) is called Educational
Data Mining (EDM). EDM is concerned with developing
methods for exploring data in an educational context using
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methods to understand better students and the settings in
which they learn. EDM techniques can be used to create
predictive models [26].

Due to the complexity of analyzing the many factors that
lead to school dropout, the use of theMachine Learning tech-
nique is one of the most effective ways to obtain the desired
results in containing this condition. Machine Learning serves
as a fundamental tool for information extraction, data pattern
recognition, and prediction [15]. Several classification algo-
rithms provide a better level of accuracy (neural networks,
SVM, k-means, and others.). All of these algorithms are
black-boxed, meaning they hide algorithm details but pro-
vide excellent accuracy and facilitate the implementation of
predictive models [11].

Annually at the University of Brasília (UnB) an average
of 12,600 students enter. In 2017 UnB had a total of 53,657
students [8]. The UnB Teaching and Undergraduate Degree
(DEG) Has developed some studies to verify the dropout
of students in some undergraduate courses. In these studies,
were evaluated students who entered from 2002 to 2008.
The survey concluded that according to the course, students
dropout rate is over 50% [7]. The objective of this work is
to verify the amount of school dropout in the undergraduate
courses of UnB. This paper presents a future forecast of the
percentage of students who not finish their undergraduate
degree at UnB. This analysis enables UnB to draw up a plan
for improving its student retention policy and provide an
overview of the courses that have the highest dropout rates
and lead to the undergraduate degree (DEG) discussion on
how to improve our performance and motivate our students
to complete their courses.

28.2 Background and RelatedWorks

Data Mining (DM) is the analysis of a dataset to find rela-
tionships and summarize data in new ways that are under-
standable and bring business benefits. Data mining is called
a “secondary” data analysis because it deals with data that
has already collected. Usually, no new data is created [17].
The main goal of DM is to discover relevant patterns and
knowledge from a large amount of data. Data sources can
range from structured data stored in databases to unstructured
data [16].

To make predictions and discover patterns through DM
several tasks can be classified into two categories: descrip-
tive and predictive. Descriptive DM tasks characterize data
properties in a target data set. Predictive DM tasks use
induction in current data to make predictions [16]. Data
mining, usually defined in the broader context of Knowledge
in a Databases (Knowledge Disco-very in Databases-KDD).
KDD is a multi-step process [17]: (1) Data selection: The

data needed to solve the problem to be solved by the DM is
selected. (2) Data preprocessing: The data obtained must
first be pre-processed to transform it into an appropriate
format for mining. Some of the main preprocessing tasks
are: cleanup, attribute selection, attribute transformation, data
integration, and others. (3) Data Mining (Pattern Extrac-
tion): This is the intermediate step that identifies the entire
process. During this step, Are applied data mining techniques
to pre-processed data. (4) Post-processing: This is the final
step in which the results obtained or model are interpreted
and used to make decisions relevant to the business area.

An essential step in the DM process is the search for the
relationship between the attributes to have useful represen-
tations of some aspects of the data. This process involves
some steps [17]: (1) Determine the nature and structure of
the representation to be used; (2) Decide how to quantify
and compare how different representations fit the data; (3)
Choose an algorithmic process to optimize the scoring func-
tion; (4) Decide what data management principles are needed
to implement the algorithm efficiently.

Educational Data Mining (EDM) is an application of DM
techniques for educational problems. The goal is to solve
problems and challenges in the area of education. EDM has
been a large area of research were several areas of knowledge
that seek to analyze the large volume of educational data to
solve education problems [27]. The EDM process transforms
raw data into potentially relevant data for analysis of educa-
tional research involving DM. The steps for data analysis are
similar to other areas. Are done preprocessing, data mining,
and post-processing. EDM uses the same rules as DM, such
as association rules, text mining, and more. Besides, EDM
has been making discoveries with modeling and integration
of structured modeling psychometric variables. These tech-
niques are uncommon in DM [27].

EDM aims to improve the learning process and gain
a deeper understanding of educational phenomena. These
phenomena are difficult to quantify because there are a
multitude of different types of data available [27]. EDM is an
emerging discipline that is increasingly developing methods
for exploiting large-scale unique data from the educational
context, using methods to understand better students and the
settings in which they learn [27]. Today there is a wide variety
of educational systems and environments: classrooms, LMS
e-learning, online education systems. It is also available a
significant content of online learning such as quizzes, forums,
virtual environments, among others, which are increasingly
used in the educational context. This wealth of tools and
contentmakesmore andmore information available for EDM
to review [27].

Machine Learning is the technique of teaching the ma-
chine to learn—by changing its structure—in programs or
data so that its expected future is an improvement in perfor-
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mance. Such changes involve recognition, diagnosis, plan-
ning, robot control, predictions, among others [23]. The
machine learning technique is designed to make computers
adapt to specific actions to improve accuracy, and the ma-
chine can learn by itself the pattern taught to it [21]. To be
effective, active machine learning involves several different
disciplines, such as [23]: (1) Statistics: This is the discipline
that selects the samples that should be used for machine
learning. (2)Mental Models: This is the area that studies how
closely machine modelers approach the way living brains
learn. (3) Adaptive Control Theory: It is the discipline that
studies the problem of controlling a process with unknown
parameters that must be estimated during the operation. (4)
Psychological Models: Study the performance of humans in
various learning tasks. (5) Artificial Intelligence: It is the
discipline that is concerned with machine learning. (6) Evo-
lutionary Models: It is the discipline that studies techniques
that model certain aspects of biological evolution and applies
this to machines to improve the performance of computer
programs.

28.2.1 RelatedWorks

Márques et al. [22] compared the algorithms for data mining
using a new approach called ICMR2. The focus of the work
is to verify the causes of dropout for university students.
The purpose of the ICMR2 approach is to determine which
students are more likely to drop out and why. The developed
methodology has the purpose of improving the prediction
of possible school dropouts of students. The results of this
study show that the algorithm created was able to predict the
dropout of students from four to 6 weeks. It is reliable enough
to be used with production data. Breiman [4] presents in his
paper the definition and use of the Random Forest algorithm,
one of the most commonly used algorithms in Data Mining.
The Random Forest is defined as a classifier where each
tree casts a vote for the most popular class among database
attributes. Random Forest is a useful forecasting tool.

Archambault et al. [3] presented a case study using sam-
ples from French Canadian students to assess, through statis-
tical analysis, the engagement of these students and prospects
of dropping out. A multidimensional approach is used to an-
alyze the study, which analyzes the student through multiple
attributes [3]. This study was able to predict the dropout rate
reliably. Of the three specific dimensions, only behavioral
engagement made a significant contribution to the predic-
tion equation. The study also concludes the robustness in
multidimensional quantitative attributes for student predic-
tion. According to Cornell et al. [6], one of the factors
affecting dropout, especially at the elementary and middle
levels, is bullying. This study demonstrates how bullying can

affect student permanence in school, hamper their academic
growth, and further professional development. The study
concludes that high school bullying is one of themajor factors
that negatively affect student performance and is the main
variable by which students drop out of school.

Ge et al. [15] provided a review of data mining and
analytical applications in the industry in recent decades. Are
explored eight unsupervised algorithms and ten supervised
algorithms. Several perspectives are highlighted and dis-
cussed about the analyzed algorithms. It has been found that
in addition to supervised and unsupervised approaches, semi-
supervised machine analysis has recently been introduced,
which become more popular soon. According to Romero and
Ventura [28], Educational Data Mining (EDM) is concerned
with developing methods for exploiting unique types of data
from the educational environment. EDM differs from DM
in using specific techniques for analyzing educational data.
The article provides an overview of EDM, along with appli-
cations, tools, and future perspectives. The work by Shahiri
et al. [30] aims to systematically review the literature on
student performance prediction using data mining techniques
to predict student performance better. This article focuses
on how to select attributes for educational data mining. The
article demonstrates that most researchers use cumulative
grade point average (CGPA) and internal assessment as the
data set for forecasting. The most used method in EMD is
the classification method. The most commonly used clas-
sification techniques are: Neural Networks and Decision
Trees. These two techniques are often used to predict student
performance. The work presented by Fernandes et al. [14]
presents a predictive analysis of the academic performance
of public school students in the Federal District of Brazil
during the 2015 and 2016 school periods. Data were collected
from each school year for the analysis. The model used was
the Gradient Boosting Machine (GBM). The result of this
research showed that while attributes such as ‘class’ and
‘absences’ were the most relevant for year-end forecasting,
the academic results of demographic attribute performance
reveal that ‘neighborhood’, ‘school’ and ‘age’ are also po-
tential indicators of a student’s academic success or failure.

The result of this work differs from previous work in that it
analyzes a specific context in which it analyzes a sample that
contains data from students of undergraduate courses at UnB.
This sample contains the negative student grades (below the
passing grade), the university entry form, whether or not the
student is a quota holder, and the number of course credits.
These variables were relevant in the analyses performed in
this work to verify the possibility of the student completing
his undergraduate course or leaving it before its conclusion.
It is possible to state that students with grades below the
average required to pass a course, quota holders and who
have taken courses with a higher amount of credits, have a
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greater tendency to drop out of their courses. In this paper,
we analyzed several models for problem-solving, and the best
model for predicting school dropout was the GBM model,
also used in production developed by Fernandes et al. [14].

28.2.2 Method

This paper presents a case study carried out in the con-
text of the University of Brasília. References for this study
were searched using the Web of Science database. The re-
searched papers cover the period from 2009 to 2019 [13].
(1) “data mining and school dropout”—6 results; (2) “school
dropout”—17 results; (3) “data mining”—26.047 results; (4)
“school dropout” psychology area—191 results. The inte-
grated model and evidence validation were used to integrate
the main papers addressed in the researched areas. Were
used the coupling approach and the co-citation approach. The
software used to form the research networks was VOSviewer
1.6.11, which reads the database. In this paper, we used the
database Web of Science. We generated a bibliometric map
containing the primary references of each of the searched
topics [33].

28.3 ProposedMethodology

The Cross-Industry Standard Process for Data Mining
(CRISP-DM) reference model provides an overview of the
life cycle of a DM project. It consists of several phases
that provide a faster, more reliable data mining process
with greater management control [5]. The CRISP-DM
model contains the phases of a project, their respective
tasks, and the relationship between them. The life cycle
of a data mining project consists of six phases [5]: (1)
Business Understanding: This early phase focuses on
understanding project objectives and requirements from a
business perspective, and then converting this knowledge
into a data mining problem definition and preliminary plan
designed to achieve the goal. (2) Understanding the data:
It begins with an initial data collection and proceeds with
activities to familiarize it with the data, identify the data
quality problem, discover first data ideas, or detect interesting
subsets to form hypotheses for hidden information. (3) Data
Preparation: Covers all activities to build the final data
set from the initial raw data. Data preparation tasks can
be performed multiple times. Tasks include configurable
selection, attribute registration, transformation, and data
cleansing. (4) Modeling: Modeling techniques are selected
and applied and parameters are calibrated for optimal values.
You must return to the data preparation phase until you
reach a suitable model. (5) Evaluation: At this stage, the
appropriate model is built, but before it is put into production

it is necessary to evaluate it in more detail to ensure that
it adequately meets business objectives. (6) Deployment:
Consolidates the knowledge discovered with the model to be
created. The goal is to consolidate knowledge about the data
and present it in a way that can be useful to the business. It
is essential to develop a model monitoring and maintenance
plan to prevent misuse of mining data and to keep the model
always up to date.

Initially, the understanding of the business be presented.
That is, all the contextualization about school dropout fo-
cused on UnB, what problem it generates, and how the use
of Data Mining helps the process to minimize the level
of school dropout. Later the analysis and understanding of
the data will be made. The data used will be data from
students and undergraduate subjects, which will be useful
for subsequent verification of the percentage of dropout in
UnB courses. After defining and understanding the data to
be used, the attributes should be selected and the necessary
transformationsmade to use this data in themodel that will be
created. After data preparation, model design, training, and
testing are required to verify that the model has acceptable
levels of accuracy. In this step a training mass, an evaluation
mass and a test mass are selected. Having a satisfactory
result, this model is put into production for future predic-
tions, otherwise a better understanding and selection of data
mass attributes is required. The predictive model is created
using some classification algorithms. Some algorithms with
a supervised approach be selected. The efficiency of each
algorithm be shown, and a comparison is made between each
model created.

28.4 Results

28.4.1 Data Analysis

The Integrated Graduation System (SIGRA) [9] is the current
UnB system that has data on undergraduate students, from
mention, subjects to school history. This system uses the BD-
Siac database, which is stored on a Data Base Management
System (DBMS) SQL Server [31]. The data used were taken
from this base through the SQL language [25]. The tables
used in this database are presented in Table 28.1.

Table 28.1 Database tables used

Tables Description

TB_Aluno Table with student’s personal data

HEQuadroResumoGra Table that keeps the history of the
students

Opcao Table that holds the course options

DadosOpcao Student option data

Curso Table that holds the courses of UnB
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The data taken from these tables aims to create a sample
of students who did not complete the course and those
who graduated. The most relevant data for school dropout
prediction are the ones related to the student’s school history
and social condition. The total attributes found with the
SQL query against the tables returned 156 attributes. The
identifiers (ID) and foreign keys for each table have been
removed. All attributes about date except the year of birth
were taken from the mass of data that generate the model.
Attributes that identify a student such as: academic record,
parent’s name, address, telephone, among others, were also
removed. A descriptive analysis was performed with Pear-
son’s correlation coefficient, and the attributes that had a
high correlation with each other were removed to avoid the
model generating overfit. The attribute DadForSaidOpc was
defined, which represents the classifying variable that shows
graduated students and those who left the undergraduate
course. With the remaining attributes, a relevance analysis
was performed between all attributes and the classifier at-
tribute. The selected attributes are explained below:

• aluforingunb Shows student entry form;
• alupne Shows students who are or are not handicapped;
• aludtnasc The date of birth of the students;
• alucotid Checks which students are or are not quota hold-

ers;
• alumunicipio Shows the students municipality;
• alupassaporte Checks whether or not the student has a

passport;
• OpcCredFormat Amount of credits to graduate;
• OpcMinPermMinimum period of stay in the course;
• OpcMaxPerm Maximum length of stay in the course;
• SumTR Number of times the student has locked a disci-

pline;
• SumTJ Number of times student justifiably locked course;
• SumSR Number of occurrences the student obtained SR;
• SumII Number of occurrences the student obtained II;
• SumMI Number of occurrences the student obtained MI;
• SumDP Number of occurrences in which the student was

dismissed from any discipline;
• SumCC Number of times the student has earned credits;
• SumAP Number of Student Approvals;
• SumSC Selective subjects courses;
• Duracao Duration of each subject;
• Turno Course shift (morning or evening);

Figures 28.1, 28.2, and 28.3 show the graphs showing the
percentage of students graduated and not graduated accord-
ing to the amount of grades. The terms used in this study are
classified as: No Performance (SR), Lower (II) and Lower
Average (MI) [10]. It can be seen that the higher the number
of negative grades, the greater the chance of dropping out of
the course.

Fig. 28.1 Dropout and graduated with quantitative notes SR

Fig. 28.2 Dropout and graduated with quantitative notes II

Fig. 28.3 Dropout and graduated with quantitative notes MI

28.4.2 Data Preparation

From all the selected attributes, those that most contribute to
verifying the student’s chance to drop out of the undergrad-
uate course were selected. Attributes that have null values
that are numeric have been replaced by “0”, and those that
are alphanumeric have been replaced by the character “A”.
It can be noted that the attributes such as student grades,
quota holder or not, form of admission, foreign student or
not, student social status, among other attributes, define the
abandonment or retention of the student in undergraduate
(Fig. 28.4).
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Fig. 28.4 Variable importances

Fig. 28.5 Validation performance data resume from GLMmodel [12]

Fig. 28.6 Validation performance data resume from GBM model [12]

28.4.3 Model and Evaluation

The model used was a model belonging to the supervised
classification. We used the H2O package [1] with some al-
gorithms to predict future school dropouts. (1) GLM: Gener-
alized Linear Model; (2) GBM: Gradient Boosting Machine;
(3) SVM: Support Vector Machines; (4) RF: Random Forest.
For the generation of the model, we used a data sample with
a total of 35,646 students, who graduated or dropped out of
UnB between 2006 and 2018. we separated this sample into
three parts: 50% for training, 30% for validation, and 20%
for testing. Data were applied to the GLM, GBM, SVM, and
RF models [12]. Each of these models generated a specific
confusion table with the hit and miss rates, as shown in
Figs. 28.5, 28.6, 28.7, and 28.8.

Of the four models analyzed, the models that had the high-
est accuracy were the GBM model and the RF model. Due
to the lower number of errors of graduated and abandoned
students, the GBM model was chosen to deploy. The ROC
curve of the GBM model had an accuracy of 86% with the
attributes chosen for its construction, as shown in Fig. 28.9.

Fig. 28.7 Validation performance data resume from SVMmodel [12]

Fig. 28.8 Validation performance data resume from random forest
model [12]

Fig. 28.9 ROC curve for validation metrics [19]

Applying the GBM model to undergraduate students at UnB
from 2017/1, the dropout rate of undergraduate courses was
around 54%. The output files were created in csv format
by RStudio [18] with prediction and evasion probabilities.
The prediction made by GBM shows that above 50%, the
algorithm predicts that an undergraduate student will drop
out of University. This work shows that measures to contain
the dropout rate at UnB are necessary; for example, a more
detailed monitoring of students who are more likely to drop
out.

28.5 Conclusion

The objective of this study was to predict the dropout of
undergraduate students from UnB. From the results achieved
with the GBM model, it was possible to predict, with an
acceptable confidence rate, whether the student will evade
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or graduate from the undergraduate course. The CRIPS-DM
model used in this paper collected data from the SIGRA
system databases. The data were understood and prepared.
After the creation of four models, one of them was chosen
as the best, and a prediction was made with the students
currently enrolled in UnB undergraduate courses. The GBM
model predicted a 54% chance of students dropping out
before completing UnB undergraduate courses. According to
the generated model, factors such as the amount of course
credits, the minimum and maximum amount of time required
to complete an undergraduate degree, the student’s entry
form at UnB, the sum of negative grades obtained in the first
Course subjects are some relevant factors that lead the student
not to complete an undergraduate degree. Besides, it has
been shown that social factors contribute to undergraduate
dropout.

It was concluded that factors such as student’s academic
performance and the degree of difficulty of the undergraduate
course are still the main factors of dropout, but social issues
are also relevance for the completion or dropout of an under-
graduate course. Based on this forecast it is possible, in fu-
ture works, a more in-depth analysis for each undergraduate
course aiming at obtaining tools to take preventive measures
with the objective of minimizing the dropout rate at UnB or
other higher education institution.
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