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1 Introduction

The rise in data generation from electronic health systems is changing the landscape
of healthcare as it is creating an immense demand for health data analytics, which
aims at improving patients’ care by deriving actionable insights from these datasets.
The healthcare system worldwide is rapidly changing and adopting electronic
health records. This is considerably increasing the quantity of clinical data that are
available electronically. Moreover, an increasing number of mHealth tools are being
adopted. Altogether, these are contributing to a rise in the generation of digital data.
There is, therefore, a need for computational tools that can enable health practition-
ers to obtain new information from the massive data sets, known as medical big
data. Immeasurable amounts of disparate medical data have become available in
various healthcare institutions (consumers, providers, and pharmaceutical), ranging
from patient records through medical imaging to clinical trials, among others.
Medical big data as compared to traditional big data are not very different.
However, it is quite difficult to analyze medical big data; the size and intricacy
of these datasets present great hurdles in analyses and consequent applications to
a practical clinical environment. Additionally, medical data are difficult to access
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Fig. 1 Graphical summary

for the risks of misuse, as patient details are expected to remain confidential, unless
patients’ approval is sought. Despite these hurdles, big data technology is already
being used in healthcare, for example, for predictive analytics [6] and to reduce
healthcare costs [6]. Health data analytics utilizes numerous techniques, including
data modeling, data mining, as well as machine learning, among others, to evaluate
historical and real-time data in view of predicting future outcomes. It can be used to
improve the overall management of healthcare systems from end to end.

This chapter provides an overview of the main application areas that can benefit
from health data analytics, by providing practical examples and emphasizing on
the type of data they use with their sources, as well as listing their benefits and
challenges. A nonexhaustive list of tools and platforms used in the context of health
data analytics is provided. Finally, a thorough discussion on the future and existing
research opportunities in health data analytics is provided.

Methodology
In order to conduct the review of health data analytics in this chapter, the following
methodology has been adopted.

1. The main application areas of data analytics in healthcare are discussed.

2. The different sources of health data are analyzed.

3. State-of-the-art health data analytics tools and platforms (based on popularity
and adoption rate) are surveyed, reviewed, and compared.

4. Use cases for the application of health data analytics are described.

5. The main challenges for the use of health data analytics in healthcare institutions
and possible solutions are discussed.

6. Future directions for health data analytics are elaborated.

Figure 1 provides a graphical summary of the chapter.

2 Application Areas for Health Data Analytics

Health data analytics are progressively being used by different healthcare institu-
tions to improve effectiveness of the services being provided. This section describes
the main application areas of data analytics in healthcare. A summary of these
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application areas is provided at the end of this section, which highlights the sources
of data, benefits, and challenges.

2.1 Data Analytics for Drug-Disease Association

Currently, over 23 million published biomedical research articles, clinical case
reports, and randomized controlled trials are available on MEDLINE, a US bib-
liographic database in life sciences, mostly geared toward biomedicine [60].
MEDLINE, therefore, contains biomedical information, including drug—disease
associations, from various sources. However, most of the available knowledge is
in textual format and has limited machine understandability. Several works, such as
Chen et al. [15], Chiang and Butte [16], Frijters et al. [27], and Xu and Wang [88],
have focused on different text mining techniques to extract co-occurring concepts,
particularly drug—disease treatment associations, from the available biomedical
literature. Many of the studies involved the use of knowledge sources such as
UMLS (Unified Medical Language System) Metathesaurus and the comparison
with established clinical knowledge sources, such as ClinicalTrials.gov [16, 88] and
DRUGDEX [16].

2.2 Data Analytics for Disease Outbreak Detection
and Surveillance

A number of disease outbreak detection and surveillance systems have been
developed to help in the early detection of outbreaks and to assist in outbreak
investigation and propagation. These systems heavily use data analytics. Lopez
et al. [53] proposed a framework to predict HIN1 influenza epidemic based on
HINTI prevalence and climatic data accumulated from previous years in India.
Sources of data include huge repositories of health and geospatial data. By applying
analytics to these huge sources of data, risk factors and geospatial vulnerabilities
have been determined. The result of these analytics can help in developing control
and preventive strategies for influenza epidemics, allowing effective use of limited
resources in the public health sector. Another model is proposed by Culotta
[18], where the author analyzes messages posted on a social website (Twitter) to
determine the correlation between search term frequency with influenza statistics
with the aim of responding rapidly to health epidemic. Twitter has been chosen
mainly because of its diversity of users. Five hundred thousand Twitter messages
were collected from a 10-week period. Simple linear regression and multiple linear
regression models were used to predict influenza-like illness (ILI) rates based on the
frequency of messages related to specific keywords.
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2.3 Data Analytics for Pharmacovigilance

Adverse drug reactions (ADRSs) are those that are generally caused by the intake
of medicines. Pharmacovigilance refers to all the activities that relate to the
detection, assessment, understanding, and prevention of adverse effects associated
with prescribed drugs [76]. Nikfarjam et al. [64] designed a machine-learning-based
approach to extract indications of adverse drug reactions from the unstructured text
in social media. User posts were collected from two different social media sites,
mainly Twitter and DailyStrength. Two experts then independently annotated the
posts as being an adverse drug reaction, an outcome of interest, an indication,
and any other mention of symptoms. A supervised sequence labeling conditional
random field (CRF) classifier was then used to extract the adverse drug reaction
concepts from user posts.

Pharmacovigilance programs mostly rely on spontaneous reporting. The US
Food and Drug Administration (FDA) adverse event reporting system (AERS) is
such an example. There is, however, a need to exploit other nontraditional resources
generated by patients on the Internet. These include social media and the logs of
popular search engines, which might contain useful health information. White et
al. [87] used such search logs for systematic signal reporting and also assessed
the potential of using these search logs for the generation of early warnings about
adverse drug reactions. On another note, Harpaz et al. [33] stated that due to certain
limitations, the early stage of development, and the complexity of adverse drug
reactions, it is still not possible to make clear-cut statements about the ultimate
utility of the concept.

2.4 Data Analytics for Healthcare Management

Everyday healthcare institutions around the world capture information electroni-
cally ranging from hospital data to patient data. The amount of data generated is
huge, and data analytics can play a pivotal part in enhancing human health and
reducing costs in healthcare institutions [86]. One main example of application of
data analytics in healthcare management is monitoring consequences like infections
at surgical sites, rate of readmission of patients, patient waiting times, and room
utilization in healthcare institutions. Another example is the identification of
patients and staff [42, 90] across the hospital using radiofrequency identification
(RFID). The data captured using RFID can be used to model patient flow in hospitals
as well as care delivery processes and to monitor compliance with hospital policies
[68]. For disease management, Moore [62] has proposed the use of data analytics
in the monitoring of patients with chronic diseases like diabetes and hypertension,
for reaching specific blood sugar and blood pressure targets using smart devices
embedded with RFID which communicate with their providers. Other example
applications include the monitoring of elderly patients to prevent falls [72].
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2.5 Data Analytics for Clinical/Medical Research

Diseases evolve over years and the same drug cannot effectively combat a mutated
form of the same disease. In the healthcare and pharmaceutical industries, there
is a surge in structured and unstructured biomedical data generation from several
sources, including the output from surveys and research experiments gathered
by pharmaceutical companies, patients, healthcare providers, and social media
[14]. In order to make good use of the data, it is very important to integrate all
these heterogeneous data and devise smart algorithms to link them. Integration
of disparate data can help in identifying and establishing the worthiness of new
drug targets, support early identification of safety and efficacy issues, and improve
patients’ treatment.

Antibiotics are normally used to treat bacterial infections. However, there is
increasingly a rise in resistance to antibiotics that once cured ailments across the
spectrum, and this is turning into a potential source of prolonged illness known as
“super-bugs,” which can lead to disability and death. Antibiotic resistance (ABR)
occurs either due to natural mutations of diseases or because of unregulated and
frequent use of antibiotics, whereby the pathogens develop resistance against a
specific antibiotic. Big data analytics can also be helpful in managing the problem
of ABRs and in tracking the production to the distribution of antibiotics in the retail
market. The data generated can also be used for developing statistical models to
show the relationship between antibiotic consumption and associated resistance.

2.6 Data Analytics for Clinical Practice

Cancer is a very complex disease with only one tumor having billions of cells
each capable of mutating. The genetic makeup of the cells needs to be captured
to understand how they evolve and adapt. These data need to be acquired often
to provide a clear picture of the disease, and hence, huge quantities of data are
generated. The volume of published cancer research has increased significantly
along with a rapid increase in patient-specific information such as genomic data.
Clinical trials work by testing new treatments in small cohorts at initially, looking at
how well the treatment works and to identify any adverse effects. If the results of a
trial prove encouraging, it is expanded to include larger groups of people. However,
in most of the cases, enrolled patients do not represent the general population of
patients with cancer. Moreover, real-world patients with cancer tend to be older,
sicker, and more ethnically diverse than the typical study patients who tend to be
in good health — except for the cancer. CancerLinQ project (https://cancerling.org/)
by American Society of Clinical Oncology (ASCO) aims at providing oncologists
with data from a large number of patients, with lifelong learning opportunities and
a common platform for all cancer stakeholders. CancerLinQ is making unparalleled
use of massive amounts of medical records of patients with cancer to discover
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patterns and trends and to measure their care against that of similar products and
recommended guidelines.

2.7 Summary of Application Areas for Health Data Analytics

In this section, a summary of the six application areas for health data analytics
is given. The type of data analytics used, the sources of data, the benefits and
challenges for each application area are highlighted in Table 1.

As it can be observed from Table 1, there is a wide range of data analytics
techniques being used in the healthcare sector ranging from simple regression
methods to sophisticated machine-learning algorithms. One of the main sources of
data remains the electronic patient records as it contains valuable information about
the diagnosis, disease, and treatment. However, it is noted that there is a growing
number of online open databases for diseases, drugs, and genes that are becoming
important sources of data for health data analytics. Even social media such as
Facebook and Twitter are becoming important sources for health data. In all the
application areas investigated, it is clear that health data analytics are increasingly
being used and several benefits are being derived, such as the discovery of new
knowledge, improving quality of services, early detection of disease outbreak, new
drug development, and cost-effective operations. However, there are still a number
of challenges to overcome in the area of health data analytics. The reliability and
accuracy of the health data analytics need to be improved, and there are integration
issues to be handled for these large volumes of data emanating from diverging
sources.

3 Health Data Sources and Types

Health data used for analytics can be obtained from various sources as presented
in Sect. 2. These sources can be categorized into internal sources (such as data
from electronic patient records) and external sources (such as online open databases)
[56]. Each of the sources contains different data types with varied level of details.
Moreover, the reliability, accuracy, and accessibility of the data vary. In this section,
the different sources of health data, categorized as internal and external, together
with their characteristics, are detailed.

3.1 Internal Data Sources

Healthcare providers routinely produce a large amount of data as part of their normal
operations. Since these data are produced from internal data management systems,
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they are considered as internal data sources. Although these data are collected
routinely, they are seldom collected with data analysis in mind and, hence, need to
be processed to be useful [82]. Data from internal sources often reside on separate
information systems (ISs), and therefore, correlations between those data cannot be
made and useful insights cannot be derived. Table 2 lists the various internal data
sources identified, their data types, and characteristics.

Internal data are obtained from disparate information systems. The data are
normally structured and reliable. Internal data contain mainly individual information
about patients and information about internal processes of the healthcare institu-
tions. Internal data are normally obtained routinely, and therefore, over time, there is
a large volume of data which are regularly archived. Data analytics may be applied
to internal sources in order to gain insights into diseases trends, effectiveness of
treatments, cost-effectiveness of operations, proper management of resources, and
performance of individual departments.

Table 2 Internal data sources

Internal data
sources

Clinical data

Electronic patient
records
(EPRs)/electronic
medical records
(EMRs)

Health monitoring
data

Pharmacy
information system

Laboratory
information
management
system (LIMS)

Real-time location
tracking systems

Types of data

Medical imaging, diagnosis,
physician advice, and notes and
medication nonadherence

Patient details, medical history,
appointments, diagnosis,
treatment details, and
prescription requests

Heartbeat, blood pressure, food
intake, daily walking distance,
and activities

Data specific to drug prescription
(e.g., patient name, ID, date,
time and duration, drug dosage,
administration route, frequency
of intake), drug stock
information, and expiry dates
Data related to laboratory
samples and results of different
tests

Location of assets and medical
equipment, staff, and patients

Characteristics of the data

Data routinely collected. No exact
standard or format for storing
physician notes or medical imaging.
Medical imaging not always part of
main IS (e.g., separate electronic
files)

Patient data are routinely updated.
Main source of patient information.
Data stored using common medical
record standards

Fine-grained individual data. Often
not recorded on ISs. Volume of data
is huge

Routinely updated. Data stored
using common formats. Usually a
separate IS from main healthcare
provider system

Data usually stored in a separate IS
from the healthcare provider’s main
system. Data are of technical nature
and require expert knowledge for
interpretation

Location information is collected
routinely. Information collected
from localization technologies (e.g.,
RFID, beacons, tags, and sensors)
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3.2 External Data Sources

While internal sources of data reflect those data that are under the control of the
healthcare institutions and are heavily regulated, external data are not generated in
the healthcare environment. However, external data supplement internal data and
can give useful insights into health-related conditions as well as help into making
important decisions in this sector. Table 3 provides a nonexhaustive list of external
data sources. The data types and characteristics are also described.

Increasingly, there is a huge amount of data that is being created at an unprece-
dented rate from external sources such as the Internet. There are a number of
open online databases, from which very useful and reliable health data can be
obtained. While data from internal sources are highly localized data from individual
healthcare institutions, external sources mainly provide data from all over the world.
However, data from external sources are mainly unstructured and are normally not
stored using common standards and formats. Moreover, accuracy of the data cannot
be guaranteed in most of the cases. Data analytics on external data sources can
provide very important insights into disease outbreaks around the world, behavioral
patterns of patients, and health events in different countries.

4 Health Data Analytics Tools and Platforms

As already elaborated in the previous sections, healthcare institutions are generating
large volumes of data from various sources. Therefore, these healthcare organiza-
tions are seeking to harness the potential of their data. In recent years, numerous
health data analytics tools and platforms have been developed. The capabilities of
these tools and platforms are also evolving rapidly. They are increasingly being
used for drug discovery, better decision support, predictive analysis, and evidence-
based treatment. This section explores different tools and platforms (including a
comparative analysis), types of data manipulated by these tools, data analytics
techniques used, and the trend of these tools.

4.1 Tools and Platforms

In this section, state-of-the-art health data analytics tools and platforms are ana-
lyzed. These tools and platforms have been selected based on their popularity and
adoption rate.
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4.1.1 Philips HealthSuite Digital Platform

Philips HealthSuite Digital Platform [37] is an open platform available on the
cloud, which aims at collecting, integrating, and analyzing clinical and other data
from different internal and external sources, including sensors and devices. It uses
Amazon Web Services (AWS) to securely store about 15 PB of patient data that
can be analyzed to give valuable insights to patients and healthcare specialists.
The platform uses contextual predictive analytics, decision support algorithms, and
machine learning to analyze data to provide useful insights on patients’ health.

4.1.2 EMIF (European Medical Information Framework) Platform

The European Medical Information Framework [24] Platform is a common infor-
mation platform that links up clinical information of about 50 million patients
around Europe. It integrates and harmonizes data from various data sources, such
as population-based registries, national registries, biobanks, and hospital-based
registries, to allow reuse of data. Additionally, the platform makes data available
for browsing and exploitation by the user, analyses data, and provides support for
data visualization. A number of techniques such as Spearman correlation analysis,
hierarchical clustering, K-means clustering, principal component analysis, linear
regression, survival analysis, and statistical methods have been used by the platform
to analyze data.

4.1.3 Hortonworks

Hortonworks [36] is bringing a revolution, which aims at transforming big data
analytics in healthcare and medicine by making healthcare data available and
accessible. It offers open-source connected data platforms, which are based on
Apache Hadoop and Apache NiFi. The potential benefits of Hortonworks Data
Platform (HDP) include the use of accumulated information over time for health-
care predictive analytics with feeding algorithms predicting the probability of an
emergency earlier than it could be detected with traditional bedside visits.

4.1.4 1IBM Analytics

IBM Analytics (https://www.ibm.com/analytics/us/en/) solutions enable healthcare
organizations to connect information from disparate sources into a single-trusted
view with the eventual delivery of insights into the data. Big data analytics are
mainly possible due to the accuracy and performance of the IBM InfoSphere Master
Data Management. The Watson Health Cloud collates large amounts of medical
data into a centralized cloud-based repository. The IBM platform brings advanced
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analytics, by reading 200 million pages of text in 3 s, which help turn the raw and
disparate data into vital insights that are beneficial to the patients.

4.1.5 Sagitec HealHub Digital DataOps Platform for Healthcare and Life
Sciences

HealHub [74] is a DataOps platform for healthcare organizations. It enables real-
time collaboration between data analysts and the teams involved in the day-to-day
running of the hospital. It restructures quality information from disparate sources to
provide a better understanding and for increased revenue. When data are ingested
into the platform, the information is automatically cleaned and scrutinized according
to protocols, standards, and master data. The system accepts data in all formats. It
can capture data from health and medical devices, which is then integrated into
the system. In addition to sharing operational data with internal analysts, HealHub
also integrates with external systems, such as customer relationship management,
clinical data management, and data warehouses; with online libraries and websites
like PubMed and ClinicalTrials.gov; with ratings from doctors; with reviews
from patients and Facebook/Twitter; and with other data channels. It provides
visualization capabilities as well as what-if analysis.

4.1.6 Sisense

Sisense Business Intelligence [35] software provides hospitals and other healthcare
organizations with a robust business analytics solution to structure, analyze, and
visualize complex data. It supports healthcare organizations in providing enhanced
services to patients or clients by closely monitoring various metrics and key
performance indicators (KPIs), with timely and accurate data which can be medical,
financial, and administrative. The dashboards in the software provide detailed
information to track individual performance. Sisense has robust Extract, Transform
and Load (ETL) and data modeling capabilities, advanced analytics and statistics,
and an intuitive user interface for creating dashboards, generating reports, and
providing visualizations.

4.1.7 EHDViz: Clinical Dashboard Development Using Open-Source
Technologies

EHDViz [5] is a clinical dashboard development framework toolkit for generating
web-based, real-time clinical dashboards for visualizing dissimilar biomedical,
healthcare, and well-being data. It is developed as an extensible toolkit that uses R
packages for data management, normalization, and producing high-quality visual
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representations over the web using R/Shiny web server architecture. EHDViz
can integrate data from different sources, such as biomedical and healthcare
data visualization for a combined health assessment. EHDViz can also be used
as a toolkit to emulate EHR environment to increase simulation-based learning.
Hospitals and healthcare systems are emerging as learning health systems (LHS),
and thus, data capture, smart clinical dashboards, and adjustive visual analytics can
play an important role in managing the patient population.

4.1.8 ICDA: A Platform for Intelligent Care Delivery Analytics

Intelligent Care Delivery Analytics platform (ICDA) [29] conducts risk assessment
analytics by processing large collections of ever-changing electronic medical data
to identify high-risk patients, in view of improving patient outcomes and managing
costs. ICDA works by integrating large volumes of data into an integrated data
model, then effecting a collection of analytics that identify at-risk patients. It also
provides an interactional environment through which users can access and critically
evaluate the analytics results. Additionally, ICDA provides APIs via which analytics
results can be extracted to interface in external applications.

4.1.9 EMC Healthcare Analytics

Dell EMC Services provides healthcare institutions with the capabilities to assess,
prove, and deploy data analytics use cases, as well as the technology, capabilities,
and platform required to support them. The EMC Healthcare Analytics Solution
[23] allows the aggregation, analysis, and visualization of data to make informed
patient care and operational decisions. Dell [19] describes some sample use cases
such as reduction of hospital readmission and improving patient care.

4.1.10 OpenML Platform

Open Machine Learning is a collaboration platform, which is designed to organize
datasets, machine-learning workflows, models, and their evaluations [84]. Scientists
and researchers can share machine-learning data sets, code, and experiments for
more effective, large-scale, real-time collaboration. Its easy-to-use APIs help to
automate many tedious research tasks. It is also easily integrated into several
machine-learning tools. Researchers can share their latest results, thus speeding up
research through combined and linked results. OpenML can be accessed through
some interfaces, like R and WEKA. Some researchers have proposed extensions
of the OpenML platform in applications like healthcare predictive analytics, which
allow secure sharing of data, workflows, and evaluations.
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4.1.11 Generic Tools and Platforms: Google Health, Apple HealthBook,
and Microsoft Health Vault

Information captured through new types of sensors and systems is integrated in
databases facilitating data mining and revealing new insights. Several companies
have created health toolkits, such as Google Health [81], Google Fit, Samsung
S.A.M.1, Microsoft HealthVault, and Apple HealthBook [43]. Google Health can
be used to automatically import health records, test results, and prescription
history. Other services include appointment scheduling, prescription refills, as well
as wellness tools. Microsoft HealthVault, also known as the “PayPal for health
information,” consists of two main products, namely an electronic repository for
health data and a specialized search engine for health information. Comparing
Microsoft HealthVault and Google Health showed that they were both extendible
platforms where functionalities vary on configurations used as well as affordability
toward services. No deductions could be made as to which of these two systems are
better in terms of functionality. Besides, Microsoft HealthVault can only be used in
the United States [81].

According to Schulz and Neumann [77], applications such as Apple HealthBook
can only be considered as a data diary (e.g., for blood pressure) since there are
no certified sensors or secure data transmissions are available [77, 81]. Moreover,
the plausibility of data provided through these media still has to be validated.
“Full-profile search” was also missing in Microsoft HealthVault and Google Health
[81]. The study by Jovanov [43] reveals that health data analytics tools have even
penetrated the smartwatch industry. In fact, these smartwatches, being the most
popular wearable sensors, provide for continuous measurement of physiological
parameters including heart rate and temperature. Being in close contact with the
skin, these devices can be used to collect biological, environmental, and behavioral
information about user activities and potentially provide for user identification.

4.2 Comparative Analysis of Health Data Analytics Tools
and Platforms

In this section, a comparative analysis of the reviewed tools and platforms is carried
out. The objective is to identify the commonalities and differences between those
tools and platforms. This comparative analysis will also allow to uncover the trends
in data analytics techniques used in latest tools and platforms. The comparison is
based on four main criteria: features and capabilities, data analytics techniques used,
types of data used, and the areas of application.
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4.2.1 Features and Capabilities

Table 4 shows a comparison between the different tools and platforms described in
this section, in terms of features and capabilities.

Based on the feature comparison in Table 4, all the health data analytics tools
compared integrate data from various sources, derive new insights from the data, and
provide data visualization capabilities. Additionally, most of the tools provide some
predictive analysis capabilities that allow healthcare institutions to predict important
healthcare parameters and, thus, allow timely decision-making. Some tools are not
flexible and do not provide APIs for further development of the data analytics.

4.2.2 Types of Data

In this section, the data types and data sources used by the different tools and
platforms are surveyed, and the results are displayed in Table 5. The majority of
data analytics tools process semistructured and unstructured data. Moreover, most
of the tools integrate data from both internal and external sources.

4.2.3 Areas of Application

Six main areas of application for data analytics in healthcare were identified in
Sect. 2. In this section, the application areas of each of the tools and platforms are
surveyed and summarized in Table 6. It can be observed that all health data analytics
tools are used for healthcare management, that is, analyzing daily operations of the
healthcare institution. Moreover, data analytics tools and platforms are increasingly
being used for clinical practice in order to improve patient care. It can be seen that
IBM Analytics cover the whole spectrum of the application areas and can be used
for pharmacovigilance and medical research among others.

4.2.4 Data Analytics Techniques

The data analytics techniques used by each of the tools and platforms are summa-
rized in Table 7. Most of the tools use predictive analytics and machine-learning
algorithms in order to derive new insights from the health data. Most tools perform
common data analytics tasks such as classification, clustering, and correlation.
Moreover, artificial neural networks and decision trees are increasingly being used
for data analytics.
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Table 5 Comparison of data sources and data types

Data type

Tools and platforms Structured

Philips HealthSuite v
Digital Platform

EMIF Platform
Hortonworks
IBM Analytics
HealHub
Sisense
EHDViz

Intelligent Care
Delivery Analytics
platform (ICDA)
EMC Healthcare v
Analytics

OpenML platform v

SNENENENENENEN

Table 6 Comparison of areas of application

Disease
outbreak
Tools and and
platforms surveillance
Philips
HealthSuite
Digital Platform
EMIF Platform
Hortonworks
IBM Analytics v
HealHub
Sisense
EHDViz
Intelligent Care
Delivery
Analytics
platform (ICDA)
EMC Healthcare
Analytics
OpenML
platform

4.3 Trends in Health Data Analytics Tools and Platforms

Drug—
disease
associa-

tion

\

Semistructured

v

v

v

Pharmaco
vigilance

Unstructured

Healthcare
manage-
ment

v

NENENENENENEN
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Data source

Internal

v

SNENENENENENEN

Clinical/
medical
research

v

External
v

AN ENENENENEN

Clinical
practice

v

ANENENENEN

Based on the tools and platforms reviewed in this section, it can be deduced that
most health data analytics tools and platforms provide a complete set of services to
perform the analytics process, which includes data warehousing, batch processing,
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Table 7 Comparison of data analytics techniques

Tools and platforms

Philips HealthSuite Digital
Platform

EMIF Platform
Hortonworks
IBM Analytics

HealHub
Sisense

EMC Healthcare Analytics
OpenML platform

EHDViz

Intelligent Care Delivery

Data analytics techniques

Contextual predictive analytics, decision support algorithms,
and machine learning

Spearman correlation analysis, hierarchical clustering, K-means
clustering, principal component analysis, linear regression,
survival analysis, statistical methods

Combination of Hadoop predictive analytics with a number of
data science and iterative machine-learning techniques
Predictive analytic solutions comprising of techniques such as
artificial neural networks and decision trees

Machine-learning techniques

Machine-learning techniques, Bots, Natural Language
Processing

Predictive analysis, decision trees, time series, neural networks

Classification, regression, clustering, data stream classification,
learning curve analysis, survival analysis

Predictive analysis, more specifically machine learning and risk
algorithms
Predictive analysis (risk assessment analytics)

Analytics platform (ICDA)

business intelligence, data workflow orchestration, and machine learning. These
tools allow the integration of data from various sources and of different types
efficiently without having to learn complex data processing platform such as
Hadoop. Indeed, health data analytics tools are integrating data from a wide range
of health information systems, including health management systems and electronic
health records systems in order to create a unified data model for healthcare
institutions. The unified data model is allowing healthcare administrators to have
360° view of the institution.

Moreover, data analytics platforms are increasingly being based on open archi-
tectures which allow them to integrate existing infrastructure easily. The open
architectures significantly improve the scalability and flexibility of the platforms
and support the broadest spectrum of data sources. Much emphasis is also being
placed on ensuring high level of security and manageability of data analytics. Health
data analytics tools are also focusing on the provision of advanced visualization
and dashboards that allow analysts to effortlessly visualize and analyze data
from multiple angles without having to depend on developers. The visualization
components are providing important features such as interactive analysis, zooming,
and drill through capabilities that are allowing greater insight into the health data.

Health data analytics tools and platforms are being used to derive completely
new insights that were not possible before. These tools are used to determine
adherence to medication, identify high-risk patients, and determine possibility of
readmission and morbidity. The use of health data analytics tools is also helping
healthcare institutions to predict disease outbreaks, reduce costs of operation, and
avoid preventable diseases [71].
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5 Use Cases for Health Data Analytics

Healthcare system in many developed countries like the United States is rapidly
adopting electronic health records, which is generating a large quantity of electronic
health data. Research in health data analytics is also emerging as a new trend in view
of improving healthcare service provision. As a result of this advancement, there
are unprecedented opportunities to use big data to reduce the costs of healthcare in
the United States as well as other developed countries. The following subsections
elaborate on some use cases in the area of health data analytics.

5.1 Using Data Analytics to Predict Number of Patients
in Hospitals

Hospitals do not have the same number of admissions of patients at all times of the
day. One of the major problems consists of deploying the right number of staff at
specific times. In order to ensure a very good customer service, ideally hospitals
should deploy maximum personnel at peak times and less at other times so as
to avoid unnecessary staffing costs. According to a Forbes article (2016), a few
hospitals in Paris are using big data analytics to solve the problem of staffing, in view
of optimizing costs as well as improving their customer service. These hospitals,
which are part of the Assistance Publique-Hopitaux de Paris, have been mining
data from a number of internal and external sources — including 10-years’ worth of
hospital admission records, in order to predict the number of patients at each hospital
at given times of the day. They use machine learning to build a predictive model
using the past data and predict admission rates at different times of the day. The
resulting tool is a web-based application (according to Forbes) that helps healthcare
professionals to forecast visits and admission rates for a period of 15 days ahead and
plan deployment of staff accordingly. When higher numbers of patients are expected
to visit the hospitals, more staff are scheduled in order to reduce waiting times.

5.2 Using Data Analytics to Predict Sepsis Risk and Mortality

Researchers at the University of California Davis have found that routine infor-
mation such as blood pressure, respiratory rate, temperature, and white blood cell
count found in the electronic health records (EHRs) of admitted patients can be
used to predict the early stages of sepsis (an immune system response to infection
that can damage organs and cause permanent physical and mental disabilities), a
leading cause of death and hospitalization in the United States. Moreover, it was
also determined that only three parameters, namely lactate level, blood pressure,
and respiratory rate, can also predict whether a patient is likely to die from the
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disease. They used electronic health records pertaining to 741 adult patients (at
the University of California Davis Health System) who met at least two systemic
inflammatory response syndrome criteria, to associate patients’ vital signs and
white blood cell count (WBC) to sepsis occurrence and mortality [31]. Machine-
learning algorithms such as generative and discriminative classification (naive
Bayes, support vector machines, Gaussian mixture models, and hidden Markov
models) were used to integrate disparate patient data and create a predictive tool
for the inference of lactate level and mortality risk.

5.3 Using Data Analytics to Predict Readmissions in Case
of Heart Failures

In this study, Bayati et al. [8] have used data from 1172 hospital visits for heart
failure to construct a classifier to predict the chance that a patient has of being
rehospitalized within 30 days of discharge. The classifier was modeled using data
from 793 hospital visits and was tested using data from 379 additional hospital
visits. All data were de-identified patient data from the EHR of a hospital. The
authors were able to use their model to predict the readmission rate. For this case
study, the mean cost of readmissions was 13,679 with a standard error of 1214. The
authors claim that if their proposed method would be used, there will be an 18.2%
reduction in rehospitalizations and a 3.8% reduction in costs. They also found that
the construction and use of predictive models that are custom tailored to populations
have a higher accuracy than applications based on the same general rules across
different hospitals. The use of local data for the construction and testing of the
model also ensured highest predictive performance. Since the readmission patterns
and prevalence vary for different hospitals and regions, a model needs to take these
into account.

5.4 Using Data Analytics to Predict Decompensation

Decompensation refers to the failure of an organ (especially the liver or heart)
to compensate for the functional overload resulting from disease. Often before
decompensation, there is a period in which the physiological data of a patient can
be used to determine whether she/he is at risk for decompensating [7]. Patients
who are critically ill are placed in intensive care units (ICUs) so that they can be
closely monitored. With the advancement in technologies, there are also facilities to
monitor patients for risk of decompensation in general care units, nursing homes,
as well as homes. Some of these technologies were available for many years, such
as electrocardiographic monitoring and oxygen monitoring, while others are newer,
such as end-tidal monitoring and monitors that allow detection of whether or not a
patient is moving. These technologies, however, face the problem of noise which
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can raise false alarms. Fortunately, monitors that can compare multiple data streams
are also becoming available, and coupled with analytics in the background, it can
be determined whether a signal is valid. An example of such a monitor is one
that is placed under the mattress of a patient and collects data about the patient’s
respiratory rate and pulse as well whether the patient is moving or not [12].

6 Challenges in Health Data Analytics

In this section, the challenges for health data analytics are explored. In spite of the
several tools and platforms available for health data analytics, there remain a number
of challenges that need to be addressed so that the full potential of the available data
in healthcare institutions can be harnessed.

6.1 Quality of Health Data

In the context of healthcare, challenges with respect to data quality include
inconsistency, irregularity (noise, incompleteness), low standard, unreliability (both
primary and secondary data), inaccuracy (or erroneous inclusions), insufficient
detail, large volumes, and variety of data and high-dimensionality [50, 69]. As
identified by Powell et al. [69], the success depends on “high-quality” data provided
by different sources. Over the past two decades, data quality has attracted much
research including Total Data Quality Management (TDQM). Several challenges
related to quality of data and information include both technical challenges, such
as data integration from multiple sources, and nontechnical challenges, such as
ensuring the right recipient receives the right data/information in the right format
at the right place and at the right time [57]. The quality of data has a direct impact
on the effectiveness of the operations being performed on data, such as capture,
storage, searching, sharing, analysis, and visualization [51]. Low-quality data, such
as missing data, inaccurate, or incomplete data, disturb the proper functioning of
the different processes. Additionally, irregularity of data incorporates both noisiness
and incompleteness. Noise is often incorporated in data itself where data cannot be
interpreted and are meaningless. Healthcare data are often incomplete as not all data
are being recorded properly [50].

The high volume of data generated from internal and external sources gives rise
to a large number of data elements stored in them, leading to high dimensionality
when dividing the healthcare data [50]. Processes like data mining, therefore,
become difficult in healthcare applications due to corrupted, inconsistent, missing,
or unstandardized data. For example, information might be recorded in different
formats in varying data sources [10, 22, 47]. Powell et al. [69] provided two
scenarios showing data quality issues in healthcare. In the first scenario, there
was clinical evidence that diagnosis for only a few diseases was detected due to
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incomplete data. In the second scenario, accurate data were not provided in all cases;
for example, there were accurate data for tumor registries but inaccurate data for
outpatient treatment [69].

In the work by Berman et al. [10] related to the Protein Data Bank, new
data are integrated in the existing data archive. It is, therefore, important that
standard formats are used. This work relates to issues related to standardization
and integration. Two approaches have been used in this work to address this issue:
file-by-file analysis and batch processing [10]. Edwards et al. [22] further extend
on the issue related to standardization in terms of representation of data. To allow
efficient data storage, it is imperative that healthcare data be in a standardized format
and make use of standard vocabularies for purposes of concept representation and
communication [22].

6.2 Infrastructural Challenges

A fault-tolerant and scalable physical infrastructure is vital for the operation of a
big data analytics project. This infrastructure is usually based on a distributed model,
where the data can be physically stored in various locations connected through high-
speed networks [54]. Demchenko et al. [20] identified the following infrastructure
requirements for emerging big data analytics projects:

e Support the running of long experiments with large data volumes produced at
high speed

* Confidentiality, integrity, and accountability of data

e Multitier interlinked data distribution and replication

¢ On-demand infrastructure provisioning

¢ Trusted environment for data storage and processing

AbuKhousa et al. [1] identified several challenges faced by an e-health cloud
infrastructure which inherits the challenges of processing sensitive medical data
of health information systems and cloud computing. As most health data analytics
platforms use cloud computing technologies, the underlying infrastructures for these
platforms will, therefore, face challenges such as availability, data management,
scalability, flexibility, interoperability, security, and privacy.

6.3 Data Analytic Algorithms and Approaches

As discussed in Sect. 2, data analytics can be applied to a variety of different areas in
healthcare, namely drug—drug association, disease outbreak detection and surveil-
lance, pharmacovigilance, healthcare management, clinical/medical research, and
clinical practice. However, these areas are very diverse with some directly and others
indirectly related to the medical field. Hence, different approaches are used by each.
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Newer methods, such as data mining, Bayesian statistics, optimization modeling,
social network analysis, and agent-based simulation, have been combined to the
previously well-established techniques, such as biostatistics and epidemiologic
analysis, causal modeling, and Monte Carlo and discrete-event simulation [86].

In their review paper on data mining of big data in health analytics, Herland et al.
[38] have categorized health informatics into different levels, and for each of these,
they have provided a set of tools that can be used for the analysis [4, 13, 25, 32,
65, 75, 89]. Belle et al. [9] have also classified big data in medicine under different
areas and have provided a set of tools for each. They have proposed the MapReduce
framework, support vector machines (SVM), and wavelet analysis. As it can be
observed, several methods have been proposed since the data analytics methods are
very problem specific, and there is a need to combine data from disparate sources,
for example, combining patient data, physician profile, and environmental variable
features, to improve the management of risk-stratified patients to receive the most
appropriate care [55].

The criteria for the evaluation of a big data analytics platform for healthcare
include availability, continuity, ease of use, scalability, ability to manipulate at dif-
ferent levels of granularity, privacy and security enablement, and quality assurance
[71]. Since healthcare data are rarely standardized, one major challenge of data
analytics algorithms in healthcare is the need to deal with incompatible formats
of highly fragmented data. Moreover, unstructured textual data like clinical notes
can be difficult to understand in the right context [70]. Real-time big data analytics
are key requirements for healthcare. Much research efforts are geared toward
continuous data acquisition and cleansing and addressing the lag between data
collection and processing [71].

Some data mining methods may yield good performance for one type of prob-
lems, while other methods are more appropriate for other types of problems [58]. To
decide on an appropriate algorithm, it is important to understand the appropriateness
of the method and its performance for a specific problem. The chosen algorithm
needs to be extensively evaluated and experimented before applying it in a real
medical system. There is no such algorithm which is best suited for all problems
in the medical domain, since each algorithm is applicable to specific problems [58].

6.4 Security and Privacy Challenges

Health data analytics have enormous potential to reduce cost of operations, improve
clinical practice, and improve the quality of the overall healthcare. However, this
opportunity raises a series of security, privacy, ethical, and legal challenges [17].
Hence, we have the concept of Protected Health Information (PHI) which refers
to individually identifiable health information transmitted by electronic media,
maintained in electronic media, or transmitted or maintained in any other form or
medium [63].
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Security and privacy concerns related to health data that are accessed through
remote locations such as cloud present a significant barrier to the adoption of big
data analytics in the health sector. Some institutions have been experimenting with
private clouds, which are, however, limited in terms of scalability. The concept of
Cloud Service Providers has emerged as potential hosting spaces, and they provide
additional security measures on top of the cloud service. In the long run, they can
be better than private clouds as they can invest in measures against hacking and
cyberattacks.

Often, identifiable health information cannot be disclosed without patient con-
sent. In many cases, it is not practical to obtain individual patient consent because
of the very large data sets involved. One approach to facilitate the use of health
information for the purposes of predictive analytics is to de-identify data. The
Privacy Rule of Health Insurance Portability and Accountability Act (HIPAA)
of 1996 establishes minimum Federal standards for protecting the privacy of
individually identifiable health information. The Privacy Rule establishes conditions
under which covered entities can provide access to and use of PHI. The Privacy Rule
permits covered entities to use and disclose data that have been de-identified without
obtaining an authorization and without further restrictions on use or disclosure
because de-identified data are no longer PHI and, therefore, are not subject to the
Privacy Rule (https://www.hhs.gov/hipaa/for-professionals/privacy/index.html).

Predictive analytics in medicine can effectively help in identifying patients
at high or low risk for serious complications, thus optimally allocating scarce
clinical resources. Predictive analytics models make treatment recommendations
that are designed to improve overall health outcomes among all patients, and these
recommendations may conflict with physicians’ ethical obligations to act in the
best interests of individual patients. Health practitioners should be able to override
computerized recommendations when they have sound reasons to believe that the
predictive model did not capture some considerations. Such exceptions would allow
treating physicians to play their traditional role as patient advocates.

The potential of health data analytics cannot be realized without collecting and
analyzing vast amounts of heterogeneous data [49]. Moreover, the data involved
may not all be owned or controlled by a single organization or institution. Sharing
data might enable various organizations to identify and fill the gaps across their
common coverage area, such as patterns of inappropriate use of antibiotic medica-
tions. However, competing healthcare institutions that treat common patients may
be reluctant to share relevant data, fearing that others could use its data for their
advantage.

7 Future Directions

Despite the enormous progress made in the field of health data analytics, there are
still several challenges that need to be addressed so that healthcare institutions can
leverage the full benefits of their accumulated data. Based on the studies reviewed in
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this chapter, it can be clearly observed that health data analytics has not yet matured
and there is still a need for focused research. Several research avenues for health data
analytics are, therefore, defined in this section in an attempt to provide researchers
and practitioners with future directions in this domain.

7.1 Health Internet of Things

The Internet of Things is having a tremendous impact in the healthcare sector
with 40% of IoT-related technology forecasted to be health related by 2020 [21].
Wearable IoT integrates wearable sensors that monitor human factors such as health,
wellness, behaviors, and other useful information that have the potential to allow
individuals to better manage their health [39]. However, a number of technical
challenges need to be addressed in order for the Wearable Internet of Things (WIoT)
to achieve multidimensional success. These include the generation of a flexible and
robust framework for networking, storage, computation, and visualization while
designing healthcare solutions which are clinically accepted and operational.

Hassanalieragh et al. [34] identified some challenges with respect to analytics
with wearable sensor data. First, they argued that analytics on data from the sensors
is challenging since there is a need to cope with streaming data with a number
of missing values and varying dimensions and semantics of data. Although the
machine-learning algorithms have matured, they are, however, not designed to deal
with time-varying feature dimensionality, and incomplete data vectors, which if not
catered for properly, can affect classification performance. Second, while there is
an enormous amount of sensor data, these are completely untagged and need to be
matched with the physician diagnoses. However, with the high load of physicians,
this activity is nearly unfeasible. Third, sensor data and historical information
available in clinical records are very different in nature. This heterogeneity is a
major challenge for conventional machine-learning approaches that work primarily
with homogeneous data.

According to Riazul Islam et al. [73], there is a need for a customized computing
platform for the IoT-based healthcare systems. Moreover, they argue that libraries,
for example, a specific class of disease-oriented libraries, and appropriate frame-
works should be customized so that software developers for healthcare systems can
make effective use of given classes, documents, templates, codes, and other useful
data. A number of other limitations exist in the available platforms supporting data
analytics for healthcare [71], and these should be addressed in order to ensure
a large-scale adoption. Data analytics in healthcare platforms should be menu-
driven, transparent, and user-friendly. Algorithms, models, and methods should
be dynamically and easily accessible through drop-down menus. Since real-time
analytics are vital in healthcare, the time lag between data collection and processing
should be addressed and continuous data acquisition and cleansing should be
favored. Other issues like ownership of data, incompatible and fragmented data,
and standardization of data should also be addressed.
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7.2 Precision Medicine

Precision medicine is an emerging approach for individualizing the practice of
medicine [61] based on information about health and disease at the molecular, cel-
lular, and organ levels [26]. It is also known as personalized, predictive, preventive,
and participatory (P4) medicine [40]. Two major computational challenges [28] for
precision medicine include the developing algorithms for, first, individual phenotyp-
ing, which refers to the annotation of patient records with disease conditions, and,
second, the integration of electronic health records data with omics data in order to
better understand the disease and its treatments. These challenges are mainly due to
the noisiness, incompleteness, heterogeneity, and different formats of the electronic
health records and genomic data.

There are a number of significant computational advances in precision medicine
such as cloud-based toolkits and workflow platforms that provide for high-
throughput processing and analysis of omics data [2]. Additionally, graphics
processing units (GPUs), which provide faster computations compared to central
processing units (CPUs), are being exploited to handle the exponentially growing
data. However, given the heterogeneous nature of omics data and challenges
in communications and synchronizations, future works are required to develop
parallelization algorithms. Moreover, there is a need to create lightweight
programming environments with a number of cloud-based utilities and to validate
the reliability of the platforms before a large-scale adoption can be envisaged.

7.3 Data Analytics for Evidence-Based Medicine and Drug
Repurposing

Evidence-based medicine (EBM) has, for a long time, been very successful in
clinical decision-making in many countries [30]. It is the process of integrating
individual clinical expertise, patients’ preferences, and evidence from randomized
clinical trials and research findings. The ethical care of the patient is a top priority
for the success of EBM, and patients now demand better individualized evidence,
presented and explained in a personalized way. However, in recent years, the
implementation of evidence-based practice has become a major challenge, one of
the reasons being that the volume of evidence is growing at an unexpected rate.
Therefore, much research effort should be geared toward health data analytics
techniques to extract the best relevant evidence from the ever-increasing volumes
of clinical guidelines and research studies, for patients on a case-to-case basis, for
better clinical decision-making. A major challenge for these techniques is to deal
with data sets which are not only large but also usually complex, heterogeneous,
high-dimensional, time-varying, noisy, and weakly structured or unstructured.
Drug repurposing, also known as drug repositioning, is the use of existing
drugs to treat new diseases. In the past decades, this has become an increasingly
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important strategy for new drug discovery, given the very high cost and failure rate
of new drug development [88]. With the increasing growth of drug-related data, new
computational strategies and techniques for drug repositioning are emerging [52].
These methods integrate data from various sources. However, Li et al. [52] identify
a few issues which need to be addressed. Factors like missing data, data bias,
and technical limitations of computational methods need to be considered when
applying the computational models into practical use. Moreover, the performance
evaluation of the proposed models is quite hard, because of the lack of structured
standard for drug repositioning. Gligorijevi¢ et al. [28] suggest the utilization of
Topological Data Analysis methods to deal with the high dimensionality (volume)
of biomedical data, the so-called anytime-algorithms to deal with the velocity
of biomedical data, and Matrix Factorization-based methods to deal with the
heterogeneity (variety) of biomedical data.

7.4 Improved Predictive Analytics

Predictive analytics have been used in different areas of healthcare as discussed
in Sect. 2. According to Raghupathi and Raghupathi [71], big data analytics and
applications in the field of healthcare are still at a nascent stage of development.
However, they claim that this area is developing rapidly with the advances of new
platforms and tools. There are still some healthcare areas where the full potential
of predictive and big data analytics have not been exploited. Some of the areas are
described further.

7.4.1 Identification and Management of High-Cost and High-Risk
Patients

According to Bates et al. [7], the outcomes of predictive modeling and analytics
currently come mostly from low-risk patients. It is, therefore, of utmost importance
to apply concepts of predictive analytics for high-risk and high-cost patients’
identification and management. Parikh et al. [67] also support this point by stating
that existing systems have not progressed much in the field of risk stratification. As
a future direction, the authors suggest that predictions models be integrated with
clinical systems to assist health professionals to make decisions.

7.4.2 Readmissions of Patients
Readmissions of patients have been costly to healthcare institutions where patients

get admitted again after receiving care at the particular institutions. Some work
has already been done in the field [3, 8, 11, 44, 78, 92]. Bates et al. [7] identify
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readmissions of patients as a use case where additional research is required using
analytics and big data to perform readmission risk prediction.

7.4.3 Triage of Patients

Another use case identified by Bates et al. [7] where there is potential for further
research is triage, where risk complications are identified when a patient first visits
a hospital. Few models exist in this domain. Sun et al. [79] present a predictive
model where the need for a patient to be admitted in the emergency department
(ED) is determined at the time of triage. However, the use of big data analytics has
not been exploited by the model.

7.4.4 Treatment Optimization for Diseases Affecting Multiple Organ
Systems

Bates et al. [7] argue that current approaches of Big Data Analytics focus more
on use of analytics for patients with one condition rather than multiple conditions.
Shams et al. [78] have proposed a hybrid prediction model that integrates classifi-
cation and timing-based analytics models for patients suffering from four different
conditions, though it has certain limitations. They plan to improve on their model in
future.

7.5 Real-Time Health Data Analytics

While a number of real-time and stream analytics applications exist in healthcare
[45, 48, 80, 85, 91], not all of them have been tested in real clinical conditions or
with real data sets [45, 85]. Zhang et al. [91] implemented a Health Data Stream
Analytics System which was still under evaluation at the time of publication. Future
directions included proposed “formal clinical trials to evaluate the performance.”
Further research in this area is still required. In the context of real-time monitoring of
patients and resources, it is important to integrate predictions with clinical systems
“to help physicians and other healthcare professionals make decisions and track
real-time quality” [67]. Future research directions in real-time healthcare analytics
should not be disjoint from the challenges related to large volume streams, continu-
ous data collection, cleansing, processing, near-real-time responsiveness, accuracy,
and the impact on performance and scalability [1, 71, 85]. Moreover, although the
technical aspects regarding the provision of real-time healthcare analytics might be
satisfied, poor quality of data can still be a barrier. For instance, in some cases, this
can be hindered by the unreliability, incompleteness, or unavailability of the relevant
data. Therefore, data quality can be added to the research agenda related to real-time
healthcare analytics.
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7.6 New Data Analytics for Clinical and Medical Research

In the field of clinical and medical research, new data analytics techniques are being
used extensively for the better understanding of diseases like cancer, heart diseases,
and others. canSAR (http://cansar.icr.ac.uk) is a cancer-focused knowledge base,
which has been developed to support cancer research and translate findings from
fundamental research into medical practice and meaningful health outcomes as well
as in drug discovery. canSAR integrates data from diverse sources like data on
the genome, data on proteins, pharmacological data, drug and chemical data, as
well as structural biology, and protein networks data. As on December 11, 2018,
canSAR contains 556,825 proteins from 2148 organisms, data for 12,172 cancer
cell and nontransformed cell line models, 6,367,677 experimental data points from
patient-derived tissue samples, and 145,978 3D structures (http://cansar.icr.ac.uk/
cansar/data-sources/) and is still growing. Although the system is already providing
a number of functionalities, in the next phase it aims at improving the search
and browsing power and developing expert tools [83]. The knowledge base aims
at becoming, in the future, a system where scientists can simply ask a question
pertaining to cancer and receive an answer very quickly.

Researchers are also using big data analytics on cancer data to investigate why
some cancer patients relapse and others do not, and some initial results have already
been published by Pan et al. [66], but there is still a lot that can be done. Yet,
another work in the field of cancer and big data is the setting up of a database
of cancer genome mutations to quickly identify which mutations in a tumor are
most important. The project involves scanning cancer literature and performing
constant database updates. The next step will involve crowdsourcing the data from
more scientists who are willing to participate. Khurana et al. [46] have created a
computational tool, FunSeq, that can mine terabytes of disregarded genomic data to
find possible unknown drivers of cancer.

8 Conclusion

With the explosion of data being provided at unprecedented speed from multiple
sources, the need for predictive analytics is being explored in various key sectors
including healthcare. Predictive analytics can be used in conjunction with big data
to allow valuable insights to be derived to enhance clinical practice and patients’
outcomes as well as lower healthcare costs in conjunction with personalized
medicine. This chapter visits some application areas in the healthcare sector which
have been classified into drug—disease association, disease outbreak detection
and surveillance, pharmacovigilance, healthcare management, clinical research,
and clinical practice. Data analytics can be applied to both internal and external
sources of data to gain insights on diseases trends, effectiveness of treatments,
cost-effectiveness of operations, proper management of resources, performance of
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individual departments, disease outbreaks around the world, behavioral patterns of
patients, and health events in different countries among others. The main sources of
healthcare data, both internal and external, have been identified and analyzed.

Furthermore, different tools and platforms available in the healthcare sector have
been analyzed. A comparative analysis is carried out for the different tools and
platforms in terms of features and capabilities, types of data incorporated, data
sources being integrated, areas of application, and data analytics techniques used.
The main findings of the comparative study are that most health data analytics
tools and platforms provide a complete set of services to perform the analytics
process. Additionally, these tools integrate data from a wide range of health infor-
mation systems, including health management systems and electronic health record
systems, in order to create a unified data model for healthcare institutions. Data
analytics platforms are increasingly being based on open architectures, which allow
integration into existing infrastructure. These platforms emphasize on the provision
of advanced visualization and dashboards that allow analysts to effortlessly visualize
and analyze data from multiple angles without relying on technical experts. Health
data analytics tools and platforms are being used to derive completely new insights
that were not possible before.

Finally, the chapter presents a number of challenges that need to be addressed in
terms of quality of health data, infrastructural challenges, data analytics algorithms
and approaches, and security and privacy challenges so that the full potential of
predictive analytics can be applied to healthcare. Future directions for health data
analytics are discussed with respect to IoT healthcare and precision medicine, data
analytics for evidence-based medicine and drug repurposing, improved predictive
analytics, real-time health data analytics, and new data analytics techniques for
clinical and medical research. More research needs to be carried out in these areas so
that healthcare institutions and patients can leverage maximum benefits. The main
contribution of this chapter is an attempt to review existing work in the area of health
data analytics. It is expected that this review will help researchers and practitioners
to shape new research directions to address the challenges in this domain.

Funding This manuscript is part of the work of a funded project by the Mauritius Research
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