
Standing on the Shoulders of Guardians:
Novel Methodologies to Combat Fake
News

Nguyen Vo and Kyumin Lee

Abstract Fake news and misinformation are one of the most pressing issues
of modern society. In fighting against fake news, many fact-checking systems
such as human-based fact-checking sites (e.g., snopes.com and politifact.com) and
automatic detection systems have been developed in recent years. However, online
users still keep sharing fake news even when it has been debunked. It means
that early fake news detection may be insufficient and we need complementary
approaches to mitigate the spread of misinformation. In this chapter, we introduce
novel methods to intervene the spread of fake news and misinformation. In
particular, we (1) leverage online users named guardians, who cite fact-checking
sites as credible evidences to fact-check information in public discourse, (2) propose
two novel frameworks – the first one is a recommender system to personalize fact-
checking articles1 and the second one is a text generation framework2 to generate
responses with fact-checking intention. Both frameworks are designed to increase
the guardians’ engagement in fact-checking activities. Experimental results showed
that our recommender system improves competitive baselines significantly by
10∼20%, and the text generation framework is able to generate relevant responses
and outperforms state-of-the-art models by achieving up to 30% improvement.
Our qualitative study also confirms that the superiority of our generated responses
compared with responses generated from the existing models.
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1 Introduction

Our media landscape has been flooded by a large volume of falsified information,
overstated statements, false claims, fauxtography and fake videos3 perhaps due
to the popularity, impact and rapid information dissemination of online social
networks. The dramatic increase in the volume of misinformation posed severe
threats to our society, degraded trustworthiness of cyberspace, and influenced the
physical world. For example, $139 billion was wiped out when the Associated Press
(AP)’s hacked Twitter account posted fake news regarding White House explosion
with Barack Obama’s injury. Owing to the detrimental impact on modern society, a
large body of research work and efforts have been focused on detecting fake news
and building online fact-check systems in order to debunk fake news in its early
stage of dissemination.

However, falsified news is still disseminated like wild fire [19, 33] despite the
rise of fact-checking sites worldwide in the last half decade [11]. One possible
explanation for the aforementioned phenomenon is that verifying the correctness
of information may not be a common practice of the majority of people4 since
it takes time to search and read lengthy fact-checking articles. Furthermore,
recent work showed that individuals tend to selectively consume news that have
ideologies similar to what they believe while disregarding contradicting arguments
[7, 21]. These reasons and problems indicate that using only fact-checking systems
to debunk fake information is insufficient, and complementary approaches are
necessary to combat fake news.

Therefore, in this chapter, we focus on online users named guardians, who
directly engage with other users in public dialogues and convey verified information
to them. Figure 1 shows a real-life conversation between two online users. The
user @TheRightMelissa, called original poster, posts fake news about the wall
between Guatemala and Mexico. After few minutes, the user @EmmaDaly refutes
the misinformation by replying to the original poster and provides a fact-checking
article as a supporting evidence. We call such a reply a Direct Fact-checking tweet
(D-tweet) and the user who posts the D-tweet is called a D-guardian. Additionally,
we notice that the D-tweet is retweeted eleven times. We call users who retweet the
D-tweet secondary guardians (S-guardians) and their retweets are called secondary
fact-checking tweets (S-tweets). Both D-guardians and S-guardians are called
guardians, and both D-tweets and S-tweets are named fact-checking tweets.

In Sect. 2.1, we will show that guardians often quickly fact-checked original
tweets within a day after being posted and their D-tweets could reach hundreds
of millions of followers. Additionally, the likelihood to delete shares of fake news

3https://cnnmon.ie/2AWCCix
4http://go.zignallabs.com/Q1-2017-fake-news-report

https://cnnmon.ie/2AWCCix
http://go.zignallabs.com/Q1-2017-fake-news-report
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Fig. 1 A real-life fact-checking activity where the D-guardian @EmmaDaly refutes misinforma-
tion in the original tweet about the wall between Guatemala and Mexico after the original tweet
was posted in few minutes

increased by 4 times when there existed a fact-checking URL in users’ comments
[8].

Due to the guardians’ activeness and high impact on dissemination of fact-
checked content, our goal is to further support them in fact-checking activities
toward complementing existing fact-checking systems and combating fake news.
In particular, we propose (1) a novel fact-checking URLs recommendation to
recommend new and interesting fact-checking articles to guardians and (2) build a
text generation framework to generate responses with fact-checking intention when
original tweets are given. The fact-checking intention means either confirming or
refuting content of an original tweet by providing credible evidences. Regarding
two goals, this chapter shall describe these frameworks as novel methods to combat
fake news.

2 Fact-Checking Article Recommendation System

In this section, we investigate who guardians are, their activeness in fact-checking
activities and their impact in disseminating fact-checked contents. Based on
guardians’ posted fact-checking articles, we build our recommender system to
personalize these articles as a way to improve guardians’ engagement in fact-
checking activities.
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2.1 Data Collection

We employed the Hoaxy system [26] to collect a large number of D-tweets and
S-tweets. In particular, we collected 231,377 unique fact-checking tweets from six
well-known fact-checking websites – Snopes.com, Politifact.com, FactCheck.org,
OpenSecrets.org, TruthOrfiction.com and Hoax-slayer.net – via the APIs provided
by the Hoaxy system which internally used Twitter streaming API. The collected
data consisted of 161,981 D-tweets and 69,396 S-tweets (58,821 retweets of D-
tweets and 10,575 quotes of D-tweets) generated from May 16, 2016 to July 7,
2017 (∼1 year and 2 month).

We removed tweets containing only base URLs (e.g., snopes.com or politi-
fact.com) or URLs simply pointing to the background information of the websites
because the tweets containing these URLs may not contain fact-checking informa-
tion. After filtering, we had 225,068 fact-checking tweets consisting of 157,482
D-tweets and 67,586 S-tweets posted by 70,900 D-guardians and 45,406 S-
guardians. 7,167 users played both roles of D-guardians and S-guardians. The
number of unique fact-checking URLs was 7,295. In addition, we collected each
guardian’s recent 200 tweets. Table 1 shows the statistics of the collected dataset.

2.2 Identities of Guardians and their Activeness

As we have shown in the previous section, there were only 7,167 users (7%)
who behaved as both D-guardians and S-guardians, which indicates that guardians
usually focused on either fact-checking claims in conversations (i.e., being D-
guardians) or simply sharing credible information (i.e., being S-guardians). Since
D-guardians and S-guardians played different roles, we seek to understand which
group is more enthusiastic about its role. We created two lists – a list of the number
of D-tweets posted by each D-guardian and a list of the number of S-tweets posted
by each S-guardian –, excluding D&S guardians who performed both roles. Then,
by conducting One-sided MannWhitney U-test, we found that D-guardians were
significantly more enthusiastic about their role than S-guardians (p-value<10−6).
We also found that even the D&S guardians posted relatively larger number of D-
tweets than S-tweets according to Wilcoxon one-sided test (p-value<10−6).

The majority of guardians (85.3%) posted only 1∼2 fact-checking tweets.
However, there were active guardians, each of whom posted over 200 fact-checking
tweets. Tables 2 and 3 show the top 15 most active D-guardians and S-guardians
and the number of their D-tweets and S-tweets. Red-colored Jkj193741 and upayr

Table 1 Statistics of our dataset

|D-tweets| |S-tweets| |D-guardians| |S-guardians| |D&S guardians|
157,482 67,586 70,900 45,406 7,167
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Table 2 Top 15 most active D-guardians and associated number of D-tweets

D-guardians and their |D-tweets|
RandoRodeo (450) stuartbirdman (318) upayr (214)

pjr_cunningham (430) ilpiese (297) JohnOrJane (213)

TXDemocrat (384) BreastsR4babies (255) GreenPeaches2 (199)

Jkj193741 (355) rankled2 (230) spencerthayer (195)

BookRageStuff (325) ___lor__ (221) SaintHeartwing (174)

Table 3 Top 15 most active S-guardians, and associated number of S-tweets

S-guaridans and their |S-tweets|
Jkj193741 (294) MrDane1982 (49) LeChatNoire4 (35)

MudNHoney (229) pinch0salt (46) bjcrochet (34)

_sirtainly (75) ActualFlatticus (42) upayr (33)

Paul197 (66) BeltwayPanda (36) 58isthenew40 (33)

Endoracrat (49) EJLandwehr (36) slasher48 (31)

Table 4 Top 15 verified guardians, and corresponding D-tweet and S-tweet count

Verified guardians and (|D-tweets| vs. |S-tweets|)
fawfulfan (103-1) tomcoates (37-0) KimLaCapria (27-3)

OpenSecretsDC (37-30) aravosis (29-8) PattyArquette (29-0)

PolitiFact (41-17) TalibKweli (27-8) NickFalacci (28-0)

RobertMaguire_ (46-7) rolandscahill (31-0) AaronJFentress (28-0)

jackschofield (42-1) MichaelKors (30-0) ParkerMolloy (26-1)

guardians were especially active in joining online conversations and spreading fact-
checked information.

Next, we examined whether guardians have verified Twitter accounts or are
highly visible users, who have at least 5,000 followers. The verified accounts and
highly visible users usually play an important role in social media since their fact-
checking tweets can reach many audiences [13, 27]. Since the verified accounts are
more trustworthy, their fact-checking tweets are often shared by many other users.
In our dataset, 2,401 guardians (2.2%) had verified accounts. Table 4 shows the top
15 verified accounts. Interestingly, some of these verified accounts behaved as D&S
guardians, highlighted with the blue color in the table. Particularly, @PolitiFact,
and @OpenSecretsDC, the official accounts of Politifact.com and OpenSecrets.org,
frequently engaged in many online conversations. 8,221 guardians (7.5%) were
highly visible users. Most top verified guardians, and many top S-guardians had a
large number of followers. Altogether, S-tweets of the 45,406 S-guardians reached
over 200 million followers.

Based on the analysis, we conclude that both D-guardians and S-guardians
played important roles in terms of fact-checking claims and spreading the fact-
checked news to the other users. Therefore, we need both types of guardians to
spread credible information.
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2.3 Temporal Behavior of Guardians in Fact-Checking
Activities

To further understand activeness of guardians, we examined how quickly D-
guardians posted their fact-checking URLs as responses to original posters’ claims
in online conversations. In particular, we measured response time of a D-tweet/D-
guardian as a gap between an original poster’s posting time and the fact-checking
D-tweet’s time. We collected all response time of D-tweets, grouped them and
plotted a bar chart in Fig. 2a. The mean and median of response time were 2.26 days
and 34 min, respectively. 90% of D-tweets were posted within one day, indicating
D-guardians quickly responded to the claims and expressed their enthusiasm by
posting fact-checking URLs/tweets.

Similarly, we also measured response time of an S-tweet/S-guardian (Fig. 2b) as
a gap between D-tweet’s posting time and the corresponding S-tweet’s posting time.
The mean and median of the response time were 3.1 days and 90 min, respectively.
88.5% of S-tweets were posted within 1 day, indicating S-guardians also quickly
responded and spread fact-checked information.

Finally, we measured S-guardians’ inter-posting time to understand how long
it took between two consecutive S-tweets, given the corresponding D-tweet. First,
we grouped S-tweets based on each corresponding D-tweet, and sorted them in the
ascending order of S-tweet creation time. Next, within each group, we computed
inter-posting time δi as a gap between two consecutive S-tweets i and i + 1 and
created pairs of inter-posting time (δi, δi+1). These pairs were merged across all the
groups and were plotted in log2 scale in Fig. 2c. Overall, the average inter-posting
time was 5 min, which means an S-tweet was posted once per 5 min by S-guardians
after the corresponding D-tweet was posted. To sum up, both D-guardians and S-
guardians were active and quickly responded to claims and fact-checked content.
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Fig. 2 Ranges of response time of D-guardians and S-guardians, and inter-posting time of S-
tweets. The color in (c) indicates the number of pairs. (a) D-guardians’ response time. (b) S-
guardians’ response time. (c) S-tweets’ inter-posting time
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2.4 Fact-Checking Article Recommendation Framework

In the previous section, we found that the guardians are highly active in fact-
checking activities. To encourage them to further engage in disseminating fact-
checked information, we propose a recommendation model to personalize fact-
checking articles. The aim of the recommendation model is to help guardians
quickly access new interesting fact-checking URLs/pages so that they could embed
them in their messages, correct unverified claims or misinformation, and spread fact-
checked information. We use terms “fact-checking URLs”, “fact-checking articles”
and “URL”, interchangeably.

Problem Statement Let N = {u1, u2, . . . , uN } and M = {�1, �2, . . . , �M } be a
set of N guardians and a set of M fact-checking URLs, respectively. We view the
action of embedding a fact-checking URL �j into a fact-checking tweet of guardian
ui as an interaction pair (ui, �j ). We form a matrix X ∈ R

N×M where Xij = 1 if
the guardian ui posted a fact-checking URL �j . Otherwise, Xij = 0. Our main goal
is to learn a model that recommends similar URLs to guardians whose interests are
similar. In particular, we aim to learn matrix U ∈ R

N×D , where each row vector
UT

i ∈ R
D×1 is the latent representation of guardian ui , and matrix V ∈ R

D×M ,
where each column vector Vj ∈ R

D×1 is the latent representation of URL �j .
D � min(M,N) is latent dimensions. Toward the goal, we propose our initial/basic
matrix factorization model as follows:

min
U,V

‖� � (X − UV)‖2
F + λ(‖U‖2

F + ‖V‖2
F ) (1)

where � ∈ R
N×M , and �ij = 1 if Xij = 1. Otherwise, �ij = 0. Operators

� and ‖.‖2
F are Hadamard product and Frobenius norm, respectively. Finally, λ is

regularization factor to avoid overfitting.

Co-ocurrence model Now, we turn to extend our basic model in Eq. 1 by further
utilizing the interaction matrix X. Inspired by [15, 20], we propose to regularize
our basic model in Eq. 1 by generating two additional matrices – URL-URL co-
occurrence matrix and guardian-guardian co-occurrence matrix. Our main intuition
of the extension is that a pair of URLs, which were posted by the same guardian,
may be similar to each other. Likewise, a pair of guardians who posted the same
URLs may be alike. To better understand our proposed models, we present the word
embedding model as background information.

Word embedding model Given a sequence of training words, word embedding
models attempt to learn the distributed vector representation of each word. A typical
example is word2vec proposed by Mikolov et al. [20]. Given a training word w, the
main objective of the skip-gram model in word2vec is to predict the context words
(i.e. the words that appear in a fixed-size context window) of w. Recently, it has been
shown that training skip-gram model with negative sampling is similar to factorizing
a word-context matrix named Shifted Positive Pointwise Mutual Information matrix
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(SPPMI ) [14]. Given a word i and its context word j , the value SPPMI (i, j) is
computed as follows:

SPPMI (i, j) = max{PMI (i, j) − log(s), 0} (2)

where s ≥ 1 is the number of negative samples, and PMI (i, j) is an ele-
ment of Pointwise Mutual Information (PMI) matrix. PMI (i, j) is estimated as

log
(

#(i,j)×|D|
#(i)×#(j)

)
where #(i, j) is the number of times that word j appears in the

context window of word i. #(i) = ∑
j #(i, j), and #(j) = ∑

i #(i, j). |D| is the
total number of pairs of word and context word. Note that PMI (i, i) = 0 for every
word i.

URL-URL co-occurrence We generate a matrix R ∈ R
M×M where Rij =

SPPMI (�i, �j ) based on co-occurrence of URLs. In particular, for each URL �i

posted by a specific guardian, we define its context as all other URLs �j posted by
the same guardian. Based on this definition, #(i, j) means the number of guardians
that posted both URL �i and �j . #(i, j) is also interpreted as the co-occurrence of
URL �i and URL �j . After that, we compute PMI (�i, �j ) and SPPMI (�i, �j )

based on Eq. 2 for all pairs of �i and �j .

Guardian-Guardian co-occurrence Similarly, the context for each guardian ui

is defined as all other guardians uj who posted the same URL with ui . Then,
#(i, j) is the number of URLs that both guardian ui and guardian uj commonly
posted. Given this definition, we can generate a SPPMI matrix G ∈ R

N×N where
Gij = SPPMI (ui, uj ). The same value of hyper-parameter s is used for generating
matrices R and G.

Regularizing matrix factorization with co-occurrence matrices Our intuition is
that URLs which are commonly posted by similar set of guardians are similar, and
guardians who commonly posted the same set of URLs are close to each other. With
that intuition, we propose loss function LXRG – a joint matrix factorization model
of three matrices X, R and G as follows:

LXRG = ‖� � (X − UV)‖2
F + λ(‖U‖2

F + ‖V‖2
F )

+ ‖Rmask � (R − VT K)‖2
F + ‖Gmask � (G − UL)‖2

F

(3)

where Rmask ∈ R
M×M , Rmask

ij = 1 if Rij > 0. Otherwise, Rmask
ij = 0.

Gmask ∈ R
N×N , Gmask

ij = 1 if Gij > 0. Otherwise, Gmask
ij = 0. Two matrices

K ∈ R
D×M and L ∈ R

D×N act as additional parameters. Although our work
shares similar ideas with [15], there are three key differences between our model
and [15] as follows: (1) we omit bias matrices to reduce model complexity which is
helpful in reducing overfitting, (2) additional matrix G is factorized and (3) we do
not regularize parameters K and L.
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2.5 Integrating Auxiliary Information

In addition, we propose auxiliary information which will be integrated with Eq. 3 to
improve URL recommendation performance.

Modeling social structure The social structure of guardians may reflect the
homophily phenomenon indicating that guardians who follow each other may
have similar interests in fact-checking URLs. To model this social structure of
guardians, we first construct an unweighted undirected graph G(V,E) where nodes
are guardians, and an edge (ui, uj ) between guardians ui and uj are formed if ui

follows uj or uj follows ui . In our dataset, in total, there were 1,033,704 edges
in G(V,E) (density = 0.013898), which is 5.9 times higher than reported density
in [31], indicating dense connections between guardians. We represent G(V,E) by
using an adjacency matrix S ∈ R

N×N where Sij = 1 if there is an edge (ui, uj ).
Otherwise, Sij = 0. Second, we use Eq. 4 as a regularization term to make latent
representations of connected guardians similar to each other. Then, we formally
minimize L1 as follows:

L1 = ‖S − UUT ‖2
F (4)

Modeling topical interests based on recent tweets In addition to social structure,
the content of recent tweets may reflect guardians’ interests [1, 2, 5]. For each
guardian, we build a document by aggregating his/her 200 recent tweets and then
employ the Doc2Vec model [12] to learn latent representations of the document.
Doc2Vec is an unsupervised learning algorithm, which automatically learns high
quality representation of documents. We use Gensim5 as implementation of the
Doc2Vec, set 300 as latent dimensions of documents, and train Doc2Vec model
for 100 iterations. After training Doc2Vec model, we derive cosine similarity of
every pair of learned vectors to create a symmetric matrix Xuu ∈ R

N×N , where
Xuu(i, j) ∈ [0; 1] represents the similarity of document vectors of guardians ui and
uj . Intuitively, if two guardians have similar interests, their document vectors may
be similar. Thus, we regularize guardians’ latent representations to make them as
close as possible by minimizing the following objective function:

L2 = 1

2

N∑
i=1,j=1

Xuu(i, j)‖UT
i − UT

j ‖2

=
N∑

i=1

UT
i Duu(i, i)Ui −

N∑
i=1,j=1

UT
i Xuu(i, j)Uj

= T r(UT DuuU) − T r(UT XuuU) = T r(UT LuuU)

(5)

5https://radimrehurek.com/gensim/

https://radimrehurek.com/gensim/
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where Duu ∈ R
N×N is a diagonal matrix with elements on the diagonal Duu(i, i) =∑N

j=1 Xuu(i, j). T r(.) is the trace of matrix, and Luu = Duu − Xuu, which is a
Laplacian matrix of the matrix Xuu.

Modeling topical similarity of fact-checking pages We further exploit the
content of fact-checking URLs (i.e., fact-checking pages) as an additional data
source to improve recommendation quality. Intuitively, if the content of two
URLs are similar, their latent representations should be close. Exploiting the
content of a fact-checking URL has been employed in [2, 30]. In this paper,

Algorithm 1 GAU optimization algorithm
Input: Guardian-URL interaction matrix X, URL-URL SPPMI matrix R, Guardian-Guardian
SPPMI matrix G, social structure matrix S, Laplacian matrix Luu of guardians, Laplician
matrix L�� of URLs, binary matrices �, Rmask and Gmask as indication matrices.
Output: U and V

1: Initialize U, V, K and L with Gaussian distribution N (0, 0.012), t ← 0
2: while Not Converged do
3: Compute ∂LGAU

∂U , ∂LGAU

∂V , ∂LGAU

∂L and ∂LGAU

∂K in Eq. 9

4: Ut+1 ← Ut − η
∂LGAU

∂U
5: Vt+1 ← Vt − η

∂LGAU

∂V
6: Lt+1 ← Lt − η

∂LGAU

∂L
7: Kt+1 ← Kt − η

∂LGAU

∂K
8: t ← t + 1

return U and V

we apply a different approach, in which the Doc2Vec model is utilized to learn latent
representation of URLs. Hyperparameters of the Doc2Vec model are the same as
what we used for content of tweets. After training the Doc2Vec model, we derive
the symmetric similarity matrix X�� ∈ R

M×M and minimize the loss function L3 in
Eq. 6 as a way to regulate latent representation of URLs.

L3 = 1

2

M∑
i=1,j=1

X��(i, j)‖Vi − Vj‖2

=
M∑
i=1

ViD��(i, i)V
T
i −

M∑
i=1,j=1

ViX��(i, j)V T
j

= T r(V(D�� − X��)VT )

= T r(VL��VT )

(6)

where D�� ∈ R
M×M is a diagonal matrix with D��(i, i) = ∑M

j=1 X��(i, j) and
L�� = D�� − X��, which is the graph Laplacian of the matrix X��.
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2.6 Joint-Learning Fact-Checking URL Recommendation
Model

Finally, we propose GAU – a joint model of Guardian-Guardian SPPMI matrix,
Auxiliary information and URL-URL SPPMI matrix. The objective function of our
model, LGAU , is presented in Eq. 7:

min
U,V,L,K

LGAU = ‖� � (X − UV)‖2
F + λ(‖U‖2

F + ‖V‖2
F )

+ ‖Rmask � (R − VT K)‖2
F

+ ‖Gmask � (G − UL)‖2
F

+ α × ‖S − UUT ‖2
F

+ γ × T r(UT LuuU)

+ β × T r(VL��VT )

(7)

where α, γ, β, λ and shifted negative sampling value s are hyper parameters,
tuned based on a validation set. We optimize LGAU by using gradient descent to
iteratively update parameters with fixed learning rate η = 0.001. The details of the
optimization algorithm are presented in Algorithm 1. After learning U and V, we
estimate the guardian ui’s preference for URL �j as: r̂i,j ≈ UiVj . The final URLs
recommended for a guardian ui is formed based on ranking:

ui : �j1 > �j2 > . . . > �jM
→ r̂i,j1 > r̂i,j2 > . . . > r̂i,jM

(8)

The derivatives of loss LGAU with respect to parameters U, V, K and L are:

∂LGAU

∂U
= −2(� � � � (X − UV))VT + 2λ × (U)

−2(Gmask � Gmask � (G − UL))LT

−2α((S − UUT + (S − UUT )T )U)

+γ × (Luu + LT
uu)U

∂LGAU

∂V
= −2UT (� � � � (X − UV)) + 2λ × (V)

−2K(Rmask � Rmask � (R − VT K))T

+β × V(L�� + LT
��)

∂LGAU

∂L
= −2UT (Gmask � Gmask � (G − UL))

∂LGAU

∂K
= −2V(Rmask � Rmask � (R − VT K))

(9)
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2.7 Experimental Design and Evaluation Metrics

We were interested in selecting active and professional guardians who frequently
posted fact-checking URLs since they would be more likely to spread recommended
fact-checking URLs than casual guardians. We only selected guardians who used
at least three distinct fact-checking URLs in their D-tweets and/or S-tweets. Alto-
gether, 12,197 guardians were selected for training and evaluating recommendation
models. They posted 4,834 distinct fact-checking URLs in total. The number of
interactions was 68,684 (Sparsity:99.9%). There were 9,710 D-guardians, 6,674 S-
guardians and 4,187 users who played both roles. The total number of followers of
the 12,197 guardians was 55,325,364, indicating their high impact on fact-checked
information propagation.

To validate our model, we randomly selected 70%, 10% and 20% URLs of
each guardian for training, validation and testing. The validation data was used
to tune hyper-parameters and to avoid overfitting. We repeated this evaluation
scheme for five times, getting five different sets of training, validation and test
data. The average results were reported. We used three standard ranking metrics
such as Recall@k, MAP@k (Mean Average Precision) and NDCG@k (Normalized
Discounted Cumulative Gain). We tested our model with k ∈ {5, 10, 15}.

2.8 Effectiveness of Auxiliary Information and SPPMI
Matrices

Before comparing our GAU model with four baselines, which will be described in
the following section, we first examined the effectiveness of exploiting auxiliary
information and the utility of jointly factorizing SPPMI matrices. Starting from
our basic model in Eq. 1, we created variants of the GAU model. Since there are
many variants of GAU , we selectively report performance of the following GAU ’s
variants:

• Our basic model (Eq. 1) (BASIC)
• BASIC + Network + URL’s content (BASIC + NW + UC)
• BASIC + Network + URL’s content + URL’s SPPMI matrix (BASIC + NW +

UC + SU)
• BASIC + URL’s SPPMI matrix + Guardians’ SPPMI matrix (BASIC + SU +

SG)
• BASIC + Network + URL’s content + SPPMI matrix of URLs + SPPMI matrix

of Guardians (BASIC + NW + UC + SU + SG)
• Our GAU model

Table 5 shows performance of the variants and the GAU model. It shows the
rank of each method based on the reported metrics. By adding social network
information and fact-checking URL’s content to Eq. 1, there was a huge climb in
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performance of BASIC+NW+UC over BASIC across all metrics. In particular,
Recall, NDCG and MAP of BASIC+NW+UC were better than BASIC about
12.20% ± 1.31%, 13.39% ± 0.34% and 14.04% ± 0.76%, respectively (confidence
interval 95%). These results confirm the effectiveness of exploiting the auxiliary
information.

How about using co-occurrence SPPMI matrices of fact-checking URLs and
guardians? First, when adding co-occurrence SPPMI matrix of fact-checking
URL (SU) to the variant BASIC+NW+UC, we did not see much improve-
ment across all settings. Second, when jointly factorizing two SPPMI matrices
(BASIC+SU+SG) and comparing it with the variant BASIC+NW+UC, we can
see that BASIC+SU+SG and BASIC+NW+UC performed equally well. Again,
BASIC+SU+SG did not use any additional data sources except the interaction
matrix X. It is an attractive benefit since it did not depend on other data sources.
In other words, it reflects that regularizing the BASIC model with SPPMI matrices
is comparable to adding network data and URLs’ contents to the BASIC model.

So far, both auxiliary information and SPPMI matrices are beneficial to
improving recommendation quality. How about combining all of them into a
single model? Will performance be further improved? We turned to the variant
BASIC+NW+UC+SU+SG. As expected, BASIC+NW+UC+SU+SG enhanced
SU+SG by 7.90% ± 1.79% Recall, 6.58% ± 0.40% NDCG, and 5.53% ± 0.22%
MAP. Its results were also higher than BASIC+NW+UC about 9.10% ± 6.15%
Recall, 7.92% ± 2.50% NDCG and 7.75% ± 0.58% MAP.

Since adding auxiliary data was valuable, we now exploit another data source
– 200 recent tweets’ content. Consistently, adding the tweets’ content indeed
improved performance. The improvement of GAU over BASIC+NW+UC+SU+SG
model was 4.0% Recall, 6.6% NDCG and 8.4% MAP. This improvement is sta-
tistically significant with p-value<0.001 using Wilcoxon one-sided test. Comparing
the GAU with the BASIC model, we observed a dramatic increase in performance
across all metrics. Specifically, Recall, NDCG and MAP were improved by
25.13% ± 10.64%, 28.64% ± 7.13% and 32% ± 4.29% respectively.

Based on the experiments, we conclude that the auxiliary data as well as
co-occurrence matrices are helpful to improve recommendation quality. Adding
SU+SG or NW+UC enhanced the BASIC model by 12–14%. Our GAU model
performed best, improving 25∼32% compared with the BASIC model.

2.9 Performance of Our Model and Baselines

We compared our proposed model with the following four state-of-the-art collabo-
rative filtering algorithms:

– BPRMF Bayesian Personalized Ranking Matrix Factorization [23] optimizes the
matrix factorization model with pairwise ranking loss. It is a common baseline
for item recommendation.
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– MF Matrix Factorization (MF) [10] is a standard technique in collaborative
filtering. Given an interaction matrix X ∈ R

N×M , it factorizes X into two
matrices U ∈ R

N×D and V ∈ R
D×M , which are latent representations of users

and items, respectively.
– CoFactor CoFactor [15] extended Weighted Matrix Factorization (WMF) by

jointly decomposing interaction matrix X and co-occurrence SPPMI matrix for
items (i.e., fact-checking URLs in this context). We set a confidence value
cXij =1 = 1.0 for Xij = 1, and we set cXij =0 = 0.01 for non-observed interaction.
The number of negative samples s was grid-searched in a set s ∈ {1, 2, 5, 10, 50},
following the same settings as in [15].

– CTR Collaborative Filtering Regression [30] employed content of URLs (i.e.,
fact-checking pages in this context) to recommend scientific papers to users.
Following exactly the best setting reported in the paper, we selected the top 8,000
words from fact-checking URLs’ contents based on the mean of tf-idf values and
set λu = 0.01, λv = 100, D = 200, a = 1 and b = 0.01.

To build our GAU model, we conducted the grid-search to select the best value
of α, β and γ in {0.02, 0.04, 0.06, 0.08}. The number of negative samples s for
constructing SPPMI matrices was in {1, 2, 5, 10, 50}. For all of the baselines and
the GAU model, we set latent dimensions to D = 100 unless explicitly stated, and
regularization value λ was grid-searched in {10−5, 3 × 10−5, 5 × 10−5, 7 × 10−5}
by default. We only report the best result of each baseline.

Figure 3 shows the performance of the four baselines and GAU. MF was better
than BPRMF which was designed to optimize Area Under Curve (AUC). CTR was
a very competitive baseline. This reflects the importance of fact-checking URL’s
content (i.e., fact-checking page) in recommending right fact-checking URLs to
guardians. GAU performed better than CTR by 12.75% ± 0.95% Recall, 11.2% ±
4.6% NDCG, and 12.5% ± 2.5% MAP. GAU also outperformed CoFactor with
a large margin by 25.8% ± 8.4% Recall, 29.2% ± 5.8% NDCG, and 32.6% ±
3.4% MAP (confidence interval 95%). Overall, our GAU model significantly
outperformed all the baselines (p-value<0.001). The improvement over the baselines
was 11∼33%.
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Fig. 3 Performance of our GAU model and 4 baselines. The GAU model outperforms the
baselines (p-value < 0.001). (a) Recall@k. (b) NDCG@k. (c) MAP@k
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2.10 Exploiting Hyper-Parameters

We investigated the impact of hyper-parameters α, β and γ on the GAU model.
These hyper-parameters control the contribution of social network, fact-checking
URL’s content and 200 recent tweets’ content to the GAU. We tested α, β and
γ from 0.01 to 0.09, increasing 0.01 in each step, and then report the average
recall@15, while we fixed λ = 3 × 10−5 and the number of negative samples
s = 10. In Fig. 4a, we fixed β = 0.08 and varied α and γ . The general trend
was that recall@15 gradually went up, when α and γ increased. It reached the peak,
when α = 0.06 and γ = 0.06. Next, we fixed α = 0.08. It seems recall@15
fluctuated when varying β and γ , but the amplitude was small. The max Recall@15
was only 2.2% larger than the smallest Recall@15. Finally, γ was fixed to 0.08. The
trend was similar to Fig. 4a. In general, when α, β and γ are large, the performance
tends to improve, which suggests the importance of regularizing our model using
the auxiliary information.
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2.11 Discussion

So far, we identified who guardians are and their temporal behavior. Although there
are highly active guardians in fact-checking guardians, most guardians only posted
1∼2 fact-checking tweets. Therefore, we only target active guardians, who posted at
least 3 fact-checking URLs since guardians may continue to be active in spreading
fact-checked information in the future. Another observation is that the top verified
guardians seem not to be active in the covered time period. This phenomenon
may be explained by the fact that these verified guardians may be cautious about
what they should post to their followers. From our experiments, we showed that
integrating auxiliary information is useful in improving recommendation quality.
Although our model outperforms baselines, there are considerable space to improve
our model. For example, we may utilize contents of original tweets, temporal factors
and activeness of guardians. Deep Learning architectures may help us improve our
model. We leave these directions for future exploration.

3 Fact-Checking Responses Generation Framework

In this section, we turn our attention to generating responses with fact-checking
intention to help guardians fact-check information faster and as a result increase
their engagement in fact-checking activities. Since S-tweets are mostly copies of
Direct Fact-checking tweets (D-tweets), we focus on generating D-tweets when an
original tweet is given.

3.1 Datasets of Original Tweets and Direct Fact-Checking
Tweets

Since training an effective text generation framework requires large number of pairs
of original tweets and D-tweets, we extend our dataset in Sect. 2.1 with additional
D-tweets collected from Hoaxy system. Totally, we collected 247,436 distinct D-
tweets posted between May 16, 2016 and May 26, 2018. We removed non-English
D-tweets, and D-tweets containing fact-checking URLs linked to non-article pages
such as the main page and about page of a fact-checking site. Then, among the
remaining D-tweets, if its corresponding original tweet was deleted or was not
accessible via Twitter APIs because of suspension of an original poster, we further
filtered out the D-tweets. As a result, 190,158 D-tweets and 164,477 distinct original
tweets were remained.

To further ensure that each of the remaining D-tweets reflected fact-checking
intention and make a high quality dataset, we only kept a D-tweet whose fact-
checking article was rated as true or false. Our manual verification of 100 random
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samples confirmed that D-tweets citing fact-checking articles with true or false label
contained clearer fact-checking intention than D-tweets with other labels such as
half true or mixture. In other words, D-tweets associated with mixed labels were
discarded. After the pre-processing steps, our final dataset consisted of 73,203 D-
tweets and 64,110 original tweets posted by 41,732 distinct D-guardians, and 44,411
distinct original posters, respectively. We use this dataset in the following sections.

3.2 Response Generation Framework

Formally, given a pair of an original tweet and a D-tweet, the original tweet x is
a sequence of words x = {xi |i ∈ [1;N ]} and the D-tweet is another sequence of
words y = {yj |j ∈ [1;M]}, where N and M are the length of the original tweet and
the length of D-tweet, respectively. We inserted a special token <s> as a starting
token into every D-tweet. Drawing inspiration from [18], we propose and build a
framework as shown in Fig. 5 that consists of three main components: (i) the shared
word embedding layer, (ii) the encoder to capture representation of the original
tweet and (iii) the decoder to generate a D-tweet. Their details are as follows:

Shared Word Embedding Layer For every word xi in the original tweet x, we
represent it as a one-hot encoding vector xi ∈ R

V and embed it into a D-dimensional
vector xi ∈ R

D as follows: xi = Wexi , where We ∈ R
D×V is an embedding matrix

and V is the vocabulary size. We use the same word embedding matrix We for the
D-tweet. In particular, for every word yi (represented as one-hot vector yi ∈ R

V ) in
the D-tweet y, we embed it into a vector yi = Weyi . The embedding matrix We is
a learned parameter and could be initialized by either pre-trained word vectors (e.g.

<s> @user another lie

@user

another lie url

url

</s>

he said this url

GRU GRU GRU GRU GRU GRU GRU

Shared 
Word 

Embeddings

Context vector +
Vector concat.

Activation Layer

Softmax

Original Tweet Direct Fact-checking tweet

GRU GRU

Fig. 5 Our proposed framework to generate responses with fact-checking intention
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Glove vectors) or random initialization. Since our model is designed specifically
for fact-checking domain, we initialized We with Normal Distribution N (0, 1) and
trained it from scratch. By using a shared We, we could reduce the number of
learned parameters significantly compared with [18].

Encoder The encoder is used to learn latent representation of the original tweet x.
We adopt a Recurrent Neural Network (RNN) to represent the encoder due to its
large capacity to condition each word xi on all previous words x<i in the original
tweet x. To overcome the vanishing or exploding gradient problem of RNN, we
choose Gated Recurrent Unit (GRU) [6]. Formally, we compute hidden state hi ∈
R

H at time-step ith in the encoder as follows:

hi = GRU(xi , hi−1) (10)

where the GRU is defined by the following equations:

zi = σ(xiWz + hi−1Uz)

ri = σ(xiWr + hi−1Ur

)

h̃i = tanh
(
xiWo + (ri � hi−1)Uo)

hi = (1 − zi ) � h̃i + zi � hi−1

(11)

where W[z,r,o], U[z,r,o] are learned parameters. h̃i is the new updated hidden state,
zi is the update gate, ri is the reset gate, σ(.) is the sigmoid function, � is element
wise product, and h0 = 0. After going through every word of the original tweet x,
we have hidden states for every time-step X = [h1 ⊕ h2 ⊕ . . . ⊕ hN ] ∈ R

H×N ,
where ⊕ denotes concatenation of hidden states. We use the last hidden state hN as
features of the original tweet x = hN .

Decoder The decoder takes x as the input to start the generation of a D-tweet.
We use another GRU to represent the decoder to generate a sequence of tokens
y = {y1, y2, . . . , yM }. At each time-step j th, the hidden state hj is computed
by another GRU: hj = GRU(yj , hj−1) where initial hidden states are h0 = x.
To provide additional context information when generating word yj , we apply an
attention mechanism to learn a weighted interpolation context vector cj dependent
on all of the hidden states output from all time-steps of the encoder. We compute
cj = Xaj where each component aj i of aj ∈ R

N is the alignment score between
the j th word in the D-tweet and the ith output from the encoder. In this study, aj is
computed by one of the following ways:

aj =
{

sof tmax(XT hj ) Dot Attention

sof tmax(XT Wahj ) Bilinear Attention
(12)
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where softmax(.) is a softmax activation function and Wa ∈ R
H×H is a learned

weight matrix. Note that we tried to employ other attention mechanisms including
additive attention [3] and concat attention [18] but the above attention mechanisms
in Eq. 12 produced better results. After computing the context vector cj , we
concatenate hT

j with cT
j to obtain a richer representation. The word at j th time-step

is predicted by a softmax classifier:

ŷj = sof tmax
(
Ws tanh

(
Wc[cT

j ⊕ hT
j ]T ))

(13)

where Wc ∈ R
O×2H , and Ws ∈ R

V ×O are weight matrices of a two-layer
feedforward neural network and O is the output size. ŷj ∈ R

V is a probability
distribution over the vocabulary. The probability of choosing word vk in the
vocabulary as output is:

p(yj = vk|yj−1, yj−2, . . . , y1, x) = ŷjk (14)

Therefore, the overall probability of generating the D-tweet y given the original
tweet x is computed as follows:

p(y|x) =
M∏

j=1

p(yj |yj−1, yj−2, . . . , y1, x) (15)

Since the entire architecture is differentiable, we jointly train the whole network
with Teacher Forcing via Adam optimizer by minimizing the negative conditional
log-likelihood for m pairs of the original tweet x(i) and the D-tweet y(i) as follows:

min
θe,θd

L = −
m∑

i=1

log p(y(i)|x(i); θe, θd) (16)

where θe and θd are the parameters of the encoder and the decoder, respectively. At
test time, we used beam search to select top K generated responses. The generation
process of a D-tweet is ended when an end-of-sentence token (e.g. </s>) is emitted.

3.3 Evaluation

In this section, we thoroughly evaluate our models namely FCRG-DT (based on
dot attention in Eq. 12) and FCRG-BL (based on bilinear attention in Eq. 12)
quantitatively and qualitatively. Since our methods are deterministic models, we
compare them with state-of-the-art baselines in this direction.

• SeqAttB: Shang et al. [25] proposed a hybrid model that combines global
scheme and local scheme [3] to generate responses for original tweets on Sina
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Weibo. This model is one of the first work that generate responses for short text
conversations.

• HRED: It [24] employs hierarchical RNNs for capturing information in a long
context. HRED is a competitive method and a commonly used baseline for dialog
generation systems.

• our FCRG-BL: This model uses the bilinear attention.
• our FCRG-DT: This model uses the dot attention.

Data Processing Similar to [24] in terms of text generation, we replaced numbers
with <number> and personal names with <person>. Words that appeared less
than three times were replaced by <unk> token to further mitigate the sparsity issue.
Our vocabulary size was 15,321. The min, max and mean |tokens| of the original
tweets were 1, 89 and 19.1, respectively. The min, max and mean |tokens| of D-
tweets were 3, 64 and 12.3, respectively. Only 791 (1.2%) original tweets contained
1 token which is mostly a URL.

Experimental Design We randomly divided 73,203 pairs of the original tweets
and D-tweets into training/validation/test sets with a ratio of 80%/10%/10%,
respectively. The validation set was used to tune hyperparameters and for early
stopping. At test time, we used the beam search to generate 15 responses per
original tweet (beam size=15), and report the average results. To select the best
hyperparameters, we conducted the standard grid search to choose the best value
of a hidden size H ∈ {200, 300, 400}, and an output size O ∈ {256, 512}. We set
word embedding size D to 300 by default unless explicitly stated. The length of the
original tweets and D-tweets were set to the maximum value N = 89 and M = 64,
respectively. The dropout rate was 0.2. We used Adam optimizer with fixed learning
rate λ = 0.001, batch size b = 32, and gradient clipping was 0.25 to avoid exploded
gradient. The same settings are applied to all models for the fair comparison.

A well known problem of the RNN-based decoder is that it tends to generate
short responses. In our domain, examples of commonly generated responses were
fake news url., you lie url., and wrong url. Because a very short response may be less
interesting and has less power to be shared, we forced the beam search to generate
responses with at least τ tokens. Since 92.4% of D-tweets had |tokens| ≥ 5, and
60% D-tweets had |tokens| ≥ 10, we chose τ ∈ {0, 5, 10}. In practice, fact-checkers
can choose their preferred |tokens| of generated responses by varying τ .

Evaluation Metrics To measure performance of our models and baselines, we
adopted several syntactic and semantic evaluation metrics used in the prior works. In
particular, we used word overlap-based metrics such as BLEU scores [22], ROUGE-
L [16], and METEOR [4]. These metrics evaluate the amount of overlapping
words between a generated response and a ground-truth D-tweet. The higher
score indicates that the generated response are close/similar to the ground-truth D-
tweet syntactically. In other words, the generated response and the D-tweet have a
large number of overlapping words. Additionally, we also used embedding metrics
(i.e. Greedy Matching and Vector Extrema) [17]. These metrics usually estimate
sentence-level vectors by using some heuristic to combine the individual word
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vectors in the sentence. The sentence-level vectors between a generated response
and the ground-truth D-tweet are compared by a measure such as cosine similarity.
The higher value means the response and the D-tweet are semantically similar.

Quantitative Results Based on Word Overlap-Based Metrics In this exper-
iment, we quantitatively measure performances of all models by using BLEU,
ROUGE-L, and METEOR. Table 6 shows results in the test set. Firstly, our FCRG-
DT and FCRG-BL performed equally well, and outperformed the baselines –
SeqAttB and HRED. In practice, FCRG-DT model is more preferable due to fewer
parameters compared with FCRG-BL. Overall, our models outperformed SeqAttB
perhaps because fusing global scheme (i.e. the last hidden state of the encoder) and
output hidden state of every time-step ith in the encoder may be less effective than
using only the latter one to compute context vector cj . HRED model utilized only
global context without using context vector cj in generating responses, leading to
suboptimal results compared with our models.

Under no constraints on |tokens| of generated responses, our FCRG-DT achieved
6.24% (p < 0.001) improvement against SeqAttB on BLEU-3 according to
Wilcoxon one-sided test. In BLEU-4, FCRG-DT improved SeqAttB by 7.32% and
HRED by 7.76% (p < 0.001). In ROUGE-L, FCRG-DT improved SeqAttB and
HRED by 3.32% and 4.31% with p < 0.001, respectively. In METEOR, our FCRG-
DT and FCRG-BL achieved comparable performance with the baselines.

When |tokens| ≥ 5, we even achieve better results. The improvements of FCRG-
DT over SeqAttB were 7.05% BLEU-3, 7.37% BLEU-4 and 3.25% ROUGE-L (p <

0.001). In comparison with HRED, the improvements of FCRG-DT were 5.25%
BLEU-3, 5.64% BLEU-4, and 2.97% ROUGE-L (p < 0.001). Again, FCRG-DT
are comparable with SeqAttB and HRED in METEOR measurement.

When |tokens| ≥ 10, there was a decreasing trend across metrics as shown in
Table 6. It makes sense because generating longer response similar with a ground-
truth D-tweet is much harder problem. Therefore, in reality, the Android messaging
service recommends a very short reply (e.g., okay, yes, I am indeed) to reduce inac-
curate risk. Despite the decreasing trend, our FCRG-DT and FCRG-BL improved
the baselines by a larger margin. In particular, in BLEU-3, FCRG-DT outperformed
SeqAttB and HRED by 17.9% and 16.0% (p < 0.001), respectively. For BLEU-4,
the improvements of FCRG-DT over SeqAttB and HRED were 13.02% and 11.74%
(p < 0.001), respectively. We observed consistent improvements over the baselines
in ROUGE-L and METEOR. Overall, our models outperformed the baselines in
terms of all of the word overlap-based metrics.

Quantitative Results Based on Embedding Metrics We adopted two embedding
metrics to measure semantic similarity between generated responses and ground-
truth D-tweets [17]. Again, we tested all the models under three settings as shown
in Table 6. Our FCRG-DT performed best in all embedding metrics. Specifically,
FCRG-DT outperformed SeqAttB by 3.98% and HRED by 6.00% improvements
with p < 0.001 in Greedy Matching. FCRG-DT’s improvements over SeqAttB
and HRED were 26.24% and 5.62% (p < 0.001), respectively in Vector Extrema.
When |tokens| ≥ 5, our FCRG-DT also outperformed the baselines in both Greedy
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Matching and Vector Extrema. In |tokens| ≥ 10, our models achieved better
performance than the baselines in all the embedding metrics. In particular, FCRG-
BL model performed best, and then FCRG-DT model was the runner up. To sum
up, FCRG-DT and FCRG-BL outperformed the baselines in Embedding metrics.

Qualitative Evaluation Next, we conducted another experiment to compare our
FCRG-DT with baselines qualitatively. In the experiment, we chose FCRG-DT
instead of FCRG-BL since it does not require any additional parameters and had
comparable performance with FCRG-BL. We also used τ = 10 to generate
responses with at least 10 tokens in all models since lengthy responses are more
interesting and informative despite a harder problem.

Human Evaluation Similar to [25], we randomly selected 50 original tweets from
the test set. Given each of the original tweets, each of FCRG-DT, SeqAttB and
HRED generated 15 responses. Then, one response with the highest probability per
model was selected. We chose a pairwise comparison instead of listwise comparison
to make easy for human evaluators to decide which one is better. Therefore, we
created 100 triplets (original tweet, response1, response2) where one response was
generated from our FCRG-DT and the other one was from a baseline. We employed
three crowd-evaluators to evaluate each triplet where each response’s model name
was hidden to the evaluators. Given each triplet, the evaluators independently chose
one of the following options: (i) win (response1 is better), (ii) loss (response2
is better), and (iii) tie (equally good or bad). Before labeling, they were trained
with a few examples to comprehend the following criteria: (1) the response should
fact-check information in the original tweet, (2) it should be human-readable and
be free of any fluency or grammatical errors, (3) the response may depend on
a specific case or may be general but do not contradict the first two criteria.
The majority voting approach was employed to judge which response is better.
If annotators rated a triplet with three different answers, we viewed the triplet as
a tie. Table 7 shows human evaluation results. The Kappa values show moderate
agreement among the evaluators. We conclude that FCRG-DT outperforms SeqAttB
and HRED qualitatively.

Case Studies Table 8 presents examples of original tweets, ground-truth D-tweets,
and generated responses of the three models. Our FCRG-DT generated more
relevant responses with clear fact-checking intention. For example, in the first
example, FCRG-DT captured the uranium in the original tweet and generated
a relevant response. We observed that SeqAttB usually generated non-relevant
content. Responses generated by FCRG-DT were more formal than ones generated
by the baselines.

Table 7 The results of
human evaluation

Opponent Win Loss Tie Fleiss Kappa

our FCRG-DT vs. SeqAttB 40% 28% 32% 0.725

our FCRG-DT vs. HRED 40% 36% 24% 0.592
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Table 8 Examples of original tweets, ground-truth FC tweets, generated responses of our FCRG-
DT and two baselines

Pairs of the original tweet (OT) and
ground-truth D-tweet

Generated responses of our FCRG-DT and two
baselines

OT: @user <person> sold
<number> % of our uranium to
russia . that’s your candidate .
D-tweet: except that she did not . url
@user

SeqAttB: @user no , <person> did not start the
birther movement . url
HRED: @user here you go , read the whole thing .
url
FCRG-DT: @user allegations about hrc are false .
she did not have to give uranium to russia : url

OT: @user i just feel bad for poor
franklin (?) , all alone on his side of
the table . . .
D-tweet: @user interesting . url

SeqAttB: @user there is no trucker strike in puerto
rico url
HRED: @user this is a fake . sorry folks . url
FCRG-DT: @user snopes says this is not true . url
url

OT: @user that is why i asked the
question so i could have an
understanding
D-tweet: @user do use a troll as your
source of info url

SeqAttB:@user <person> kissed by former klan
member : url
HRED: @user here you go , read the whole thing .
url
FCRG-DT: @user this is a fake quote . sorry folks .
url

OT: show me where <person>

actually said that , other than this
photoshopped picture from the
internet .
D-tweet: @user fake quote . url

SeqAttB: @user no, <person> did not start the
birther movement. url
HRED: @user yeah , no , they are not . url
FCRG-DT: @user this is a fake news site , right ? url

OT: @user also , you are giving me a
different set of statistics than the ones
i asked for .
D-tweet: @user here’s what he
misquoted to start . url

SeqAttB: @user here you go , read the facts : url
HRED: @user here ya go : url read this . url
FCRG-DT: @user this is a fake quote from
<person> . url

3.4 Discussions

Although our proposed models successfully generated responses with fact-checking
intention, and performed better than the baselines, there are a few limitations in our
work. Firstly, we assumed guardians freely choose articles that they prefer, and then
insert corresponding fact-checking URLs into our generated responses. It means we
achieved partial automation in a whole fact-checking process. In our future work,
we are interested in even automating the process of selecting an fact-checking article
based on content of original tweets in order to fully support guardians and automate
the whole process. Perhaps, combining both our recommender system and our text
generation framework may help us automate the fact-checking process. Secondly,
our framework is based on word-based RNNs, leading to a common issue: rare
words are less likely to be generated. A feasible solution is using character-level
RNNs [9] so that we do not need to replace rare words with <unk> token. In the
future work, we will investigate if character-based RNN models work well on our
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dataset. Thirdly, we only used pairs of an original tweet and a D-tweet without
utilizing other data sources such as previous messages in online dialogues. We also
tried to use the content of fact-checking articles, but did not improve performance
of our models. We plan to explore other ways to utilize the data sources in the
future. Finally, there are many original tweets containing URLs pointing to fake
news sources (e.g. breitbart.com) but we did not consider them when generating
responses. We leave this for future exploration.

4 Conclusions

In this chapter, we presented novel preventive methods to combat fake news
by leveraging online users called guardians. By identifying these guardians and
analyzing their behavior in posting fact-checking tweets, we built a novel fact-
checking URL recommendation model to personalize fact-checking articles and a
response generation framework to help guardians fact-check information faster. In
the discussion sections, we described possible extensions of our models to achieve
better performance. We believe that our work opens new research directions in fake
news intervention.

4.1 Contributions

Portions of this chapter are based on work that appeared in the 2018 and 2019 Inter-
national ACM SIGIR Conference on Research and Development in Information
Retrieval (SIGIR) [28, 29, 32].
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