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Geometric Continuum Mechanics

This volume contains a compilation of extended articles on the applications of
various topics in modern differential geometry to the foundations of continuum
mechanics.

The application of differential geometry to the mechanics of systems having a
finite number of degrees of freedom, as appeared initially in the works of Abraham,
Marsden, Souriau, Arnold, Smale, and others, and led to the vast literature that
followed, needs no introduction. Quoting from A.D. Lewis,! one learns that:

What has resulted from the merging of mechanics and differential geometry has been
a deep understanding of the structures that contribute to the mathematical foundations
of mechanics. ...... Moreover, mechanics has given life and breadth to some areas of
differential geometry, just as one might hope with the interplay of mathematics and its
applications.

Continuum mechanics, as a field theory, poses an even greater challenge. To
quote C. Truesdell:?

...the mechanics of deformable bodies, ...is inherently not only subtler, more beautiful,
and grander but also far closer to nature than is the rather arid special case called “analytical
mechanics” ....

Similarly, W. Noll writes:?

It is true that the mechanics of systems of a finite number of mass points has been on a
sufficiently rigorous basis since Newton. Many textbooks on theoretical mechanics dismiss

' Andrew D. Lewis, The bountiful intersection of differential geometry, mechanics, and control
theory, Annual Review of Control, Robotics, and Autonomous Systems, 1, 1.135-1.158, 2018,
https://doi.org/10.1146/annurev-control-060117-105033.

2Clifford Truesdell, A First Course in Rational Continuum Mechanics, Vol. 1, Academic Press,
1991.

3Walter Noll, The foundations of classical mechanics in the light of recent advances in continuum
mechanics, in The Axiomatic Method, with Special Reference to Geometry and Physics, Henkin,
L.; Suppes, P. & Tarski, A. (Eds.), North-Holland, 1959, 266-281.
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vi Geometric Continuum Mechanics

continuous bodies with the remark that they can be regarded as the limiting case of a particle
system with an increasing number of particles. They cannot.

Thus, taking into account this inherent subtlety of continuum mechanics, it is not
surprising that the applications of modern differential geometry to the foundations of
continuum mechanics did not progress on par with that of the mechanics of systems
having a finite number of degrees of freedom.

It is hoped that the collection of articles compiled in this volume will serve as
an introduction to the current work on the interaction of differential geometry and
continuum mechanics. The continuum mechanical aspects of the articles are mainly:
(1) kinematics of continuous bodies, and force and stress theories, (2) the geometry
of dislocations as described from various points of view including Noll’s uniformity
and homogeneity theory. With the assumption that the reader is familiar with the
basics of modern differential geometry, the articles contain applications of global
analysis, algebraic geometry, geometric measure theory, and the theory of groupoids
and algebroids. A chapter containing a comprehensive introduction to manifolds of
mappings, which also includes some new results, is also contained in the volume
for the benefit of readers interested in the global geometric approach to continuum
mechanics.

Special attempts have been made by the authors to make their presentations self-
contained and accessible to a wide readership.

The subjects discussed in the book are situated in the intersection between
mathematical analysis and geometry, physics, and engineering. We believe that
readers from these disciplines should find the book to be of relevance and interest.
Hopefully, this volume will stimulate young scientists and make current literature
on the subject accessible to them.

It is a common belief among the authors of the various articles that the geometric
formulation of continuum mechanics is an elegant and fascinating subject, which
leads to better understanding of both disciplines.

The original version of this book was revised: Volume number has been changed from 42 to 43.
The correction to this book is available at https://doi.org/10.1007/978-3-030-42683-5_10
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Abstract After an introduction to convenient calculus in infinite dimensions, the
foundational material for manifolds of mappings is presented. The central character
is the smooth convenient manifold C*°(M, N) of all smooth mappings from
a finite dimensional Whitney manifold germ M into a smooth manifold N. A
Whitney manifold germ is a smooth (in the interior) manifold with a very general
boundary, but still admitting a continuous Whitney extension operator. This notion
is developed here for the needs of geometric continuum mechanics.
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4 P. W. Michor
1 Introduction

At the birthplace of the notion of manifolds, in the Habilitationsschrift [93, end
of section I], Riemann mentioned infinite dimensional manifolds explicitly. The
translation into English in [94] reads as follows:
There are manifoldnesses in which the determination of position requires not a finite
number, but either an endless series or a continuous manifoldness of determinations of

quantity. Such manifoldnesses are, for example, the possible determinations of a function
for a given region, the possible shapes of a solid figure, etc.

Reading this with a lot of good will one can interpret it as follows: When
Riemann sketched the general notion of a manifold, he also had in mind the notion
of an infinite dimensional manifold of mappings between manifolds. He then went
on to describe the notion of Riemannian metric and to talk about curvature.

The dramatis personae of this foundational chapter are named in the following
diagram:

right-acts

Emb(JM,N) loftacts Diff 4(IV)

L N N
Duﬂf(l

right-acts needs g Diff(M) lefi —aé
N ~

1) Met(]\[) (Z\[,N) right-acts
m AA
Voll (M) Met (M) /Diff(M) Met_4(N)

In this diagram:

* M is a finite dimensional compact smooth manifold.

* N is a finite dimensional smooth manifolds without boundary, and g is one fixed
background Riemannian metric on N which we always assume to be of bounded
geometry; see Sect. 5.

e Met(N) = F(SiT*N ) is the space of all Riemannian metrics on N.

» Diff(M) is the regular Fréchet Lie group of all diffeomorphisms on the compact
manifold M with corners.

o Diff4(N), A € {H®,S,c} the regular Lie group of all smooth diffeomor-
phisms of decay A towards Idy.

* Emb(M, N) is the infinite dimensional smooth manifold of all embeddings M —
N, which is the total space of a smooth principal fiber bundle Emb(M, N) —
B(M,N) = Imm(M, N)/Diff(M) with structure group Diff(M) and base
manifold B(M, N), the space of all smooth submanifolds of N of type M. It
is possible to extend Emb(M, N) to the manifold of Imm(M, N) and B(M, N)
to the infinite dimensional orbifold B; (M, N).

. Volfr(M ) C I'(vol(M)) is the space of all positive smooth probability densities
on the manifold M with corners.
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Since it will be of importance for geometric continuum mechanics, I will allow
the source manifold M to be quite general: M can be a manifold with corners; see
Sect. 3. This setting is worked out in detail in [69]. Or M can be a Whitney manifold
germ, a notion originating in this paper; see Sect. 4.

In this foundational chapter I will describe the theory of manifolds of mappings,
of groups of diffeomorphisms, of manifolds of submanifolds (with corners), and of
some striking results about weak Riemannian geometry on these spaces. See [10]
for an overview article which is much more comprehensive for the aspect of shape
spaces.

An explicit construction of manifolds of smooth mappings modeled on Fréchet
spaces was described by Eells [28]. Differential calculus beyond the realm of
Banach spaces has some inherent difficulties even in its definition; see Sect. 2.
Smoothness of composition and inversion was first treated on the group of all
smooth diffeomorphisms of a compact manifold in [63]; however, there was a gap
in the proof, which was first filled by Gutknecht [48]. Manifolds of C¥-mappings
and/or mappings of Sobolev classes were treated by Eliasson [31] and Eells [27],
Smale—Abraham [1], and [92]. Since these are modeled on Banach spaces, they
allow solution methods for equations and have found a lot of applications. See in
particular [26].

In preparation of this chapter I noticed that the canonical chart construction for
the manifold C*°(M, N) even works if we allow M to be a Whitney manifold germ.
These are modeled on open subsets of closed subsets of R” which (1) admit a
continuous Whitney extension operator and (2) are the closure of their interior.
See Sect. 4 for a thorough discussion. Many results for them described below are
preliminary, e.g., Theorem 6.4, Sect.7.2. I expect that they can be strengthened
considerably, but I had not enough time to pursue them during the preparation of
this chapter.

I thank Reuven Segev and Marcelo Epstein for asking me for a contribution
to this volume, and I thank them and Leonhard Frerick, Andreas Kriegl, Jochen
Wengenroth, and Armin Rainer for helpful discussions.

2 A Short Review of Convenient Calculus in Infinite
Dimensions

Traditional differential calculus works well for finite dimensional vector spaces and
for Banach spaces. Beyond Banach spaces, the main difficulty is that composition
of linear mappings stops to be jointly continuous at the level of Banach spaces, for
any compatible topology. Namely, if for a locally convex vector space E and its dual
E’ the evaluation mapping ev : E x E’ — R is jointly continuous, then there are
open neighborhoods of zero U C E and U’ C E’ with ev(U x U’) C [—1, 1]. But
then U’ is contained in the polar of the open set U, and thus is bounded. So E’ is
normable, and a fortiori £ is normable.

For locally convex spaces which are more general than Banach spaces, we sketch
here the convenient approach as explained in [44] and [55].
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The name convenient calculus mimics the paper [98] whose results (but not the
name “convenient”) was predated by Brown [17-19]. They discussed compactly
generated spaces as a cartesian closed category for algebraic topology. Historical
remarks on only those developments of calculus beyond Banach spaces that led to
convenient calculus are given in [55, end of chapter I, p. 73ff].

2.1 The c*°-Topology

Let E be a locally convex vector space. A curve ¢ : R — E is called smooth
or C*° if all derivatives exist and are continuous. Let C*° (R, E) be the space of
smooth curves. It can be shown that the set C*°(R, E) does not entirely depend
on the locally convex topology of E, only on its associated bornology (system of
bounded sets); see [55, 2.11]. The final topologies with respect to the following sets
of mappings into E (i.e., the finest topology on E such that each map is continuous)
coincide; see [55, 2.13]:

. C*R, E).

2. The set of all Lipschitz curves (so that {w 1t #s,|t], |s| < C}is bounded
in E, for each C).

3. The set of injections Ep — E where B runs through all bounded absolutely
convex subsets in E, and where Ep is the linear span of B equipped with the
Minkowski functional ||x||g := inf{A > 0 : x € AB}.

4. The set of all Mackey-convergent sequences x, — x (i.e., those for which there
exists a sequence 0 < A, ' oo with A, (x, — x) bounded).

The resulting unique topology is called the c*°-topology on E and we write ¢ E
for the resulting topological space.

In general (on the space D of test functions, for example) it is finer than the given
locally convex topology, it is not a vector space topology, since addition is no longer
jointly continuous. Namely, even ¢*°(D x D) # ¢*D x ¢*D.

The finest among all locally convex topologies on E which are coarser than ¢* E
is the bornologification of the given locally convex topology. If E is a Fréchet space,
then ¢*°E = E.

2.2 Convenient Vector Spaces

A locally convex vector space E is said to be a convenient vector space if one of the
following equivalent conditions holds (called ¢®°-completeness); see [55, 2.14]:

1. For any ¢ € C*°(R, E) the (Riemann-) integral fol c(t)dt exists in E.

2. Any Lipschitz curve in E is locally Riemann integrable.

3. Acurve ¢ : R — E is C* if and only if L o c is C*° for all A € E*, where E* is
the dual of all continuous linear functionals on E.
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 Equivalently, for all A € E’, the dual of all bounded linear functionals.
* Equivalently, for all A € V, where V is a subset of E’ which recognizes
bounded subsets in E; see [55, 5.22]

We call this scalarwise C*°.
4. Any Mackey-Cauchy sequence (i.e., ty, (x, — X)) — 0 for some t,,;, — 00 in
R) converges in E. This is visibly a mild completeness requirement.
. If B is bounded closed absolutely convex, then Ep is a Banach space.
. If f : R — E is scalarwise Lip*, then f is Lip*, for k > 1.
7. If f : R — E is scalarwise C*°, then f is differentiable at 0.

AN

Here a mapping f : R — E is called Lip* if all derivatives up to order k exist
and are Lipschitz, locally on R. That f is scalarwise C* (resp., Lip¥) means A o f
is C* (resp., Lipk) for all continuous (equiv., bounded) linear functionals on E.

2.3 Smooth Mappings

Let E and F be convenient vector spaces, and let U C E be ¢®°-open. A mapping
f : U — F iscalled smooth or C*,if foc € C®(R, F) forall c € C*[R, U).
See [55, 3.11].

If E is a Fréchet space, then this notion coincides with all other reasonable
notions of C®-mappings; see below. Beyond Fréchet spaces, as a rule, there are
more smooth mappings in the convenient setting than in other settings, e.g., C2°.
Moreover, any smooth mapping is continuous for the ¢*°-topologies, but in general
not for the locally convex topologies: As shown in the beginning of Sect. 2, the
evaluation mapping ev : E x E’ — R is continuous only if E is normable. On
Fréchet spaces each smooth mapping is continuous; see the end of Sect. 2.1.

2.4 Main Properties of Smooth Calculus

In the following all locally convex spaces are assumed to be convenient:

1. For maps on Fréchet spaces the notion of smooth mapping from Sect.2.3
coincides with all other reasonable definitions. On R? this is a nontrivial
statement; see [16] or [55, 3.4].

2. Multilinear mappings are smooth if and only if they are bounded; see [55, 5.5].

3.fEDU Ly Fis smooth, then the derivative df : U x E — F is smooth,
and alsodf : U — L(E, F) is smooth where L(E, F) denotes the convenient
space of all bounded linear mappings with the topology of uniform convergence
on bounded subsets; see [55, 3.18].

4. The chain rule holds; see [55, 3.18].

5. The space C*°(U, F) is again a convenient vector space where the structure is
given by the injection
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C®W, F) 2 TT C®®R.R). £ (o foo).
ceC®(R,U), eF*

and where C*°(R, R) carries the topology of compact convergence in each
derivative separately; see [55, 3.11 and 3.7].
6. The exponential law holds; see [55, 3.12].: For ¢*-open V C F,

C®WU,C®V,G)=C®U x V,G)

is a linear diffeomorphism of convenient vector spaces.
Note that this result (for U = R) is the main assumption of variational
calculus. Here it is a theorem.

7. A linear mapping f : E — C°°(V, G) is smooth (by (2) equivalent to bounded)
if and only if E VAN C®(V, G) -2 G is smooth for each v € V. (Smooth
uniform boundedness theorem; see [55, theorem 5.26].)

8. A mapping f : U — L(F, G) is smooth if and only if

U-Ls L(F, G) =5 G

is smooth for each v € F, because then it is scalarwise smooth by the classical
uniform boundedness theorem.
9. The following canonical mappings are smooth. This follows from the exponential

law by simple categorical reasoning; see [55, 3.13]:

ev:C®(E,F)x E— F, ev(f,x)=f(x)

ins: E— C®(F,E x F), ins(x)(y) = (x,y)

( YN:C®(E,C*®(F,G)) > C®(E x F,G)

( YW :C®E X F,G) — C®(E,C®(F, G))

comp : C®°(F,G) x C¥(E, F) — C*(E, G)

C*¥( , ):C™(F,F))xC®(EE)—

— C®(C™(E, F),C*(E1, F1))
(fig) > (h> fohog)

[T:TIceE. Fy— > |E. ] Fo-

This ends our review of the standard results of convenient calculus. Just for the
curious reader and to give a flavor of the arguments, we enclose a lemma that is used
many times in the proofs of the results above.

Lemma (Special Curve Lemma, [55, 2.8]) Let E be a locally convex vector space.
Let x,, be a sequence which converges fast to x in E; ie., for each k € N the
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sequence n*(x, — x) is bounded. Then the infinite polygon through the x, can be
parameterized as a smooth curve ¢ : R — E such that c(rll) = x, and c(0) = x.

2.5 Remark Convenient calculus (i.e., having properties 6 and 7) exists also for:

* Real analytic mappings; see [54] or [55, Chapter II].

* Holomorphic mappings; see [62] or [55, Chapter II] (using the notion of [35, 36]).

* Many classes of Denjoy—Carleman ultradifferentiable functions, both of Beurling
type and of Roumieu type, see [57-59, 61].

« With some adaptations, Lip*; see [44]. One has to adapt the exponential
law Sect. 2.4(9) in the obvious way.

* With more adaptations, even cke (the k-th derivative is Holder-continuous with
index 0 < o < 1); see [37, 38]. Namely, if f is Cke and gis CkA then fogis
Ck,aﬁ.

Differentiability C" cannot be described by a convenient approach (i.e., allowing
result like Sect.2.4). Only such differentiability notions allow this, which can be
described by boundedness conditions only.

We shall treat C"* mapping spaces using the following result.

2.6 Recognizing Smooth Curves

The following result is very useful if one wants to apply convenient calculus to
spaces which are not tied to its categorical origin, like the Schwartz spaces S, D, or
Sobolev spaces; for its uses see [77] and [60]. In what follows o (E, V) denotes the
initial (also called weak) topology on E with respectto aset V C E'.

Theorem ([44, Theorem 4.1.19]) Let ¢ : R — E be a curve in a convenient
vector space E. Let V C E’ be a subset of bounded linear functionals such that
the bornology of E has a basis of o(E,V)-closed sets. Then the following are
equivalent:

(1) c is smooth
(2) There exist locally bounded curves ¢* : R — E such that Aoc is smooth
R — R with (Aoc)® = xock, foreach r € V.

If E = F' is the dual of a convenient vector space F, then for any point separating
subset V C F the bornology of E has a basis of o (E, V)-closed subsets, by [44,
4.1.22].

This theorem is surprisingly strong: note that }V does not need to recognize
bounded sets. We shall use the theorem in situations where V is just the set of all
point evaluations on suitable Sobolev spaces.
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2.7 Frolicher Spaces

Following [55, Section 23] we describe here the following simple concept: A
Frolicher space or a space with smooth structure is a triple (X, Cx, Fx) consisting
of a set X, a subset Cx of the set of all mappings R — X, and a subset Fx of the
set of all functions X — R, with the following two properties:

1. A function f : X — R belongs to Fyx if and only if foc € C*®(R, R) for all
C € Cx.

2. Acurve ¢ : R — X belongs to Cx if and only if foc € C®(R, R) for all
f € Fx.

Note that a set X together with any subset F of the set of functions X — R
generates a unique Frolicher space (X, Cx, Fx), where we put in turn:

Cx ={c:R—> X:foceC®®R,R)forall f € F},
Fx ={f:X—>R: foce C®R,R)forall ¢ € Cx},

so that 7 € Fx. The set F will be called a generating set of functions for the
Frolicher space. Similarly a set X together with any subset C of the set of curves
R — X generates a Frolicher space; C is then called a generating set of curves
for this Frolicher structure. Note that a locally convex space E is convenient if and
only if it is a Frolicher space with the structure whose space Cg of smooth curves is
the one described in Sect. 2.1, or whose space FE of smooth functions is described
in Sect. 2.3. This follows directly from Sect. 2.2.

On each Frolicher space we shall consider the final topology with respect to all
smooth curves ¢ : R — X in Cy; i.e., the coarsest topology such that each such
c is continuous. This is in general finer that the initial topology with respect to all
functions in Fy.

A mapping ¢ : X — Y between two Frolicher spaces is called smooth if one of
the following three equivalent conditions hold

3. For each ¢ € Cx the composite ¢ o ¢ is in Cy. Note that here Cx can be replaced
by a generating set C of curves in X.

4. For each f € Fy the composite f o is in Fx. Note that Fy can be replaced by
a generating set of functions.

5. For each ¢ € Cx and for each f € Fy the composite f o ocisin C*°(R, R).

The set of all smooth mappings from X to Y will be denoted by C*°(X, Y). Then
we have C*° (R, X) = Cx and C*°(X, R) = Fx.

Frolicher spaces and smooth mappings form a category which is complete,
cocomplete, and cartesian closed, by Kriegl and Michor [55, 23.2].

Note that there is the finer notion of diffeological spaces X introduced by
Souriau: These come equipped with a set of mappings from open subsets of R"’s
into X subject to some obvious properties concerning reparameterizations by C*°-
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mappings; see [51]. The obvious functor associating the generated Frolicher space
to a diffeological space is both left and right adjoint to the embedding of the category
of Frolicher spaces into the category of diffeological spaces. A characterization of
those diffeological spaces which are Frolicher spaces is in [106, Section 2.3].

3 Manifolds with Corners

In this section we collect some results which are essential for the extension of
the convenient setting for manifolds of mappings to a source manifold which has
corners and which need not be compact.

3.1 Manifolds with Corners

For more information we refer to [25, 66, 69]. Let 0 = Q™ = RZ be the positive
orthant or quadrant. By Whitney’s extension theorem or Seeley’s theorem (see also
the discussion in Sects. 4.1-4.3), the restriction C*°(R") — C*°(Q) is a surjective
continuous linear mapping which admits a continuous linear section (extension
mapping); so C*°(Q) is a direct summand in C*°(R™). A point x € Q is called
a corner of codimension (or index) ¢ > 0 if x lies in the intersection of ¢ distinct
coordinate hyperplanes. Let 7 Q denote the set of all corners of codimension ¢.

A manifold with corners (recently also called a quadrantic manifold) M is a
smooth manifold modeled on open subsets of Q™. We assume that it is connected
and second countable; then it is paracompact and each open cover admits a
subordinated smooth partition of unity.

We do not assume that M is oriented, but for Moser’s theorem we will eventually
assume that M is compact. Let 39 M denote the set of all corners of codimension g.
Then 09 M is a submanifold without boundary of codimension g in M it has finitely
many connected components if M is compact. We shall consider dM as stratified
into the connected components of all 39 M for ¢ > 0. Abusing notation we will call
99 M the boundary stratum of codimension ¢; this will lead to no confusion. Note
that 0 M itself is not a manifold with corners. We shall denote by jyaps : 09M — M
the embedding of the boundary stratum of codimension g into M, and by jyu :
oM — M the whole complex of embeddings of all strata.

Each diffeomorphism of M restricts to a diffeomorphism of M and to a
diffeomorphism of each stratum 99 M. The Lie algebra of Diff(M) consists of all
vector fields X on M such that X|yqps is tangent to 97 M. We shall denote this Lie
algebra by X(M, oM).

3.2 Lemma Any manifold with corners M is a submanifold with corners of an
open manifold M of the same dimension, and each smooth function on M extends
to a smooth function on M. Each smooth vector bundle over M extends to a smooth
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vector bundle over M. Each immersion ( embedding) of M into a smooth manifold
N without boundary is the restriction of an immersion (embedding) of a (possibly
smaller) M D M into N.

Proof Choose a vector field X on M which is complete, and along d M is nowhere
0 and pointing into the interior. Then for ¢ > 0 we can replace M by the flow
image Flff (M) which is contained in the interior M = M \ dM. The extension
properties follow from the Whitney extension theorem. An immersion extends, since
its rank cannot fall locally. An embedding f extends since {(f(x), f(¥)) : (x,y) €
M x M \ Diag,,} has positive distance to the closed Diag, in N x N, locally in M,
and we can keep it that way; see [69, 5.3] for too many details. O

3.3 Differential Forms on Manifolds with Corners

There are several differential complexes on a manifold with corners. If M is not
compact there are also the versions with compact support.

* Differential forms that vanish near d M. If M is compact, this is the same as the
differential complex Q2.(M \ d M) of differential forms with compact support in
the open interior M \ 0M.

s QM,0M) = {a € QM) : jij,a = Oforallg > 1}, the complex of
differential forms that pull back to 0 on each boundary stratum.

e Q(M), the complex of all differential forms. Its cohomology equals singular
cohomology with real coefficients of M, since R — Q° — Q! — ... isa
fine resolution of the constant sheaf on M ; for that one needs existence of smooth
partitions of unity and the Poincaré lemma which hold on manifolds with corners.
The Poincaré lemma can be proved as in [73, 9.10] in each quadrant.

If M is an oriented manifold with corners of dimension m and if u € Q" (M) is
a nowhere vanishing form of top degree, then ¥(M) > X — ixu € Q"1 (M) is
a linear isomorphism. Moreover, X € X(M, 9 M) (tangent to the boundary) if and
only ifixu € Q"' (M, dM).

3.4 Towards the Long Exact Sequence of the Pair (M, 0M)

Let us consider the short exact sequence of differential graded algebras

0—- QWM,0M) > QM) - QM)/Q2(M,oM) — 0.

The complex Q(M)/Q2(M,dM) is a subcomplex of the product of Q(N) for all
connected components N of all 37 M. The quotient consists of forms which extend
continuously over boundaries to 9 M with its induced topology in such a way that
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one can extend them to smooth forms on M; this is contained in the space of
“stratified forms” as used in [104]. There Stokes’ formula is proved for stratified
forms.

3.5 Proposition (Stokes’ Theorem) For a connected oriented manifold M with
corners of dimension dim(M) = m and for any w € QT” (M) we have

dw:/ Ja o
/M A

Note that 3' M may have several components. Some of these might be non-
compact.

We shall deduce this result from Stokes’ formula for a manifold with boundary
by making precise the fact that 3=2M has codimension 2 in M and has codimension
1 with respect to 3' M. The proof also works for manifolds with more general
boundary strata, like manifolds with cone-like singularities. A lengthy full proof
can be found in [24].

Proof We first choose a smooth decreasing function f on Rxq such that f = 1
near 0 and f(r) = O for r > &. Then [;° f(r)dr < & and for Q" = R, with
m>2,

[ rasvas|=cal [ rormtal = el [T roeyar
0
=G [ O dr = G
0

where C,, denotes the surface area of $”~1 N Q™. Given w € Q’f’] (M) we use the
function f on quadrant charts on M to construct a function g on M that is 1 near
022M = Uy>2 39 M, has support close to 9=2M and satisfies |/}, dg A w| < e.
Then (1 — g)a) is an (m — 1)-form with compact support in the manifold with
boundary M \ 9Z2M, and Stokes’ formula (cf. [73, 10.11]) now says

fM gy (A =910 = fa (= 90).

But 822 M is a null set in M and the quantities

\/Md«l —g)w)—/de\ and \faleg;M((l —g)w)—/a]Mj;;Mw\

are small if ¢ is small enough. O
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3.6 Riemannian Manifolds with Bounded Geometry

If M is not necessarily compact without boundary we equip M with a Riemannian
metric g of bounded geometry which exists by [47, Theorem 2’]. This means that

0)) The injectivity radius of (M, g) is positive.
(Bso) anh iterated covariant derivative of the curvature is uniformly g-bounded:
IVIR|l; < Cifori =0,1,2,....

The following is a compilation of special cases of results collected in [30, chapter 1].
Proposition ([29, 53]) If (M, g) satisfies (I) and (Bo), then the following holds

(1) (M, g) is complete.

(2) There exists g > 0 such that for each ¢ € (0, &g) there is a countable cover of
M by geodesic balls B;(xy) such that the cover of M by the balls Bj;(xy) is
still uniformly locally finite.

(3) Moreover there exists a partition of unity 1 =), py on M such that p, > 0,

Pa € CX(M), supp(py) C Bae(xy), and |Df,oa| < Cg where u are normal
(Riemannian exponential) coordinates in Bg(xq).
4) In each By.(xy), in normal coordinates, we have |D5g,~j| < C/’g, |D5gij| < C//S’,

and |D{,3 1";;?| < CY, where all constants are independent of a.

3.7 Riemannian Manifolds with Bounded Geometry Allowing
Corners

If M has corners, we choose an open manifold M of the same dimension which
contains M as a submanifold with corners; see 3.1. It is very desirable to prove that
then there exists a Riemannian metric § on M with bounded geometry such that
each boundary component of each 99 M is totally geodesic.

For a compact manifold with boundary (no corners of codimension > 2), exis-
tence of such a Riemannian metric was proven in [45, 2.2.3] in a more complicated
context. A simple proof goes as follows: Choose a tubular neighborhood U of o M
in M and use the symmetry ¢(u) = —u in the vector bundle structure on U. Given
a metric g on M, then 9 M is totally geodesic for the metric %(g + ¢*g) on U, since
dM (the zero section) is the fixed point set of the isometry ¢. Now glue this metric to
the g using a partition of unity for the cover U and M \ V for a closed neighborhood
VofdoMin U.

Existence of a geodesic spray on a manifold with corners which is tangential
to each boundary component 39 M was proved in [69, 2.8, see also 10.3]. A direct
proof of this fact can be distilled from the proof of lemma in Sect. 5.9 below. This is
sufficient for constructing charts on the diffeomorphism group Diff(M) in Sect. 6.1
below.
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4 Whitney Manifold Germs

More general than manifolds with corners, Whitney manifold germs allow for
quite singular boundaries but still controlled enough so that a continuous Whitney
extension operator to an open neighborhood manifold exists.

4.1 Compact Whitney Subsets

Let M be an open smooth connected m-dimensional manifold. A closed connected
subset M C M is called a Whitney subset, or M O M is called a Whitney pair, if

(1) M is the closure of its open interior in M, and
(2) There exists a continuous linear extension operator

E:W(M) — C®(M,R)

from the linear space WW(M) of all Whitney jets of infinite order with its natural
Fréchet topology (see below) into the space C*°(M, R) of smooth functions on
M with the Fréchet topology of uniform convergence on compact subsets in all
derivatives separately.

We speak of a compact Whitney subset or compact Whitney pair if M is compact.
In this case, in (2), we may equivalently require that £ is linear continuous into
the Fréchet space CZO (M ,R) c C¥ (1\;1 , R) of smooth functions with support in
a compact subset L which contains M in its interior, by using a suitable bump
function.

The property of being a Whitney pair is obviously invariant under diffeomor-
phisms (of M ) which act linearly and continuously both on W(M) and C OO(M ,R)
in a natural way.

This property of being a Whiney pair is local in the following sense: If M; > M;
covers M D M,then M D M is a Whitney pair if and only if each M; D M;isa
Whitney pair, see Theorem 4.4 below.

More Details For R™ O M, by an extension operator £ : W(M) — C (M, R)
we mean that 3,E(F)|y = F@ for each multi-index o € NZ, and each Whitney
jet F € W(M). We recall the definition of a Whitney jet F. If M C R™ is compact,
then

F = (F(a))aeN’;O € l_[ c(m) such that for
o

F@(y)
a!

(x —y)“ the remainder seminorm

Ty (P =)

lee| <n
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|[F@(x) = 9T (F)(x)]

lx — y|r=lel

Gn,e(F) := SUP{ : \alfn,x,yeM} = o(&);

O<lx—yl<e

SO gn.¢(F) goes to 0 for ¢ — 0, for each n separately. The n-th Whitney seminorm
is then

IFlly = sup{|F® (x)| : x € M, |a| < n}+ sup{gne(F): e > 0}.

For closed but non-compact M one uses the projective limit over a countable
compact exhaustion of M. This describes the natural Fréchet topology on the space
of Whitney jets for closed subsets of R™. The extension to manifolds is obvious.

Whitney proved in [107] that a linear extension operator always exists for a
closed subset M C R, but not always a continuous one, for example, for M a point.
For a finite differentiability class C" there exists always a continuous extension
operator.

4.2 Proposition For a Whitney pair M > M, the space of W(M) of Whimney jets
on M is linearly isomorphic to the space

C®M,R) :={flmu: feC®MR)}.

Proof This follows from [40, 3.11], where the following is proved: If f €
C°(R™, R) vanishes on a Whitney subset M C R™, then 9% f|y; = O for each
multi-index «. Thus any continuous extension operator is injective. O

4.3 Examples and Counterexamples of Whitney Pairs

We collect here results about closed subsets of R™ which are or are not Whitney
subsets.

(a) If M is a manifold with corners, then M S M is a Whitney pair. This follows
from Mityagin [79] or Seeley [97].

(b) If M is closed in R™ with dense interior and with Lipschitz boundary, then
R™ D M is a Whitney pair; by Stein [99, p 181]. In [15, Theorem I] Bierstone
proved that a closed subset M C R" with dense interior is a Whitney pair, if
it has Holder CO’”‘—boundary for 0 < o < 1 which may be chosen on each
M N {x : N < |x| < N + 2} separately. A fortiori, each subanalytic subset in
R” gives a Whitney pair, [15, Theorem II].

(¢) If f € C*®(Rx>p, R) which is flat at O (all derivatives vanish at 0), and if M
is a closed subset containing 0 of {(x,y) : x > 0, |y| < |f(x)|} C R2, then
R? > M is not a Whitney pair; see [101, Beispiel 2].



Manifolds of Mappings for Continuum Mechanics 17

(d)

(e)

®

(€]

Forr > I, theset {x € R" : 0 < xy < L, x + - + x2 < xi"} is called the
parabolic cone of order r. Then the following result [101, Satz 4.6] holds:

A closed subset M C R™ is a Whitney subset, if the following condition holds:
For each compact K C R™ there exists a parabolic cone S and a family ¢; :
S — ¢i(S) C M C R™ of diffeomorphisms such that K " M C |J; ¢;(S) and
sup; @ik < 0o, sup; |(pl._l |k < oo for each k separately.

A characterization of closed subsets admitting continuous Whitney extension
operators has been found by Frerick [40, 4.11] in terms of local Markov
inequalities, which, however, is very difficult to check directly.

Let M C R™ be closed. Then the following are equivalent:

(el) M admits a continuous linear Whitney extension operator
EWM) - CPR" R).

(e2) For each compact K C M and 0 € (0, 1) thereisr > 0 and g9 > 0 such
that for all k € N> there is C > 1 such that

C _
ldp(xo)l < = sup lpMI” sup |po)'?

ly—xol<e lx—xgl<e
yeR™ XeM
forall p € Clxy,...,xm] of degree < k, for all xo € K, and for all

g >¢ > 0.
(e3) For each compact K C M there exists a compact L in R™ containing K
in its interior, such that for all 0 € (0, 1) thereisr > 1 and C > 1 such

that
sup |dp(x)| < Cdeg(p)" sup|p(»|® sup |p@)|'~?
xekK yeL zeLNM

forall p € Clxy, ..., xnl

Characterization (e) has been generalized to a characterization of compact
subsets of R” which admit a continuous Whitney extension operator with
linear (or even affine) loss of derivatives, in [41]. In the paper [42] a similar
characterization is given for an extension operator without loss of derivative,
and a sufficient geometric condition is formulated [42, Corollary 2] which even
implies that there are closed sets with empty interior admitting continuous
Whitney extension operators, like the Sierpifiski triangle or Cantor subsets.
Thus we cannot omit assumption (Sect.4.1.1) that M is the closure of its open
interior in M in our definition of Whitney pairs.

The following result by Frerick [40, Theorem 3.15] gives an easily verifiable
sufficient condition:
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Let K C R™ be compact and assume that there exist eg > 0, p > 0, r > 1
such that for all z € 0K and 0 < € < &g there is x € K with Byer(x) C
K N Bg(2). Then K admits a continuous linear Whitney extension operator
W(F) - C*®(R™, R).

This implies (a), (b), and (d).

4.4 Theorem Let M be an open manifold and let M C M be a compact subset
that is the closure of its open interior. M C M is a Whitney pair if and only if for
every smooth atlas (M DUy, ug : Uy = uyg(Uy) C R™)yea of the open manifold
M, each ug(M N Uy) C ug(Uy) is a Whitney pair.

Consequently, for a Whitney pair M C M and U C M open, M NU C MNU

is also a Whitney pair.

Proof

(1) We consider a locally finite countable smooth atlas (M D Ugyugq : Uy —

@

ug(Uy) C R™),en of M such that each ug (Uy) D ug(M N Uy) is a Whitney
pair. y

We use a smooth “partition of unity” f, € C°(Uy, Rx>p) on M with
> fa2 = 1. The following mappings induce linear embeddings onto closed
direct summands of the Fréchet spaces:

f=(fa-Ha

B
Safa-9a(9a)a

WM T I MULNM)

C°°(M,R) 1,0 (U, R)

If each uy (Uy) D uy(Uy N M) is a Whitney pair, then so is Uy D Uy N M, via
the isomorphisms induced by u,, and

W(M) 1, W(U,NM)

J=(fa-fa

e
~ Yafa9a—(9a)a
C>°(M,R) Tofatalda)a IL,C®(U,,,R)

is a continuous Whitney extension operator, so that M > Misa Whitney pair.
This proves the easy direction of the theorem.

The following argument for the converse direction is inspired by Frerick and
Wengenroth [43].
(See [40, Def. 3.1], [65, Section 29-31]) A Fréchet space E is said to have
property (DN) if for one (equivalently, any) increasing system (|| - ||5)nen Of
seminorms generating the topology the following holds:
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3)

“

)

e There exists a continuous seminorm || || on E (called a dominating norm,
hence the name (DN)) such that for all (equivalently, one) 0 < 8 < 1 and all
m € N there exist k € N and C > 0 with

o 1-0
Il < Cl M- 100

The property (DN) is an isomorphism invariant and is inherited by closed linear
subspaces. The Fréchet space s of rapidly decreasing sequences has property
(DN).

([101, Satz 2.6], see also [40, Theorem 3.3]) A closed subset M in R™ admits a
continuous linear extension operator W(M) — C°(R™, R) if and only if for
each x € OM there exists a compact neighborhood K of x in R™ such that

Wk (M) :={f € W(M) : supp(f“) C K for all « € N}

has property (DN).

We assume from now on that M > M is a Whitney pair.

Given a compact set K C M, let L C M be a compact smooth manifold with
smooth boundary which contains K in its interior. Let L be the double of L,
i.e., L smoothly glued to another copy of L along the boundary; L is a compact
smooth manifold containing L as a submanifold with boundary.

Then C*°(L,R) is isomorphic to the space s of rapidly decreasing
sequences: This is due to [105]. In fact, using a Riemannian metric g on
L, the expansion in an orthonormal basis of eigenvectors of 1 + A8 of a
function & € L? has coefficients in s if and onlyif h € C °°(£, R), because
1+ A8 : H*2(L) - H¥(L) is an isomorphism for Sobolev spaces H* with
k > 0, and since the eigenvalues w, of A¢ satisfy u, ~ Cj - p2/dim(L) for
n — 00, by Weyl’s asymptotic formula. Thus C*°(L, R) has property (DN).

Moreover, CZ"(M, R) = {f € C®(M,R) : supp(f) C L}isaclosed linear
subspace of C*°(L, R), by extending each function by 0. Thus also C e (M,R)
has property (DN).

We choose now a function g € C7° (M, R>p) with g|x = 1 and consider

Wi(M) — — ZF — > C°(M,R)

f 1 fmg.f

£ ~
M C>=(M,R)

The resulting composition £k is a continuous linear embedding onto a closed
linear subspace of the space C}° (M, R) which has (DN). Thus we proved:
Claim If M D M is a Whitney pair and K is compact in M, the Fréchet space
Wk (M) has property (DN).
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(6) We consider now a smooth chart M D> U 5 u(U) = R™. For x € du(M)
let K be a compact neighborhood of x in R™. The chart u induces a linear
isomorphism

Wi (M NU)) 5 Wu 1y (UNM) =W,-1y (M),

where the right-hand side mapping is given by extending each f® by 0. By
claim (5) the Fréchet space W1 g (M) has property (DN); consequently also
the isomorphic space Wk (u(M N U)) has property (DN). By (3) we conclude
that R” = u(U) D u(M N U) is a Whitney pair.

(7) If we are given a general chart M>US u(U) C R™, we cover U by a
locally finite atlas (U D Uy, uyq : Uy — uqg(Uy) = R™)yen. By (6) each
R" = uy(Uy) D ueg(M N Uy) is a Whitney pair, and by the argument in (1)
the pair U D M N U is a Whitney pair, and thus the diffeomorphic u(U) D
u(U N M) is also a Whitney pair.

O

4.5 Our Use of Whitney Pairs

We consider an equivalence class of Whitney pairs M; D> M;j fori = 0,1 where
Mo D My is equivalent to M; D M if there ex1st an open submanifolds M; D
M D M, and a diffeomorphism ¢ : Mo — M1 with ¢(My) = M;. By a germ
of a Whitney manifold we mean an equivalence class of Whitney pairs as above.
Given a Whitney pair M D M and its corresponding germ, we may keep M fixed
and equip it with all open connected neighborhoods of M in M; each neighborhood
is then a representative of this germ; called an open neighborhood manifold of M.
In the following we shall speak of a Whitney manifold germ M and understand that
it comes with open manifold neighborhoods M. If we want to stress a particular
neighborhood we will write M > M.

The boundary 0 M of a Whitney manifold germ is the topological boundary of
M in M. It can be a quite general set as seen from the examples in Sect. 4.3 and the
discussion in Sect. 4.9. But infinitely flat cusps cannot appear.

4.6 Other Approaches

We remark that there are other settings, like the concept of a manifold with rough
boundary; see [95] and literature cited there. The main idea there is to start with
closed subsets C C R with dense interior, to use the space of functions which are
C™ in the interior of C such that all partial derivatives extend continuously to C.
Then one looks for sufficient conditions (in particular for n = oo) on C such that
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there exists a continuous Whitney extension operator on the space of these functions,
and builds manifolds from that. The condition in [95] are in the spirit of Sect. 4.3(d).
By extending these functions and restricting their jets to C we see that the manifolds
with rough boundary are Whitney manifold germs.

Another possibility is to consider closed subsets C C R with dense interior
such there exists a continuous linear extension operator on the space C*°(C) =
{flc : f € C*®(R™)} with the quotient locally convex topology. These are exactly
the Whitney manifold pairs R” O M, by Proposition 4.2. In this setting, for C"
with n < oo there exist continuous extension operators C; (C) — Cp (R™) (where
the subscript » means bounded for all derivatives separately) for arbitrary subsets
C C R™; see [39].

We believe that our use of Whitney manifold germs is quite general, simple, and
avoids many technicalities. But it is aimed at the case C*; for Ck or Wk-P other
approaches, like the one in [95], might be more appropriate.

4.7 Tangent Vectors and Vector Fields on Whitney Manifold
Germs

In line with the more general convention for vector bundles in Sect. 4.8 below, we
define the tangent bundle T M of a Whitney manifold germ M as the restriction
T™M = TA7I|M. For x € dM, a tangent vector X, € T, M is said to be interior
pointing if there exist a curve ¢ : [0, 1) — M which is smooth into M with ¢/ 0) =
Xy. And X, € Ty M is called tangent to the boundary if there exists a curve c :
(—1, 1) - 9M which is smooth into M with ¢/ (0) = X,. The space of vector fields
on M is given as

X(M) ={X|p: X € X(M)}.

Using a continuous linear extension operator, X(M) is isomorphic to a locally
convex direct summand in X(M). If M is a compact Whitney manifold germ, X(M)
is a direct summand even in X7 (M) = {X € X(M) : supp(X) € L} where L C M
is a compact set containing M in its interior. We define the space of vector fields on
M which are tangent to the boundary as

XoM) ={X|y: X € X(M),x € IM = FIf(x) € IM

for all ¢ for which FltX (x) exists in M } s

where Fltx denotes the flow mapping of the vector field X up to time ¢ which is
locally defined on M. Obviously, for X € X3(M) and x € M the tangent vector
X (x) is tangent to the boundary in the sense defined above. [ have no proof that the
converse is true:
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Question Suppose that X € X(M) has the property that for each x € dM the
tangent vector X (x) is tangent to the boundary. Is it true that then X |y € X5(M)?

A related question for which I have no answer is:

Question For each x € dM and tangent vector X, € Ty M which is tangent to the
boundary, is there a smooth vector field X € X, 3(M) with X (x) = X,?

Lemma For a Whitney manifold germ M, the space X3(M) of vector field tangent
to the boundary is a closed linear sub Lie algebra of X(M). The space X. 3(M) of
vector fields with compact support tangent to the boundary is a closed linear sub
Lie algebra of X.(M).

Proof By definition, for X € X(M) the restriction X |y is in X3(M) if and only
if x € OM implies that FlX (x) € OM for all ¢t for which FlX (x) exists in M.
These conditions describe a set of continuous equations, since (X, ¢, x) FlX (x)
is smooth; see the proof of Sect.6.1 for a simple argument. Thus X € %(1\7[ ) is
closed.

The formulas (see, e.g., [81, pp. 56,58])

lim (Fl, Tn oL, (x) = FIF Y (x)

n
llm (Fl (t/ )]/2 OFI (l/ )1/2 OFI([/ )1/2 OFI([/”)I/Z) (x) :FIEX’Y](.X)

n—oo

shows that X3 (M) is a Lie subalgebra. |

The Smooth Partial Stratifications of the Boundary of a Whitney Manifold
Germ Given a Whitney manifold germ M > M of dimension m, for each x € dM
we denote by £°°(x) the family consisting of each maximal connected open smooth
submanifold L of M which contains x and is contained in dM. Note that for
L e L%x)and y € L we have L € L®(y). {TxL : L € L%(x)} is a set of linear
subspaces of T, M. The collective of these for all x € M is something like a “field
of quivers of vector spaces” over d M. It might be the key to eventually construct
charts for the regular Frolicher Lie group Diff(M) treated in Sect. 6.3 below, and for
constructing charts for the Frolicher space Emb(M, N) in Sect. 7.2 below.

4.8 Mappings, Bundles, and Sections

Let M be Whitney manifold germ and let N' be a manifold without boundary. By
a smooth mapping f : M — N we mean f = flm for a smooth mapping f

M — N for an open manifold neighborhood MD>M. Whitney jet on M naively
make sense only if they take values in a vector space or, more generally, in a vector
bundle. One could develop the notion of Whitney jets of infinite order with values
in a manifold as sections of J>°(M, N) — M with Whitney conditions of each
order. We do not know whether this has been written down formally. But we can
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circumvent this easily by considering a closed embedding i : N — R” and a tubular
neighborhood p : U — i(N);i.e., U is an open neighborhood and is (diffeomorphic
to) the total space of a smooth vector bundle which projection p.

Then we can consider a Whitney jet on M with values in R” (in other words, a
p-tuple of Whitney jets) such that the 0-order part lies in i (V). Using a continuous
Whitney extension operator, we can extend the Whitney jet to a smooth mapping
f : M — RP.Then consider the open set f~Y(U) c M instead of M, and replace f
by po f.Sowe just extended the given Whitney jet to a smooth mapping M — N,
and also showed, that the space of Whitney jets is isomorphic to the space

C®M,N)={flpy:feC®M,N),M>M).

Note that the neighborhood M can be chosen independently of the mapping f,
but dependent on N. This describes a nonlinear extension operator C*°(M, N) —
COO(M , N); we shall see in Sect. 5 that this extension operator is continuous and
even smooth in the manifold structures.

For finite n we shall need the space C*"(R x M, RP) of restrictions to M of
mappings R x M > (t,x) — f(t, x) € R?” which are C* in ¢ and C" in x. If M is
open in R” we mean by this that any partial derivative 8{‘ 97 f of any order k € Nx>g
in ¢t and of order || < n in x exists and is continuous on R x M. This carries over to
an open manifold M, and finally, using again a tubular neighborhood p : U — i(N)
as above, to the space C>"(R x M, N), for any open manifold N. For a treatment
of C"™"-maps leading to an exponential law see [2]; since C" is not accessible to a
convenient approach, a more traditional calculus has to be used there.

By a (vector or fiber) bundle £ — M over a germ of a Whitney manifold M we
mean the restriction to M of a (vector or fiber) bundle E — M i.e., of a (vector or
fiber) bundle over an open manifold neighborhood. By a smooth section of E — M
we mean the restriction of a smooth section of £ — M for a neighborhood M.
Using classifying smooth mappings into a suitable Grassmannian for vector bundles
over M and using the discussion above one could talk about Whitney jets of vector
bundles and extend them to a manifold neighborhood of M.

We shall use the following spaces of sections of a vector bundle E — M over
a Whitney manifold germ M. This is more general than [55, Section 30], since we
allow Whitney manifold germs as base.

e I'(E) = F(M <« E) the space of smooth sections, i.e., restrictions of smooth
sections of E — M for a fixed neighborhood M, with the Fréchet space topology
of compact convergence on the isomorphic space of Whitney jets of sections.

* T (E), the space of smooth sections with compact support, with the inductive
limit (LF)-topology.

e I'cn(E), the space of C"-section, with the Fréchet space topology of compact
convergence on the space of Whitney n-jets. If M is compact and # finite, I'cn (E)
is a Banach space.

e I'ys(E), the space of Sobolev H?®-sections, for 0 < s € R. Here M should be
a compact Whitney manifold germ. The measure on M is the restriction of the
volume density with respect to a Riemannian metric on M. One also needs a
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fiber metric on E. The space I' i« (E) is independent of all choices, but the inner
product depends on the choices. One way to define I« (E) is to use a finite atlas
which trivializes E|; over a compact manifold with smooth boundary L which
is a neighborhood of M in M and a partition of unity, and then use the Fourier
transform description of the Sobolev space. For a careful description see [7]. For
0 <k <s—dim(M)/2 we have I'ys (E) C I'ck (E) continuously.

* More generally, for 0 > s € Rand 1 < p < oo we also consider I'wys.» (E), the
space of W¥ P -sections: For integral s, all (covariant) derivatives up to order s are
in L?. For0 < k < s —dim(M)/p we have I'gs (E) C I' cx (E) continuously.

4.9 Is Stokes’ Theorem Valid for Whitney Manifold Germs?

This seems far from obvious. Here is an example, due to [43]:

By the first answer to the MathOverflow question [50] there is a set K in [0, 1] C
R which is the closure of its open interior such that the boundary is a Cantor set with
positive Lebesgue measure. Moreover, R D K is a Whitney pair by Tidten [102], or
by the local Markov inequalities [40, Proposition 4.8], or by Frerick et al. [41]. To
make this connected, consider K, := (K x [0,2]) U ([0, 1] x [1,2]) in R2. Then
R? D> K, is again a Whitney pair, but d K> has positive 2-dimensional Lebesgue
measure.

As an aside we remark that Cantor-like closed sets in R might or might not
admit continuous extension operators; see [101, Beispiel 1], [102], and the final
result in [5], where a complete characterization is given in terms of the logarithmic
dimension of the Cantor-like set.

4.10 Theorem ([52, Theorem 4]) Let M be a connected compact oriented Whit-
ney manifold germ. Let wy, w € Q"™(M) be two volume forms (both > 0) with
[y @0 = [, w. Suppose that there is a diffeomorphism f : M — M such that
f*wly = woly for an open neighborhood of M in M.

Then there exists a diffeomorphism f : M — M with f*® = wy such that f
equals f on an open neighborhood of 9 M.

This relative Moser theorem for Whitney manifold germs is modeled on the
standard proof of Moser’s theorem in [73, Theorem 31.13]. The proof of [52,
Theorem 4] is for manifolds with corners, but it works without change for Whitney
manifold germs.

S Manifolds of Mappings

In this section we demonstrate how convenient calculus allows for very short and
transparent proofs of the core results in the theory of manifolds of smooth mappings.
We follow [55] but we allow the source manifold to be a Whitney manifold germ. In
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[69] M was allowed to have corners. We will treat manifolds of smooth mappings,
and of C"-mappings, and we will also mention the case of Sobolev mappings.

5.1 Lemma (Smooth Curves into Spaces of Sections of Vector Bundles) Ler
p: E — M be a vector bundle over a compact smooth manifold M, possibly with
corners.

ey
@)
3

“)

&)

(6)

Then the space C*° (R, I'(E)) of all smooth curves in T'(E) consists of all ¢ €
C®R x M, E)ywithpoc=pr, :Rx M — M.

Then the space C°(R, I'cn (E)) of all smooth curves in T'cn (E) consists of all
c e C®¥MR x M, E) (see Sect. 4.8) with poc =pry :Rx M — M.

If M is a compact manifold or a compact Whitney manifold germ, then for each
1 <p<ooands € (dim(M)/p, o) the space C*° (R, I'ys.p (E)) of smooth
curves in I'ys.p (E) consists of all continuous mappings ¢ : R x M — E with
poc=7pry,: Rx M — M such that the following two conditions hold.:

e Foreach x € M the curve t +— c(t, x) € E, is smooth;
let (3Fc)(t, x) = 3k (c(, x))(@).

» Foreach k € N>, the curve a,kc has values in Tys.p (E) so that Btkc ‘R —
TCws.p(E), and t — ||8,kc(t, I ryys.p (E) is bounded, locally in t.

If M is an open manifold, then the space C*®° (R, T'¢(E)) of all smooth curves
in the space T'.(E) of smooth sections with compact support consists of all
c € C®Rx M, E)withpoc=pry,: Rx M — M such that

* for each compact interval [a, b] C R there is a compact subset K C M such
that c(t,x) = 0 for (¢, x) € [a,b] x (M \ K).

Likewise for the space C®° (R, T'cn +(E)) of smooth curves in the space of C"-
sections with compact support.

Let p: E — M be a vector bundle over a compact Whitney manifold germ.
Then the space C*° (R, T'(E)) of smooth curves in T (E) consists of all smooth
mappings ¢ : R x M — E with poc = pry : R x M — M for some open
neighborhood manifold M and extended vector bundle E. We may even assume
that there is a compact submanifold with smooth boundary L C M containing
M in its interior such that c(t, x) = 0 for (t,x) € R x (1\;[ \ L). Using the last
statement of Sect. 4.1, this is equivalent to the space of all smooth mappings
c:RxM—)ECEwithpoc=pr2:RxM—>M.

Let p: E — M be a vector bundle over a non-compact Whitney manifold germ
M C M, then the space C° (R, T'.(E)) of all smooth curves in the space

To(E) ={s|y:s € Te(M <« E)}

of smooth sections with compact support (see Sect. 4.8) consists of all smooth
mappings c : R x M — E with poc =pry : R x M — M such that

* for each compact interval [a, b] C R there is a compact subset K C M such
that c(t, x) = 0 for (¢, x) € [a,b] x (M \ K).
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Proof

(1) This follows from the exponential law in Sect. 2.4.6 after trivializing the bundle.

(2) We trivialize the bundle, assume that M is open in R™, and then prove this
directly. In [55, 3.1 and 3.2] one finds a very explicit proof of the case n = oo,
which one can restrict to our case here.

(3) To see this we first choose a second vector bundle F — M such that E @y F
is a trivial bundle, i.e., isomorphic to M x R” for some n € N. Then Iys.p (E)
is a direct summand in W*? (M, R"), so that we may assume without loss that
E is a trivial bundle, and then, that it is 1-dimensional. So we have to identify
C®[R, W5P(M, R)). But in this situation we can just apply Theorem 2.6 for
the set V C W*P(M, R)’ consisting of all point evaluations evy : H*(M,R) —
R and use that W*? (M, R) is a reflexive Banach space.

(4) This is like (1) or (2) where we have to assure that the curve c takes values in
the space of sections with compact support which translates to the condition.

(5) and (6) follow from (4) after extending to E— M.

O

5.2 Lemma Let Eq, E; be vector bundles over smooth manifold or a Whitney
manifold germ M, let U C E| be an open neighborhood of the image of a smooth
section, let F : U — E be a fiber preserving smooth mapping. Then the following
statements hold:

(1) If M is compact, the set T'(U) := {h € T'(Ey) : h(M) C U} is open in I'(Ey),
and the mapping F, : T'(U) — T'(E») given by h — F o h is smooth. Likewise
for spaces U+ (E}), if M is not compact.

(2) If M is compact, for n € N> the set

Ten(U) i= {h € Ten(Ey) 2 h(M) C U}

is open in U'cn(E1), and the mapping Fy : T'cn(U) — T'cn(E>) given by h —
F o h is smooth.
) If M is compact and s > dim(M)/ p, the set

TCwsp(U) :={h € Twsp(Ey) : k(M) C U}
is open in Uys.p (E1), and the mapping Fy : Tws.p(U) — Tws.p (E2) given by
h +— F oh is smooth.

If the restriction of F to each fiber of E| is real analytic, then F is real analytic;
but in this paper we concentrate on C°° only. This lemma is a variant of the so-
called Omega-lemma; e.g., see [69]. Note how simple the proof is using convenient
calculus.

Proof Without loss suppose that U = E.

(1) and (2) follow easily since F, maps smooth curves to smooth curves; see their
description in Lemma 5.1(1) and (2).
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(B) Letc: R >t + c(t, ) € T'wsp(E7) be a smooth curve. As s > dim(M)/2,
it holds for each x € M that the mapping R > t = F,(c(t,x)) € (E2)yx is
smooth. By the Faa di Bruno formula (see [34] for the 1-dimensional version,
preceded in [3] by 55 years), we have for each p € N.,r € R, and x € M that

3] Fx(c(t,x)) =
(er1) (O‘J)

1 . ;. e(t, x) c(t, x)
=Y Y S Fer (2 PR % — ).
j€N>0 aeNiO ]. I I
ayt-toj=p

For each x € M and a, € (E»)} the mapping s — (s(x), ax) is a continuous linear
functional on the Hilbert space I'ws.» (E2). The set V; of all of these functionals
separates points and therefore satisfies the condition of Theorem 2.6. We also have
foreach p € N.g,t € R, and x € M that

O (Fule(t, x)), ax) = (8) Fe(c(t, %)), ax) = (3] Fu(c(t, x)), tx).

Using the explicit expressions for 8/ Fy(c(t,x)) from above we may apply
Lemma (5.1.3) to conclude that t — F(c(z, )) is a smooth curve R — I'gs(E}).
Thus, F; is a smooth mapping. O

5.3 The Manifold Structure on C*°(M, N) and ck(M, N)

Let M be a compact or open finite dimensional smooth manifold or even a compact
Whitney manifold germ, and let N be a smooth manifold. We use an auxiliary
Riemannian metric g on N and its exponential mapping exp?; some of its properties
are summarized in the following diagram:

Zero secy ,_l rwa

YN (m,exp) VXN C
open o~ open

Without loss we may assume that V>V is symmetric:

01, 2) € VN = (32, y1) e VIV,

o If M is compact, then C*°(M, N), the space of smooth mappings M — N has
the following manifold structure. A chart, centered at f € C*°(M, N), is
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C®M,N)DUs={g:(f,e)(M) c VV>Ny 2L T C T(M « f*TN)
uy(e) = (rn.exp¥) " o(f, ), us()(x) = (expl,)) ! (g(x))

wp ') =exphos, ()TN )(x) = expl, (s(x)).

Note that ﬁf isopenin I'(M <« f*TN) if M is compact.

If M is open, then the compact C*°-topology on I'( f*T N) is not suitable since
U f is in general not open. We have to control the behavior of sections near
infinity on M. One solution is to use the space T'.(f*T N) of sections with
compact support as modeling spaces and to adapt the topology on C*°(M, N)
accordingly. This has been worked out in [69] and [55].

If M is compact Whitney manifold germ with neighborhood manifold M > M
we use the Fréchet space '(M <« f*TN) = {s|y : s € (M « f*TN)}
where L C M is a compact set containing M in its interior and f M — N is
an extension of f to a suitable manifold neighborhood of M. Via an extension
operator the Fréchet space I'(M < f*T N) is a direct summand in the Fréchet
space I L(M « f *T N) of smooth sections with support in L.

Likewise, for a non-compact Whitney manifold germ we use the convenient
(LF)-space

[e(M < f*TN)={s|y:s € Te(M < f*TN)}

of sections with compact support.
On the space CK(M,N,) for k € N> we use only charts as described above
with the center f € C°°(M, N), namely

CM,N)> Uy ={g: (f,e)M) c VV>N}y 2 Ty Cc Teu(M < f*TN).

We claim that these charts cover C¥(M, N): Since C°°(M, N) is dense in
C*(M, N) in the Whitney C*-topology, for any g € C*(M, N) there exists
f € C®°(M,N,)NU,. But then g € Uy since VNXN s symmetric. This is
true for compact M. For a compact Whitney manifold germ we can apply this
argument in a compact neighborhood L of M in M, replacing M by the interior
of L after the fact.

On the space W5 P (M, N) for dim(M)/p < s € R we use only charts as
described above with the center f € C*°(M, N), namely

WSP(M,N) D Uy ={g: (f, e)(M) C VV*Ny =L
—Ls Uy C Tysp(M < f*TN).
These charts cover W¥” (M, N), by the following argument: Since C*°(M, N)

is dense in WP (M, N) and since WS?(M, N) C C¥(M, N) via a continuous
injection for 0 < k < s — dim(M)/p, a suitable C° — sup-norm neighborhood
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of g € W%P(M, N) contains a smooth f € C®(M, N), thus f € U, and by
symmetry of VN>V we have g € U 7. This is true for compact M. For a compact
Whitney manifold germ we can apply this argument in a compact neighborhood
which is a manifold with smooth boundary L of M in M and apply the argument
there.

In each case, we equip C*(M, N) or CX(M, N) or WP (M, N) with the initial
topology with respect to all chart mappings described above: The coarsest topology,
so that all chart mappings u y are continuous.

For non-compact M the direct limit T.(f*TN) = li_r)nL CL(f*TN) over a
compact exhaustion L of M in the category of locally convex vector spaces is strictly
coarser that the direct limit in the category of Hausdorff topological spaces. It is
more convenient to use the latter topology which is called ¢*° topology; compare
with Sect. 2.1.

5.4 Lemma

(1) If M is a compact smooth manifold or is a compact Whitney manifold germ,
CPR,T(M « f*TN)) =T(R x M <« pr;* f*TN).
For smooth f € C®°(M, N),
CPMR,Tcn(M < f*TN)) =Tcon(R x M < pry* f*TN).

(2) If M is a non-compact smooth manifold of Whitney manifold germ, the
sections on the right-hand side have to satisfy the corresponding conditions
of Lemma 5.1(4).

For a compact Whitney manifold germ M the space I'(R x M <« prp* f*TN)
is a direct summand in the space I'py.z(R X M <~ pr2* f*TN) of sections
with support in R x L for a fixed compact set L C M containing M in its
interior. Likewise ['coon (R X M < prp* f*T N) is a direct summand in the space
Ceoon e (R x M « pr2* f*T N) of C*"-sections. One could introduce similar

notation for C*(R, Tys.» (M < f*TN)).
Proof This follows from Lemma 5.1. O

5.5 Lemma Let M be a smooth manifold or Whitney manifold germ, compact or
not, and let N be a manifold. Then the chart changes for charts centered on smooth
mappings are smooth (C*°) on the space C*°(M, N), also on Ck(M, N) fork €
Ns>o, and on WP (M, N) for 1 < p < oo ands > dim(M)/p:

0f1 35> (upy, f)«(8) = (exp‘f,z)_1 oexp?1 os € l}fz .

Proof This follows from Lemma 5.2, since any chart change is just compositions
from the left by a smooth fiber respecting locally defined diffeomorphism. O
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5.6 Lemma

(1) If M is a compact manifold or a compact Whitney manifold germ, then
CPR,C®°(M,N) =Z=C®R x M,N).
(2) If M is not compact, C*®° (R, C*°(M, N)) consists of all smoothc : RxM — N

such that

* foreach compact interval [a, b] C R there is a compact subset K C M such
that c(t, x) is constant int € [a, b] for eachx € M \ K.

Proof By Lemma 5.4. O

5.7 Lemma Composition (f, g) — g o f is smooth as a mapping

C®(P,M)x C®°(M,N) — C*(P,N)
CK(P, M) x C®°(M, N) — C*(P, N)
WP (P, M) x C®°(M,N) — WP (P, N)
for P a manifold or a Whitney manifold germ, compact or not, and for M and N
manifolds.

For more general M the description becomes more complicated. See the special
case of the diffeomorphism group of a Whitney manifold germ M in Sect. 6.3 below.

Proof Since it maps smooth curves to smooth curves. O

5.8 Corollary For M a manifold or a Whitney manifold germ and a manifold N,
the tangent bundle of the manifold C*° (M, N) of mappings is given by

TC®(M, N) = C®(M, TN) -S=MAan)=(n)e o coo(pr Ny,

TCk(M, N) — Ck(M, TN) Ck(M»ﬂN)z(nN)* Ck(M, N) ,

TW*P (M, N) = W*P(M, TN) L2 ILI=00e sy, N).

Proof This follows from the chart structure and the fact that sections of f*TN —
M correspond to mappings s : M — TN withmyos = f. O

5.9 Sprays Respecting Fibers of Submersions

Sprays are versions of Christoffel symbols and lead to exponential mappings. They
are easier to adapt to fibered manifolds than Riemannian metrics. Recall that a spray
S on a manifold N without boundary is a smooth mapping § : TN — T>N with
the following properties:
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e maryoS =Idry; S is a vector field.

e T(wy)oS =Idry; S is a “differential equation of second order.”

e LetmY : TN — TN and m!V : T2N — T?N be the scalar multiplications.
Then Som? = T(mN).mI'N.s.

Locally, in charts of TN and T?N induced by a chart of N, a spray looks like
S(x,v) = (x,v; v; I'(x, v)) where I is quadratic in v. For a spray S € X(T N) on a
manifold N, we let exp(X) := mn (Flf(X)), then the mappingexp: TN DV — N
is smooth, defined on an open neighborhood V of the zero section in TN, which
is called the exponential mapping of the spray S. Since Ty (exp|r,n) = ldr,n
(via Tp, (TyN) = T,N), by the inverse function theorem exp, := exp|r.y is a
diffeomorphism near 0, in 7N onto an open neighborhood of x in N. Moreover
the mapping (ty,exp) : TN D V — N x N is a diffeomorphism from an
open neighborhood V of the zero section in TN onto an open neighborhood of
the diagonal in N x N.

Lemma Let g : N — M be a smooth surjective submersion between connected
manifolds without boundary. Then there exists a spray S on N which is tangential
to the fibers of q, i.e., S(T(q_1 (x))) C T2(q_1 (x)) for each x € M.

This is a simplified version of [69, 10.9].

Proof In suitable charts on N and M the submersion g looks like a linear projection
(1, y2) = y1. The local expression T (chart) — T2 (chart) of a spray is

S(1, y2), (v, 1)) =

= (01, ¥2), (01, v2); (Wi, v2), (T (1, y23 V1, v2), T2O1, ¥2, V1, 12))),

where I (y1, ¥2, v1, v2) is quadratic in (vq, v2). The spray is tangential to the fibers
of g if and only if r! (y1, ¥2,0, v2) = 0. This clearly exists locally (e.g., choose
' = 0). Now we use a partition of unity (¢q) subordinated to a cover N = [ J,, Uq
with such charts and glue local sprays with the induced partition of unity (¢y o 7y)
subordinated to the cover TN = Ua T U for the vector bundle 77y : T2N —
T N. Locally this looks like (where y = (y1, y2), etc.)

(Z(wa o 7TN)~Sa)(y: v) = (y, v; Y 0a (V. Y ea(M(Taly, v), (T2, v)))
= (3 v (X 0 OITE 3 0. Y TR0 ) )

and is therefore a spray which is tangential to the fibers of g. O

5.10 Proposition ([69,10.10]) Letg : N — M be a smooth surjective submersion
between connected manifolds without boundary. The space S1(M, N) of all smooth
sections of q is a splitting smooth submanifold of C°°(M, N). Similarly, the spaces
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SgN (M, N) and ngx_p (M, N) of CN-sections and W*'P-sections are smooth split-
ting submanifolds of CN (M, N) or WP (M, N) (for s > dim(M)/p), respectively.

The proof given here is simpler than the one in [69, 10.10].
Proof Let us first assume that M is compact. Given a smooth section f €
S9(M, N), consider the chart centered at f from Sect. 5.3

C®M,N)DUs={g:(f,e)(M) c VN*N} 25 T CcT(M < f*TN)

up(g) = Gy, exp®) ' o(f,8),  up(@)x) = (expj) " (g(x))
wp)~'s) =expios, ()T ($)(x) = expl, (s(x)),

where we use the exponential mapping with respect to a spray S on N which is
tangential to the fibers of g. Using an unrelated auxiliary Riemannian metric g on
N we can smoothly split the tangent bundle TN = V9(N) & H?(N) into the
vertical bundle of all vectors tangent to the fibers of g, and into its orthogonal

complement with respect to g. The orthonormal projections P8 : TN — VI(N)
and Id7y —P8 : TN — H49(N) induce the direct sum decomposition

(M < f*TN)=T(M « f*VI(N)®T(M < f*TN) s> (PS5, s—P8S.s).

Now g € Uy isin S(M, N) if and only if u s (g) € T'(f*VI(N)).
If M is not compact we may use the spaces of sections with compact support as
described in Sect. 5.3. Similarly for the cases of C"V-sections or W*?-sections. 0O

5.11 Corollary Let p : E — M be a fiber bundle over a compact Whitney
manifold germ M. Then the space T'(E) of smooth sections is a splitting smooth
submanifold of C*°(M, E). Likewise for the spaces T' o~ (E) and I'ws.» (E) of CN.
sections and W*'P -sections.

Proof Recall from Sect.4.8 that E = E|3 for a smooth fiber bundle £ — M.
There the result follows from 5.10. Using (fixed) extension operators

I'(M < f*TE) - I't.(M < f*TE),

etc. we can extend this the case of Whitney manifold germs. O

6 Regular Lie Groups

6.1 Regular Lie Groups

We consider a smooth Lie group G with Lie algebra ¢ = 7,G modeled on
convenient vector spaces. The notion of a regular Lie group is originally due to [86—
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91] for Fréchet Lie groups, was weakened and made more transparent by Milnor
[78], and then carried over to convenient Lie groups in [56], see also [55, 38.4]. We
shall write  : G x G — G for the multiplication with x.y = u(x, y) = ux(y) =
w” (x) for left and right translation.

A Lie group G is called regular if the following holds:

¢ For each smooth curve X € C*®(R, g) there exists a curve g € C*° (R, G) whose
right logarithmic derivative is X, i.e.,

g0) =e
dhg®) =T.(uED)X (@) = X(0)-g(0).
The curve g is uniquely determined by its initial value g(0), if it exists.
* Put evolj;(X) = g(1) where g is the unique solution required above. Then
evoly; : C*(R, g) — G is required to be C™ also. We have Evol,X = g(t) =
evoly; (1X).

Of course we could equivalently use the left logarithmic derivative and the
corresponding left evolution operator. Group inversion maps the two concepts into
each other. See [55, Section 38] for more information. Up to now, every Lie group
modeled on convenient vector spaces is regular.

There are other notions of regularity for infinite dimensional Lie groups: For
example, one may require that each curve X € LIIOC(R, g) admits an absolutely
continuous curve EvolX : R — G whose right logarithmic derivative is X. See [46]
or [49] and references therein. It might be that all these notions of regularity are
equivalent for Lie groups modeled on convenient vector spaces.

6.2 Theorem For each manifold M with or without corners, the diffeomorphism
group Diff(M) is a regular Lie group. Its Lie algebra is the space X (M) of all vector
fields with the negative of the usual bracket as Lie bracket, if M is compact without
boundary. It is the space X.(M) of fields with compact support, if M is an open
manifold. It is the space Xy(M) of Sect. 4.7 of vector fields tangent to the boundary,
if M is a compact manifold with corners. If M is not compact with corners, then the
Lie algebra is the space X, y(M) of boundary respecting vector fields with compact
SUpport.

Proof If M is a manifold without boundary then Diff(M) -2 C®(M, M). If
M is open, then the group of diffeomorphisms differing from the identity only on a
compact set is open in Diff(M).

If M has corners we use an open manifold M containing M as a submanifold
with corners as in Lemma 3.2. In the description of the chart structure in Sect. 5.3
for Diff(M) we have to use the exponential mapping for a geodesic spray on M such
that each component of each 99 M is totally geodesic. This spray exists; see Sect. 3.7
or Sect. 5.9. Restricting all sections to M then yields a smooth chart centered at the
identity for Diff(M). Then we use right translations of this chart. The explicit chart
structure on Diff(M) is described in [69, 10.16]. Extending all sections to M via
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a fixed continuous linear Whitney extension operator respecting compact support
identifies Diff(M) as a splitting smooth closed submanifold of Diff(A), but not as
a subgroup.

Composition is smooth by restricting it from C*®(M, M) x C®(M, M),
using Lemma 5.7 and its extension to the situation with corners.

Inversion is smooth: If ¢ — f(¢#, ) is a smooth curve in Diff(M), then
f(t, 7! satisfies the implicit equation f (¢, f(¢, Yy~ L(x)) = x, so by the finite
dimensional implicit function theorem, (¢,x) — f(, )~1(x) is smooth. So
inversion maps smooth curves to smooth curves, and is smooth.

Let X(z, x) be a time-dependent vector field on M (in C*®° (R, X(M))). Then
Flg’xx(t, x) = (¢t + s, EvolX (z, x)) satisfies the ordinary differential equation

3, Evol(z, x) = X (¢, Evol(z, x)).

If X(s,1,x) € C®(R2, X(M)) is a smooth curve of smooth curves in X(M), then
obviously the solution of the equation depends smoothly also on the further variable
s, thus evol maps smooth curves of time dependent vector fields to smooth curves
of diffeomorphism. O

6.3 The Diffeomorphism Group of a Whitney Manifold Germ

For a Whitney manifold germ M > M, we consider the diffeomorphism group

Diff(M) = {¢|y : ¢ € C°(M, M), (M) = M,

¢ is a diffeomorphism on an open neighborhood of M} .

We also consider the following set C of smooth curves: Those ¢ : R — Diff(M)
which are of the form ¢ = ¢|gr« s for a smooth

:RxM— M withé(t, )|y € Diff(M) foreach r € R.

Note that for 7 in a compact interval ¢(, ) is a diffeomorphism on a fixed open
neighborhood of M in M.

6.4 Theorem For a Whitney manifold germ M the group Dift(M) is a Frolicher
space and a group with smooth composition and inversion. It has a convenient Lie
algebra X. (M) with the negative of the usual bracket as Lie bracket, and it is
regular: There exists an evolution operator and it is smooth.

Proof The Frolicher space structure is the one induced by the set C of smooth
curves described above. I do not know whether this set of smooth curves is saturated,
i.e., C = Cpiffm) in the notation of Sect.2.7; this might depend on the structure of
the boundary.
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The proof is now quite similar to the one of Sect. 6.1. We claim that composition
maps C x C to C € Cpif(m), and that inversion maps C to C € Cpitpmr). Since by
definition each curve ¢ € C extend to a smooth mapping ¢ : R x M — M we can
actually use a slight adaption of the proof of Sect. 6.1 for open manifolds. O

6.5 The Connected Component of Diff(M) for a Whitney
Manifold Germ M

We consider a Whitney manifold germ M C M. As usual for Frolicher space,
we equip Diff(M) with the final topology with respect to all smooth curves in in
the generating set C as described in Sect. 6.3. Diff(M) is actually a topological
group, with the refined topology (i.e., the ¢*°-topology) on Diff(M) x Diff(M).
Let Diffy(M) be the connected component of the identity in Diff(M) with respect
to this topology.

Theorem For a Whitney manifold germ M C M we actually have
Diffg(M) = {@|um : ¢ € Diffo(M), ¢(M) = M}.
Consequently, the subgroup
Diff (M) = {¢|u : § € Diff(M), (M) = M}

is an open subgroup in Diff (M) and thus a normal subgroup, and the corresponding
generating set C of smooth curves in Dift (M) is saturated.

Proof Let ¢ € Diffy(M). Then there exists a smooth curve ¢ : R — Diff(M)
with ¢(0) = Id and ¢(1) = ¢ of the form ¢ = &|pxy Where ¢ : R x M — M
is a smooth mapping with ¢(¢, )|y € Diff(M) for each r € R. Then X (¢, x) =
(3t<p(t))((p(t)_l(x)) gives us a time-dependent vector field which is defined on
[0, 1] x U for some open neighborhood U of M in M, by the definition of Diff(M)
in Sect.6.3. Using a continuous extension operator on X|[o,1]xm and a smooth
bump function gives us a smooth time-dependent vector field X : [0, 1] x M —
TM with support in a fixed open neighborhood, say, such that X lo.1xm =
X|10,11xMm- Solving the ODE 0,¢(t.x) = X(t @(t, x)) on M gives us for t = 1
a diffeomorphism ¢ € Diff(M) which extends ®.

Given any ¢ € Diff (M), the coset ¢. Diffy(M) C Diff(M) is the connected
component of ¢ in Diff(M). This shows that Diff (M) is open in Diff(M). |

The construction in the proof above actually describes a smooth mapping
£ : {c € C®(R, Diffg(M)) : ¢(0) =1d} — {@ € Diffo(M) : (M) = M}

such that £(c)|y = c¢(1), since another smooth real parameter s goes smoothly
through solving the ODE.
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6.6 Remark

In this paper I refrain from trying to give a general definition of a regular Frolicher
group, which would be an abstract concept that catches the essential properties of
Diff(M) for a Whitney manifold germ M C M. Let me just remark, that it probably
would fit into the concept of manifolds based on smooth curves instead of charts as
developed in [72]; those among them whose tangent spaces are Banach spaces turn
out to be Banach manifolds. Some Lie theoretic tools are developed in the beginning
of Sect. 8.5 below.

6.7 Regular (Right) Half Lie Groups

A smooth manifold G modeled on convenient vector spaces is called a (right) half
Lie group, if it is a group such that multiplication u : G x G — G and inversion
v : G — G are continuous (note that here we have to take the induced ¢*°-topology
on the product G x G if the model spaces are not Fréchet), but each right translation
uw* G — G, u*(y) = y.x is smooth. The notion of a half Lie group was coined in
[60]. See [64] for a study of half Lie groups in general, concentrating on semidirect
products with representation spaces.

Not every tangent vector in 7, G can be extended to a left invariant vector field on
the whole group, but they can be extended to right invariant vector fields, which are
only continuous and not differentiable in general. The same holds for right invariant
Riemannian metrics. The tangent space at the identity is not a Lie algebra in general;
thus we refrain from calling it g. Have a look at the examples in Theorem 6.8 to get
a feeling for this.

Let us discuss regularity on a (right) half Lie group G: For a smooth curve g :
R — G the velocity curve g’ : R — TG is still smooth, and for fixed ¢ the right
logarithmic derivative X (t) := g'(t).g(t)"! = T(u8®™").g'(¢) lies in T, G, but
t > X(t) is only continuous R — 7,G. A (right) half Lie group G is called C 0.
regular if for every C%-curve X : R — T,G there exists a C'-curve EvolX = g :
R — G with g(0) = e and g'(t) = X(t).g(t) = T(u8?).X(r). We also require
that X — Evol¥ is smooth CO(R, 7,G) — CL(R, G).

6.8 Theorem (Diffeomorphism Groups of Finite Degrees of Differentiability)

(1) For a compact smooth manifold M, possibly with corners, and for any n €
N> the group Diffcr (M) of C"-diffeomorphism of M is a CO-regular half Lie
group.

(2) For a compact smooth manifold M, possibly with corners, and for any s >
dim M /p + 1, the group Diffys.p (M) of Sobolev W* P -diffeomorphism of M is
a CO-regular half Lie group.
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Note that the group of homeomorphisms of M is not open in CI?ICC(M M); see
the proof below for Cffioce. Also note that Tiq Diffcr (M) = Xy, cn (M) is the space of
C"-vector fields which are tangent to the boundary. This is not a Lie algebra, since

the Lie bracket of two C” fields is a C"~! field in general.
Proof

(1) Following [69, 10.16], we construct the smooth manifold structure by using the
exponential mapping of a spray on M which is tangential to the boundary; for
existence see Sects. 3.7 and 5.9. Let C\, .(M, M, ) be the set of all C""-mappings
f M — M with f~1(39M) = 99 M for each ¢. Then we use the (restriction
of the) chart structure described in Sect. 5.3, using this exponential mappings,
and using only charts centered at smooth mappings f € C (M, M), as

nice
follows:

CrL.M,N)D>Us={g:(f,o)M)cv™"M 2L, g, c
C{s eC"(M,TM) :mpros = f,s(3IM) C T(09M)} C Ten(f*TM),

up(9) = (un,exp¥) " o(f, 8),  us(g)(x) = (expl ) (g(x)),

@)y =expfos, ()T ($)() = exp,, (5(x).

By the symmetry of VMXM (see Sect.5.3) these charts cover Cmce(M, M),
and the chart changes are smooth since they map smooth curves (as described
in Lemma 5.1(2)) to smooth curves; compare to Lemma 5.7. The group
Diffcn (M) is open in C”. (M, M), by the implicit function theorem and some
easy arguments.

Continuity of composition and inversion are easy to check. Right translations
are smooth since they map smooth curves.

C 1-regularity follows easily: Given X € C O(R, Tiq Diffcn (M), view it as
a time-dependent C”-vector field on M which is tangential to the boundary, a
continuous curve in X3 (M) and solve the corresponding ODE. The evolution
operator Evol is smooth, since it maps smooth curves to smooth curves by
standard ODE-arguments.

(2) This follows easily by adapting the proof of (1) above, using that Diffys., M C

Diff -1 (M) by the Sobolev embedding lemma.

nice

O

6.9 Groups of Smooth Diffeomorphisms on R"

If we consider the group of all orientation preserving diffeomorphisms Diff(R") of
R”, it is not an open subset of C*°(R", R") with the compact C*°-topology. So it is
not a smooth manifold in the usual sense, but we may consider it as a Lie group in the
cartesian closed category of Frolicher spaces, see [55, Section 23], with the structure
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induced by the injection f — (f, f~') € C®(R", R") x C*®(R", R"). Or one can
use the setting of “manifolds” based on smooth curves instead of charts, with lots of
extra structure (tangent bundle, parallel transport, geodesic structure), described in
[72]; this gives a category of smooth “manifolds” where those which have Banach
spaces as tangent fibers are exactly the usual smooth manifolds modeled on Banach
spaces, which is cartesian closed: C*°(M, N) and Diff(M) are always “manifolds”
for “manifolds” M and N, and the exponential law holds.

We shall now describe regular Lie groups in Diff(R") which are given by
diffeomorphisms of the form f = Idr +g where g is in some specific convenient
vector space of bounded functions in C*°(R”, R"). Now we discuss these spaces
on R”, we describe the smooth curves in them, and we describe the corresponding
groups. These results are from [77] and from [60, 61] for the more exotic groups.

The Group Diffg(R") The space B(R") (called Dy~ (R") by Schwartz [96])
consists of all smooth functions which have all derivatives (separately) bounded. It
is a Fréchet space. By Vogt [105], the space B(R") is linearly isomorphic to £*°® s
for any completed tensor-product between the projective one and the injective one,
where s is the nuclear Fréchet space of rapidly decreasing real sequences. Thus
B(R") is not reflexive, not nuclear, not smoothly paracompact.

The space C®° (R, B(R")) of smooth curves in B(R™) consists of all functions
c € C®(R"! R) satisfying the following property:

* Forallk € N>o, @ € NLjandeacht € R the expression afafc(t, X) is uniformly
bounded in x € R, locally in t.

To see this use Theorem 2.6 for the set {ev, : x € R} of point evaluations in
B(R"). Here 3% = 22 and ¢k (r) = ok f(t, ).

— ox“

Diff;;(R”) = {f = Id+g : g € BRY",det(l,, + dg) > ¢ > 0} denotes the
corresponding group, see below.

The Group Diffye.» (R") For 1 < p < oo, the space

WOO,P(RVL) — ﬂ L;;(Rn)
k>1

is the intersection of all LP-Sobolev spaces, the space of all smooth functions such
that each partial derivative is in L”. It is a reflexive Fréchet space. It is called
Drr(R™) in [96]. By Vogt [105], the space WP (R") is linearly isomorphic to
¢P& s. Thus it is not nuclear, not Schwartz, not Montel, and smoothly paracompact
only if p is an even integer.

The space C*° (R, H*(R™)) of smooth curves in WP (R") consists of all functions
c € C® R R) satisfying the following property:

* Forall k € Nyo, a € N the expression ||8,"8§‘f(t, M r@®ny is locally
bounded near eacht € R. ~
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The proof is literally the same as for B(R"), noting that the point evaluations are

continuous on each Sobolev space L,f with k > %.

Diff@w’p(R”) = {f =Id+g : g € W PR"", det(l,, + dg) > O} denotes the
corresponding group.

The Group Diffg(R") The algebra S(R") of rapidly decreasing functions is a

reflexive nuclear Fréchet space.

The space C®°(R, S(R")) of smooth curves in S(R™) consists of all functions

c € C® R R) satisfying the following property:

e Forall k,m € Nso and a € N’;O, the expression (1 + |x|2)m8,k8)‘é‘c(t,x) is
uniformly bounded in x € R", locally uniformly bounded in t € R.

Diffg(R“) = {f =Id+g: g € S®RY", det(l, + dg) > O} is the corresponding

group.

The Group Diff.(R") The algebra C2°(R") of all smooth functions with compact

support is a nuclear (LF)-space.

The space C*(R, C°(R")) of smooth curves in C°(R") consists of all functions
f € C® @R R) satisfying the following property:

e Foreach compact interval [a, b] in R there exists a compact subset K C R”" such

that f(t,x) = 0for (t,x) € [a,b] x R" \ K).

Diff.(R") = {f =Id+g:g € CMR"", det(l, + dg) > 0} is the corresponding
group. The case Diff,(R") is well-known since 1980.

Ideal Properties of Function Spaces The function spaces discussed are boundedly
mapped into each other as follows:

C=(R™) S(R™) Woor(R) 225 oo (Rr) —> B(R™)

and each space is a bounded locally convex algebra and a bounded B(R")-module.
Thus each space is an ideal in each larger space.

6.10 Theorem ([77] and [60]) The sets of diffeomorphisms
Diff.(R"), Diffg(R"), Diffg~(R"), and Diffg(R")

are all smooth regular Lie groups. We have the following smooth injective group
homomorphisms:

Diff(R") — Diff(R") —> Diffyyroe.» (R") ——> Diff5(R").

Each group is a normal subgroup in any other in which it is contained, in
particular in Diffg(R™).
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The proof of this theorem relies on repeated use of the Faa di Bruno formula for
higher derivatives of composed functions. This offers difficulties on non-compact
manifolds, where one would need a non-commutative Faa di Bruno formula for
iterated covariant derivatives. In the paper [60] many more similar groups are
discussed, modeled on spaces of Denjoy—Carleman ultradifferentiable functions. It
is also shown that for p > 1 the group Diffyy e, 1 (R") is only a topological group
with smooth right translations—a property which is similar to the one of finite order
Sobolev groups Diffyy«,» (R™). Some of these groups were used extensively in [80].

6.11 Corollary Diffg(R") acts on T';, I's and ' g of any tensor bundle over R"
by pullback. The infinitesimal action of the Lie algebra Xg(R") on these spaces by
the Lie derivative maps each of these spaces into itself. A fortiori, Diff goo (R") acts
on I's of any tensor bundle by pullback.

6.12 Trouvé Groups

For the following see [85, 103, 108]. Trouvé groups are useful for introducing
topological metrics on certain groups of diffeomorphism on R¢ starting from a
suitable reproducing kernel Hilbert space of vector fields without using any Lie
algebra structure; see Sect. 8.12 below.

Consider a time-dependent vector field X : [0, 1] x RY — R of sufficient
regularity (e.g., continuous in ¢ € [0, 1] and Lipschitz continuous in x € R? with
t-integrable global Lipschitz constant) so that

!
x(t) =x0+/ X(s,x(s))ds
0

is uniquely solvable for all + € [0,1] and xo € R4, Then we consider the
evolution evol® (xo) = x(1). For X e L!([0, 1], C}(R?, R)?) (where f € C}
if all iterated partial derivatives of order between O and k are continuous and
globally bounded) we have evol®* e Id+C é (R?,R?) and is a diffeomorphism
with (evol) ™! € Id+C g (R?, R?). Given a convenient locally convex vector space
AR, R?) of mappings RY — R? which continuously embeds into C ; R, RY)
and a suitable family of mappings [0, 1] — A(RY, R?), the associated Trouvé group
is given by

G4 = {evolX : X € Fy),

where F4 = F([0, 1], AR?, RY)) is a suitable vector space of time-dependent
vector fields. It seems that for a wide class of spaces A the Trouvé group G 4
is independent of the choice of F 4 if the latter contains the piecewise smooth
curves and is contained in the curves which are integrable by seminorms; a precise
statement is still lacking, but see [82, 84, 85], and citations therein. The space A is
called F 4-ODE-closed if evol® e Id +A(RY, R?) for each X € F 4. For ODE-
closed A the Trouvé group G 4 is contained in Id +A(R?, RY).
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For some spaces A it has been proved that F 4 is equal to the connected
component of the identity of

{Id+7: f € AR, RY), inf detdf(x) > —1},
xeR

namely

+ For Sobolev spaces W52 with k > d/2 by Bruveris and Vialard [22]; G 4 is a
half Lie group.

» For Holder spaces by Nenning and Rainer [84].

» For Besov spaces by Nenning [83].

* For B, W°P, Schwartz functions S, C2°, and many classes of Denjoy—Carleman
functions, where G 4 is always a regular Lie group; see [85].

7 Spaces of Embeddings or Immersions, and Shape Spaces

This is the main section in this chapter.

7.1 The Principal Bundle of Embeddings

For finite dimensional manifolds M, N with M compact, Emb(M, N), the space
of embeddings of M into N, is open in C*°(M, N), so it is a smooth manifold.
Diff(M) acts freely and smoothly from the right on Emb(M, N).

Theorem Emb(M, N) — Emb(M, N)/Diff(M) = B(M, N) is a smooth princi-
pal fiber bundle with structure group Diff(M). Its base is a smooth manifold.

This result was proved in [70] for M an open manifold without boundary; see also
[69]. Note that B(M, N) is the smooth manifold of all submanifolds of N which are
of diffeomorphism type M. Therefore it is also called the nonlinear Grassmannian
in [45], where this theorem is extended to the case when M has boundary. From
another point of view, B(M, N) is called the differentiable Chow variety in [68]. It
is an example of a shape space.

Proof We use an auxiliary Riemannian metric g on N. Given an embedding f €
Emb(M, N), we view f (M) as a submanifold of N and we split the tangent bundle
of N along f(M) as TN| s = Nor(f(M)) ® T f(M). The exponential mapping
describes a tubular neighborhood of f (M) via

g
Nor(f(M)) 22— Wy 2L f(M).
Ifg: M — NisCl-nearto f, then p(g) := f~! oprmog € Diff(M) and we

may consider gop(g) ! € C(f*Wyemy) C T'(f* Nor(f(M))). This is the required
local splitting. O
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7.2 The Space of Immersions and the Space of Embeddings of
a Compact Whitney Manifold Germ

Let M D M be a compact Whitney manifold germ, and let N be a smooth manifold
with dim(M) < dim(N). We define the space of immersions as

Imm(M, N) = {f = flu, f € C°(M, N), T, f is injective for x € M}

which is open in the smooth manifold C*°(M, N) and is thus itself a smooth
manifold. Note that any extension of an immersion f € Imm(M, N) to f e
C™(M, N) is still an immersion on an open neighborhood of M in M.

Likewise we let

Emb(M, N) ={f|m, f € C°°(]\7I, N), Ty f is injective for x € M,
f : M — N is a topological embedding}.

Since M is compact, any extension of an embedding f € Emb(M, N) to f e
C°°(M, N) is an embedding on some open neighborhood of M in M; see [69, 5.3]
for a proof a related result.

Theorem For a compact Whitney germ M and a smooth manifold N with
dim(M) < dim(N) the projection

7 : Emb(M, N) - Emb(M, N)/Diff(M) = B(M, N)

is a smooth principal fiber bundle of Frolicher spaces with structure group the
Frolicher group Diff(M) from Theorem 6.4. Its base is the quotient Frolicher space.

Proof Since 1 do not know that Diff(M) is a smooth manifold, we treat all spaces
here as Frolicher spaces. By definition, the right action of Diff(M) on Emb(M, N)
is free, and smooth between the Frolicher spaces. The quotient B(M, N) carries
the quotient Frolicher structure with generating set of curves {moc : ¢ €
C°(R, Emb(M, N))}, i.e., those which lift to a smooth curve. |

7.3 The Orbifold Bundle of Immersions

Let M be a (not necessarily compact) manifold without boundary. Let N be an open
manifold with dim(M) < dim(N). Then Imm(M, N), the space of immersions
M — N, is open in C*°(M, N), and is thus a smooth manifold. The regular Lie
group (or Frolicher group if M is a Whitney manifold germ) Diff(M) acts smoothly
from the right, but no longer freely.
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An immersion i : M — N is called free if Diff(M) acts freely onit:io f =i
for f € Diff(M) implies f = Idy,.

The space B;(M, N) = Imm(M, N)/Diff(M) is an example of a shape space.
It appeared in the form of B;(S!, R?), the shape space of plane immersed curves,
in [75] and [76]. The following theorem is essentially due to [23]; since this paper
contains some annoying misprints and is difficult to understand, we give here an
extended version with a more detailed proof. The reader may skip this proof and
jump directly to Sect. 7.2 below.

Theorem ([23]) Let M be a finite dimensional smooth manifold. Let N be smooth
finite dimensional manifolds with dim(M) < dim(N). Then the following holds:

(1) The diffeomorphism group Diff(M) acts smoothly from the right on the
manifold Immpop (M, N) of all smooth proper immersions M — N, which
is an open subset of C*°(M, N).

(2) The space of orbits Imm,.,,(M, N)/Diff(M) is Hausdorff in the quotient
topology.

(3) The set ImMyree, prop (M, N) of all proper free immersions is open in C*°(M, N)
and is the total space of a smooth principal fiber bundle Immgee prop(M, N) —
Immyree, prop (M, N)/ Diff(M).

(4) Leti € Imm(M, N) be an immersion which is not free. So we have a nontrivial
isotropy subgroup Diff(M); C Diff(M) consisting of all f € Diff(M) with
io f = i. Then the isotropy group Diff(M); acts properly discontinuously on
M. Thus the projection q1 : M — M, := M/ Diff(M); is a covering mapping
onto a smooth manifold My. There exists an immersion i1 : M| — N with
i = i1 0qy. In particular, Diff(M); is countable, and is finite if M is compact.
There exists a further covering qo : M — M1 — M3 and a free immersion
ir: M, — Nwithi =iyoqn.

(5) Let M have the property that for any covering M — M7 of smooth manifolds,
any diffeomorphism My — M admits a lift M — M; e.g., M simply
connected, or M = S'. Let i € Imm(M, N) be an immersion which is
not free, i.e., has nontrivial isotropy group Diff(M);, and let q1 : M —
My := M/ Diff(M); be the corresponding covering map. Then in the following
commutative diagram the bottom mapping

Immgee (M, N) (@) Imm(M,N)

I "

Immgee(My,N )/ Diff( M) Imm(M, N )/ Diff( M)

is the inclusion of a (possibly non-Hausdorff) manifold, the stratum of 7 (i) in
the stratification of the orbit space. This stratum consists of the orbits of all
immersions which have Diff(M); as isotropy group. See (23) and (24) below
for a more complete description of the orbit structure near i.
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(6) [100] We have a right action of Diff(M) on Imm(M, N) x M which is given by
(i, x).f = (iof, f~1(x)). This action is free.

(Imm(M, N) x M, r, Imm(M, N) x M)/ Diff(M), Diff(M))

is a smooth principal fiber bundle with structure group Diff(M) and a smooth
base manifold S(M, N) := (Imm(M, N) x M)/ Diff(M) which might possibly
be non-Hausdorff. If we restrict to the open subset Immpop(M, N) x M of
proper immersions times M then the base space is Hausdorff.

Proof Without loss, let M be connected. Fix an immersion i : M — N. We
will now describe some data for i which we will use throughout the proof. If we
need these data for several immersions, we will distinguish them by appropriate
superscripts.

(7) Setup There exist sets W, C Wo C Uy C Uy C V, C M such that (W) is
an open cover of M, W, is compact, and V, is an open locally finite cover of M,
each W,, Uy, and V,, is connected, and such that i|V,, : V, — N is an embedding
for each «.

Let g be a fixed Riemannian metric on N and let exp” be the induced geodesic
exponential mapping. Then let p : N'(i) — M be the normal bundle of i, defined
in the following way: For x € M let N'(i), = (T i(TxM))* C T;x)N be the
g-orthogonal complement in 7;(,)N. Then

Mi) —— TN
p l l ™
M—s N

is a vector bundle homomorphism over i, which is fiberwise injective.

Now let U' = U be an open neighborhood of the zero section of A'(i) which
is so small that (exp” o DU lv,) : Uly, — N is a diffeomorphism onto its image
which describes a tubular neighborhood of the submanifold i (V) for each «. Let

=1 = (exp" 0i)|ly : N(i) DU — N.
It will serve us as a substitute for a tubular neighborhood of i (M).

For any f € Diff(M); = {f € Diff(M) : i o f =i} we have an induced vector
bundle homomorphism f over f:

) i) : TN
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(8) Claim Leti € Imm(M, N) and let f € Diff(M) have a fixed point xo € M
and satisfyio f =i. Then f = Idy.

Namely, we consider the sets (U,) for the immersion i of (7). Let us investigate
f(Uy) N Uyg. If there is an x € Uy with y = f(x) € Uy, we have (i|y,)(x) =
(G o NIUL(x) = (ily,)(f(x)) = (ly,) (). Since iy, is injective we have x =y,
and

JWUa) NUy = {x € Uy : f(x) = x}.

Thus f(Uy) N Uy is closed in Uy,. Since it is also open and since Uy is connected,
we have f(Uy) NUy =@ or = U,.

Now we consider the set {x € M : f(x) = x}. We have just shown that it is open
in M. Since it is also closed and contains the fixed point xp, it coincides with M.
Claim (7) follows.

(9) Claim If for an immersion i € Imm(M, N) there is a point in i (M) with only
one preimage, then i is a free immersion.

Let xo € M be such that i(xp) has only one preimage. If io f = i for f €
Diff(M) then f(xg) = xo and f = Idys by claim (8).

Note that there are free immersions without a point in i(M) with only one
preimage: Consider a figure eight which consists of two touching circles. Now we
may map the circle to the figure eight by going first n times around the upper circle,
then m around the lower one with n, m > 2.

(10) Claim Let i be a free immersion M — N. Then there is an open neighborhood
W(@) in Imm(M, N) which is saturated for the Diff(M)-action and which splits
smoothly as

W(@i) = Qi) x Diff(M).

Here Q(i) is a smooth splitting submanifold of Imm(M, N), diffeomorphic to an
open neighborhood of the zero section in T'.(M < N (i)). In particular the space
Immygee (M, N) is open in C*°(M, N).

Let m : Imm(M, N) — Imm(M, N)/Diff(M) = B;(M, N) be the projection
onto the orbit space, which is equipped with the quotient topology. Then the mapping
wlow @ QW) — m(Q()) is bijective onto an open subset of the quotient. If i
runs through Immgee prop (M, N) of all free and proper immersions these mappings
define a smooth atlas for the quotient space, so that

(Immfree,prop (M, N), m, Immgree, prop (M, N)/ Diff (M), Diff(M))
is a smooth principal fiber bundle with structure group Diff(M).

The restriction to proper immersions is necessary because we are only able to
show that Immpp (M, N)/ Diff (M) is Hausdorff in (11) below.
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For the proof of claim (10), we consider the setup (7) for the free immersion i.
Let

UGi) = {j e Inm(M, N) : j(Wy) € /(U] ) forall , j ~ i},

where j ~ i means that j = i off some compact set in M. Then by Sect.5.3
(for open M) the set U (i) is an open neighborhood of i in Imm(M, N). For each
Jj € U(i) we define

9i(j): M — U CN(@),

¢i (N = @ iy, )~ G @) ifx € W,

Note that ¢;(j) is defined piecewise on M, but the pieces coincide when they
overlap. Therefore a smooth curve through j is mapped to a smooth curve and so
@i : UG) — C°(M, N (i)) is a smooth mapping which is bijective onto the open
set

V(i) := {h e C°(M, N (D)) : h(W.) € U'|y; foralla, h ~ 0}

in C®°(M, N(i)). Its inverse is given by the smooth mapping 'Ci :h+— t oh. Now
we consider the open subsets

V(i) :=1{h € V(i) : poh € Diff,(M)} C V(i)
UG : = tL(V(i) C UG)

and the diffeomorphism ¢; : U(i) — V(i). For h € V(i) we have ri(ho f) =

rj; (h) o f for those f € Diff(M) which are near enough to the identity so that

hof e V(). Andif t' oho f =t/ ohthen ho f = h by the construction of N(i)

in (7), and then f = Idy since i is a free immersion; see the second diagram in (7).
We consider now the open set

{ho f:heV(), f eDiff(M)} € C®°(M, U").

Consider the smooth mapping from it into I'.(M < U') x Diff(M) given by h >
(ho(po L, poh), where I'c(M <« U?) is the space of sections with compact
support of U! — M. So if we let Q(i) := rj;(FC(M <~ UHNV>)) c Imm(M, N)
we have

W(i) == U(i) o Diff.(M) = Q(i) x Diff(M) = (T.(M < U")NV(i)) x Diff(M),
since the action of Diff(M) on i is free and by the argument above. Consequently

Diff(M) acts freely on each immersion in W(i), so Immge. (M, N) is open in
C>°(M, N). Furthermore
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mloq) + Q) — Immyree (M, N)/ Diff(M)

is bijective onto an open set in the quotient.
We consider

gio(lou) 1 m(Q®)) = Te(M < U') € C(N, N (i)

as a chart for the quotient space.

In order to investigate the chart change let j € Immyee(M, N) be such that
7(Q@#)) Nw(Q(j)) # @. Then there is an immersion 2 € W(i) N Q(j), so there
exists a unique fy € Diff(M) (given by fo = pog;(h)) such that h o fo_1 € 9(®).
If we consider j o f(;1 instead of j and call it again j, we have Q(i) N Q(j) # @
and consequently (i) NU(j) # @. Then the chart change is given as follows:

i ooy L omo(t))y i Te(M < U/) — To(M < UY)

s>t/ os > go,-(rj os)o(pi o<p,-(tjos))71.

This is of the form s +— Bos for a locally defined diffeomorphism B
N(j) — N (i) which is not fiber respecting, followed by 4 — h o(p’ o h)~'. Both
composants are smooth by the general properties of manifolds of mappings. So the
chart change is smooth.

We have to show that the quotient space Immyyop, free (M, N)/ Diff(M) is Haus-
dorff.

(11) Claim  The orbit space Immyop (M, N)/ Diff (M) of the space of all proper
immersions under the action of the diffeomorphism group is Hausdorff in the
quotient topology.

This follows from (18) below. I am convinced that the whole orbit space
Imm(M, N)/Diff(M) is Hausdorff, but I was unable to prove this.

(12) Claim  Let i and j € Immpop(M, N) with i(M) # j(M) in N. Then their
projections 7w (i) and 7w (j) are different and can be separated by open subsets in
Immyop (M, N)/ Diff(M).

We suppose that i (M) ¢ j(M) = j(M) (since proper immersions have closed
images). Let yo € i (M) \ j (M), then we choose open neighborhoods V of yy in N
and W of j(M) in N such that V. N W = (. We consider the sets

V= {k € Immpop(M, N) : k(M)NV # 0} and
W = {k € Immyop (M, N) : k(M) € W}.
Then V and W are Diff(M)-saturated disjoint open neighborhoods of i and j,

respectively, so w (V) and 7 (W) separate (i) and 7 (j) in the quotient space
Immyop (M, N)/ Diff(M).
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(13) Claim For a proper immersioni : M — N and x € i(M) let §(x) € N be the
number of points in i~V (x). Then § : i(M) — N is upper semicontinuous, i.e., the
set {x € i(M) : §(x) < k}isopenini(M) foreach k.

Let x € i(M) with §(x) = k and let i’l(x) = {y1,..., Yk}. Then there are
pairwise disjoint open neighborhoods W,, of y, in M such that i |w, is an embedding
for each n. The set M \ (Un W,) is closed in M, and since i is proper the set
i(M\ (U, W»)) is also closed in i (M) and does not contain x. So there is an open
neighborhood U of x in i(M) which does not meet i (M \ (Un W,)). Obviously
8(z) <kforallz e U.

(14) Claim Consider two proper immersions i1 and iy € Immypop(M, N) such that
i1(M) = ip(M) =: L C N. Then we have mappings 61,82 : L — Nas in (13). If
81 # 082 then the projections 7w (i1) and 1 (i2) are different and can be separated by
disjoint open neighborhoods in Immpo, (M, N)/ Diff (M).

Let us suppose that m; = §1(yo) # §2(yo) = my. There is a small connected
open neighborhood V' of yg in N such that i~ ! (V) has m connected components
and iy ! (V) has my connected components. These assertions describe Whitney Co-
open neighborhoods in Immy,p(M, N) of i; and i which are closed under the
action of Diff(M), respectively. Obviously these two neighborhoods are disjoint.

(15) Assumption We assume that we are given two immersions i; and ip €
Immy,p (M, N) with i1 (M) = io(M) =: L such that the functions from (14) are
equal: 61 = &6 =: 6.

Let (Lg)gep be the partition of L consisting of all pathwise connected compo-
nents of level sets {x € L : §(x) = c}, ¢ some constant.

Let By denote the set of all 8 € B such that the interior of Lg in L is not empty.
Since M is second countable, By is countable.

(16) Claim U,BeBo Lpg is dense in L.

Let k1 be the smallest number in §(L) and let B be the set of all 8 € B such
that §(Lg) = k1. Then by claim (13) each Lg for 8 € By is open. Let L' be the
closure of | J BeB, Lg. Let ky be the smallest number in § (L \ Ll) and let By be the
setof all B € B with B(Lg) =kp and Lg N (L \ L") # . Then by claim (13) again
Lg N (L\ L") # @ is open in L so L g has non-empty interior for each § € Bs.
Then let L2 denote the closure of U peB,UB, LB and continue the process. If §(L)
is bounded, the process stops. If §(L) is unbounded, by claim (13) we always find
new Lg with non-empty interior, we finally exhaust L and claim (16) follows.

Let (M){)Aecl be a suitably chosen cover of M by subsets of the sets il_l(L,g)
such that:
(i) Each iyl M! is an embedding for each A.

ii) The set C! of all A with M} having non empty interior is at most countable.
0 2 g pty
Let (M;%.);LGCZ be a cover chosen in a similar way for i5.
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(iii) For each pair (i, 1) € C§ x C{ the two open sets i»(int(M?)) and i (int(M))
in L are either equal or disjoint.

Note that the union | J, .~ 1 int M, is dense in M and thus | J, .. 1 M} = M;similarly
for the Mﬁ.

(17) Procedure Given immersions i and i; as in (15) we will try to construct
a diffeomorphism f : M — M with ipo f = i;. If we meet obstacles to the
construction this will give enough control on the situation to separate i1 from i>.

Choose Ag € Cé; So int M){O # (. Then iy : int M){O — Lg, (5,9 1s an embedding,
where g1 : C! — B is the mapping satisfying i1 (M) C Lg, ) forall A € C1.
We choose g € /32_1,31(A0) C Cg such that f := (i2|imM§ y~! Oitlpp iSa
0 AQ

diffeomorphism int M| — int M; ; this follows from (iii). Note that f is uniquely
determined by the choice of g, if it exists, by claim (8). So we will repeat the

following construction for every o € B, ! Bi1(ho) C Cg.
Now we try to extend f. We choose A1 € Cé such that M)ILO N M;l # 0.

Case a Only | = Ag is possible. So M ){0 is dense in M since M is connected and
we may extend f by continuity to a diffeomorphism f : M — M withiro f =ij.

Caseb We can find A; # Ag. We choose x € Mlo N Mll and a sequence (x,) in
M ){0 with x, — x. Then we have a sequence (f(x,)) in M.

Case ba y := lim f(x,) exists in M. Then there is | € C% such that y € Mio N
M.

Let Uolq be an open neighborhood of x in M such that i; |U01¢1 is an embedding
and let similarly Uo%z be an open neighborhood of y in M such that i2|U§2 is an

embedding. We consider now the set i, o (U; ,)- There are two cases possible.

Case baa The set i 1z'l(Uo}l) is a neighborhood of y. Then we extend f to

ifl (i1 (U;l)ﬁiz(UO%z)) by i;] oi1. Then f is defined on some open subset of int Mll1
and by the situation chosen in (15) and by (iii), the diffeomorphism f extends to the

whole of int M All .

Case bab The set iy lil(UD}]) is not a neighborhood of y. This is a definite
obstruction to the extension of f.

Case bb The sequence (x,) has no limit in M. This is a definite obstruction to the
extension of f.

If we meet an obstruction we stop and try another pg. If for all admissible pg we
meet obstructions we stop and remember the data. If we do not meet an obstruction
we repeat the construction with some obvious changes.
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(18) Claim The construction of (17) in the setting of (15) either produces a
diffeomorphism f : M — M withiy o f = i1 or we may separate i1 and i, by open
sets in Immpyop (M, N) which are saturated with respect to the action of Diff(M)

If for some pop we do not meet any obstruction in the construction (17), the
resulting f is defined on the whole of M and it is a continuous mapping M — M
with i 0 f = ij. Since i1 and i> are locally embeddings, f is smooth and of
maximal rank. Since i1 and i, are proper, f is proper. So the image of f is open
and closed and since M is connected, f is a surjective local diffeomorphism, thus
a covering mapping M — M. But since §; = §, the mapping f must be a 1-fold
covering, i.e., a diffeomorphism.

If for all uo € B, ! B1(ro) C C(z) we meet obstructions we choose small mutually
distinct open neighborhoods V)\1 of the sets i1 (M ){). We consider the Whitney C-
open neighborhood V) of i1 consisting of all immersions j; with jj (MAI) C V)\1 for
all A. Let V), be a similar neighborhood of i5.

We claim that V; o Diff(M) and V, o Diff(M) are disjoint. For that it suffices
to show that for any j; € V; and j, € V), there does not exist a diffeomorphism
f € Diff(M) with j, o f = jj. For that to be possible the immersions j; and j,
must have the same image L and the same functions §(j1), §(j2) : L — N. But now
the combinatorial relations of the slightly distinct new sets M Al, Lg, and Mﬁ are
contained in the old ones, so any try to construct such a diffeomorphism f starting
from the same Ag meets the same obstructions.

Statements (2) and (3) of the theorem are now proved.

(19) Claim For a non-free immersion i € Imm(M, N), the nontrivial isotropy
subgroup Diff(M); = {f € Diff(M) : io f = i} acts properly discontinuously
on M, so the projection q1 : M — M := M/ Diff(M); is a covering map onto a
smooth manifold on M. There is an immersion iy : M1 — N withi = ijo0q). In
particular Diff(M); is countable, and is finite if M is compact.

We have to show that for each x € M there is an open neighborhood U such that
fU)YNU = @ for f € Diff(M); \ {Id}. We consider the setup (7) for i. By the proof
of (8) we have f(U,)NU. = {x € Ul : f(x) = x} forany f € Diff(M);. If f has
a fixed point then f = Id, by (8), so f(U(fl) N U(fl = @ for all f € Diff(M); \ {Id}.
The rest is clear.

The factorized immersion i; is in general not a free immersion. The following is
an example for that: Let My —%> M| SN M, —X— M3 be a sequence of covering
maps with fundamental groups 1 — G; — G2 — G3. Then the group of deck
transformations of y is given by Ng,(G2)/G2, the normalizer of G in G3, and
the group of deck transformations of y o B is Ng,(G1)/G1. We can easily arrange
that N,(G2) € Ng,(G1), then y admits deck transformations which do not lift
to M. Then we thicken all spaces to manifolds, so that y o 8 plays the role of the
immersion i.

(20) Claim Leti € Imm(M, N) be an immersion which is not free. Then there
is a submersive covering map q; : M — Mo such that i factors to an immersion
in : My — N which is free.
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Let go : My — M be the universal covering of M and consider the immersion
ip =io0go : Mp — N and its isotropy group Diff(Mp);,. By (19) it acts properly
discontinuously on My and we have a submersive covering goy : Mo — M> and an
immersion i : M> — N with iy 0qg2 = ip = i 0 go. By comparing the respective
groups of deck transformations it is easily seen that ggo : My — M factors over
q10qo : My - M — M to a covering q12 : M1 — M>. The mapping ¢ :=
q120q1 : M — M, is the looked for covering: If f e Diff(M>) fixes iy, it lifts to a
diffeomorphism fj € Diff(My) which fixes ip, so fo € Diff(My);,, so f = Id.

Statement (4) of the theorem follows from (19) and (20).

(21) Convention In order to avoid complications we assume now that M is such a
manifold that

* For any covering M — M, any diffeomorphism M; — M; admits a lift
M — M.

If M is simply connected, this condition is satisfied. Also for M = S! the condition
is easily seen to be valid. So what follows is applicable to loop spaces.
Condition (21) implies that in the proof of claim (20) we have M| = M>.

(22) Description of a Neighborhood of a Singular Orbit Let M be a manifold
satisfying (21). In the situation of (19) we consider the normal bundles p; : N (i) —
M and p;, : N'(i1) — M. Then the covering map q; : M — M, lifts uniquely to
a vector bundle homomorphism N(q1) : N'(i) — N (i1) which is also a covering
map, such that t/1 o N(g1) = 7.

We have M1 = M/ Diff(M); and the group Diff(M); acts also as the group of
deck transformations of the covering N'(q1) : N'(i) — N (i) by Diff(M); > f
N(f), where

M)~ M)
I

is a vector bundle isomorphism for each f € Diff(M);; see the end of (7). If
we equip A (i) and N (i) with the fiber Riemann metrics induced from the fixed
Riemannian metric g on N, the mappings N (q1) and all N'(f) are fiberwise linear
isometries.

Let us now consider the right action of Diff(M); on the space of sections
(M < N(i)) given by f*s := N(f) ' oso f.

From the proof of claim (10) we recall now the sets

(M, M) (i)

(M — N(i)) <——— T (MU 2 Qi)
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Both mappings ¢; are diffeomorphisms. But since the action of Diff(M) on i is not
free we cannot extend the splitting submanifold Q(i) to an orbit cylinder as we did
in the proof of claim (10). Q(i) is a smooth transversal for the orbit though i.

For any f € Diff(M) ands € T.(M < U') C To.(M < N (i)) we have

o7 () = Ti(f*s) = ti(s) o f.

So the space qTFC(M < N(i1)) of all sections of /(i) — M which factor to
sections of N'(i;) — M, is exactly the space of all fixed points of the action of
Diff(M); on'e(M < N (i)); and they are mapped by tj; =g, !'to such immersions
in Q(i) which have again Diff(M); as isotropy group.
If s € To(M <~ U C To(M < N(i)) is an arbitrary section, the orbit through
ti(s) € Q(i) hits the transversal Q(i) again in the points i (f*s) for f € Diff(M);.
Statement (5) of the theorem is now proved.

(23) The Orbit Structure We have the following description of the orbit structure
near i in Imm(M, N): For fixed f € Diff(M); the set of fixed points Fix(f) :=
{j € Q@) : jo f = j}is called a generalized wall. The union of all generalized
walls is called the diagram D(i) of i. A connected component of the complement
Q@) \ D() is called a generalized Weyl chamber. The group Diff(M); maps walls
to walls and chambers to chambers. The immersion i lies in every wall. We shall see
shortly that there is only one chamber and that the situation is rather distinct from
that of reflection groups.

If we view the diagram in the space I'.(M <« U c T.(M < N()) which is
diffeomorphic to Q(i7), then it consists of traces of closed linear subspaces, because
the action of Diff(M); on I'.(M <« N<(i)) consists of linear isometries in the
following way. Let us tensor the vector bundle N'(i) — M with the natural line
bundle of half densities on M, and let us remember one positive half density to
fix an isomorphism with the original bundle. Then Diff(M); still acts on this new
bundle Ny 2(i) — M and the pullback action on sections with compact support is
isometric for the inner product

(s1,82) := / g(s1, 52).
M
We now extend the walls and chambers from
Qi) =Te(M < U') CTe(M <« N())

to the whole space I'c(M <« N(i)) = I'e(M <« Nl/z(i)); recall from (22) that
Diff(M); acts on the whole space.

(24) Claim Each wall in To«(M <« Nij2(i)) is a closed linear subspace of
infinite codimension. Since there are at most countably many walls, there is only
one chamber.

From the proof of claim (19) we know that f (UL)NUL = ¢ forall f € Diff(M);
and all sets U/, from the setup (7). Take a section s in the wall of fixed points of f.
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Choose a section s, with support in some U/, and let the section s be defined by
S|Uci = salué, s|f_1(Uc,;) = —f*s4, 0 elsewhere. Then obviously (s, s’) = 0 for
all s” in the wall of f. But this construction furnishes an infinite dimensional space
contained in the orthogonal complement of the wall of f.

(25) The Action of Diff(M) on Imm(M, N) x M Proof of (6)

Here we will consider the right action (i, x).f = (i o f, f_l(x)) of Diff(M) on
Imm(M, N) x M. This action is free: If (i o f, f~!(x)) = (i, x) then from claim
B)weget f=1dy.

Claim Let (i, x) € Imm(M, N) x M. Then there is an open neighborhood WW(i, x)
in Imm(M, N) x M which is saturated for the Diff(M)-action and which splits
smoothly as

W(i, x) = O(, x) x Diff(M).

Here Q(i, x) is a smooth splitting submanifold of Imm(M, N) x M, diffeomorphic
to an open neighborhood of (0, x) in C® (N (i)).

Let 7 : Imm(M, N) x M — (Imm(M, N) x M)/Diff(M) = S(M, N) be the
projection onto the orbit space, which we equip with the quotient topology. Then
Tlog,x + QU, x) = m(Q(, x)) is bijective onto an open subset of the quotient. If
(i, x) runs through Imm(M, N) x M these mappings define a smooth atlas for the
quotient space, so that

(Imm(M, N) x M, =, Imm(M, N) x M)/ Diff(M), Diff(M))

is a smooth principal fiber bundle with structure group Diff(M).

If we restrict to the open subset Immy,o, (M, N) x M of proper immersions times
M then the base space is Hausdorff.

By claim (19), the isotropy subgroup Diff(M); = {f € Diff(M) : i o f =i} acts
properly discontinuously on M, so g1 : M — M/ Diff(M); =: M is a covering.
We choose an open neighborhood Wy of x in M such that g1 : W, — M is
injective.

Now we adapt the second half of the proof of claim (10) and use freely all the
notation from there. We consider the open set

{(ho f, f7'(3) 1 h € V(i) y € Wy, f € Diff(M)} C

CC®M, U x M C C®(M,N(i)) x M.
We have a smooth mapping from it into T.(M <« U') x W, x Diff(M ) which
is given by (h, y) = (ho(poh)~!, (poh)(y), poh), where (M <« U') is the

space of sections with compact support of U’ — M. We now put

Q(i, x) == t.(Te(M < U N V(i) x Wy C Imm(M, N) x M.
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Then we have

WG, x):={(ho f, f(y)) : h € U(i),y € Wy, f € Diff(M)}
= Q(i, x) x Diff(M) = (To(M < U') N V(i) x Wy x Diff(M),

since the action of Diff(M) is free. The quotient mapping mlgi) : Q@) —
Immyee (M, N)/ Diff(M) is bijective onto an open set in the quotient. We now use
(p;i X Idwx)o(JT|Q(,~,x))’1 :w(Q(i, x)) = [e(M <« U') x W, as a chart for the
quotient space. In order to investigate the chart change let (j, y) € Imm(M, N) x M
be such that 7(Q(, x)) N 7 (Q(j, y)) # @. Then there exists (h,z) € W(, x) N
Q(J, ), so there exists a unique f € Diff(M) (given by f = p o ¢;(h)) such that
(ho f~', f(z)) € Q(i, x). If we consider (j o f~!, f(y)) instead of (j, y) and call
it again (j, y), we have Q(i, x) N Q(j, y) # ¥ and consequently U (i) NU(j) # ?.
Now the first component of the chart change is smooth by the argument in the end
of the proof of claim (10), and the second component is just Idw,nw, .

The result about Hausdorff follows from claim (11). The fibers over
Imm(M, N)/Diff(M) can be read off the following diagram:

M M T (M, N)x M ——P2 Tnm(M, N)
M Imm (M, N)x M Imm(M,N)
Diff(M), Diff(M) Diff(M)
This finishes the proof of Theorem 7.3. O

8 Weak Riemannian Manifolds

If an infinite dimensional manifold is not modeled on a Hilbert space, then a
Riemannian metric cannot describe the topology on each tangent space. We have
to deal with more complicated situations.

8.1 Manifolds, Vector Fields, Differential Forms

Let M be a smooth manifold modeled on convenient vector spaces. Tangent vectors
to M are kinematic ones.

The reason for this is that eventually we want flows of vector fields, and that
there are too many derivations in infinite dimensions, even on a Hilbert space H: Let
o € L(H, H) be a continuous linear functional which vanishes on the subspace of
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compact operators, thus also on H ® H. Then the linear functional f a(d? £ (0))
is a derivation at 0 on C*°(H), since

a(d*(£.8)(0) = a(d* £(0).g(0) +df (0) ®dg(0) +dg(0) ®df (0) + £(0).d*g(0))

and « vanishes on the two middle terms. There are even non-zero derivations which
differentiate 3 times, see [55, 28.4].

The (kinematic) tangent bundle 7 M is then a smooth vector bundle as usual.
Differential forms of degree k are then smooth sections of the bundle Lfkew(TM i R)
of skew symmetric k-linear functionals on the tangent bundle, since this is the
only version which admits exterior derivative, Lie derivatives along vector field,
and pullbacks along arbitrary smooth mappings; see [55, 33.21]. The de Rham
cohomology equals singular cohomology with real coefficients if the manifold is
smoothly paracompact; see [71] and [55, Section 34]. If a vector field admits a flow,
then each integral curve is uniquely given as a flow line; see [55, 32.14].

8.2 Weak Riemannian Manifolds

Let M be a smooth manifold modeled on convenient locally convex vector spaces.
A smooth Riemannian metric g on M is called weak if g, : TxM — T}M is
only injective for each x € M. The image g(TM) C T*M is called the smooth
cotangent bundle associated to g. Then g~! is the metric on the smooth cotangent
bundle as well as the morphism g(7' M) — T M. We have a special class of 1-forms
Q;, (M) := T'(g(T M)) for which the musical mappings make sense: a* = g~ o €
X(M) and X" = gX. These 1-forms separate points on 7 M. The exterior derivative
is defined by d : Q}o,(M) — Q*(M) = I'(L%_, (T M;R)) since the embedding
g(T M) C T*M is a smooth fiber linear mapping.

Existence of the Levi-Civita covariant derivative is equivalent to: The metric itself
admits symmetric gradients with respect to itself. Locally this means: If M is ¢*°-
open in a convenient vector space Vj;. Then

Dx,ng(X’ Y) = gx(X, gradl g(x)(Xa Y)) = gx(gradZ g(x)(Xﬂ X)’ Y)’

where Dy x denote the directional derivative at x in the direction X, and where the
mappings grad; g and symgrad, g : M x Vi x Vyy — Vy, given by (x, X)
grad; , g(x)(X, X), are smooth and quadratic in X € Vis. The geodesic equation
then is (again locally) given by

i = 5 grad; g(e)(cr. ;) — grady g(c)(cr, 1) -

This formula corresponds to the usual formula for the geodesic flow using Christof-
fel symbols, expanded out using the first derivatives of the metric tensor. For the
existence of the covariant derivative see [68, 2.4], and for the geodesic equation see
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[76, 2.1 and 2.4]; there this is done in a special case, but the method works in the
general case without changes. See also [12, 4.2, 4.3, and 4.4] for a derivation in
another special case.

8.3 Weak Riemannian Metrics on Spaces of Immersions

For a compact manifold M and a finite dimensional Riemannian manifold (N, g) we
can consider the following weak Riemannian metrics on the manifold Imm(M, N)
of smooth immersions M — N:

Gh(h. k) = / g(h, k) vol(f*g) the L%-metric,
X M

G“}c(h, k) = / g((1+ AT 8 h k) vol(f*3) a Sobolev metric of order s,
X M

GFP(h,g) = /M @ (f)g(h, k) vol(f*g) an almost local metric.

Here vol(f*g) is the volume density on M of the pullback metric g = f*g,
and A/"¢ is the (Bochner) Laplacian with respect to g and g acting on sections
of f*TN, and ®(f) is a positive function of the total volume Vol(f*g) =
f 1 Vol(f*g), of the scalar curvature Scal(f*g), and of the mean curvature Tr(S ),
s/ being the second fundamental form. See [12, 13] for more information. All these
metrics are invariant for the right action of the reparameterization group Diff(M),
so they descend to metrics on shape space B; (M, N) (off the singularities) such that
the projection Imm(M, N) — B;(M, N) is a Riemannian submersion of a benign
type: the G-orthogonal component to the tangent space to the Diff(M)-orbit consists
always of smooth vector fields. So there is no need to use the notion of robust weak
Riemannian metrics discussed below.

8.4 Theorem The Riemannian metrics on Imm(M, N) defined in Sect. 8.3 have
the following properties:

(1) Geodesic distance on Imm(M, N), defined as the infimum of path-lengths of
smooth isotopies between two immersions, vanishes for the L*>-metric G°.

(2) Geodesic distance is positive on B;(M, N) for the almost local metric G°® if
O(f) =1+ ATe(SH), orif ®(f) = AVol(f*g), for some A > 0.

(3) Geodesic distance is positive on B;i(M, N) for the Sobolev metric G* if s > 1.

(4) The geodesic equation is locally well-posed on Imm(M, N) for the Sobolev
metric G* if s > 1, and globally well-posed (and thus geodesically complete)
on Imm(S!, R"), ifs > 2.

(1) is due to [75] for B;(S', R?), to [74] for B;(M, N) and for Diff(M), which
combines to the result for Imm(M, N) as noted in [6]. (2) is proved in [13]. For (3)
see [12]. (4) is due to [21] and [20].
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8.5 Analysis Tools on Regular Lie Groups and on Diff(M) for
a Whitney Manifold Germ

Let G be a regular convenient Lie group, with Lie algebra g. We also consider a
Frolicher group G = Diff(M) for a Whitney manifold germ M C M with Lie
algebra g = X, 3(M), with the negative of the usual Lie bracket, as described
in Sects. 6.3-6.6.

Let w : G x G — G be the group multiplication, u, the left translation and
w” the right translation, u,(y) = w”(x) = xy = u(x,y). The adjoint action
Ad: G — GL(g)is given by Ad(g)X = T(,u,gfl).T(,ug)X. LetL,R:g— X(G)
be the left and right invariant vector field mappings, given by Lx(g) = T,(1g).X
and Rx = T.(uf).X, respectively. They are related by Lx(g) = Rad(g)x(g). Their
flows are given by

FIX (g) = g.exp(tX) = u™P ¥ (g),

FlfR ¥(g) = exp(tX).g = texp(rx)(8)-

The right Maurer—Cartan form k = k" € Q' (G, g) is given by «, (&) := T (,ux_l) .
&. It satisfies the left Maurer—Cartan equation dx’™ — %[K’, K’]Q = 0, where
[ , 1" denotes the wedge product of g-valued forms on G induced by the Lie
bracket. Note that %[K’, " 1NE, n) = K7€), k" (n)].

Namely, evaluate d«” on right invariant vector fields Ry, Ry for X, Y € g.

(dk")(Rx, Ry) = Rx (k" (Ry)) — Ry (k" (Rx)) — k" ([Rx, Ry])
=Rx(Y) = Ry(X) +[X, Y] =0—-0+[«"(Rx), k" (Ry)].

The left Maurer—Cartan form «* € Q1(G, g) is given by Kf( &) =Ti(ue—1) - &.
The left Maurer—Cartan form k' satisfies the right Maurer—Cartan equation dx' +
sle! k11 = 0.

The (exterior) derivative of the function Ad : G — G L(g) satisfies

dAd = (adok”). Ad = Ad .(ad o k)
since we have

d Ad(T 18.X) = ;o Ad(exp(1X).g) = &0 Ad(exp(1X)). Ad(g)
= ad(x" (T p8.X)).Ad(g),
d A(T g X) = 310 Ad(g. exp(1X)) = Ad(g). ad(x' (T 115 X)) .
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8.6 Right Invariant Weak Riemannian Metrics on Regular Lie
Groups and on Diff(M) for a Whitney Manifold Germ

We continue under the assumptions of Sect. 8.5, Let y = g x g — R be a positive
definite bounded (weak) inner product. Then

-1 —1
&) =y (Tw" )& TW" ) -n)=y(kE), k)

is a right invariant (weak) Riemannian metric on G and any (weak) right invariant

bounded Riemannian metric is of this form, for suitable y. Denote by y : g — ¢*

the mapping induced by y, from the Lie algebra into its dual (of bounded linear

functionals) and by {(a, X) 4 the duality evaluation between « € g* and X € g.

Let g : [a,b] — G be a smooth curve. The velocity field of g, viewed in the
right trivializations, coincides with the right logarithmic derivative

§7(g) =T (uf ) - g =k (dg) = (g°%) ().

The energy of the curve g(¢) is given by

1 (P 1 (P
E(g)=§/ )/g(g’,g’)dt=§/ Y ((g*1)(1), (g*K)(Dy)) dt.

For a variation g(s, t) with fixed endpoints we then use that
d(g*1) (3, 95) = 3;(g"k (d5)) — 35(g" K (3;)) — O,

partial integration, and the left Maurer—Cartan equation to obtain

1 b

05 E(g) = 5/ 2y (3s(8* k) (@r), (g¥1)(3y)) dt
b
=/ v (81 (8710 (35) — d(g¥ic) (s, 35), (g¥K)(8))) dt
b
= —/ Y ((8*1)(3), 3:(g*Kk)(3y)) dt
b
—/ Y ([ ) @), (£71)(35)], (871)(3y)) dt

b
= —/ (7@ (") (3)), (g*x)(aa)g dt
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b
—/ (7((g*K) (@), ad(g*x)(a,)(g*/c)(av)>g dt

b
== / (7 (3: (£ 1)(31)) + (ad(gc)3)*V (") (B1)), (z;'*K)(Bs))g dt.
a
Thus the curve g(0, t) is critical for the energy if and only if

V(3 (g%)(37)) + (ad(g#)(3)) ¥ ((§7K)(3)) = 0.

In terms of the right logarithmic derivative u : [a, b] — g of g : [a, b] — G, given
by u(t) := g*k(9;) = Tg(t)(ug(’)fl) -g' (1), the geodesic equation has the expression

du = —p~Ladw)* ¥ )

Thus the geodesic equation exists in general if and only if ad(X)*y (X) is in the
image of y : g — g¥, i.e,,

ad(X)*y (X) € y(9)

for every X € X; this leads to the existence of the Christoffel symbols. Arnold [4]
asked for the more restrictive condition ad(X)*y (Y) € y(g) for all X, Y € g. The
geodesic equation for the momentum p := y (u) is

pr = —ad(y " (p)*p.

There are situations, see Theorem 8.11 or [9], where only the more general condition
is satisfied, but where the usual transpose ad" (X) of ad(X),

ad" (X) :=p~! oadj oy

does not exist for all X.

We describe now the covariant derivative and the curvature. The right trivializa-
tion (ng,«") : TG — G x g induces the isomorphism R : C*(G, g) — X(G),
given by R(X)(x) := Rx(x) := T,(u*)- X (x), for X € C*°(G, g) and x € G. Here
X(G) := I'(T G) denotes the Lie algebra of all vector fields. For the Lie bracket and
the Riemannian metric we have

[Rx, Ryl = R(—[X,Y]g+dY - Rx —dX - Ry),

R7'[Rx. Ryl = —[X, Y]g + Rx(Y) — Ry(X),
Yx(Rx(x), Ry (x)) = y(X(x), Y (x)), x € G.
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In what follows, we shall perform all computations in C*°(G, g) instead of X(G).
In particular, we shall use the convention

VxY := R7' (Vg Ry) forX,Y e C®(G, g)

to express the Levi-Civita covariant derivative.

8.7 Lemma ([9, 3.3]) Assume that for all & € g the element ad(§)*y (&) € g* is
in the image of y : g — ¢* and that & — p~'ad(£)*y (&) is bounded quadratic
(or;, equivalently, smooth). Then the Levi-Civita covariant derivative of the metric y
exists and is given for any X, Y € C*°(G, g) in terms of the isomorphism R by

1
VxY =dY.Rx + p(X)Y — 3 ad(X)Y,
where

pEn =57~ (adf,, PE+m —adf_, y(E—m) = 37~ (adf y () +ad} 7 (£))

is the polarized version. The mapping p : ¢ — L(g, g) is bounded, and we have
pE)n = pn)&. We also have

y(p@Em. ) = %)’(E, ad(n)?¢) + %V(’% ad(£)?),
Y&, &) +y (s &) +v(p)s, §) =0.
For X, Y € C*®(G, g) we have
[Rx,ad(Y)] = ad(Rx(Y)) and [Rx,p(Y)]= p(Rx(Y)).
The Riemannian curvature is then computed as follows:

R(X,Y) =[Vx, Vy] = V_[x ¥],+Rx (¥)— Ry (X)
:[Rx+p —%adX,RY‘i‘,O _%adY]
— R(—[X,Y]g + Rx(Y) — Ry (X)) — p(—[X. Y]g + Rx(Y)— Ry (X))

1
+3 ad(—[X, Y]g + Rx(Y)— Ry (X))

1 1 1
= [px. py]l+ pix,v1, — E[px, ady] + E[PYa ady] — 7 adix,y1,

which is visibly a tensor field.
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For the numerator of the sectional curvature we obtain

Y(RIX, V)X, Y) =y (pxpr X, Y) — y(pypx X, ¥) + v (oix.11 X, ¥)

1 1
- EV(/OX[Y, X,Y)+ EV([Y, oxX1,Y)
1 1
+0— EV([X, pyX1,Y) — ZV([[X, Y1, X1,Y)
2, 3 2
=y(pxX, prY) — llpxYll; + le[X, YIly
1 1
- EJ/(X’ [Y,[X, Y1) + EJ/(Y, [X,[X, Y1)

3
=y (ox X, pr¥) = loxY Iy + 21X, VI3

—y(exY, [X, Y1) +y (¥, [X, [X, Y]D.

If the adjoint ad(X) T : g — g exists, this is easily seen to coincide with Arnold’s
original formula [4],

y(R(X, V)X, Y) = — ‘1-‘|| ad(X)"Y +ad(Y) " X[ + y(ad(X)" X, ad(¥)Y)

1
+ zy(ad(X)TY —ad(Y)" X, ad(X)Y) + §||[X, Y113

8.8 Examples of Weak Right Invariant Riemannian Metrics
on Diffeomorphism Groups

Let M be a finite dimensional manifold. We consider the following regular Lie
groups: Diff (M), the group of all diffeomorphisms of M if M is compact. Diff. (M),
the group of diffeomorphisms with compact support, if M is not compact. If
M = R", we also may consider one of the following: Diffs(R"), the group of
all diffeomorphisms which fall rapidly to the identity. Diffy.» (R"), the group of
all diffeomorphisms which are modeled on the space W°7(R")", the intersection
of all W*P-Sobolev spaces of vector fields. The last type of groups works also for
a Riemannian manifold of bounded geometry (M, g); see [30] for Sobolev spaces
on them. In the following we write Diff 4(M) for any of these groups. The Lie
algebras are the spaces X 4(M) of vector fields, where A € {C°, S, WP}, with
the negative of the usual bracket as Lie bracket.

Most of the following weak Riemannian metrics also make sense on Diff(M)
for a compact Whitney manifold germ M C M, but their behavior has not been
investigated. In particular, I do not know how the Laplacian 1 + A# behaves on
X3(M) and its Sobolev completions.
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A right invariant weak inner product on Diff 4 (M) is given by a smooth positive
definite inner product y on the Lie algebra X 4 (M) which is described by the inertia
operator L = y : X (M) — X (M) and we shall denote its inverse by K =
L~' L% A(M)) — X A(M). Under suitable conditions on L (like an elliptic
coercive (pseudo) differential operator of high enough order) the operator K turns
out to be the reproducing kernel of a Hilbert space of vector fields which is contained
in the space of either C,l (bounded C! with respect to g) or Cg vector fields. See
[108, Chapter 12], [68], and [80] for uses of the reproducing Hilbert space approach.
The right invariant metric is then defined as in Sect. 8.5, where { , )x () is the
duality:

Gy(Xog,Yop)=Gi(X,Y) =y(X,Y) = (LX), Y)x 401

For example, the Sobolev metric of order s corresponds to the inertia operator
L(X) =+ A8)%(X). vol(g). Examples of metrics are

GYL(X,Y) = / 2(X, Y)vol(2) the L* metric,
M
WX, Y) = / (1 + A%°X, Y) vol(2) a Sobolev metric of order s,
M
GH'(x,v) = / X'.Y'dx = —/ X"Y dx where X, Y € X 4(R).
R R

As explained in Sect. 8.8, the geodesic equation on Diff 4 (M) is given as follows:
Let ¢ : [a, b] — Diff 4(M) be a smooth curve. In terms of its right logarithmic
derivative

wila,bl = XaM), u(t) = ¢"k@) =¢' O opn) ",
the geodesic equation is
L(us) = L(3;u) = —ad(u)*L(u).
The condition for the existence of the geodesic equation is as follows:
X — K(ad(X)*L(X))
is bounded quadratic X 4(M) — X 4(M). Using Lie derivatives, the computation

of ad} is especially simple. Namely, for any section w of 7*M ® vol and vector
fields &, n € X 4(M), we have

/ (o, [&, 1] =/ (w, Le(m) = —/ (Le (@), ),
M M M
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hence adg (w) = +L¢(w). Thus the Hamiltonian version of the geodesic equation
on the smooth dual L(X 4(M)) C I‘C}% (T*M ® vol) becomes

8;0[ = —ad}}(a) o = —CK(Q)O[,
or, keeping track of everything,
0t =uogq, o = =Ly« u= K@) =a, o= Lu) =u".

8.9 Theorem Geodesic distance vanishes on Diff 4(M) for any Sobolev metric of

order s < % IfM = S' x C with C compact, then geodesic distance vanishes also

fors = % It also vanishes for the L*>-metric on the Virasoro group R x Diff 4(R).
Geodesic distance is positive on Diff 4 (M) for any Sobolev metric of order s > 1.

If dim(M) = 1 then geodesic distance is also positive for s > %

This is proved in [8, 14], and [6]. Note that low order Sobolev metrics have
geodesic equations corresponding to well-known nonlinear PDEs: On Diff(S!) or
Diff 4 (R) the L?-geodesic equation is Burgers’ equation, on the Virasoro group it
is the KdV equation, and the (standard) H 1-geodesic is (in both cases a variant of)
the Camassa—Holm equation; see [10, 7.2] for a more comprehensive overview. All
these are completely integrable infinite dimensional Hamiltonian systems.

8.10 Theorem Let (M, g) be a compact Riemannian manifold. Then the geodesic
equation is locally well-posed on Diff (M) and the geodesic exponential mapping
is a local diffeomorphism for a Sobolev metric of integer order s > 1. For a Sobolev
metric of integer order s > dm+3 4o geodesic equation is even globally well-
posed, so that (Diff (M), G°®) is geodesically complete. This is also true for non-
integer order s if M = R".

For M = S', the geodesic equation is locally well-posed even for s > %

For these results see [11, 12, 32, 33].
8.11 Theorem ([9]) For A € {C°, S, W1} let

AR) ={f € C¥(R) : '€ AR), f(—00) =0}

and let Diff 4 (R) = {¢ =Id+f : f € Ai(R), f' > —1}. These are all regular
Lie groups. The right invariant weak Riemannian metric

GH'(x.v) = / X'Y' dx
R

is positive definite both on Diff 4 (R) where it does not admit a geodesic equation
(a non-robust weak Riemannian manifold), and on Diff 4, (R) where it admits
a geodesic equation but not in the stronger sense of Arnold. On Diff 4 (R) the
geodesic equation is the Hunter-Saxton equation
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_ 1 [
(@)op' =u,  u = —uu,+ 5/ (ux(2))*dz ,
—00

and the induced geodesic distance is positive. We define the R-map by
R : Diff 4, (R) - A(R, R._3) C AR, R), R(g) =2 ((¢)"/>—1).

The R-map is invertible with inverse

X
R~ A(R, R._;) — Diff 4, (R), R ') =x+ %/ y2 +4y dx .
—0oQ
The pullback of the ﬂat L%-metric via R is the H'-metric on Diff AR), ie.,
R*(, V2dx) = GH'. Thus the space (lefA] [R), H ) is a flat space in the
sense of Riemannian geometry. There are explicit formulas for geodesics, geodesic
distance, and geodesic splines, even for more restrictive spaces A like Denjoy—
Carleman ultradlﬁerenttable function classes. There are also soliton-like solu-
tions. (Diff 4, (R), GH' ) is geodesically convex, but not geodesically complete; the
geodesic completion is the smooth semigroup

Mony, ={p=1d+f : f € AR). f' = —1}.

Any geodesic can hit the subgroup Diff 4 (R) C Diff 4, (R) at most twice.

8.12 Trouvé Groups for Reproducing Kernel Hilbert Spaces

This is the origin of the notion of a Trouvé group. It puts the approach of Sect. 8.1
to Theorem 8.11 upside down and gets rid of the use of the Lie algebra structure
on the space of vector fields. If the generating space A of vector fields on RY
for the Trouvé group G4 (see Sect.6.12) is a reproducing kernel Hilbert space
(AR, R?), (, ,).4) contained in C,}, then

1
dist(Id, ¢) := inf{/ IX@®)adt : X € Fq, evolX = (p}
0

defines a metric which makes the Trouvé group G 4 into a topological group; see
[103, 108]. This is widely used for the Large Deformation Diffeomorphic Metric
Matching (LDDMM) method in image analysis and computational anatomy. The
most popular reproducing kernel Hilbert space is the one where the kernel is a
Gaussian e~/ Here the space A is a certain space of entire real analytic
functions, and a direct description of the Trouvé group is severely lacking.
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9 Robust Weak Riemannian Manifolds and Riemannian
Submersions

9.1 Robust Weak Riemannian Manifolds

Some constructions may lead to vector fields whose values do not lie in 7\ M, but
in the Hilbert space completion T, M with respect to the weak inner product g, .
We need that |, .3, e M forms a smooth vector bundle over M. In a coordinate
chart on open U C M, T M|y is a trivial bundle U x V and all the inner products
gx,x € U define inner products on the same topological vector space V. They all
should be bounded with respect to each other, so that the completion V of V with
respect to gx does not depend on x and [, EUY"X_M = U x V. This means that
Urem T M forms a smooth vector bundle over M with trivializations the linear
extensions of the trivializations of the tangent bundle 7M — M. Chart changes
should respect this. This is a compatibility property between the weak Riemannian
metric and some smooth atlas of M.

Definition A convenient weak Riemannian manifold (M, g) will be called a robust
Riemannian manifold if

e The Levi-Civita covariant derivative of the metric g exists: The symmetric
gradients should exist and be smooth.
¢ The completions T, M form a smooth vector bundle as above.

9.2 Theorem If a right invariant weak Riemannian metric on a regular Lie group
admits the Levi-Civita covariant derivative, then it is already robust.

Proof By right invariance, each right translation 7uf extends to an isometric
isomorphisms 7, G — TyxG. By the smooth uniform boundedness theorem these
isomorphisms depend smoothly on g € G. O

9.3 Covariant Curvature and O’Neill’s Formula

In [68, 2.2] one finds the following formula for the numerator of sectional curvature,
which is valid for closed smooth 1-forms «, 8 € Qi,(M ) on a weak Riemannian
manifold (M, g). Recall that we view g : TM — T*M and so g~ ! is the dual inner
product on g(T M) and o = g~ (a).
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(R, ), B7) =

— 305 (IBIG-) = 3B F ey ) + (@7 + FraP)e ™" . )
(lastline = —a*B([a*, B7]) + Ba(la?, B1D))

— 4™ @ BDIZ 1 + fe 7 ([@ddlel2 ). ddIBI2 1))

+ 3. B[

This is called Mario’s formula since Mario Micheli derived the coordinate version
in his 2008 thesis. Each term depends only on g~! with the exception of the last
term. The role of the last term (which we call the O’Neill term) will become clear in
the next result. Let p : (E, gg) — (B, gp) be a Riemannian submersion between
infinite dimensional robust Riemannian manifolds; i.e., for each » € B and x €
Ep = p_l(b) the tangent mapping Ty p : (I E, gg) — (TpB, gp) is a surjective
metric quotient map so that

Ipllgs == inf{”Xx”gE Xy € E, Typ Xy = gJ_b}

The infinimum need not be attained in T, E but will be in the completion 7, E. The
orthogonal subspace {Y, : gg(Yy, T (Ep)) = 0} will therefore be taken in 7y (Ep) in
T.E.If ap = gB(ag, ) € gg(TpB) C Tb*B is an element in the gg-smooth dual,
then p*ap := (Ty p)*(ap) = gB((xg, T.p ):TE — Risin T E but in general
it is not an element in the smooth dual gg (7 E). It is, however, an element of the
Hilbert space completion gg (7, E) of the gg-smooth dual gg(7y E) with respect
to the norm || ||g21, and the element gEl(p*ozb) =: (p*ap)¥ is in the || llgs-

completion Ty E of T, E. We can call ggl(p*ah) =: (p*ap)? the horizontal lift of
Olg = glgl(ab) e TpB.

9.4 Theorem ([68,2.6]) Let p : (E, gg) — (B, gB) be a Riemannian submersion
between infinite dimensional robust Riemannian manifolds. Then for closed 1-forms
o, B e Qi,b, (B) O’Neill’s formula holds in the form:
g5(RP (o, B9)B%, &) = g (RE ()", (p* BN (P B)*, (p*a)F)
+ 2", (P BT 3, -

Proof The last (O’Neill) term is the difference between curvature on E and the
pullback of the curvature on B. O
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9.5 Semilocal Version of Mario’s Formula, Force, and Stress

In all interesting examples of orbits of diffeomorphisms groups through a template
shape, Mario’s covariant curvature formula leads to complicated and impenetrable
formulas. Efforts to break this down to comprehensible pieces led to the concepts
of symmetrized force and (shape-) stress explained below. Since acceleration sits in
the second tangent bundle, one either needs a covariant derivative to map it down
to the tangent bundle, or at least rudiments of local charts. In [68] we managed the
local version. Interpretations in mechanics or elasticity theory are still lacking.

Let (M, g) be a robust Riemannian manifold, x € M, «, 8 € g+ (TxM). Assume
we are given local smooth vector fields X, and X g such that:

L Xo(x) = af(x), Xpx) = B*(x),

2. Then o® — X, is zero at x. Therefore it has a well-defined derivative D (a — X¢)
lying in Hom(7\ M, T, M). For a vector field ¥ we have D, (a? — X,).Y, =
[Y, af — X41(x) = Ly(a? — Xg)l|x. The same holds for 8.

3. Ly, (@) = Lx,(B) = Lx, @) = Lx,(B) =0,

4. [Xo, Xg] =0.

Locally constant 1-forms and vector fields will do. We then define
Fla, B) : = 3d(g (. B)). a 1-form on M called the force,
D(a, B)(x) : = Dy (BF — Xp).a*(x)
=d(B* — Xp).a*(x), € T M called the stress.
— D(e, B)(x) — D(B, ) (x) = [oF, BF1(x).

Then in terms of force and stress the numerator of sectional curvature looks as
follows:

g(R@*, BHB%, &*)(x) = Ri1 + Ri2+ Ro + R3, where

Rit = 5(L%, (6B, B) — 2Lx, Lx, (g (@, B) + L, (¢ (@, ) (),

Riy = (F(a, @), D(B. B)) + (F(B. B). D(er, @) — (F (e, B). Dla. B) + D(B. a))
Ry = (IF(@ B} — (Fle, ), F(B, B))y1)(x)

Ry = —3|D(a. B) = D(B. )|}, -

9.6 Landmark Space as Homogeneous Space of Solitons

This subsection is based on [67]; the method explained here has many applications
in computational anatomy and elsewhere, under the name LDDMM (large diffeo-
morphic deformation metric matching).
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A landmark q = (q1, - .., qn) is an N-tuple of distinct points in R”; landmark
space LandV (R") ¢ RMV is open. Let qo = (q?, el q%) be a fixed standard
template landmark. Then we have the surjective mapping

ev,o : Diff 4(R") — Land" (R"),
@ > ev0(9) = (") = (@(q). ... p(q)).

Given a Sobolev metric of order s > % + 2 on Diff 4 (R"), we want to induce a Rie-
mannian metric on Land™ (R") such that ev,, becomes a Riemannian submersion.
The fiber of ev,o0 over a landmark ¢ = ¢g (qo) is
{p € Diff 4(R") : 9(¢”) = q} = po ol € Diff 4(R") : 0(¢°) = ¢}
= {p € Diff 4(R") : 9(q) =g} ogo.
The tangent space to the fiber is
{Xogp: X € Xs(R"), X(g;) = 0 forall i}.
A tangent vector Y o gy € Ty, Diffs(R") is G éo—perpendicular to the fiber over g if
and only if
/ (LY, X)dx =0 VX with X(¢) =0.

If we require Y to be smooth then ¥ = 0. So we assume that LY = ), P;.8,,, a
distributional vector field with support in g. Here P; € T,;IR". But then

v =1 (Y ps,) = fR Ka=0 Y Psymdy =Y K —g).P,

Ty (€vy0).(Y 0 90) = Y (qi)k = Y (K (qk — qi)- Pk -

1

Now let us consider a tangent vector P = (FPx) € T Land" (R"). Its horizontal lift
with footpoint gg is P'" o ¢y where the vector field PP on R” is given as follows:
Let K ~1(g)i be the inverse of the (N x N)-matrix K(q)ij = K(gi —¢q;). Then

Phor()C) — ZK(X — ql)K_l(q)lIPj ,
ij

L(Phor(x)) — Zg(x — q,')K_l(CI)iij :
i,J

Note that P" is a vector field of class H2 1.
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The Riemannian metric on the finite dimensional manifold Land" induced by
the g-metric on Diffs(R") is given by

(P Q) =GP, 0 = [ (1P, 0™ dx
Rn

/Rn (Zé(x —g)K N (@)ijP;. Y K(x — qk)K_l(q)lel>dx
ij k.1
= Y K@K @ — a0 K " @u(P). 1)

i,jk,l

gL(P.Q) =Y K ' (@u(P. Q).

k,l
The geodesic equation in vector form is
) 1 O O .
Gn=—75 > K@i zrad K(gi — a))(K@)in = K(@)j) K™ (@) j1{dx 1)
k,i,j,l

+Y K (Q)ki< grad K (gi — qn), Gi — qn>q'k :
k,i

The cotangent bundle 7*Land” (R") = Land" (R") x (R")M)* 5 (¢, «). We treat
R”" like scalars; { , ) is always the standard inner product on R”.
The inverse metric is then given by

")y (@, B) = Z K (q)ijei, Bj), K(q)ij = K(qi —q;).
ij

The energy function is

E(q, @) = 5(g"); o) = 3 Y K(q)ijloi, et))
i,j

and its Hamiltonian vector field (using R"-valued derivatives to save notation) is

HE(CI, a) =

N
i,k=

d d
(K (@x = a)ai 5— + grad K (g — qo) ey, ) 5 ).
| 0qx dag

So the Hamiltonian version of the geodesic equation is the flow of this vector field:

g =2 K@i — qi)a
ar = — ;grad K(gi — qu){oi, o).
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We shall use stress and force to express the geodesic equation and curvature:

of =) Kl —anei. o' =) Kge — q)(ei. 5k)
i ik

5
D, p): = Y dK (g — g/} — (B, S ), the stress.
.o 1

L]

D(a,B) —D(B,a) = (Danﬂu) - D,g;n()éIj = [aF, ,Bn], Lie bracket.

1
File. p) =5 > grad K (g — qu)(ew Bi) + (Bir o)
k

1 —1
Fle,B) =) (File, p),dgi) = 5d g™ (@, ) the force.

1

The geodesic equation on 7* Land” (R") then becomes

i =a
¢ =—F(a,a).

Next we shall compute curvature via the cotangent bundle. From the semilocal
version of Mario’s formula for the numerator of the sectional curvature for constant
1-forms «, B on landmark space, where oe£ = > ; K(gx — gi)ai, we get directly:

g"(R@*, ot p7) =
= (D(a, B) + D(B. ), F(a, B))
— (D(e, @), F(B, B)) — (D(B, B), Flt, @)

~ 3 (K@ — ap B - B B — BDli )

i,J
—2d°K (qi — q))(B] — B, o — o) (Bi, )
+d*K(gi — g} — o of — )61, B)))
— 1 F e B2 + g~ (Fla, @), F(B, B))-

+ 3l B4
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9.7 Shape Spaces of Submanifolds as Homogeneous Spaces
for the Diffeomorphism Group

Let M be a compact manifold and (N, g) a Riemannian manifold of bounded
geometry as in Sect.3.6. The diffeomorphism group Diff 4(N) acts also from
the left on the manifold of Emb(M, N) embeddings and also on the nonlinear

Grassmannian or differentiable Chow variety B(M, N) = Emb(M, N)/ Diff(M).

For a Sobolev metric of order s > w + 2 one can then again induce a

Riemannian metric on each Diff 4 (V)-orbit, as we did above for landmark spaces.
This is done in [68], where the geodesic equation is computed and where curvature
is described in terms of stress and force.
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Abstract The fundamental ideas and tools of the global geometric formulation
of stress and hyper-stress theory of continuum mechanics are introduced. The
proposed framework is the infinite dimensional counterpart of the statics of a
system having a finite number of degrees of freedom, as viewed in the geometric
approach to analytical mechanics. For continuum mechanics, the configuration
space is the manifold of embeddings of a body manifold into the space manifold.
Generalized velocity fields are viewed as elements of the tangent bundle of the
configuration space and forces are continuous linear functionals defined on tangent
vectors, elements of the cotangent bundle. It is shown, in particular, that a natural
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choice of topology on the configuration space implies that force functionals may
be represented by objects that generalize the stresses of traditional continuum
mechanics.

1 Introduction

These notes provide an introduction to the fundamentals of global analytic con-
tinuum mechanics as developed in [6, 21, 32-34, 39]. The terminology “global
analytic” is used to imply that the formulation is based on the notion of a configu-
ration space of the mechanical system as in analytic classical mechanics. As such,
this review is complementary to that of [38], which describes continuum mechanics
on differentiable manifolds using a generalization of the Cauchy approach to flux
and stress theory.

The general setting for the basics of kinematics and statics of a mechanical
system is quite simple and provides an elegant geometric picture of mechanics.
Consider the configuration space @ containing all admissible configuration of the
system. Then, construct a differentiable manifold structure on the configuration
space, define generalized (or virtual) velocities as tangent vectors, elements of 7'Q,
and define generalized forces as linear functions defined on the space of generalized
velocities, elements of 7*Q. The result of the action of a generalized force F on a
generalized velocity w is interpreted as mechanical power. Thus, such a structure
may be used to encompass both classical mechanics of mass particles and rigid
bodies as well as continuum mechanics. The difference is that the configuration
space for continuum mechanics and other field theories is infinite dimensional.

It is well known that the transition from the mechanics of mass particles
and rigid bodies to continuum mechanics is not straightforward and requires the
introduction of new notions and assumptions. The global analytic formulation
explains this observation as follows. Linear functions, and forces in particular, are
identically continuous when defined on a finite dimensional space. However, in
the infinite dimensional situation, one has to specify exactly the topology on the
infinite dimensional space of generalized velocities with respect to which forces
should be continuous. Then, the properties of force functionals are deduced from
the continuity requirement through a representation theorem. In other words, the
properties of forces follow directly from the kinematics of the theory.

For continuum mechanics of a body X in space 8, the basic kinematic assumption
is traditionally referred to as the axiom of material impenetrability. A configuration
of the body in space is specified by a mapping x : X — § which is assumed to
be injective and of full rank at each point—an embedding. Hence, the configuration
space for continuum mechanics should be the collection of embeddings of the body
manifold into the space manifold. It turns out that the C'-topology is the natural one
to use in order to endow the collection of embeddings with a differentiable structure
of a Banach manifold. The C"-topologies for » > 1 are admissible also.
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It follows that forces are continuous linear functionals on the space of vector
fields over the body of class C”", r > 1, equipped with the C”-topology with a
special role for the case r = 1. A standard procedure based on the Hahn—-Banach
theorem leads to a representation theorem for a force functional in terms of vector
valued measures.

The measures representing a force generalize the stress and hyper-stress objects
of continuum mechanics. The proof of the representation theorem implies that a
stress measure is not determined uniquely by a force. This is in accordance with
the inherent static indeterminacy of continuum mechanics. While the case r = 1
leads to continuum mechanics of order one, the cases r > 1 are extensions of
higher-order continuum mechanics. Thus, an existence theorem for hyper-stresses
follows naturally. The relation between a force and a representing stress object is a
generalization of the principle of virtual work in continuum mechanics and so it is
analogous to the equilibrium equations.

The representation of forces by stress measures is significant for two reasons.
First, the existence of the stress object as well as the corresponding equilibrium
condition are obtained for stress distributions that may be as singular as Radon
measures. In addition, while force functionals cannot be restricted to subsets of a
body, measures may be restricted to subsets. This reflects a fundamental feature of
stress distributions—they induce force systems on bodies. It is emphasized that no
further assumptions of mathematical or physical nature are made.

The framework described above applies to continuum mechanics on general
differentiable manifolds without any additional structure such as a Riemannian
metric or a connection. The body manifold is assumed here to be a compact
manifold with corners. However, as described in [23], it is now possible to extend
the applicability of this framework to a wider class of geometric object—Whitney
manifold germs.

Starting with the introduction of notation used in the manuscript in Sect. 2, we
continue with the construction of the manifold structure on the space of embeddings.
Thus, Sect. 3 describes the Banachable vector spaces used to construct the infinite
dimensional manifold structure on the configuration space and Sect. 4 is concerned
with the Banach manifold structure on the set of C"-sections of a fiber bundle & :
Y — A. This includes, as a special case, the space C” (X, S) of C"-mappings of the
body into space and also provides a natural extension to continuum mechanics of
generalized media. After describing the topology in C” (X, §) in Sect.5, we show
in Sect. 6, that the set of embeddings is open in C" (X, S), r > 1. As such, it is
a Banach manifold also and the tangent bundle is inherited from that of C" (X, §).
In Sect.7 we outline the framework for the suggested force and stress theory as
described roughly above. Sections 8, 9 and 10 introduce relevant spaces of linear
functionals on manifolds, and present some of their properties. These include some
standard classes of functionals such as de Rham currents and Schwartz distributions
on manifolds. The representation theorem of forces by stress measures in considered
in Sect. 11. Section 12 discusses the natural situation of simple forces and stress, that
is, the case r = 1.

Concluding remarks and references to further studies are made in Sect. 13.
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2 Notation and Preliminaries

2.1 General Notation

A collection of indices iy - - - ik, i, = 1, ..., n will be represented as a multi-index
I and we will write |I| = k, the length of the multi-index. In general, multi-
indices will be denoted by upper-case roman letters and the associated indices will
be denoted by the corresponding lowercase letters. Thus, a generic element in a k-
multilinear mapping A € ®*R" is given in terms of the array (A;), |I| = k. In
what follows, we will use the summation convention for repeated indices as well as
repeated multi-indices. Whenever the syntax is violated, e.g., when a multi-index
appears more than twice in a term, it is understood that summation does not apply.

A multi-index [ induces a sequence (I, ..., I;) in which I, is the number of
times the index r appears in the sequence iy - - - ig. Thus, |[1| = ), I,. Multi-indices
may be concatenated naturally such that |1 J| = ||+ |J].

In case an array A is symmetric, the independent components of the array may be
listed as A;,...;, with i; < i;41. A non-decreasing multi-index, that is, a multi-index
that satisfies the condition i; < i;4, will be denoted by boldface, upper-case roman
characters so that a symmetric tensor A is represented by the components (Ay),
|I| = k. In particular, for a function u : R" — R, a particular partial derivative of
order k is written in the form

allly

@XHI ... (gxmyl’ M

U= 0ju: =

where I is a non-decreasing multi-index with |I| = k.

The notation 9; = 9/9X I will be used for both the partial derivatives in R" and
for the elements of a chart-induced basis of the tangent space Tx X of a manifold &
at a point X. The corresponding dual basis for 75X will be denoted by {dX .

Greek letters, A, u, v, will be used for strictly increasing multi-indices used in
the representation of alternating tensors and forms, e.g.,

® = 03 dX" 1= @, dXM A A DXL )

Given a strictly increasing multi-index A with [A| = p, we will denote the strictly
increasing (n — p)-multi-index that complements A to 1, ..., n by A. In this context,
i, , etc. will indicate generic increasing (n — p) multi-indices. The Levi-Civita

symbol will be denoted as &; or &/, |I| = n so that, for example, dX* A ax* =
e*dX, where we also set

x ;= O A e Ay, dX :=dX' A .- AdX". (3)
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Note that we view A and A as two distinct indices so summation is not implied in a

term such as dX* A dX*. In particular, in such an expression, the indices A and A
are not a superscript and a subscript.

The following identifications will be implied for tensor products of vector spaces
and vector bundles:

V¥*@U = L(V,U), (VRU)* =2 V* U™ 4)

For vector bundles V and U over a manifold &, let S be a section of V* ® U and yx
a section of V. The notation S - x is used for the section of U given by

(S -0 (X) = S(X)(x (X)). ®)

For two manifolds & and Y, C" (X, ) will denote the collection of C"-mappings
from X to Y. If £ : Y — A is a fiber bundle, C" () := C" (X, Y) is the space of
C"-sections X — Y.

2.2 Manifolds with Corners

Our basic object will be a fiber bundle £ : Y — X where X is assumed to
be an oriented manifold with corners. We recall (e.g., [3, 18, 20, 22-24]) that an
n-dimensional manifold with corners is a manifold whose charts assume values in
the n-quadrant of R”, that is, in

Ry :={XeR"|X >0,i=1,...,n}. (6)

In the construction of the manifold structure, it is understood that a function defined
on a quadrant is said to be differentiable if it is the restriction to the quadrant of
a differentiable function defined on R”. If & is an n-dimensional manifold with
corners, a subset £ C X is defined to be a k-dimensional, k& < n, submanifold
with corners of X if for any Z € &F there is a chart (U, ¢), Z € U, such that
PENU)C(XeRL X' =0,k <I<n).

With an appropriate natural definition of the integral of an (n — 1)-form over the
boundary of a manifold with corners, Stokes’s theorem holds for manifolds with
corners. (See [18, pp. 363-370] and [23, Section 3.5].)

Relevant to the subject at hand is the following result. (See [3, 20, 22] and [23,
Section 3.2].) Every n-dimensional manifold with corners X is a submanifold with
corners of a manifold & without boundary of the same dimension. In addition, if X is
compact, it can be embedded as a submanifold with corners in a compact manifold
without boundary X of the same dimension [20, pp. 1.24-26]. Furthermore, C k.
forms defined on X, may be extended continuously and linearly to forms defined on
&. Such a manifold X is referred to as an extension of . Each smooth vector bundle
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over X extends to a smooth vector bundle over X. Each immersion (embedding) of
X into a smooth manifold % without boundary is the restriction of an immersion
(embedding) of X into ¥.

It is emphasized that manifold with corners do not model some basic geometric
shapes such as a pyramid with a rectangular base or a cone. However, much of
material presented in this review is valid for a class of much more general objects,
Whitney manifold germs as presented in [23].

2.3 Bundles, Jets, and Iterated Jets

We will consider a fiber bundle § : Y — X, where X is n-dimensional and
the typical fiber is m-dimensional. The projection £ is represented locally by
XLy (XYH,i=1,...,n,a=1,...,m.Let

TE: TY — TX %)

be the tangent mapping represented locally by
(X', y* X7 3P) = (X7 X7, ®)

The vertical sub-bundle VY of TY is the kernel of T&. An element v € VY is

represented locally as (X i ¥%, 0, )'1/3 ). With some abuse of notation, we will write

botht : TY — Yandt : VY — Y. Forv € VY with t(v) = y and £(y) = X,

we may view v as an element of Ty, (Yy) = Ty (€~1(X)). In other words, elements

of the vertical sub-bundle are tangent vectors to Y that are tangent to the fibers.
Letk : X — Y be a section and let

KT kVY — X )

be the pullback of the vertical sub-bundle. Then, we may identify «*V Y with the
restriction of the vertical bundle to Image «.

2.3.1 Jets

We will denote by £ : J" (X, Y) — X the corresponding r-jet bundle of £. (See
[17,27] for general expositions of the theory of jets.) When no ambiguity may occur,
we will often use the simpler notation £ : J"Y — X and refer to a section of £”
as a section of J"%Y. One has the additional natural projections & : J" (X, %) —
JHX, Y, 1 < r, and in particular & Y - Y= JO%Y. The jet extension
mapping associates with a C”-section, «, of &, a continuous section j"« of the jet
bundle &".
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Let k : X — Y be a section of & which is represented locally by
X— X,y=k(X), o X r— X' %X, (10)

i=1,...,n,a =1,...,m. Then, denoting the k-th derivative of ¥ by D¥, alocal
representative of j"k is of the form

X+— (X, k(X),....D'e(X)), or, X' r— (X' «%(X'), 0<|Il<r
1)
Accordingly, an element A € J" (X, Y) is represented locally by the coordinates

(X', AY), 0<|I|<r (12)

2.3.2 Iterated (Non-holonomic) Jets

Completely non-holonomic jets for the fiber bundle & : Y — X are defined
inductively as follows. Firstly, one defines the fiber bundles

Pay=y  J@XY:=7"@XY. (13)
and projections
=iy —a =& @XY—Y (14)

Then, we define the iterated r-jet bundle as

T, Y) = I &, TN, Y)), (15)
with projection
=oM@Y — X, (16)
where
g @Y = A TN Y) — TN Y. (17

By induction, é’ Jr (X, Y) — A is a well-defined fiber bundle.
When the projections S,]’_rl are used inductively /-times, we obtain a projection

Er 0 Y — TN, Y. (18)
Letk : X — Ybe a C"-section of £. The iterated jet extension mapping

JTCrE) — COEN (19)
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is naturally defined by
jl=itid® —céED, ad =l (20)

Note that we use j! here as a generic jet extension mapping, omitting the indication
of the domain.
There is a natural inclusion

TLINX,Y) — JX, Y, givenby k(X)) — JTk(X). Q1)

Let 7w : W — X be a vector bundle, then 7! = 71 : J'W = J'W — I is a vector
bundle. Continuing inductively,

AW — X (22)

is a vector bundle. In this case, the inclusion (" : J'7wr — J' 7 is linear. Naturally,
elements in the image of " are referred to as holonomic.

2.3.3 Local Representation of Iterated Jets!

The local representatives of iterated jets are also constructed inductively. Hence, at
each step, G, to which we refer as generation, the number of arrays is multiplied.
Hence, powers of two are naturally used below. We will use multi-indices of the
form I,, where p, q, etc. are binary numbers that enumerate the various arrays

included in the representation. For example, a typical element of J3 (X, %Y), in the
form

i 1 5 6 7
(X7 y9; yilﬂl. 28, 3B3. 4B4 Bs Bo B3 ) (23)

’ ylz ’ yl3l4’ yls ? ylel7’ ylsl9’ yllolllllz
is written as

j 0/50 181, 10810 11811 100/3100 1018101 110/3110 111/3111
j.
(X% Y 5 Yne 0 Ynn v Yneo 101 > o Y ), 24)

and for short
(X y}’p’sp), for all p with 0 < G, < 3. 25)
Here, G, is the generation where the p-th array appears and it is given by

Gp = llog p] + 1, (26)

IThis section may be skipped without interrupting the reading of most of the following.
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where |log, p] denotes the integer part of log, p. In (23, 24) the generations are
separated by semicolons. As indicated in the example above, with each p we
associate a multi-index I, =iy - - - i, as follows. For each binary digit 1 in p there is
anindex i;, [ = 1, ..., p. Thus, the total number of digits 1 in p, which is denoted
by |pl, is the total number of indices, p, in /,,. In other words, the length, |/, |, of the
induced multi-index /,, satisfies

Upl = p =Ipl. 27

Note also that the expression By, is not a multi-index since we use upper-case
letters to denote multi-indices. Here, the subscript p serves for the enumeration
of the B indices. If no ambiguity may arise, we will often make the notation

somewhat shorter and write yi” for yfpﬂ". Continuing by induction, let a section A
of f’_l(%, %Y) be represented locally by (Xj; yf:” (X)), Gy < r — 1. Then, its

1-jet extension, a section of Jr (X, Y), is of the form

X ypr il ey, Gy sr—t, (28)
or equivalently,
Xy Xy PP (X)), Gp=r—1, (29)

where 1p is the binary representation of 2"+ p. It is noted that the array y!'? contains
the derivatives of the array yP, and that G1p = r. Thus indeed, the number of digits
1 that appear in g, i.e., |q|, determine the length of the index /.

It follows that an element of J” (X, %) may be represented in the form
(X7 y}’p"‘"; yfp"k‘p” ., Gp<r—1 (30)
or
(X7 yj‘q"‘q), for all q with G4 < r. 31)
That is, for each p with G, < r — 1, we have an index q = q(p) such that q =
qp) =1pif Gg=randq=q(p) =pif G4 <r.
A similar line of reasoning leads to the expression for the local representatives
of the iterated jet extension mapping. For a section k : X — ¥, the iterated jet

extension B = "k, a section of é ", the local representation (X I B?qaq), Gq=<r,
[14] = |ql, satisfies

B;'qaq = /co;‘: [I4] = lq|, independently of the particular value of g. (32)
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Indeed, if (X/, B;'qaq), Gq <r —1,with quqaq = KaIZ represent ;" "'k, then, j"k is
represented locally by

(X', B B, Gg=r—L. (33)

Thus, by induction, any p = p(q) with G, = r and G4 < r, may be written as

_nr—1 _ : bpap _ pAdeig _ Ap
p=2" —i—q,Ip_Iqu,sothatBIp _qu,jq_ Iy

Let an element A € J” (X, Y) be represented by (X/; yfpap), Gy < r,then élr(A)
is represented by (X'; yfpap), Gy <L

2.4 Contraction

The right and left contractions of a (p + r)-form and a p-vector are given
respectively by

Oum) =00 Am, @) @) =0 A1), (34)
for every r-vector n’. We will use the notation
C: NPTX® NPV T*X = LN T*X, NPT T*%) — N T, (35)
and
C.: NPTX® NPV T*X = LN’ T*X, NPT T*%) — N T, (36)
for the mappings satisfying

C.E®O) =0.¢, and C.E®0)=¢.0, (37)

respectively. The left and right contraction differ by a factor of (—1)"7.

For the case r + p = n, dim (AT @ AP T*X) = dim \'T*X; as the
mappings C_ and C are injective, they are invertible. Specifically, consider the
mappings

e NPT — NPTXQ N'T*XL = L(N'T*X, \'"T*X), (38)
and

e, NPT — NPTXQ N'T*X = LINPT*X, \'T*X), (39)
given by

e (@)(V) =Y Ao, and e ()(Y) =AY, (40)
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respectively. One can easily verify that these mappings are isomorphisms, and in
fact, they are the inverses of the contraction mappings defined above.
For example,

e,CLE®NWY)=C.ERNAY,

= (L) A Y,
(41)
=)0,
=(ER0)(Y),
where we view & s an element of the double dual. Thus,
e,=C", and e =C7L. 42)

3 Banachable Spaces of Sections of Vector Bundles over
Compact Manifolds

For a compact manifold X, the infinite dimensional Banach manifold of mappings
to a manifold § and the manifold of sections of the fiber bundle £ : Y — X, are
modeled by Banachable spaces of sections of vector bundles over X, as will be
described in the next section. In this section we describe the Banachable structure
of such a space of differentiable vector bundle sections and make some related
observations. Thus, we consider in this section a vector bundle 7 : W — X, where
X is a smooth compact n-dimensional manifold with corners and the typical fiber
of W is an m-dimensional vector space. The space of C"-sections w : X — W,
r > 0, will be denoted by C” (r) or by C" (W) if no ambiguity may arise. A natural
real vector space structure is induced on C”"(w) by setting (w; + w2)(X) =
w1 (X) + w2 (X) and (cw)(X) = cw(X), c € R.

3.1 Precompact Atlases

Let K;,a = 1,..., A, be a finite collection of compact subsets whose interiors
cover X such that for each a, K, is a subset of a domain of a chart ¢, : U, — R”
on X and

(@a, Do) : 7N (U) — R x R™,  vi— (X', v%) (43)

is some given vector bundle chart on W. Such a covering may always be found by
the compactness of X (using coordinate balls as, for example, in [18, p. 16] or [26, p.
10]). We will refer to such a structure as a precompact atlas. The same terminology
will apply for the case of a fiber bundle.
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3.2 The C"-Topology on C" (r)

For a section w of wr andeacha =1, ..., A, let
Wa : 9a(Ka) — R™, (44
satisfying
Wq(pq (X)) = P4 (w(X)), forall X € K,, (45)

be a local representative of w.
Such a choice of a precompact vector bundle atlas and subsets K, makes it
possible to define, for a section w,

[wl"= sup sup  {|(w$) 1 (X)|} ¢ - (46)
a,a,|I|<r | Xepq(Kq)

Palais [26, in particular, Chapter 4] shows that || - ||” is indeed a norm endowing
C” (;r) with a Banach space structure. The dependence of this norm on the particular
choice of atlas and sets K,, makes the resulting space Banachable, rather than
a Banach space. Other choices will correspond to different norms. However,
norms induced by different choices will induce equivalent topological vector space
structures on C” (7r) [23, Section 5].

3.3 The Jet Extension Mapping

Next, one observes that the foregoing may be applied, in particular, to the vector
space CO%x") = CO%J" W) of continuous sections of the r-jetbundle 7" : J'W —
X of . As a continuous section B of 7" is locally of the form

(X' — (X', B¥(X")), | <, (47)

the analogous expression for the norm induced by a choice of a precompact vector
bundle atlas is

IBII° = sup { sup {|Bg‘,<X)|}}. (48)

a,a|l<r | Xepqa(Kq)

Once, the topologies of C” (r) and C%(7”) have been defined, one may consider
the jet extension mapping

j i C () — COn"). (49)
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For a section w € C” (), with local representatives w9, j"w is represented by a
section B € C%(r%), the local representatives of which satisfy,

a1 = W 1- (50

Clearly, the mapping j" is injective and linear. Furthermore, it follows that

I wl®=sup { sup {!wﬁ,‘,,(X)!}}. (51)

a,a,|Il<r | Xepq(Kaq)

(Note that since we take the supremum of all partial derivatives, we could replace the
non-decreasing multi-index I by a regular multi-index /.) Thus, in view of Eq. (46),

177wl = fwl” (52)

and we conclude that j” is a linear embedding of C” () into COh. Evidently,
Jj" is not surjective as a section A of 7% need not be compatible, i.e., it need not
satisfy (50), for some section w of 7. As a result of the above observations, j has
a continuous right inverse

(7! Image j” c CO(n") — C"(n). (53)

3.4 The Iterated Jet Extension Mapping

In analogy, we now consider the iterated jet extension mapping
i C(m) — V@) (54)
Specializing Eq. (31) for the case of the non-holonomic r-jet bundle
AW — &, (55)

a section B of 7" is represented locally in the form
X' — (X', B (X)), forallqwith Gg <r. (56)
Thus, the induced norm on C%(7") is given by
1B1° = sup { B XD} (57)

where the supremum is taken over all X € ¢,(Ks),a =1,...,A,aq=1,...,m,
Iq with |I| = |q|, and q with G4 < r.
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Specializing (32) for the case of a vector bundle, it follows that if the section B
of 7", satisfies B = " w, its local representatives satisfy

B = w(ax"‘lq |I4] = |ql, independently of the particular value of q. (58)

aly

It follows that in

177 wl® = sup { [wg, XD} (59)
(where the supremum is taken over all X e 0a(Kg)ya=1,....,A,a=1,...,m,
Iq with |I| = |ql, and q with G4 < r), it is sufficient to take simply all derivatives

wg’I(X"), for |I| < r. Hence,
177wl = sup { [wg, X))} (60)

where the supremum is taken over all X e 0(Ky),a=1,...,A,a=1,...,m,
and 7 with || < r. It is therefore concluded that

177wl = 117wl = wll" (61)

In other words, one has a sequence of linear embeddings

g

J

« o)
! Cox"y ——— CO@#") 62)

C'(m)

where  : J'W — J'W is the natural inclusion (21) and CO(/") defined as
CO%")(A) := " o A, for every continuous section A of J"W, is the inclusion of
sections. These embeddings are not surjective. In particular, sections of J"W need
not have the symmetry properties that hold for sections of J"W.

4 The Construction of Charts for the Manifold of Sections

In this section, we outline the construction of charts for the Banach manifold
structure on the collection of sections C” (&) as in [26]. (See a detailed presentation
of the subject in this volume [23, Section 5.9].)

Let k¥ be a C"-section of £. Similarly to the construction of tubular neighbor-
hoods, the basic idea is to identify points in a neighborhood of Image « with vectors
at Image « which are tangent to the fibers. This is achieved by defining a second
order differential equation, so that a neighboring point y in the same fiber as « (X)
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is represented through the solution c(#) of the differential equations with the initial
condition v € T, (x)(Yyx) by y = c(t = 1). In other words, y is the image of v under
the exponential mapping.

To ensure that the image of the exponential mapping is located on the same fiber,
%Yy, the spray inducing the second order differential equation is a vector field

w: VY — T(VY) (63)
which is again tangent to the fiber in the sense that for
thy :T(VY) — TY, one has, Trcyo we VY. (64)

This condition, together with the analog of the standard condition for a second order
differential equation, namely,

thyo w@)=v, forall veVY, (65)
imply that w is represented locally in the form
(X7, ¥, 0,5F) = (X7, 3,0, 57,0, 57,0, &% (X', y*, §F)). (66)
Finally, w is a bundle spray so that
& (X', v, apyP) = aga® (X', y, 3P). (67)

Bundle sprays can always be defined on compact manifolds using partitions of unity
and the induced exponential mappings have the required properties.

The resulting structure makes it possible to identify an open neighborhood U—a
vector bundle neighborhood—of Image k in Y with

chhmage/c = K*ch- (63)

(We note that a rescaling is needed if U is to be identified with the whole of «*V %Y.
Otherwise, only an open neighborhood of the zero section of k*V Y will be used to
parametrize U.)

Once the identification of U with «*V ¥ is available, the collection of sections
C"(X, U) may be identified with C"(k*VY), k € C"(£). Thus, a chart into a
Banachable space is constructed where « is identified with the zero section (Fig. 1).

The construction of charts on the manifold of sections, implies that curves in
C”(£¢) in a neighborhood of « are represented locally by curves in the Banachable
space C"(k*VY). Thus, tangent vectors w € T,C"(§) may be identified with
elements of C” (k*VY). We therefore make the identification

T,C"(§) = C"(«*VY). (69)
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Fig. 1 Constructing the manifold of sections, a rough illustration

5 The C"-Topology on the Space of Sections of a Fiber
Bundle

The topology on the space of sections of fiber bundles is conveniently described in
terms of filters of neighborhoods (e.g., [44]).

5.1 Local Representatives of Sections

We consider a fiber bundle £ : Y — X, where X is assumed to be a compact
manifold with corners and the typical fiber is a manifold § without a boundary. Let
{(Uy, 0, Pa)},a = 1,..., A, and K, C U,, be a precompact (as in Sect.3.1)
fiber bundle trivialization on %. That is, the interiors of K, cover X, and (¢,, ®,) :
e N WU,) - R" x 8. Let {(Vy, ¥)}, b = 1,..., B, be an atlas on S so that {V}}
cover S.

Consider a C*-section « : & — Y. Foranya =1,..., A, we can set

kg :Us — S, byks:=d,0k]|y,. (70)
Let

Uap := Uy NR;N(Vp), (71)
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so that k (U,p) C Vp, and so, the local representatives of x are

Kab := Vb 0 Ka 0 97 ouWap) * PaUap) —> ¥p(Vi) C R™. (72)

Thus, re-enumerating the subsets {U,p} and {V},} we may assume that we have a
precompact trivialization {(U,, ¢4, ®4)},a = 1,..., A, K, C U,, on ¥, and an
atlas {(Vy, ¥,)} on § such that k,(U,) C V,. The local representatives of « relative
to these atlases are

Ka i= Va0 Ra 0 93 gua) : PaUa) —> Ya(Va) C R™. (73)

5.2 Neighborhoods for C" (§) and the C"-Topology

Let k € C" (&) be given. Consider sets of sections of the form U, . induced by the
collection of local representatives as above and numbers ¢ > 0 in the form

Uce = {k" € C"(§) | sup {|(()* — k) 1(X)|} < ¢}, (74)
where the supremum is taken over all
Xep,(Ky),a=1,....om, |I|<r,a=1,...,A.

The C”-topology on C" (£) uses all such sets as a basis of neighborhoods. Using the
transformation rules for the various variables, it may be shown that other choices
of precompact trivialization and atlas will lead to equivalent topologies. It is noted
that we use here the compactness of X which implies that the weak and strong C” -
topologies (see [13, p. 35]) become identical.

Remark 1 The collection of neighborhoods {U .} for the various values of &
generate a basis of neighborhoods for the topology of C” (&). If one keeps the value
ofa=1,..., A, fixed, then the collection of sections

Ueeqa = k' € C"(&) | sup {|(())* — k) 1 (X} < €a},
where the supremum is taken over all
Xep,(Kp)ya=1,....m,|I| <r,
is a neighborhood as it contains the open neighborhood Uy ¢, . In fact, since X is

assumed to be compact, the collection of sets of the form {Uy ¢, 4} is a sub-basis of
neighborhoods of « for the topology on C" (§).
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5.3 Open Neighborhoods for C" (&) Using Vector Bundle
Neighborhoods

In order to specialize the preceding constructions for the case where a vector bundle
neighborhood is used, we first consider local representations of sections.
Let k € C”(£) be a section and let

K*‘L'cy KVY — X (75)
be the vector bundle identified with an open sub-bundle U of %. (We will use the two
aspects of the vector bundle neighborhood, interchangeably.) Since the typical fiber
of k*V¥Yis R™, one may choose a precompact vector bundle atlas {(Uy,, ¢4, ©a)},
K, CUga=1,..., A, onk*VY,such that

(@ar D) : (K79 ™ (Ug) —> R" x R™. (76)

Thus, if we identify all open subsets V,, in Sect. 5.1 above with the typical fiber R,
the representatives of a section are of the form

Ka 1= Pg 0Ky, © 0y gy, : aUa) —> R™. (77)
A basic neighborhood of « is given by Eq. (74). However, from the point of view

of a vector bundle neighborhood, « is represented by the zero section and each «’ is
viewed as a section of the vector bundle K*‘Kcy, which we may denote by w’. Thus

Uee = [w' € €7t | sup f| )% (X

} < s} . (78)
In other words, using the structure of a vector bundle neighborhood we have

Ue = {w' € "6 map | 0l <2}, (79)
so that U, . is identified with a ball of radius ¢ in C” (K*‘L’Gy) at the zero section.

It is concluded that the charts on C” (&) induced by the vector bundle neighbor-
hood are compatible with the C"-topology on C" (§).

6 The Space of Embeddings

The kinematic aspect of the Lagrangian formulation of continuum mechanics is
founded on the notion of a configuration, an embedding of a body manifold X into
the space manifold S. The restriction of configurations to be embeddings, rather than
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generic C"-mappings of the body into space follows from the traditional principle
of material impenetrability which requires that configurations be injective and that
infinitesimal volume elements are not mapped into elements of zero volume.

It is noted that any configuration « : X — § may be viewed as a section of the
trivial fiber bundle & : L — Y = X x 8. Thus, the constructions described above
apply immediately to configurations in continuum mechanics. In this particular case,
we will write C" (X, 8) for the collection of all C"-mappings. Our objective in this
section is to describe how the set of embeddings Emb’ (X, §) constitutes an open
subset of C" (X, 8) for r > 1. In particular, it will follow that at each configuration
k, T,Emb" (X, 8) = T,,C" (X, S). Since the C”-topologies, for r > 1, are finer than
the C'-topology, it is sufficient to prove that Emb! (X, ) is open in C' (X, S). This
brings to light the special role that the case r = 1 plays in continuum mechanics.

6.1 The Case of a Trivial Fiber Bundle: Manifolds
of Mappings

It is observed that the definitions of Sects. 5.1 and 5.2 hold with natural simplifica-
tions for the case of the trivial bundle. Thus, we use a precompact atlas {(U,, ¢,)},
a=1,..., A and K, C U, in X (the interiors, K7, cover X). Given k € c! X, 8),
we can find an atlas {(V,, ¥,)} on 8 such that « (U,) C V,. The local representatives
of k are of the form

Ka = Va ok, 09y 9a(Us) —> Ya(Va) C R™. (80)

For the case r = 1, Eq. (74) reduces to

’

Uee={x" € €' | sup { )" GO X]. [ k)% () = 20|} < e}

(81)
where the supremum is taken over all
Xep,(Kp),a=1,....m,a=1,...,A.
Remark 2 1t is noted that in analogy with Remark 1, for a fixeda = 1,..., A, a

subset of mappings of the form

Usoa= {K’ e CY(X, ) | sup {|(K;)“(X)—K5(X)

k% (0= ;0} < e,
(82)

where the supremum is taken over all

XepiKy), j=1,....n,a=1,...,m,
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is a neighborhood of « as it contains a neighborhood as defined above. The collec-
tion of such sets for various values of a and ¢ form a sub-basis of neighborhoods for
the topology on C' (X, §).

6.2 The Space of Immersions

Let « € C1(X, S) be an immersion, so that Txyx : TxX — Te(x)S is injective for
every X € I. We show that there is a neighborhood U, c C!(X, ) of « such that
all «” € U, are immersions.

Note first that since the evaluation of determinants of n x n matrices is a
continuous mapping, the collection of m x n matrices for which all n x n minors
vanish is a closed set. Hence, the collection L, (R", R™) of all injective m X n
matrices is open in L(R", R™). Let « be an immersion with representatives x, as
above. For each a, the derivative

Dk, : ¢.(U;) — L(R",R™), X +—— Dk,(X) (83)
is continuous, hence, Dk,(K,) is a compact set of injective linear mappings.
Choosing any norm in L(R", R™), one can cover Dk,(K,) by a finite number of

open balls all containing only injective mappings. In particular, setting

IT] = max {|T*
1,

}. T € L(R",R™), (84)

let &, be the least radius of balls in this covering. Thus, we are guaranteed that any
linear mapping T, such that |7 — Dk, (X)|| < &, for some X € ¢,(K,), is injective.
Specifically, for any k' € C1(X, 8), if

sup [ ()% (X) — e ;(X)| < ga, (85)
Xegpa(Ka)

Dk, is injective everywhere in ¢,(K,). Letting & = min, &,, any configuration in
Uy ¢ as in (81) is an immersion.

6.3 Open Neighborhoods of Local Embeddings

Letk € C 1(%, 8) and X € X. It is shown below that if Ty« is injective, then there
is a neighborhood of mappings U, x of « such that every «’ € U, x is injective in
some fixed neighborhood of X. Specifically, there is a neighborhood Wy of X, and
a neighborhood Uy x of « such that for each k" € Uy x, k’|w, is injective.

Let (U, ¢) and (V, v) be coordinate neighborhoods of X and « (X), respectively,
such that « (U) C V. Let X and k be the local representative of X and « relative to
these charts. Thus, we are guaranteed that



Global Stress Theory 97
M = ‘ilnf] |Dk(X)(v)| > 0. (86)
v|=

By a standard corollary of the inverse function theorem, due to the injectivity of
Tx«, we can choose U to be small enough so that the restrictions of ¥ and « to U
and its image under ¢, respectively, are injective. Next, let Wx be a neighborhood
of X such that ¢(Wy) is convex and its closure, Wy, is a compact subset of U.
Thus, define the neighborhood U, x C C 1(%, 8) whose elements, «’, satisfy the
conditions

K'Wx)CV, and |Dk'(X")— Dk(X)| < % forall X' € o(Wy).
(87)
By the definition of neighborhoods in cl(x, 8 in (81), U, x contains a neighbor-
hood of «, hence, it is also a neighborhood.

Next, it is shown that the fact that the values of the derivatives of elements of U, x
are close to the injective Dk (X) everywhere in Wy, implies that these mappings are
close to the linear approximation using Dk (X), which in turn, implies injectivity in
W x of these elements. Specifically, for and X, X5 € Wy, since

' (X2) — k'(X1) = k' (X2) — ' (X1) — Dk(X)(X2 — X1) + Die(X)(X2 — X1),
(88)
the triangle inequality implies that

k' (X2)—k'(X1)| = |Dr(X)(X2—X1)| — |/ (X2)—k'(X1) — Dre(X)(X2 — X1)

’

> M|X2 — X1| — |1/ (X2) — ' (X1) — Die(X)(X2 — X1)|.
(89)

Using the mean value theorem, there is a point X¢ € ¢(W x) such that
K'(X2) — k'(X1) = D' (X0)(X2 — X1). 90
Hence,

’

k' (X2) — k'(X1) — De(X)(X2 — X1)| = [(DK/(X0) — Dr(X)) (X2 — X 1)
< |Dk'(X9) — De(X)| X2 — Xil,

X2 — X1
< —= — .
5 142 1
oD

It follows that
, , M
|K(X2)—K(X1)|>7|X2—X1I, (92)

which proves the injectivity.
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6.4 Open Neighborhoods of Embeddings

Finally, it is shown how every k € Emb' (X,8) c CY(XA, ) has a neighborhood
consisting of embeddings only. It will follow that Emb! (X, §) is an open subset
of C!(X, 8). This has far-reaching consequences in continuum mechanics and it
explains the special role played by the C'-topology in continuum mechanics.

Let x be a given embedding. Using the foregoing result, for each X € X there is
an open neighborhood Wy of X and a neighborhood U, x of «, such that for each
k' € Ugex, k' |, is injective. The collection of neighborhoods {Wx}, X € X, is
an open cover of X and by compactness, it has a finite sub-cover. Denote the finite
number of open sets of the form W, as above by W,,a = 1,..., A, so that K, :=
W, is a compact subset of U, x(U,) C V,. For each a, we have a neighborhood
Uy.qa of k such that each k' € U, , satisfies the condition that «’|g, is injective.
Let N/ = ﬂ;;‘:l Uy.q so that for each ¥’ € M, «'|g, is injective for all a. Let
M, be a neighborhood of « which contains only immersions as in Sect. 6.2. Thus,
M = N N N, contains immersions which are locally injective.

Let « be an embedding and N as above. If there is no neighborhood of « that
contains only injective mappings, then, foreachv = 1,2, ..., thereisak, € Ugg,,
ey = 1/v, and points X,, X, € X, X, # X/, such that k,,(X,) = «,(X)). As Ny is a
neighborhood of x, we may assume that x,, € N for all v. By the compactness of X
and X x X, we can extract a converging subsequence from the sequence ((X,, X/,))
in X x X. We keep the same notation for the converging subsequences and let

(X, X)) — (X, X'), as v—> oo. (93)

We first exclude the possibility that X = X’. Assume X = X' € K, for some
ap = 1, ..., A. Then, for any neighborhood U, ., of « and any neighborhood of
X = X/, there is a configuration «, such that «,, is not injective. This contradicts the
construction of local injectivity above.

Thus, one should consider the situation for which X # X’. Assume X € K, and
X' € Kg, forag,a; =1, ..., A. By the definition of Uy ., the local representatives
of k| Kap and «, | K,, converge uniformly to the local representatives of «| Ka and
KKy, respectively. This implies that

Ky (Xy) — k(X), k(X)) — k(X), as v — oo. (94)

However, since for each v, k(X)) = x, (X)), it follows that « (X) = x(X’), which
contradicts the assumption that « is an embedding.

It is finally noted that the set of Lipschitz embeddings equipped with the
Lipschitz topology may be shown to be open in the manifold of all Lipschitz
mappings X — 8. See [8] and an application in continuum mechanics in [9].
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7 The General Framework for Global Analytic Stress
Theory

The preceding section implied that for the case where the kinematics of a material
body X is described by its embeddings in a physical space 8, the collection of
configurations—the configuration space

@ := Emb’ (X, S) (95)

—is an open subset of the manifold of mappings C” (X, S), for r > 1. As a result,
the configuration space is a Banach manifold in its own right and

. =T,C"(X,8) = T,C"(§), (96)

where £ : L x § — X is the natural projection of the trivial fiber bundle.
In view (69), T,Q = C" (k*V YY), where now

VY={veTY=TA xTS|TE(Ww)=0¢e TI}. (CH)
Hence, one may make the identifications
VY=IAxTS (98)
and
&VYx = VYPex) = Tex)S- (99)
A section w of k*7 : k*VY — X is of the form
X r— wX) e xS (100)
and may be viewed as a vector field along k, i.e., a mapping
w:XL — TS, such that, Tow =K. (101)
Thus, a tangent vector to the configuration space at the configuration k may be
viewed as a C"-vector field along «. This is a straightforward generalization of the
standard notion of a virtual velocity field and we summarize these observations by
T.a=C"«*"VYy={we C" (A, TS) | tow = «}. (102)
In the case of generalized continua, where £ : Y — X need not be a
trivial vector bundle, this simplification does not apply of course. However, the

foregoing discussion motivates the definition of the configuration space for a general
continuum mechanical system specified by the fiber bundle & : Y — X as
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Q=C"(&), r>1. (103)

We note that the condition that configurations are embeddings is meaningless in the
case of generalized continua.

The general framework for global analytic stress theory adopts the geometric
structure for the statics of systems having a finite number of degrees of freedom.
Once a configuration manifold Q is specified, generalized or virtual velocities are
defined to be elements of the tangent bundle, 7Q, and generalized forces are defined
to be elements of the cotangent bundle 7*@. The action of a force F € TQ on a
virtual velocity w € T, Q is interpreted as virtual power and as such, the notion of
power has a fundamental role in this formulation.

The foregoing discussion, implies that a force at a configuration k € C”"(§) is
an element of C" (k*V Y)*—a continuous and linear functional on the Banachable
space of C"-section of the vector bundle. Thus, in the following sections we consider
the properties of linear functionals on the space of C"-sections of a vector bundle
W. Of particular interest is the fact that our base manifold, or body manifold, is
a manifold with corners rather than a manifold without boundary. The relation
between such functionals, on the one hand, and Schwartz distribution and de Rham
currents, on the other hand, is described. In Sect.11 we show that the notions
of stresses and hyper-stresses emerge from a representation theorem for such
functionals and in Sect. 12 we study further the properties of stresses.

8 Duals to Spaces of Differentiable Sections of a Vector
Bundle: Localization of Sections and Functionals

As follows from the foregoing discussion, generalized forces are modeled math-
ematically as elements of the dual space C"(w)* = C"(W)* of the space of
C”-sections of a vector bundle 7 : W — X. This section reviews the basic notions
corresponding to continuous linear functional in the dual space with particular
attention to localization properties. While we assume that our base manifold X
is compact with corners, we want to relate the nature of functionals defined on
sections over X with analogous settings where X is a manifold without boundary.
Thus, one can make a connection of the properties of generalized forces and objects
like distributions, de Rham currents and generalized sections on manifolds. (See,
in particular, Sect.8.5.) As an additional motivation for considering sections over
manifolds without boundaries, it is observed that in both the Eulerian formulation
of continuum mechanics and in classical field theories, the base manifold, either
space or space-time, is usually taken as manifold without boundary. We start with
the case where X is a manifold without a boundary and continue with the case where
bodies are modeled by compact manifolds with corners.
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8.1 Spaces of Differentiable Sections over a Manifold Without
Boundary and Linear Functionals

A comprehensive introduction to the subject considered here is available in the Ph.D
thesis [43] and the corresponding [10, Chapter 3]. See also [12, Chapter VI] and
[15].

Consider the space of C”"-sections of a vector bundle # : W — X, for
0 < r < oo. For manifolds without boundary that are not necessarily compact, the
setting of Sect. 3.2 will not give a norm on the space of sections. Thus, one extends
the settings used for Schwartz distributions and de Rham currents to sections of a
vector bundle (see also [4, Chapter XVII]). Specifically, we turn our attention to
C! (1), the space of test sections—C" -sections of 7 having compact supports in X.

Let {(U4, ¢a, Pa)}aca, be a vector bundle atlas so that

(@a, Do) : 7 WUy — R x R™, v i— (X', v9). (104)

and let K be a compact subset of X. Consider the vector subspace C; () C
C! () of sections, the supports of which are contained in K. Let a; € A, indicate
a finite collection of charts such that {U,} cover K, and for each U, let K, ,,
u =1,2,..., be a fundamental sequence of compact sets, i.e., K, C ng,u+1’
covering ¢4, (Ug,) C R”". Then, for a section w € CZ, x (), the collection of semi-

norms

lwlk , = sup { sup {!(w:;;),z(X)}}}, (105)

apo, | I1<r XEKzzl,u

induces a Fréchet space structure for C 3?1( (7r). Since for each compact subset K, one
has the inclusion mapping tx : C; g (7) — C (), one may define the topology
on Cl () as the inductive limit topology generated by these inclusions, i.e., the
strongest topology on C/. (;r) for which all the inclusions are continuous. A sequence
of sections in C/ () converges to zero, if there is a compact subset K C X such
that the supports of all sections in the sequence are contained in K and the r-jets of
the sections converge uniformly to zero in K.

A linear functional 7 € C.(7)* is continuous when it satisfies the following
condition. Let (x;) be a sequence of sections of 7 all of which are supported in
a compact subset K C U, for some a € A. In addition, assume that the local
representatives of x; and their derivatives of all orders k < r converge uniformly to
zero in K. Then,

lim T(x;) = 0. (106)
j—00

Functionals in C/ (77)* for a finite value of r are referred to as functionals of order r.
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For a linear functional T, the support, supp T is defined as follows. An open set
U C X is termed a null set of T if T (x) = O for any section of & with supp x C U.
The union of all null sets, Uy is an open set which is a null set also. Thus, one defines

supp T := X\ Up. (107)

8.2 Localization of Sections and Linear Functionals
Jor Manifolds Without Boundaries

Let {(U,, ¢a, Pa)}aca be alocally finite vector bundle atlas on W and consider
Ey, : Cl(nly,) — CL(n), (108)

the natural zero extension of sections supported in compact subsets of U, to the
space of sections that are compactly supported in X. This is evidently a linear and
continuous injection of the subspace. On its image, the subspace of sections y with
supp x C U,, we have a left inverse, the natural restriction

pu, : Image Ey, — Ci(r|u,), (109)

a surjective mapping. However, it is well known (e.g., [28, 44, pp. 245-246]) that
the inverse py, is not continuous.
The dual,

Ep : Co(m)* — Co(rly,)", (110)

is the restriction of functionals on X to sections supported on U, and as py, is not
continuous, E [*]a is not surjective (loc. cit.). We will write

Tly, :==Ta = E} T. (111)
We also note that the restrictions {7} satisfy the condition

Ta(xlu) = Tr(xlu,) = T(x) (112)

for any section x supported in U, N Up.
Consider the mapping

s: @ Clixly,) — Clim) (113)
acA
given by
S s Xas ) = Y By, (Xa)- (114)

acA
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Due to the overlapping between domains of definition, the mapping s is not
injective. However, s is surjective because using a partition of unity, {u,}, which
subordinate to this atlas, for each section, yx, u, x is a compactly supported in U,
and x = ), usx. Hence, the dual mapping,

st CLm)t — P Chimlu)*. (115)
acA
given by,
6T =T =Tly,, TG, =T( Y Eu,0)).  (116)
acA

is injective. In other words, a functional is determined uniquely by the collection of
its restrictions. Note that no compatibility condition is imposed above on the local
sections {x4}.

Since {T,) € Images* satisfy the compatibility condition (112), s* is not
surjective. However, it is easy to see that Images* is exactly the subspace of
@D eca Ch(mly,)* containing the compatible collections of local functionals. For
let {fa} be local functionals that satisfy (112) and {u,} a partition of unity. Consider
the functional 7 € C/(r)* given by

T =) Taltax). (117)

acA

If x is supported in U, for b € A, then

TGO =) Talax),  UsNUp#2,
acA
=Y Tpuax),  by(112),
acA (118)

= fb(zuax),

acA
= Tp(x).

Thus, T is a well-defined functional on 7 and it is uniquely determined by the
collection {7, }—its restrictions, independently of the partition of unity chosen.

As mentioned above, a partition of unity induces an injective right inverse to s in
the form

p:Clm) — P Cirlu),  pOO = {Walu,)s (119)

acA
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that evidently satisfies s o p = 1. It is noted that p is not a left inverse. In particular,
for a section yx, supported in U,, with x, = 0 for all b # a,

(pos{xi,---Da =UaXa (120)

which need not be equal to x,. Thus, p depends on the partition of unity.
For the surjective dual mapping

PP iy — Chr)*, (121)

acA

PHIL L) =Y uapp, T, P00 = Y Tal@ax)lu,),
acA acA

(122)

we note that p* o s* = Id, while s* o p* # 1d, in general. The surjectivity of p*
implies that every functional 7 may be represented by a non-unique collection {7}
in the form

TGO =) Tl@aOly),  T=) uaTa (123)

acA acA

which depends on the partition of unity. Here, u,7T denotes the functional defined

by uaT(x) = T (uax)-
Nevertheless, we may restrict p* to the subspace of compatible local functionals,
Image s*, i.e., those satisfying (112). Thus, the restriction

P |images* : Image s™ —> CL ()", (124)

is an isomorphism (which depends on the partition of unity). It follows that
s* o p* =1d : Image s* —> Images™. (125)

(For additional details, see [4, pp. 244-245], which is restricted to the case of de
Rham currents, and [10, pp. 234-235].)

8.3 Localization of Sections and Linear Functionals for
Manifolds with Corners

In analogy with Sect. 8.2, we consider the various aspects of localization relevant to
the case of compact manifolds with corners. Thus, the base manifold for the vector
bundle 7 : W — X is assumed to be a manifold with corners and we are concerned
with elements of C” (;r)* acting on sections that need not necessarily vanish together
with their first r jets on the boundary of X.
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In [26, pp. 10-11], Palais proves what he refers to as the “Mayer—Vietoris
Theorem.” Adapting the notation and specializing the theorem to the C"-topology,
the theorem may be stated as follows.

Theorem 1 Let X be a compact smooth manifold and let K1, ..., K4 be compact
n-dimensional submanifolds of X whose interiors cover X (such as in a precompact
atlas). Given the vector bundle w, set

A
C'(n) = {(m,...,xA) e P k) | xalx, = xm}, (126)
a=1
and define
(:C(m) — CT(m). by GO = (xlkys s XKD (127)

Then, ¢ is an isomorphism of Banach spaces.

We will refer to the condition in (126) as the compatibility condition for local
representatives of sections. The most significant part of the proof is the construction

of (=L, Thus, one has to construct a field w when a collection (wy, ..., wa),
satisfying the compatibility condition, is given. This is done using a partition of
unity which is subordinate to the interiors of Ky, ..., K4.

It is noted that the situation may be viewed as “dual” to that described in
Sect. 8.2. For functionals on spaces of sections with compact supports defined on
a manifold without boundary, there is a natural restriction of functionals, £ ;‘“,a, and

the images {T,} of a functional T under the restrictions satisfy the compatibility
condition (112). The collection of restrictions determine 7" uniquely. Here, it follows
from Theorem 1 that we have a natural restriction of sections, and the restricted
sections satisfy the compatibility condition (126). The restrictions {x|x,} also
determine the global section x, uniquely.

In Sect. 8.2, we observed that sections with compact supports on X cannot be
“restricted” naturally to sections with compact supports on the various U,. Such
restrictions depend on the chosen partition of unity. The analogous situation for
functionals on manifolds with corners is described below.

Corollary 1 Let T € C’(x)* then T may be represented (non-uniquely) by
(T1, ..., Ta), T, € C'(w|k,)*, in the form

A
T(w) =) T,(wlg,). (128)
a=1

Indeed, as ¢ in Theorem 1 is an embedding of C”(xr) into a subspace of
@2:1 C’" (m|k,), one has a surjective

A
F@PC k)t — C (), (129)

a=1
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given by

A
KTy THw) =Y Ta(wlk,). (130)
a=1

8.4 Supported Sections, Static Indeterminacy and Body Forces

The foregoing observations are indicative of the fundamental problem of continuum
mechanics—that of static indeterminacy. Given a force F on a body as an element
of C"(;r)* for some vector bundle 7 : W — X, and a sub-body & C X, there is
no unique restriction of F to a force on R in Cr(TL’|gi)*. This problem is evident
for standard continuum mechanics in Euclidean spaces and continues all the way to
continuum mechanics of higher order on differentiable manifolds.

Adopting the notation of [20], denote by Ccr (r) the space of sections of 7, the
r-jet extensions of which vanish on all the components of the boundary 9. Let x
be a manifold without boundary extending X and let

AW — (131)
be an extension of 7. Then, we may use zero extension to obtain an isomorphism
C" () = {x € CL(7) | supp x C X). (132)
If R is a sub-body of X, then, one has the inclusion
C(wlgg) —> C" (). (133)

The dual C”()* to the space of sections supported in X is the space of
extendable functionals. From [20, Proposition 3.3.1] it follows that the restriction

p:C (m)* — C" (). (134)
is surjective and its kernel is the space of functionals on & supported in 9.
Thus, if we interpret T € C" (7)* as a force, p(T) € C" (r)* is interpreted as the
corresponding body force. For a sub-body R, using the dual of (133), one has
pgp : C'(0)* — C ()™ (135)

We conclude that even in this very general settings, body forces of any order may
be restricted naturally to sub-bodies.
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8.5 Supported Functionals

Distributions on closed subsets of R” have been considered by Glaeser [11],
Malgrange [19, Chapter 7] and Oksak [25]. The basic tool in the analysis of
distributions on closed sets is Whitney’s extension theorem [45] (see also [14, 31])
which guarantees that a differentiable function on a closed subset of R" may
be extended to a compactly supported smooth function on R”. For the case of
manifolds with corners, the extension mapping between the corresponding function
spaces is continuous. (See discussion and counterexamples in [23, Section 4.3].) The
extension theorem implies that restriction of functions is surjective and so, the dual
of the restriction mapping associates a unique distribution in an open subset of R”"
with a linear functional defined on the given closed set. Distributions and functionals
on manifold with corners have been considered by Melrose [20, Chapter 3], whom
we follow below.

Thus, let T € C”(7)* and let 7 : W — X be an extension of the vector bundle
7 : W — X, where X is a manifold without a boundary. The Whitney—Seeley
extension

E:C'(nm) — CL(7) (136)
is a continuous injection. It follows that the natural restriction
po = Co() —> C' (), (137)
its left inverse satisfying po o E = Id, is surjective and the inclusion
'OE*I :CT ()t — CL()* (138)

is injective.~ In other words, each functional T € C’"(;)*, determines uniquely a
functional 7' = ’OE*IT satisfying

T(%) = T(Xlo)- (139)

The last equation implies also that T () = O for any section % supported in X\ X
Hence, T is supported in .

Conversely, every T € C T(7r)*, with supp T C X represents a functional T €
C'(m)*, ie, T = ’OS*IT‘ This may be deduced as follows. For any such T, consider

T = E*T. One needs to show that 7 = 'OE*I o EX(T).Let § € CI (), then,
(T — p 0 EX(TN) = T(X) = T(E 0 pyr(X)),

) (140)
T(X — E o p(X)).
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Itis observed that ¥ — Eopq(x) vanishes on X so that supp(x —Eopq(x) C x \ X.
Since suppT C X, T(x’) = O for any section x’ supported in &\ X. However,

approximating the section ¥ — E o pgr()), supported in the closure, x \ X, by

sections supported in x \ X, one concludes that T(x —Eo po(x)) = 0 also.

Due to this construction, Melrose [20, Chapter 3] refers to such functionals
(distributions) as supported. It is noted that such functionals of compact support
are of a finite order r.

8.6 Density Dual and Smooth Functionals

A simple example for functionals on spaces of sections of a vector bundle x : W —
X is provided by smooth functionals. Consider, in analogy with the dual of a vector
bundle, the vector bundle of linear mappings into another one-dimensional vector
bundle, that of n-alternating tensors. Thus, for a given vector bundle, W, we use the
notation (see Atiyah and Bott [1])

W = L(W, \"T*%) = W* © \"T*X. (141)

Let A : Wi — W, be a vector bundle morphism over X. Then, in analogy with
the dual mapping, one may consider

AWy — Wy, given by fr+— foA. (142)
It is also noted that we have
W) =W \"T*X)
=W N\'"T*0)* @ \'"T*X, (143)
=WRN'TX® \'T*X,
and as \"TX ® \"T*Y is isomorphic with R, one has a natural isomorphism
Wy = w. (144)
For the vector bundles W, U,
WRU)=ZW*QU*QN'T"T=W*QU' . (145)

We will refer to W’ as the density-dual bundle and to A’ as the density-dual mapping.
As an example, for the case W = APT*Y, we have an isomorphism (see
Sect.2.4),

e, N'PT*X — (NPT*X), (146)
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given by
e (@) =wny. (147)

Smooth functionals may be induced by smooth sections of W’. For a section S
of W/, and a section x of W, let S - x be the n-form

S x(X) = S(X)(x (X)). (148)

The smooth functional Ts induced by S is defined by

Ts(x) :=/ S-x. (149)
X

8.7 Generalized Sections and Distributions

Let g : Wy — X be a vector bundle and consider the case where the vector bundle
7 above is set to be

7 Wyi=L(Wo, N"T*X) = W5 @ \'T*X — X (150)
Thus, the corresponding functionals on sections of 7 are elements of
C' ()" = C" (L(Wo, N"T*X))" = " (W @ N'T*X)". (151)
In this case, smooth functionals are represented by smooth sections of
L(W, \"T*X) = L(Wg @ \"T*X, N"T*X),
= (W N'T*2)" @ \'T*Y,
EWo N"TL® \'"T*Y,
= Wy.

(152)

One concludes that smooth functionals in C"(WJ ® /\"T*X)* are represented by
sections of Wy. It is natural therefore to refer to elements of

C™"(Wo) := C"(Wp)* (153)

as generalized sections of Wy (see [1, 10, 12], [15, p. 676]).
In the particular case where Wy = X x R is the natural line bundle, smooth
functionals are represented by real valued functions on . Consequently, elements of

C"RIN'TX)" =C" (N'T*X)" (154)

are referred to as generalized functions.
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The apparent complication in the definition of generalized sections using the den-
sity dual is justified in the sense that each element in C =% (W) may be approximated
by a sequence of smooth functionals induced by sections of W,. (See [10, p. 241].)

In the literature, the term section distributions is used in different ways in this
context. For example, in [10] and [15, p. 676], Wy-valued distributions are defined
as elements of C” (Wé)*, i.e., what are referred to here as generalized sections of
Wo. (In [1, 2] they are referred to as distributional sections.) On the other hand,
in [12], distributions are defined as generalized sections of A" T*X—elements of
C7(X)*. See further comments on this issue and the corresponding terms section
distributional densities and generalized densities in [10, 12, 15].

9 de Rham Currents

For a manifold without boundary &, de Rham currents (see [5, 7, 29]) are functionals
corresponding to the case of the vector bundle

7 NPT — X (155)

so that test sections are smooth p-forms having compact supports. Thus, a p-current
of order r on X is a continuous linear functional on CL(/\”T*X).

A particular type of p-currents, smooth currents, are induced by differential
(n — p)-forms. Such an (n — p) form, w, induces the currents ,7 and T, =
(_1)p(nfp)wT by

mT(l//)=/ wAY, Tw(I/f)=/ VAo, (156)
X X

Another simple p-current, Te is induced by an oriented p-dimensional subman-
ifold £ C X. It is naturally defined by

Top () = /z v, (157)

These two examples illustrate the two points of views on currents. On the one
hand, the example of the current ,,7 suggests that a current in C/( /\’7 T*X)* is
viewed as a generalized (n — p)-form. With this point of view in mind, elements of
CL(A\PT*X) are referred to as currents of degree n — p. Consequently, the space of
p-currents on X is occasionally denoted by

C(N\"PT*X) = CLA\PT*X)*. (158)
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On the other hand, the example of the current 7o induced by a p-dimensional
manifolds Z, suggests that currents be viewed as a geometric object of dimension p.
Thus, an element of C’.( NAPT*X)* is referred to as a p-dimensional current.

9.1 Basic Operations with Currents

The contraction operations of a (p + g)-current T and a g-form w, yields the p-
currents defined by
Trw)W) =TW Aw) and (waT)(W) =T (w A Y), (159)
so that
Tiwo=(—DMwJT. (160)

Note that our notation is different from that of [5] and different in sign form that
of [7]. In particular, given a p-current 7', any p-form i induces naturally a zero-
current

T -yv=T.v, so that (T - YY) =T (uy). (161)
The p-current , T defined above can be expressed using contraction in the form
ol = wiTq. (162)

For a p-current T and a g-multi-vector field &, the (p + ¢g)-currents £ A T and
T A & are defined by

EADW) =T EaY), (TAEW) =T L), (163)
fora (p + g)-form . Using, £ 11 = (—1)?PyL &, one has
EANT = (—DPIT NE, (164)

in analogy with the corresponding expression for multi-vectors. Thus, the wedge
product of a p-current and an r-multi-vector is an (r 4+ p)-current. Note that a real
valued function u defined on & may be viewed both as a zero-form and as a zero-
multi-vector. Hence, we may write uT for any of the four operations defined above

so that (uT)(¥) = T (uy).

The boundary operator
3:CTT(N\NPTFL) — CTED (AP TR, (165)

defined by

T () = T(dy), (166)
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is a linear and continuous operator. In other words, the boundary of a p-current is a
(p — 1)-current. In particular, for a smooth current, o, 7 represented by the (n — p)-
form w, one has

0T () =/ o Ady,
X

=1y [awaw =1y [ don, (167
= (=" Ty ().
Hence,
T = (=) PHTy,. (168)
Similarly,
AT, = (—1)P T Ty,. (169)

In order to strengthen further the point of view that a p-current is a generalized
(n — p)-form, the exterior derivative of a p-current dT is defined by

dT = (=1)""P1aT. (170)
Thus, in the smooth case,
doT = Typ. (171)
In addition, Stokes’s theorem implies that for the p-current 7o induced by the
p-dimensional submanifold with boundary %, the boundary, a (p — 1)-current, is
given by

0Tp = Tyg. (172)

It is quite evident, therefore, that the notion of a boundary generalizes and unites
both the exterior derivative of forms and the boundaries of manifolds.
9.2 Local Representation of Currents

We consider next the local representation of de Rham currents in coordinate
neighborhoods.



Global Stress Theory 113

9.2.1 Representation by 0-Currents

Let R = Ej; T be the restriction of a p-current T to forms supported in a particular
coordinate nelghborhood—a local representative of 7. Writing

R(Y) = R(YrdX™), Al = p.

(173)
= (dX* 3 R)(Y2)

(we could have used R. dX* just the same as the v, are real valued functions), one
notes that locally

R(Y) = R*(¥), where  R* :=dX’JR. (174)

Using the exterior product of a multi-vector field £ and a current in (163), we may
write

R(Y) = R*(@,29) = 0, A R* (W), (175)
and so a current may be represented locally in the form
R =3, AR (176)
This representation suggests that 7' be interpreted as a generalized multi-vector
field (cf. [46]).
In the sequel, when we refer to local representative of a current 7', we will often

keep the same notation, 7', and it will be implied that we consider the restriction of
T to forms (or sections, in general) supported in a generic coordinate neighborhood.

9.2.2 Representation by n-Currents

Alternativelx (cf. [5, p. 36]), for a p-current R defined in a coordinate neighborhood
and A with |[A| = n — p, consider the n-currents

R; :==03; AR, so that RX(Q) = R(a):_l 0). (177)
Then, for every p-form w,
(dX* 3 Ry) (@) = R; (dX* A ),
= R(3; 1 (dX* A @), (178)

= R; (¢, dX),
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where we used

dX* A w = e e, dX. (179)
Also,
(5 0dX)(3,) = dX (35 A 3,),
= &5, (180)
= ;,dX"(3,),
implies
3;0dX = g5 dX”, (181)
and so,
8: 5 (AX* A @) = 0, dX* = o, (182)
as expected. Hence,
(dX* 3 R;) (@) = R(w), (183)

and we conclude that R may be represented by the n-currents
R;:=9 AR, intheform R =dX' R, (184)
with
R(®) = R; (dX* A ) = £ R; (0,dX) = e Ry (,,dX). (185)
(It is recalled that in the last expression, summation is implied where A and A are
considered as distinct indices.) This representation suggests again that a p-current
T be interpreted as a generalized (n — p)-form. In particular, an n-current is a

generalized function and is often referred to as a distribution on the manifold (e.g.,
[20, Chapter 3]).

Remark 3 1t is noted that one may set
R; ‘=R A. (186)
Using (164) for the (n — p)-multi-vector 95

R, = (=DPU=PIR;. (187)
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In addition, by (184) and (160), for the n-current R; and the (n — p)-form dX i,

R = R.Ldx’, (188)
and
R() = Ri(w AdX*) =) " e R} (0,dX). (189)
A

10 Vector Valued Currents

A natural extension of the notions of generalized sections and de Rham currents
yields vector valued currents that will be used to model stresses. Vector valued
currents and their local representations will be considered in this section.

10.1 Vector Valued Forms

Let 7 : W — X be a given vector bundle whose typical fiber is m-dimensional. We
will refer to sections of

L(W, NPT*X) = W* @ \'T*X. (190)

as vector valued p-forms, which is short for the more appropriate vector bundle
valued p-form (cf. [29, p. 340]). Thus in particular, sections of the density dual,
W = W* ® \"T*X are vector valued forms. In the mechanical context, we will
also be concerned with co-vector valued forms, that is, sections of

LW NPT*X) =W @ NPT*X. (191)

The terminology follows from the observation that using the isomorphism

induced by transposition, i.e., APTX @ W = W ® AT, a co-vector valued
form may be viewed as a section of

APT*X @ W = AP(TX, W) = LN"TX, W). (192)

Given a co-vector valued p-form, x, and a vector valued (n — p)-form, f, one
can define the bilinear action f Ay by setting

(@AW Y) = g(w)w A Y, (193)
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for sections g, w, w, ¥ of W*, W, N""PT*X, \PT*X, respectively. Thus, A
induces a bilinear mapping

Ad (WQ NPT x (W@ ANPT*X) — N'T*Z, (194)
or a linear
Ay tWERNAT* LR W @ ANPT*X — N'T*X. (195)

The mapping A gives rise to an extension of the isomorphism e_, considered above
to an isomorphism (we keep the same notation)

e i WRNTITL — (WRNATX) . es(Hx) = fAx.  (196)

Let {(Ua, ¢a, Pa)}aca be a vector bundle trivialization for the vector bundle 7 :
W — X so that

O, N U) — Uy x W, (197)

where W is the m-dimensional typical fiber. Given a basis in W, let {e,},_, and

{e“})_, be the local bases and dual bases induced by CID;1 on 7w~ 1(U,). Then, a
co-vector valued form x and a vector valued p-form f are represented locally in
the forms

xeq ®dX*, and  fye® @ dX*, Al = p, (198)

respectively.

10.2 Vector Valued Currents

We now substitute the vector bundle W* ® APT*X for the vector bundle Wy in
definition (153) of generalized sections. Thus,

C(W*® NPT*X) = C"(W* @ NP T*X))*. (199)

Using the isomorphism e, as defined above, it is concluded that we may make the
identifications

CTW*@ NP'T*X) = C" (W N\ PT*%)" (200)
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(see [29, p. 340]). Comparing the last equation to (190) we may refer to elements
of these spaces as generalized vector valued p-forms or as vector valued (n — p)-
currents.

A smooth vector valued (n — p)-current may be represented by a W*@ A" P TX
valued n-form—a smooth section S of W* ® A" ’TXL ® N\"T*X by

X / S X, (201)
X
where it is noted that S - x is an n-form. Locally, for |u| =n — p,
S=Ske* ®9, ®dX, S x = Sy x,dX. (202)

Alternatively, a smooth element of C~" (W*, AP T*X) is induced by a section S
of W ® APT*X in the form

X — / SAX. (203)
X
for every C"-section x of W ® \"“PT*. Locally, for |i| = p, x| =n — p,

§=5," ®dX",  SAy =S,ux%dXh AdX? = £S5 x%dX.  (204)

Comparing the last two expressions for the resulting densities, one concludes that

S5 =¢85 (205)
Globally, it follows that
§=C.(9), (206)
where
C.W'QAN"'TXRQN'T*L — W*R N'T*X (207)

is induced by the right contraction 6L 11(12) = 6(n2 A n1). What determined the
direction of the contraction was the choice of action of S in (196) as in Remark 3.
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10.3 Local Representation of Vector Valued Currents

We now consider the local representation of the restriction of a vector valued p-
current to vector valued forms supported in some given vector bundle chart. We
introduce first some basic operations.

10.3.1 The Inner Product of a Vector Valued Current and a Vector Field

Given a vector valued current 7 in C"(W ® /\p T*X)* and a C"-section w of W,
we define the (scalar) p-current 7 - w by

T - ww)=TwQ w). (208)
For local representation, one may consider the p-currents
Ty :=T - eq. (209)

Thus, in analogy with (173) and (174) we have

Twow) =TwYe, @ w),
= (T - e) (W w), (210)

=T, (w*w).

10.3.2 The Tensor Product of a Current and a Co-vector Field

A (scalar) p-current, T, and a C"-section of W*, g, induce a vector valued current
§®T € C"(W® A’T*X)" by setting

E®T)(ww) :=T((g ww). (211
In particular, locally,
€*QT)(w® w) :=T(w*w). (212)
Utilizing this definition, one may write for local representatives

e“ ® Ta(w ® C()) = Ta(waw)v (213)
=T(w%, @ w),

and so, complementing (210), one has

T=e*"QT,. (214)
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10.3.3 Representation by 0-Currents
Proceeding as in Sect. 9.2, the p-current T may be represented by the O-currents
T} :=dX* T, =dX*.(T -e4), intheform  T(x) =Tr(x¥). (215)
Using (163) and (176), we finally have
T=e" Q@ AT)). (216)

In the case where the O-currents 7, are represented locally by smooth n-forms
Sé‘dX , one has

T(x) = / Shxyrdx (217)
U

in accordance with (202).

10.3.4 The Exterior Product of a Vector Valued Current and a
Multi-Vector Field

Next, in analogy with Sect. 9.2, for a vector valued p-current 7' and a g-multi-vector
n,q < n — p, consider the vector valued (p + g)-current n A T defined by

AT (wQw) :=TwQ (niw)). (218)

In particular, for multi-indices ):, |)A»| = n — p, we define locally the vector valued
n-currents

Ty =4 AT, T,(w®6)=T(we 3.6)), (219)

so that

Ty (w®dX) = T(w ® (3;2dX)). (220)

10.3.5 The Contraction of a Vector Valued Current and a Form

Also, for a vector valued p-current T and a g-form v, ¢ < p, define the vector
valued (p — g)-currents ¥ T and T ¢ as

WoT(wRw) :=Tw (¥ Aw)) (221)
and

T Yy wQw) =Tw (wAY)), (222)
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so that Toy = (—1)P9¢yT. In the case where ¢ = p, we obtain an element
waT € C"(W)*, a vector valued O-current, satisfying

(waT)(w) =T (w Q@ w). (223)
Locally, one may consider the functionals—vector valued O-currents,
T" :=dX*.T, T (w) = T(w ® dX%), A = p. (224)
Hence,
T(w® w) =T (ww). (225)

is a local representation of the action of 7" using vector valued O-currents. It is
implied by the identity TH(wyw) = 9, A TH(w ® w), that

T =9, AT (226)

10.3.6 Representation by n-Currents

Next, for a local basis dX* of N'"PT*, using (219) and (223),

(AX* 5 T (w @ @) = Ty (w ® (dX* A w)),
A (227)
=T(w ® (3; 1 (dX" A »))).

Following the same procedure as that leading to (184) and (185), one concludes
that the vector valued p-current T may be represented locally by the vector valued
n-currents 7; in the form

T =dx*sT;, (228)
and
T(w®w) =T;(w & [dX* Aw) = e T; (0w ® dX). (229)
Using (208) and (214), we may define the (scalar) n-currents

T; =T eq, so that T, =e" ®T,;, (230)

o

and
T,5(6) = Ty (ea ®6) = T(eq ® (8516)). (231)

Considering the p-currents Ty, in (209), the local components (7y); are defined by
(Ty); = 3; A (T - eq), hence,
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(Ta);.(0) = 95 AT - ea)(0),
= (T - eq)(3340), (232)
= T(eq ® (3;26)),

and we conclude that
T,; = (To)s- (233)
Thus, Egs. (228) and (229) may be rewritten as
T =dX* (" ®T,;), (234)
and
T(w®0) = T,; (X" A w),
= T s (w¥dX), (235)
= M AX LT 5 (0w,
Comparing the last equation with (215) we arrive at

T}, T

dXoT,; = E,0x ATy (236)

= &

In the smooth case, the n-currents T ; are represented by functions §a 5 that make
up the vector valued (n — p)-form

S =S,pe @dx* (237)

as in (203) and (204).

Remark 4 In summary, the representation by zero currents (e.g., (217)) corresponds
to viewing the vector valued current as an element of C"(W @ APT*X)* =:
CTm"(W*®@ APTX ® N\'T*X). On the other hand, the representation as in (217,
237) corresponds to the point of view that by the isomorphism of A’TX ® A" T*X
with A"7PT*,

C" (W@ NPT*N)* = C7(W*®@ N"PT*X) (238)

Remark 5 1In the foregoing discussion we have made special choices and used, for
example, the definitions, T; := 3; A T and T* := dX*1 T rather than T){ =T A0

and 7' := T'L dX", respectively. The correspondence between the two schemes is
a natural extension of Remark 3. In particular, ¢;, will be replaced by ¢, ;.
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11 The Representation of Forces by Hyper-Stresses
and Non-holonomic Stresses

11.1 Stresses and Non-holonomic Stresses

We recall that the tangent space 7,,C” (£) to the Banach manifold of C"-sections
of the fiber bundle £ : Y — X at the section k : X — Y may be identified
with the Banachable space C” (¢*V %) of sections of the pullback vector bundle
K*‘[cy : k*VY — A Elements of the tangent space at « to the configuration
manifold represent generalized velocities of the continuous mechanical system (cf.
[23, Section 5.8]). Consequently, a generalized force is modeled mathematically by
and element F € C” («*VY)*. The central message of this section is that although
such functionals cannot be restricted naturally to sub-bodies of X, as discussed in
Sect. 8.3, forces may be represented, non-uniquely, by stress objects that enable
restriction of forces to sub-bodies. In order to simplify the notation, we will consider
a general vector bundle 7 : W — X, as in Sect. 3, and the notation introduced there
will be used throughout. The construction is analogous to the representation theorem
for distributions of finite order (e.g., [29, p. 91] or [44, p. 259]).
Consider the jet extension linear mapping

jT i C () — %) (239)

as in Sect.3.3. As noted, j” is an embedding and under the norm induced by an
atlas, it is even isometric. Evidently, due to the compatibility constraint, Image j” is
a proper subset of C?(r") and its complement is open. Hence, the inverse

(")~ : Image j© —> C"(x) (240)

is a well-defined linear homeomorphism. Given a force F € C’"(m)*, the linear
functional

Fo(j")7!:Image ;" — R (241)
is a continuous and linear functional on Image j”. Hence, by the Hahn—-Banach
theorem, it may be extended to a linear functional ¢ € C 0(nr)*. In other words,
the linear mapping

j7 (") — CT ()" (242)

is surjective.
By the definition of the dual mapping, ¢ represents a force F, i.e.,

j ¢ =F, (243)
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if and only if,
F(w) =¢(j w) (244)

for all C”-virtual velocity fields w. The object ¢ € CO(x")* is interpreted as a
generalization of the notion of hyper-stress in higher-order continuum mechanics
and will be so referred to. For r = 1, ¢ is a generalization of the standard
stress tensor. The condition (244), resulting from the representation theorem, is a
generalization of the principle of virtual work as it states that the power expended
by the force F for a virtual velocity field w is equal to the power expended by
the hyper-stress for j”w—containing the first r derivatives of the velocity field.
Accordingly, Eq. (243) is a generalization of the equilibrium equation of continuum
mechanics.

It is noted that ¢ is not unique. The non-uniqueness originates from the fact that
the image of the jet extension mapping, containing the compatible jet fields, is not
a dense subset of CO(x"). Thus, the static indeterminacy of continuum mechanics
follows naturally from the representation theorem.

In view of (61), the same procedure applies if we use the non-holonomic jet
extension j : C'(w) — CO%#"). A force F may then be represented by a non-
unique, non-holonomic stress ¢ € C%(#)* in the form

F=j™*e. (245)

The mapping C%(1") of Sect. 3.4 is an embedding. Hence, a hyper-stress ¢ may be
represented by some non-unique, non-holonomic stress ¢ in the form

¢ =ClW* @), (246)
and in the following commutative diagram all mappings are surjective.

(o

C'(m)* ——— 'y ~————— CO")* (247)

11.2 Smooth Stresses

In view of the discussion in Sect. 8.7, hyper-stresses are elements of
CO(T[V)* — C_O((T[r)/) — C_O(T[r* ® /\}’lT*%)’ (248)

and so they may be approximated by smooth sections of 7"*® A" T*X, i.e., n-forms
valued in the dual of the r-jet bundle.
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Similarly, non-holonomic stresses are elements of
'@y =c @™ @ N'T*X), (249)

and smooth non-holonomic stresses are n-forms valued in the dual of the r-iterated
jet bundle.

11.3 Stress Measures

Analytically, stresses are vector valued zero currents that are representable by
integration. (See [7, Section 4.1], for the scalar case.)

As noted in Sect. 8.2, given a vector bundle atlas {(U,, ¢4, ®y)}aca, a linear
functional is uniquely determined by its restrictions to sections supported in the
various domains ¢4 (Uy)—its local representatives. In particular, for the case of
an m-dimensional vector bundle 7 : W — &, and a functional T € C%(xn)*,
a typical local representative is an element 7, € (C?((pa(Ua))*)m. Thus, each
component (7,)q € C?((pa(Ua))* is a Radon measure or a distribution representable
by integration. We will use the same notation for the measure. Consequently, for a
section w, compactly supported in ¢, (U,), we may write

T, (wy) = f wg - dT, = f wydT g (250)
©a(Uq) ©a(Uq)

Given a partition of unity {u,} subordinate to the atlas, one has

T@@::l;w-dezz:/1 Dy (ugw) - dT, = Y U w2dTq.

s eaUa) o eaUa)
(251)

For the case of stresses, one has to replace W by J"W, T by ¢, and T,, by gala,
[I| < r.In addition, as X is a manifold with corners, representing measures may
be viewed as measures on the extension X which are supported in X. Thus, for a
section x of J" W, represented locally by x7;,

s(x) :/ x -dg = / Du(ugx) -dgy = / uaXaldSJ .
<L g ¢a(Ua) ,; ptWa)
(252)

We note that the components ¢/, have the same symmetry under permutations of 1
as sections of the jet bundle. If w is a section of a vector bundle Wy, then,

c(j'w) = /%jrw -d¢ = Z/ w )uawg"ldgéa. (253)
acA ¥ ¥Palla
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The same reasoning applies to the representation by non-holonomic stresses,
only here we consider sections x of the iterated jet bundle represented locally by
N . pl
x;;x”, Gy < r. The local non-holonomic stress measures have components gfa:;

and

AL A ~ A A ~ ~ ~pl
g(x)=/ X-dg :=Z/ P (g R) - da =Zf ta Ry by
L ae J0aUa) g
(254)

PPN ~ A 1,
g(]rw):/s‘r]rw.dg:Z/(;(U)ua wh? dsl? (255)
LIGA a a

where summation is implied on all values of «y, Ip, for all values of p such that
Gy <r.

It is concluded that for a given force F, there is some non-unique vector valued
hyper-stress measure ¢ and a non-holonomic stress measure ¢, such that

F(w) = /]rw~d§=/ Jw-dg. (256)
X X

11.4 Force System Induced by Stresses

It was noted in Sect. 8.3 that given a force on a body X, a manifold with corners,
there is no unique way to restrict it to an n-dimensional submanifold with corners,
a sub-body & C X. We view this as the fundamental problem of continuum
mechanics—static indeterminacy.

Stress, though not determined uniquely by a force, provide means for inducing
a force system, the assignment of a force Fgp to each sub-body . Indeed, once a
stress measure is given, be it a hyper-stress or a non-holonomic stress, integration
theory makes it possible to consider the force system given by

F (w):/ jrw-dg=/ Jw-d¢ 257)
R R R

for any section w of 7|gp.

Further details on the relation between hyper-stresses and force systems are
available in [30]. It is our opinion that the foregoing line of reasoning captures the
essence of stress theory in continuum mechanics accurately and elegantly.
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12 Simple Forces and Stresses

We restrict ourselves now to the most natural setting for continuum mechanics,
the case r = 1—the first value for which the set of C”-embeddings is open in
the manifold of mappings. (See [9] for consideration of configurations modeled as
Lipschitz mappings.) Evidently, hyper-stresses and non-holonomic stresses become
identical now, and therefore, it is natural in this case to use the terminology simple
forces and stresses.

12.1 Simple Stresses

A simple stress ¢ on a body X is an element of

COU'wys = ¢V (I'W)y* @ A"T*X), (258)
which implies that smooth stress distributions are sections of

"Wy @ N'T*X = L(J'W, \"T*X). (259)

Following the discussion in Sect. 8.5, ¢ may be viewed as a generalized section of
J'W)* ® /\"T*i which is supported in &, where we use the extension of the
vector bundle to a vector bundle 7 : W — X over a compact manifold without
boundary X.

A typical local representative of a section of the jet bundle is of the form

X = x%q + xfdX' ® eq (260)
so that locally,

() = c(x%eq + x7dX' ® eq),

. (261)
= ¢ca(X") + 5o (x{).
Here, ¢, and g(ft are O-currents defined by
Sa(u) = (g - ex)(u) = g(uey), (262)
shu) = (¢ - (dX' ® €)) () = c(udX' ® eq). (263)

In the smooth case, ¢ is represented by a section S of (J!W)* ® A"T*X in the
form

s =/ S-x. (264)
X
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Locally, such a vector valued form is represented as
S = (Sge” + SL9; ® e*) ® dX (265)

so that, for the domain of a chart, U, and a section x with supp x C U,

c(x) = /U (Sax® + i x)dX. (266)

12.2 The Vertical Projection

The vertical sub-bundle
vel:vilw — % (267)
is kernel of the natural projection
i IW— W (268)

In other words, elements of the vertical sub-bundle at a point X € X are jets of
sections that vanish at X. Thus, if a typical element of J!W is represented locally
in the form (x¢, Xiﬂ ), an element of the vertical sub-bundle, VJ!'W < J'W has
the form (0, Xi’g ) in any adapted coordinate system. The vertical sub-bundle may be
identified with the vector bundle 7*X ® W. Denoting the natural inclusion by

wVITW — J'w, (269)
one has the induced inclusion
W) : COwvaly — =, X —> Ly 0 X. (270)
Clearly, C%(ty) is injective and a homeomorphism onto its image. Hence, its dual

Cotuy)* : Oy — CO(valy* = CUT*xewW)* = COTARW*QN"T*YX),

271)

is a well-defined surjection. Simply put, C O(tv)*(g) is the restriction of the stress

¢ to sections of the vertical sub-bundle. Accordingly, we will refer to an element of
COUT*X ® W)* as a vertical stress and to CO(ty)* as the vertical projection.

In case the stress ¢ is represented locally by the O-currents (g, g}é) as in (261),

then CO(ty)*(¢) is represented by (gé).

Let ¢t e COUT*X ® W)* be a vertical stress and let w € C%(). Then, ¢t - w
defined by
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T w(p) =T (9w, ¢ € COT*X) (272)

is a l-current. This is an indication of the fact that ¢™ may be viewed as a vector
valued 1-current.

We may use the local representation of currents as in Sect. 10.3 to represent ¢
by the scalar 1-currents ¢ = (¢ - e4) given as

St @) =(Te)@) =T (9 ®en) (273)
so that
sTe®w) =T (P'wdX’ ® ea),
= sl (piw*dX"), (274)
= W) (@)

Similarly, the I-current ¢T - w may be represented locally as in Sect.9.2 by 0-
currents (¢* - w)’ given as

(¢t w) (W) = @X' 3(st - w)Hw) = (T - w)(udX") (275)
in the form
(st w)e) = (T w)(g). (276)
Evidently,
(st w)' W) = ¢TwwdX’ ® e,),
= ¢ (uw®), (277)

= (w5 W),

and so
(¢t w) =wrsgl. (278)
It is concluded that
st=e"®@0ing), o =dX'u(sT e, (279)
st ®@w) = ¢ (piw™), (280)

where it is recalled that in case ¢* = C%(1y)*(¢), then, ¢} = ¢..
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In the smooth case, the vertical projection of the stress is represented by a section
STof TX @ W* ® \"T*X so that

Couy)*(5)(x) = /Exs+ X (281)
where

(ST 01 ) (X)) = STX) X)) © Wi1(X) A=+ A va(X))). (282)

If ¢ is represented by a section S of (J!W)* ® A"T*X, then, COoUy)*(c) is
represented locally by

ST =50 ®e ®dX. (283)

For a vertical stress ¢ which is represented by S!, as above and a field w, the
1-current ¢t - w is given locally by

@ — / SEw®g;dX, (284)
U

for a 1-form ¢ supported in U. In other words, if the vertical stress ¢ is represented
by the section ST of TX ® W ® \"T*X, the 1-current ¢t - w is represented by the
density ST - w, a section of TX ® \"T*X given by

(ST w)(e) = ST(p ® w). (285)

12.3 Traction Stresses

Using the transposition tr : W @ T*X — T*X ® W, one has a mapping on the space
of vertical stresses
o) CUT* L @ W)* — COUW ® T*X)*. (286)
We define traction stress distributions to be elements of
COW @ T*N)* = COW* @ \N" ' T*X). (287)

Thus, it is noted that a traction stress is not much different than a vertical stress
distribution but transposition enables its representation as a vector valued current.
Using local representation in accordance with Sect. 10.3.6, a traction stress o is
represented locally by n-currents oy;, || = n — 1, in the form

oc=dX'1o; = e* ® 04 = dX' 1 (e” ® 0,5), (288)
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where

0; 1= 0; A0, Oy =0 -eqy, Oyi =076y = (0g); = (0 AC)-€q.

Hence,
o (w® ) = & oy (piw™dX),
=) (D" o (piwdX),
i
= ogi (g A dXT),
= oyl dX (w).
Introducing the notation
Do 1= Cottr)* o COy)* : CO(')* — COW ® T*X)*,
a simple stress distribution ¢ induces a traction stress distribution o by

o = pa(§)~

R. Segev

(289)

(290)

(291)

(292)

Let 0 = ps(c), then, comparing the last equation with (280), it is concluded

that, in accordance with (236), locally,
(=" 00 (dX) = 6o (1)
for any function u, and so
dXo0g = (=1)" g, op = (=1)""ox A gl
Remark 6 Continuing Remark 5, it is observed that one may consider
/ /

I . —
0; =0 A0, Oy = 0;

g = (0); = (0 A 3;) - €q,
so that
o =olLdX = (" ®0o/ ) dX'.
Thus,
cw®¢) = (" Qo I dX (w® ¢),
= a‘;f(u)”(p A dX’A),

=Y (=D o i (gwdX),
i

(293)

(294)

(295)

(296)

(297)
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and comparison with (280) implies that
o dX = (=il oL, = (=Dl A by = (=1)" Loy, (298)

where it is observed that as g(f[ are zero currents, the order of the contraction and
wedge product in the last equation is immaterial.

12.4 Smooth Traction Stresses

In the smooth case, we adapt (204) to the current context. The traction stress o is
represented by a section s of W* ® A" ~I7*9 50 that

o (x) =/ SAX- (299)
X
Locally,
5 = 5ge® @dX = slls 6% @ (AXL9;), SAX = sfisa;X;de (300)

so that the local components of s are the n-currents—functions—that represent o
locally.

Let ¢ be a smooth stress represented by the vector valued form S, a section
of (JIW)* ® N\'T*YX as in (265) and (266) and let ST be its vertical component
as in (283). In view of (206) and (205), p,(S) is represented by the section s of
W* @ A"~ T*X with

s =CL (ST otr), Sgp = &S (301)

1 ~a
Hence, using
dx' = e9;0dX = edx o, =17l =(=D"", (302)
we may write explicitly
5 = sgie® ®dX' = §le® @ (AXL 3) = (—1)"" 'S e” ® (0;2dX). (303)

The terminology, traction stress, originates from the fact that a traction stress
o represented by a smooth section s of W* ® /\"—1 T*X, induces the analog of a
traction field on oriented hypersurfaces in the body as follows. (See [38] for further
details.) We consider, for any given section s of W* ® /\”_1 T*X and a field w, the
(n — 1)-form o - w given by

(s-w)(m) =s(w®n) (304)
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for sections n of /\"_IT%. Consider an (n — 1)-dimensional oriented smooth
submanifold £ C X. Let

g E— X (305)
be the natural inclusion and
G CON'TI TN — CO(N'' T, (306)

the corresponding restriction of (n—1)-forms. Combining the above, one may define
a linear mapping

pg : COW* @ NI T — CX(W* @ N7 'T*E) (307)
whereby

pg(s) w = (s w) e \"'T*E. (308)

A section t of W* ® /\”71 T*Z is interpreted as a surface traction distribution
on the hypersurface Z. Its action ¢ - w is interpreted as the power density of
the corresponding surface force, and may be integrated over Z. In particular, the
condition

t= (=" pg(s) (309)

is a generalization of Cauchy’s formula for the relation between traction fields and
stresses.

Remark 7 The factor (—1)"~! that appears in (309) above, and is absent in [38],
originates from our choice to use exterior multiplication on the left as in Remarks 3
and 5. Evidently, if we represented o by the smooth vector valued form s’ such that

() =/ XAS (310)
X

instead of (299), the factor (—1)"~! would not appear in the analogous computation
and

t = pg(s). (311)
In addition, the second of Eq. (301), may be rewritten as

sl = (=D"1SL, (312)
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12.5 The Generalized Divergence of the Stress

Let ¢ be a stress distribution, ¢ = ps(5), and w € Cl(m). We compute,
using (290), a local expression for the boundary of the 1-current o - w as

d(o - w)w) = (o - w)(du),
=o(w ® du),
= ¢l (uw®),
= ¢l (w™),;) — ¢k uw®),
. . (313)
= ¢, @ad@w®)) — gL uw®) — o uw®) + go(uw®),
=0 A chd@w®) = (- jlw)@) + (W1 6) W),
=003 A L) w®) — (5 - jlw)@) + (W* o) (),
= [, w*) = (s j'w) + W55 (w).

Here, for a O-current T = ¢, 3; T is the “partial boundary” operator or the dual to
the partial derivative, a O-current defined by

0;iT(u) =093 AT)u),
= (0; A T)(du), (314)
=T(,;).

Since o -w and o, are 1-currents, definition (170) implies that the exterior derivatives
satisfy

d(o - w) = (=D"3(0 - w), doy = (=1)"d0y, (315)
and
d(o - w)(u) = (dog - w*) @) + (=" [c - jlw — w s go ] (w). (316)
The preceding framework may be formalized as follows. Let
pclwyxclx) — ctw), be defined by  p(w,u) =uw. (317)
The mapping p is clearly bilinear, and as such, it induces a linear mapping

p:Ctwyecl@) — c'w), p(wu) = p(w, u) = uw. (318)
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The mapping p has a natural right inverse
pl.cliw)y — clwye cl@), w— w®l, (319)

where 1(X) = 1, for all X € X. Evidently, p~!, and the mappings derived from it,
exist only because we do not limit ourselves to functions with compact support in
the interior X(°. It is further noted that the mapping p~! is related to the integral of
distributional n-forms defined and studied in [10, pp. 249-250]. The dual mappings
satisfy

prClW)* — (C'WMRCHX)*,  pH(F)(wu) := F(p(wdu)) = Fuw),

(320)
and

p ot wect @)t — c'wyr,  pTH(G)(w) = Gwel).  (321)

With the preceding observations, the computations above imply that there are
“dual” linear differential operators

3:CO(WQT*X)* — (C'(W) @ CL(X))*, (322)
and

d: COW ® T*%)* — (C'(W) ® C1(X)*, (323)
such that

50(w Qu):=0c(w@du) =9d(c - w)(u) = (50 -w)(u), do := (—l)”f}a.
(324)

Consequently, we define the generalized divergence, a differential operator
div: Co%I'W)y* @ N'T*X) — (C'(W) @ C' (X)), (325)
by
dive =—d(pss) — j'"s. (326)

As mentioned above, we view the various terms as elements of (C1 W ® c! (A)*,
so that each may be contracted with w to give an element of C~( N'T*X). Thus,

(divg - w)() = =(0(pss) - w)w) — (s - jlw)@w),

(327)
= —poc(w@du) — (¢ - jlw)w).
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The local expression for the generalized divergence in a coordinate neighborhood
U is obtained using (313). For a smooth function # having a compact support in U,

(dive - w)w) = [—dic, - w* — w2 g l(u), (328)
so that

dive-w = —Bigé cw* —w¥lgy,. (329)

12.6 The Divergence for the Smooth Case

In the smooth case
dicl - w(u) = 3l (wu),
= ¢l ((w”u),;),

= / SE(wu) ;dX,
U

(330)
:/U(Séw“u),,-dX—/USé,iw“udX,
= (—1)"*1/ sa;w“udXi—/ SLw¥udX,
U v
where we have used (303) to write
(=t / syrwudX’ = f Stw%ug;dX’,
U U
= /U d(Shwue;dX1),
:/(Séw“u),jsi;de/\dX’A,
v (331)

=f(sg,w“u),ja,~;aﬁdx,
U
=/(S;w“u),j3{dx,

U
=/(Sgw“u),,-dx.

U

Thus, noting that in the smooth case ¢, -w® are represented by the n-forms S, w*dX,
we conclude that locally
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(div ¢ - w)(u) =/(S(§m. —So,)w“udx—(—l)”—lf syrwudX’,
U U (332)

Z/(s;,. —Sa)w“udX—/ SheiwudX’,
v au

In previous work, e.g., [37, 38], the divergence operator was defined specifically
for the smooth case where both the stress densities and their derivatives have well-
defined pointwise values. Thus, it is possible to define the divergence of the stress,
denoted now by div in order to exhibit the distinction from (326) and (327), as a
section of L(W, A" T*X), given pointwise by the condition

divs -w = (=1)""lds-w) =S - jlw. (333)
Thus, locally
(divS)qw®dX = (=1)""'d(ey; S,w*dX") — Syw'dX — S,wdX,

= (=" ey SLw®) jdX7 AdXT — Sw?dX — SLw%dX,

I ~a
= (=" ey SLw®) el dX — Syuw'dX — Shw?dX,
= (S,w®) idX — Sew*dX — S,w4dX,

= (S}; — Sa)w*dX.
(334)

It is noted now that the weak form of this relation includes only the first integral
of (332). Thus, the definition of the divergence in the general case does not
generalize directly the definitions of div in ([37, 38]). However, by restricting (332)
to functions u that vanish on U N 8%, div is determined uniquely. As a result, the
second integral of (332) is also well determined by div ¢.

We conclude that the divergence operator div includes a boundary term in
addition to the bulk term (S(’;M. — Sy)e* ® dX.

12.7 The Invariance of the Divergence

Returning to the non-smooth case, consider the definition of the divergence in
Eq. (327). It is apparent that for a given force F, the term (¢ - Flwyw) = c(uj'w)
depends on the particular stress representing F because the jet field uj'w is, in
general, non-holonomic, i.e., there is no vector field w’ such that uj Ly = j 1 (w).
In fact, if it were possible to compute this term independently of ¢, we could restrict
the force to sub-bodies by an appropriate sequence of functions u. The other term
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Po ¢ (w ® du) also depends, apparently, on the stress representing F'. Nevertheless,
we whom below that div ¢ is independent of the particular stress ¢ that represents F.

Consider first the jet j] (uw), for a differentiable function u and a differentiable
vector field w represented locally by w = w*e,. Then,

jlw=w" + widX' ® eq, (335)
and so
Jluw) = uwey + (uw®) ;dX' ® eq. (336)
Hence,
jl(uw) =uwe, + u,iw“dXi e, + uwf’f-dXi Q ey,
=u(w%qy + w?ﬁdXi ® ey) (337)
+ (Oeq + (u,;dX") ® (wey)),
and we conclude that
luw) = uj'w + v (du @ w). (338)
Let ¢ be some stress representing a given force F. We have
Fuw) = ¢ (j' (uw)),
= suj'w + CCy)(du ® w)), (339)
= c(uj'w) + COw)* () ([du ® w),
and using (291),
Fuw) = ¢ (uj'w) + po(¢)(w @ du). (340)

The last equation may serve as an additional motivation for the introduction of the
traction stress 0 = p4(¢). In addition, comparing it to the definition (327), it is
immediately concluded that

(divg - w)(u) = —F(uw). (341)
Hence, div ¢ depends only on the force F and is independent of the stress ¢

representing it.
For a O-current T, it is customary to use the notation

f% T :=T(q), where 1o0(X) =1, (342)
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as in [10, p. 249]. Then, Eq. (341) implies that
F(w)=-— /% dive - w. (343)

However, this notation may be confusing as we also use integration relative to the
stress measures. Thus, we will denote below the integration mapping as

int: (C'(W) ® C'(X)* — Cc'(w)* (344)
whereby
m(G)(w) =G(w®1). (345)
Thus, Eq. (343) is rewritten as

F(w) = —int(div ¢)(w), or, F = —intodivg (346)

12.8 The Balance Equation

We define now the body force current b and the boundary force current ¢ corre-
sponding to the stress ¢, elements of (C'(W) ® C'(X))*, by

bi=—divg,  1:=-0(pos) = (=1)""'d(ps). (347)
From the definition of the divergence in (327) we deduce
c-jlw=b-w+r-w, (348)

The last equation is yet another generalization of the principle of virtual work in
continuum mechanics.

For the smooth case, o is represented by the smooth vector valued form s as
in (299) and we can compute, for any differentiable function u defined on X,

(o -w)(u) = / sA(W ® du),
X

=/ (s - w) Adu,

x

=(—1)"—1/ d((s-w)/\u)—(—l)"_lf dis-w) Au,  (349)
X X

=(—1)”*]/ (s~w)u—(—1)"71/ d(s - w)u,
oL X

=/ (t-w)u—(—l)"_I/ d(s - w)u,
kN X
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where Stokes’s theorem was utilized in the fourth line and (309) was used in the
fifth line. Thus, in the smooth case, d(o - w) contains, upon appropriate choices of
u, information regarding the action of the surface force.

12.9 Application to Non-holonomic Stresses

In spite of numerous attempts (see [33, 40-42]), for the general geometry of
manifolds, we were not able to extend the foregoing analysis to hyper-stresses, even
for the case of stresses represented by smooth densities. Yet, the introduction of
non-holonomic stresses makes it possible to carry out one step of the reduction.
Let Wy be a vector bundle over X and consider forces in C" (Wy)*. Using the
representation by non-holonomic stresses as in (245) in Sect. 11.1, let

Wy = J" " Wo. (350)
Then, a force F € C"(Wp)* is represented by an element
¢ e COU Wy = O W,_p)* 351
in the form

F(w) = j™(5)(w),

= ¢(j'w),

e (352)
=c( (' w)),
= "G w).

Thus, one may apply the foregoing analysis of simple stresses to the study the action
¢Gitx) = j*&¢(x) for elements

x € Cl@H* =cl(w,_n*. (353)

In other words, the analysis of simple stresses is used where we substitute W,_1
and x for W and w above respectively. In particular, the balance equations for this
reduction will yield

F(w) = ¢(j"w) = b 'w) + (" w), (354)

where

t,be CT\W*, ® N'T*Y) (355)

r

are interpreted as hyper surface traction and hyper body force distributions,
respectively.
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13 Concluding Remarks

The foregoing text is meant to serve as an introduction to global geometric stress
and hyper-stress theory. We used a simple geometric model of a mechanical
system in which forces are modeled as elements of the cotangent bundle of the
configuration space and outlined the necessary steps needed in order to use it in
the infinite dimensional case of continuum mechanics. The traditional choice of
configurations as embeddings of a body in space, led us to the natural C'-topology
which determined the properties of forces as linear functionals. In particular, the
stress object emerges from a representation theorem for force functionals.

The general stress object we obtain preserves the basic feature of the stress
tensor—it induces a force system on the body and its sub-bodies as described in
Sect. 11.4. Further details of the relation between hyper-stresses and force systems
are presented in [30] for the general case where stresses are as irregular as measures.

Generalizing continuum mechanics to differentiable manifolds implies that
derivatives can no longer be decomposed invariantly from the values of vector
fields and jets, combining the values of the field and its derivatives, are used. As a
result, simple stresses mix both components dual to the values of the velocity fields,
Ga», and components dual to the derivatives, gé. This distinction from the classical
stress tensor may be treated if additional mathematical structure is introduced. It is
noted that no conditions of equilibrium, which are equivalent to invariance of the
virtual power under the action of the Euclidean group, were imposed. In the general
case, one may assume the action of a Lie group on the space manifold and obtain
corresponding balance laws (see [36]).

Another subject that has been omitted here is that of constitutive relations.
Constitutive relations, in particular the notion of locality have been considered
from the global point of view in [35]. Roughly speaking, it is shown in [35] that
a local constitutive relation, viewed form the global point of view as a mapping that
assigns a stress distribution to a configuration, which is continuous relative to the
C”-topology is a constitutive relation for a material of grade r. Thus, the notion of
locality is tied in with that of continuity.

A framework for the dynamics of a continuous body, for the geometry of
differentiable manifolds, was proposed in [16]. The dynamics of the system is
specified using a Riemannian metric on the infinite dimensional configuration space.

Acknowledgements This work has been partially supported by H. Greenhill Chair for Theoretical
and Applied Mechanics and the Pearlstone Center for Aeronautical Engineering Studies at Ben-
Gurion University.
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Abstract In this chapter we discuss some applications of algebraic topology in
elasticity. This includes the necessary and sufficient compatibility equations of
nonlinear elasticity for non-simply-connected bodies when the ambient space is
Euclidean. Algebraic topology is the natural tool to understand the topological
obstructions to compatibility for both the deformation gradient F and the right
Cauchy—Green strain C. We investigate the relevance of homology, cohomology,
and homotopy groups in elasticity. We also use the relative homology groups in
order to derive the compatibility equations in the presence of boundary conditions.
The differential complex of nonlinear elasticity written in terms of the deformation
gradient and the first Piola—Kirchhoff stress is also discussed.

1 Introduction

Compatibility equations of elasticity are more than 150 years old and according
to Love [31] were first studied by Saint Venant in 1864. In nonlinear elasticity
a given distribution of strain on a body 5 may not correspond to a deformation
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mapping. Similarly, in linear elasticity a given distribution of linearized strains may
not correspond to a well-defined displacement field. Strain has to satisfy a set of
integrability equations in order to correspond to some deformation field. These
integrability equations are called compatibility equations in continuum mechanics.
We provided a detailed history of the compatibility equations in nonlinear and
linear elasticity in [58] and will not repeat it here. Compatibility equations for
simply connected bodies are well understood and are a set of PDEs that depend on
the measure of strain. For non-simply-connected bodies these “bulk” compatibility
equations are only necessary. In other words, when the bulk compatibility equations
are satisfied in a non-simply-connected body the strain field may still be incompat-
ible; there may be topological obstructions to compatibility. A classical example of
incompatible strain fields that satisfy the bulk compatibility equations are Volterra’s
“distortions” (dislocations and disclinations) [51]. For a strain field on a non-simply-
connected body to be compatible, in addition to the bulk compatibility equations,
some extra compatibility equations that explicitly depend on the topology of the
body are needed [13, 27, 36, 46, 51]. We call these extra compatibility equations
the complementary compatibility equations [49] or the auxiliary compatibility
equations.

The natural mathematical tool for understanding the topological obstruction to
compatibility is algebraic topology. Topological methods, and particularly algebraic
topology have been used in fluid mechanics [7], and electromagnetism [24] for
quite sometime. In the case of electromagnetism this goes back to the work of
Maxwell [35] before the formal developments of algebraic topology that started
in the work of Poincaré [40]. Algebraic topology has not been used systematically
in solid mechanics until recently [58]. To motivate the present study consider the
following problem. Having a solid sphere (a ball) with the different types of holes
shown in Fig. 1, what are the compatibility equations for F and C? The necessary
compatibility equations (“bulk” compatibility equations) are well understood and
our focus will be on the sufficient conditions. We will see that in case (a) of a
spherical hole no extra compatibility equations are needed. For (b), (c), and (d) one
needs to impose some extra constraints on the (red) loops (generators of the first
homology group) to ensure compatibility.

Fig. 1 Balls with (a) spherical, (b) toroidal, and (c¢) cylindrical holes. (d) A ball with a hole
consisting of a solid torus attached to two solid cylinders. Betti numbers of these sets are zero,
one, one, and two, respectively
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This chapter is structured as follows. In Sect.2 we tersely review differential
geometry. This follows by short discussions of presentation of groups, homology
and cohomology groups, relative homology groups, the idea of homotopy and
the fundamental group, classification of 2-manifolds with boundary, knot theory
and the fundamental group of their complements in R3, and the topology of 3-
manifolds in Sect. 3. In Sect. 4 we discuss the kinematics of nonlinear elasticity. In
Sect. 5, F-compatibility equations for non-simply-connected bodies are discussed.
F-compatibility equations in the presence of essential (Dirichlet) boundary condi-
tions are also derived. C-compatibility equations for non-simply-connected bodies
are derived. Several examples are presented. Finally, the necessary and sufficient
compatibility equations of linearized elasticity are derived. In Sect. 6, the differential
complex of nonlinear elasticity written in terms of the deformation gradient and
the first Piola—Kirchhoff stress is discussed. Some applications are also briefly
mentioned.

2 Differential Geometry

In this section, we briefly review the differential geometry background needed in
the kinematic description of nonlinear elasticity.

Consider a map 7 : £ — B, where £ and B are sets. The fiber over X € B is
defined to be the set £x := 7~ !(X) C £. If the map 7 is onto, fibers are non-empty
and & = UyxpEx, where Ul denotes disjoint union of sets. Now assume that £ and
B are manifolds and for any X € B, there exists a neighborhood U C B of X, a
manifold F, and a diffeomorphism i : rr_l(l/{) — U x F such that m = pr; oy,
where pr; : U x F — U is projection onto the first factor. The triplet (£, 7, BB)
is called a fiber bundle and &, 7, and B are called the total space, the projection,
and the base space, respectively. If 7 ~!(X) is a vector space, for any X € B, then
(€, , B) is called a vector bundle. The set of all smooth maps ¢ : B — & such that
o(X) € Ex, VY X € B, is called the set of sections of this bundle, and is denoted by
I’ (£). The tangent bundle of a manifold is an example of a vector bundle for which
E=TB.

A vector field on a manifold 15 is a section of the tangent bundle 7 B of B. The set
of all C" vector fields on B is denoted by X" (13) and the set of all C* vector fields
by X(B). A vector field on B is an assignment, to each X € B3, of a tangent vector

Wyx € TxB. Note that for an N-dimensional manifold BB, Tx B is an N-dimensional
J d
{BT’ T XN
Given a vector field W, for each point X € B, W is locally described as

vector space with a local basis } induced from a local chart {X4}.

d

oxA ™

N
WX) => wAX)
A=1
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where W4 are C* maps. One important role of tangent vectors is the directional
differentiation of functions. In other words, a vector field acts on functions by taking
their directional derivative, i.e.,

- af (X)
. A
Wf]:= ZIW X))~ )
This is the directional or Lie derivative of f along W and is denoted by £w f.
Thus, £w f(X) = W[f1(X) = df(X) - W(X). This is the reason £f = df
belongs to the cotangent space of B, where the cotangent space T7*B is defined as
T*B:={p : TB — R, ¢ is linear and bounded}.

A linear (affine) connection on a manifold B is an operation V : X (B) x
X(B) — X(B), where X(B) is the set of vector fields on B, such that
VX, Y, X1,X2, Y1, Y2 € X(B),Y f, fi, o€ C®B),Yar,ar € R:

L. v.)"1X1+f2X2Y = NVx, Y+ f2Vx, Y
2. Vx(@1Y1 +a2Y3) = a1 VxY1 + ayVxYs,
3. Vx(fY) = fVxY + X/H)Y.

VxY is called the covariant derivative of Y along X. In a local chart {X 4}, V; 108 =

I'C 4pdc, where I'C 4 p are the Christoffel symbols of the connection, and 94 = 3x

are the natural bases for the tangent space corresponding to a coordinate chart {x4}.
A linear connection is said to be compatible with a metric G of the manifold if

Vx(Y. Z)g = (VxY. Z)¢ + (Y. VxZ). 3)

where (., .} is the inner product induced by the metric G. A connection V is
G-compatible if and only if VG = 0, or in components, Gapic = Gap,c —
rb caGpp — rpo cBGap = 0. We consider an N-dimensional manifold B with
the metric G and a G-compatible connection V. The torsion of a connection is a
map T : X(B) x X(B) — X (B) defined by

TX,Y)=VxY—-WX-[X Y] “)

where [X, Y] = XY — YX is the commutator of the vector fields X and Y. For
an arbitrary scalar field f, [X, Y][f] = X[f]Y — Y[ f]X. In components in a local
chart {X4}, TAgc = ' pc—I"“cp. The connection V is symmetric if it is torsion-
free, i.e., VxY — VyX = [X, Y]. It can be shown that on any Riemannian manifold
(B, G) there is a unique linear connection (the Levi-Civita connection) V, which
is compatible with G and is torsion-free with the Christoffel symbols I'C 45 =

%GCD(GBD,A + Gap.B — Gap,p). In a manifold with a connection, the curvature
isamap R : X(B) x X(B) x X(B) - X(B) defined by

RX,Y)Z = VxVyZ — VyVXxZ — V|x v|Z, (®))

or in components, 'R,ABCD = FACD,B—FABD,C-FFABMFMCD—FACMFMBD.
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An N-dimensional Riemannian manifold is locally flat if it is isometric to
Euclidean space. This is equivalent to vanishing of the curvature tensor [9, 28]. Ricci
curvature is defined as Rap = R€ AcB- The trace of Ricci curvature is called scalar
curvature: R = R4 3 G4 8. In dimensions two and three Ricci curvature algebraically
determines the entire curvature tensor. In dimension three [25]:

1
RABCD=GACRBD—GADRBc—GBCRAD-i-GBDRAc—ER (GacGep—GapGpe).
(6)

In dimension two R4p = Rgap, and hence, scalar curvature completely character-
izes the curvature tensor and is twice the Gauss curvature.!

2.1 Exterior Calculus

We introduce differential forms on an arbitrary manifold B following [1]. The
permutation group on N elements consists of all bijections 7 : {1,..., N} —
{1,..., N} and is denoted by Sy. For Banach spaces E and IF, a k-multilinear
mapping ¢ € Lk(E; F),ie.,t :EXE x ... x E — Fis called skew-symmetric if

tler,...,ex) = (signt)t(ez1y, ..., eck)), VYer,...,ex €E, v €5, @)

where sign 7 is +1 (—1) if 7 is an even (odd) permutation. The subspace of skew-
symmetric elements of LK (E; F) is denoted by AK(E, F). Elements of Ak (E, F)
are called exterior k-forms. Wedge product of two exterior forms a € AX(E, F)
and B € AYE,F) is a (k + )-form o A B € A¥H(E, F), which is defined in
components as

@A Biy.iyy = Z (sign T)az(iy)...t(00) Brlixs ).t liers) - (8)
(k,))eSk+1

For a manifold B, the vector bundle of exterior k-forms on T BB is denoted by A];S :

A¥(B) — B. In alocal coordinate chart a differential k-form « has the following
representation

o= Z onn. dXVA L AdX I L. e {1,2,..., N},
[1<12<...<lk
©)

where wy, 1,...1, are C*° maps. The space of k-forms on B is denoted Q2K(B). Let

1t is known that the necessary compatibility equations for the right Cauchy—Green strain C in
2D and 3D are written as R(C?) = 0 and R(C") = 0, respectively, i.e., in 2D there is only one
compatibility equation while in 3D there are six. Note also that the Bianchi identities do not reduce
the number of compatibility equations.
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2B = P 2. (10)

k=0,1,...

with its structure as a real vector space and multiplication A. £2(B) is called the
algebra of exterior differential forms on 5.

Let U be an open subset of an N-manifold . Consider the unique family of
mappings d*(U) : 2X(U) — ' (U) (k = 0,1, ..., N) merely denoted d with
the following properties:

1. dl@ A B) =da A B+ (—DFa AdB, Ya € 2KWU), B e 2LU),

2. If f e 20, df is the (usual) differential of f,

3.d>=dod =0 (ie., dt(U) o dX(U) = 0),

4. d is alocal operator (natural with respect to restrictions), i.e., if U C V C B are
open and o € Qk(V), then d(x|y) = (do)|y.

In component form, for the differential form in (9) one writes

ad
do = ZEM Mtk g d axia L AdXE, (11)
ox/

where summation over repeated indices is implied.

For an N-manifold B, dim[A*(B)] = (}) = (",) = dim[AN=%(B)]. This
shows that A¥(B) and AN ~K(B) should be isomorphic to each other. The natural
isomorphism is the Hodge star operator. Hodge star is the unique isomorphism s :

AK(B) — AN=K(B) satisfying
anxf = (a, Bhgn, Ya,pe akB), (12)

where {, )); and p are the standard Riemannian inner product and the standard
volume element on B, respectively. As an example, ANR3) and A2(R3) are both
three dimensional and * : A'(R3) — AZ(R3) is defined by

1

e r—>eer3, e e

A el, and e — e! A% (13)

The codifferential operator § : 2%+1(B) — 2%(B) is defined by

8(2°(B) =0,
(14)
da =DV wdxa, Vae'B), k=01,....,N—1.

This is the adjoint of d with respect to {, }). For an oriented smooth N-manifold 3
with boundary 88 and « € 2V ~1(B), Stokes’ theorem states that

/ a:/da, (15)
B B

assuming that both integrals exist.
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3 Algebraic Topology

To make this chapter self-contained, we next tersely review some notation and facts
from algebraic topology and also refer the reader to the relevant literature for more
details.

3.1 Homology and Cohomology Groups

An r-form w is closed if dw = 0 and it is exact if there exists an (r — 1)-form «
such that w = da. An exact differential form is closed, and from Poincaré’s lemma
a closed form is locally exact. However, globally a closed differential form may
not be exact. Cohomology aims in finding the topological obstructions to exactness.
This turns out to be directly related to the compatibility equations of elasticity. In
the following we mainly follow [18, 22, 24, 37, 50].

3.1.1 Group Theory

For two Abelian groups (Gi,.) and (G2,.), amap f : G; — Gy is a
homomorphism if

fxy)=f).f(y), Vx,yeGr. (16)

Our notation is flexible here; we use x.y and xy interchangeably. If in addition
f is a bijection, it is an isomorphism, G| and G, are said to be isomorphic, and
this is denoted by G; = G,. Let H C G be a subgroup. If xy~! € H, then
x,y € G are called equivalent and we write x ~ y. The equivalence class of x
is denoted by [x]. G/H is the quotient space—the set of equivalence classes—and
[x].[y] = [xy]. If ghg_1 € H,Vg € G,h € H, H is called a normal subgroup.
For a normal subgroup H, G/H is always a subgroup called the quotient group. For
a homomorphism f : G; — Gj, Ker f and Im f are subgroups of G| and G»,

respectively, where

Ker f ={x € Gi[f(x) =1}, Imf ={x € Galx € f(G1) C G2}, a7
and 1 is the identity element of G7. The isomorphism theorem of group theory tells
us that G1/Ker f =1Im f.

Let (G, .) be an Abelian group, i.e., x.y = y.x, Vx,y € G. If there exist
g1, ..., & € G such that

g=g'...g", VgeG, ek, (18)
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then G is called a finitely generated Abelian group with generators g, ..., g,. If in
addition

g=g'...gh=1 = rn=..=2x=0, (19)
G is called a free finitely generated Abelian group, and g1, ..., g, are called free

generators or a basis. It can be shown that (G, .) is a free finitely generated Abelian
group if and only if every g has a unique representation with respect to the basis
{g1,-.. gn}- 3

Suppose S = {s1,..., s} is a set of distinct elements. Let S be the set of
expressions of the form § = ]_[f:1 sl.)‘i, where A; € Z. Then ]_[f:1 si)\" = ]_[f:1 st if

and only if A; = u;,i =1, ..., k. Multiplication is defined as
l_[ si)\i l_[ Sill«i — 1_[ si)ti"l‘li[ . (20)
i i i

S is a free finitely generated Abelian group with basis{sllsg e s,?, ceey s? e s,?_ls,: }.
S is called the free finitely generated Abelian group on S. If G is an Abelian group,
g € G has finite order if g" = 1 for some n € N. The set of all elements of
finite order in G is a subgroup called the torsion subgroup 7 of G. If T is trivial,
ie., T = {1}, G is called torsion-free. Any free Abelian group is torsion-free. For
x,y € G, and G a group, [x, y] = )cyx_ly_1 € G is called the commutator of x
and y. [G, G] is a normal subgroup of G generated by all commutators. Note that
G/[G, G] is an Abelian group.

The direct sum of two groups A and B is the set of pairs (a,b),a € A,b € B
and is denoted by A @ B. Group multiplication in A @ B is defined as

(a1, b1).(az, by) = (araz, b1b2), Vai,ax € A, Vb1, by € B. (21)

Generalization of this to any finite number of groups is straightforward.

3.1.2 Combinatorial Group Theory

In combinatorial group theory one studies groups that are described by generators
and some defining relations. Here we mainly follow [8] and [50]. If X C G, the
smallest subgroup of G containing X is denoted by (X) and is characterized as

(X)={geGlg=x{"x32...x", xi € X, = £1}. (22)
x{'x5? ... x;* is called an X-word or simply a word. A word is reduced if x; =
Xi+1 implies that ¢; + €41 # 0, i = 1,...,k — 1. For example, the word

xflelxzxglxlxlxlxz is not reduced while xx; is reduced. If G = (X) and every
non-empty reduced X-word w #g 1, X is called a free group. In this case, two
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reduced X-words have equal values in G if and only if they are identical. A group is
finitely generated if it can be generated by a finite set. If G is a freely generated
group by X, then for any group H and map ¥ : X — H, there is a unique
homomorphism ¢ : G — H such that ¢|x = . For a group G, and X C G,
the normal closure of X in G (the smallest normal subgroup of G containing X) is
defined as

9P (X) = ((g™"xgl g € G.x € X}). 23)

If Fisafree groupon X C G and ¢ : X — G, a map such that G = (Y (X)),
then the extension of this map ¢ : ' — G has kernel K = gpr(R), where R C F.
Then one writes G = (X; R) and this is called a presentation for G, which comes
with an implicit map ¢ : X — G, the presentation map. Elements of R are called
defining relators. A group is finitely presented if it has a finite presentation, i.e., if
both X and R are finite.

Any normal subgroup of a group G consists of elements expressed by words of
the following form

n
[Teix5s " sioxj € G e ==L, (24)
i=1

This normal subgroup is said to be generated by xi, x2,... € G and is denoted
by gps ({x1, x2, ...}) as in (23). Dyck’s theorem says that the group (X, R) is the
quotient of F' = (X) by its normal subgroup gps (R).

3.1.3 Chain Complexes and Homology Groups

Let {vo, ..., vk} be a geometrically independent set in RY ie., {vi—vo, ..., vk—v0}
is a set of linearly independent vectors in RV . A k-simplex o* is defined as

k k
okzixeRN)x=Ztiv,-, where 0 <5 < 1,y ti =14 (25)
i=0 i=0

The numbers #; are uniquely determined by x and are called barycentric coordinates
of the point x of o with respect to vertices vy, . . ., vx. The number k is the dimension
of o*. A simplicial complex K in R¥ is a collection of simplices in R¥ such that (1)
every face of a simplex of K is in K, and (2) the intersection of any two simplices
is either empty or a face of each of them. The largest dimension of the simplices of
K is called the dimension of K. A subcomplex of K is a subcollection of K that
contains all faces of its elements.

Suppose K is an oriented simplicial complex of dimension n. Let o), be the
number of p-simplices of K, 0 < p < n. Let {o],..., ag”} be the set of p-
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simplices of K. The pth chain group of K with integer coefficients is denoted by

Cp,(K) and is a free Abelian group on the set {01],, e ag”}, ie.?
ap
o eCy(K)., o=) o, AeL. (26)
i=1
Forp>norp <0,Cy(K)=0.Leto = (Y, ..., v”) be an oriented p-simplex

of K. Then, the boundary of o is defined as

P
0o = 0,0 =Y (1", ... v, 0P, 27)
i=0

where hat over v’ indicates omission of v’. The boundary homomorphism dp
Cp(K) = Cp_1(K) is defined as

0y (Yo mioh) = D hidp(op). (28)

Note that for any p, 0 0 9 = 9,1 0 d, = 0. Note also that Imd,11 C Kerd,.
Z, = Ker 9, is the set of p-cycles and B, = Imd, is the set of p-boundaries.
H,(K) = Z,(K)/Bp(K) is a finitely generated Abelian group and quantifies the
non-bounding p-cycles of K. This is called the pth homology group of K (with
integer coefficients). Note that H,(K) = Z,(K) is free Abelian. Two p-cycles z
and 7' € Z,(K) are homologous (z ~ z') if z — 2z’ € B,(K). It is a fact that
homology groups are topological invariants, i.e., two homeomorphic topological
spaces have isomorphic homology groups. For a simplicial complex, the set of
simplices as subsets of R (m < n) is called the polyhedron |K| of K. For a
topological space X, if there exists a simplicial complex K and a homeomorphism
f 1 |K| = X, X is said to be triangulable and (K, f) is called a triangulation of
X. For a triangulable topological space X, given an arbitrary triangulation (K, f),
H.(X):= H.(K),r=0,1,...3

Example 3.1 Circle S 1 is not the boundary of any 2-chain, and hence, H;(S 1) is
generated by the circle itself (only one generator), i.e., H (S') = Z. S! is connected,
and hence, Hy(S') = Z. A similar example is the punctured plane R\ (0, 0), which
is connected and its first homology group is generated by any simple closed curve
circling the origin once.

2Here, we find it more convenient to use an additive notation. Also, to be more specific we should
denote the group by C(,(K; Z) to emphasis that it has integer coefficients.

3Note that the homology groups are independent of triangulations. Note also that not every
space can be triangulated. For such spaces one can still define homology, e.g., singular and Cech
homologies.
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M o= >

Fig. 2 A torus can be constructed from a square by the identifications shown above. y; and y, are
generators of the first homology and first homotopy groups

Fig. 3 Mobius band and its deformation retract to a circle

Example 3.2 Torus T? is not a boundary of any 3-chain. Thus, H>(T?) is freely
generated by one generator, the surface itself, i.e., H>(T?) = Z. T? is connected,
and hence, Ho(T?) = Z. H{(T?) is freely generated by the loops y; and y» (see
Fig.2), and hence, H|(T?) = 7 @ Z. The group presentation can be written as
71(T?) = (y1, y2). For a torus of genus g (the number of closed cuts that leave the
torus path-connected)

H((X)=207Z®... L. 29)
———— ——
2g

Example 3.3 Mobius band is constructed from a square by the identification shown
in Fig. 3. z is a generator of the first homology group Hi(M, Z), i.e., H (M, Z)
=7.

Remark 3.4 Note that Z,(K) and B, (K) are both free Abelian groups as they are
both subgroups of a free Abelian group C,(K). However, this does not imply that
H,.(K) is also free Abelian. From the fundamental theorem of finitely generated
Abelian groups one has

HKDZLOLS.. . OLOL, ©...0 L, (30)
— —_—
f torsion subgroup

where ki, ..., k), are integers, k; 1 dividesk; ( = 1,..., p—1),and Zy, = Z/ k; Z
is the set of integers modulo k;. f is called the rank of H|(K; Z) or the first Betti
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number and p is called the torsion number. The torsion subgroup contains all the
elements of the first homology group that have finite order.

Let M be an m-dimensional manifold and let o, be an r-simplex in R™, and
f : 0, — M asmooth map, not necessarily invertible. s, = f(o,) C M is called
a singular r-simplex in M (these simplices do not provide a triangulation of M).
Given the set of r-simplices {s] } in M, an r-chain in M is defined as

C=Za,~s{, a; € R. 3D
i

The r-chains in M form the chain group C, (M) with real coefficients. The boundary
of a singular r-simplex s, is defined as ds, := f(do,). The boundary and cycle
groups B,(M) and Z,(M) are defined similar to those of simplicial complexes.
The singular homology group is defined as H, (M) := Z,(M)/B,(M). The singular
homology group is isomorphic to the corresponding simplicial homology group with
R-coefficients.

3.1.4 Cohomology Groups

Integration of an r-form w over an r-chain in M is defined as

/ w=| ffo, (32)

Or

where f*w is the pull-back of w under f.Forc =), a;s] € C-(M):

/a):Zai/‘w. (33)

The set of closed r-forms (rth cocycle group) is denoted by Z" (M). The set of exact
r-forms (the rth coboundary group with real coefficients) is denoted by B” (M). The
rth de Rham cohomology group of M is defined as
H"(M;R) :=Z"(M)/B"(M). (34)
For w € Z" (M), [w] € H" (M) (the equivalence class of w) is defined as
[w] = {0/ € Z/ (M) = w+dy, ¥ € 27 (M)}, (35)

where 27~1(M) is the set of (r — 1)-forms on M.

Example 3.5 The first cohomology group of the unit circle S' = {¢/?|0 < 6 < 27}
is calculated as follows. Let w and o’ be closed forms (dw = dw’ = 0) that are not
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exact. Note that " — aw is exact when a = 02” '/ foh w. Thus, given w such that
dw = 0, any closed 1-form ' is cohomologous to aw for some a € R. Hence, each
cohomology class is given by a real number a. Therefore, H'(S') = R.

The period of a closed r-form w over a cycle c is defined as (¢, w) = fc w. For
[c] € H (M), [w] € H (M) define

A(lcl, [@]) == (c,0) = /w (36)

c

We note that both A(., [w]) : H-(M) — R, and A([c],.) : H" (M) — R are linear
maps. De Rham’s theorem [16, 23] says that if M is a compact manifold, H,(M)
and H" (M) are finite-dimensional and the map A : H,(M) x H' (M) — R is
bilinear and non-degenerate. Hence, H" (M) is the dual vector space of H.(M). As a
corollary of de Rham’s theorem, for a compact manifold M, let b, = dim H, (M ; R)
be its rth Betti number. Let cq, ..., ¢, be generators of Z,(M). Then, a closed r-
form 1 is exact if and only if*

/¢=o, i=1,....b,. (37)

Note that A([¢;],.) : H" (M) — R is non-degenerate, and hence, A([¢;], [@]) = 0
implies [w] = 0, i.e., the cohomology class of exact forms. Duff [20] generalized
this theorem to manifolds with boundary.’

3.1.5 Relative Homology Groups

The relative homology groups were introduced by S. Lefschetz [29]. These are
important in problems with boundary conditions and also appear in duality theo-
rems. Let K be an oriented simplicial complex of dimension n and L C K. The
pth chain group of K modulo L (the pth relative chain group) is the subgroup of
C,(K) in which the coefficient of every simplex of L is zero. This is denoted by
Cy(K, L) C Cp(K).Letus define ahomomorphism j = j, : C4(K) — Cy(K, L),
which changes to zero the coefficient of every simplex in L. The relative boundary
homomorphism d = 5[, :Cp(K, L) - Cp_1(K, L) is defined as

dc = jp—1(dpc), Ve e Cp(K, L). (38)

4This was conjectured by Cartan in 1928 and was proved later on by de Rham [18]. This theorem
can be summarized as follows. If for a closed form w, (¢, w) = 0 for all p-cycles, then w is exact.
If for a p-cycle ¢, (¢, w) = 0 for all closed p-forms, then c is a boundary.

SDuff [20] showed that a closed form with zero relative periods in Hy (M, M) is a closed relative
form, i.e., a closed form with compact support in M.
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Fig. 4 A cylinder —
2 =5"x][0,1].

S =082 = y; Uy has two
components. ¢1 and ¢, are
relative boundaries, c3
generates H1(£2), and c4 is a
relative cycle but not a
relative boundarys; it
generates H; (52, 052).

T2

Note that 5,, = jp—100p0ip, wherei, : C, — Cp,(K) is the inclusion map. Note
also that for any p, dod = 5,,_1 o 5,, =0.

Let £2 be a compact manifold and S C £2 a compact subset. Cy(§2) =
{Cp(£2), 0} is the chain complex corresponding to £2 and for § C £2, Cy(S) =
{Cp(S), 8;,}, where C,(S) C C,(£2), VYp, is the chain complex associated with S.
The relative chain group is defined as

Cp(82,5) := Cp(2)/Cp(S) = fc+ Cp(S)}, ¢ € Cp(R). (39)

The induced boundary operator 81’,’ 2 Cp(82)/Cp(S) — Cp_1(82)/Cp_1(S) is
defined the obvious way. Z,(£2,S) = Ker 8;,’ is the group of relative p-cycles
modulo § and B,(£2,S) = Im 3Z+1 is the group of relative p-boundaries of £2
modulo S. Note that z is a relative p-cycle if its boundary lies in S and b is a
relative p-boundary if it is homologous to some p-chain in S. In Fig. 4, four paths
on a cylinder are shown. c¢; and c; are relative boundaries, i.e., are elements of
B1(£2,082),c3 € Hi(£2),and c4 € H1(£2, 052).

CP(82,S) is defined to be the set of linear combinations of p-forms whose
support lies in £2\S. For z € ZX(2\9), fz w is the relative period of w on z, where
ZP(£2\9) is the set of closed p-forms with compact support in £2\S. Suppose M
is a manifold with boundary d M. If a closed p-form has zero relative periods in M,
then « is an exact relative p-form [20].

3.1.6 Duality Theorems in Algebraic Topology

The following duality theorems are useful in nonlinear elasticity applications.

+ Poincaré duality: For an orientable n-manifold M without boundary, HY (M) =
Hy_,(M), where HY (M) := ZZ(M)/BZ (M), and Z” (M) and BZ (M) are the
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closed and exact p-forms with compact supports in M, respectively. For compact
manifolds from de Rham’s theorem H, (M) = H,_,(M).

* Lefschetz duality: For a compact n-manifold M, H' (M) = H,(M,dM).
From de Rham’s theorem, H,,_,(M) = HCp(M\aM). Therefore, H,_,(M) =
H,(M,dM).° Thus, by_,(M) = b,(M, IM).

* Poincaré-Lefschetz duality: For a compact, orientable n-manifold M with
boundary (for 0 < k < n), HY(M;Z) = H,_;(M,dM; Z). This holds for
any Abelian coefficient group as well.

¢ Alexander duality: For a closed subset M of an r-manifold Q, HP (M) =
H,_»(Q, Q\M). In elasticity applications, Q = R3. It can be shown that for
p#2, HP (M) = Hy_,(R*\M), and R® H*(M) = Hy(R*\ M) [24]. Thus, for
p#2,by(M) =by_,(R*\M), and 1 + by (M) = by(R*\ M).

Let us now restrict ourselves to embedded 3-submanifolds of R3,7 which model
our three-dimensional deformable bodies in elasticity. Ho(M) is generated by
equivalence classes of points in M; two points are in the same equivalence class if
they can be connected to each other by a continuous path in M. H; (M) is generated
by equivalent classes of oriented loops; two loops are in the same equivalence class
if their “difference” is the boundary of an oriented surface in M. H{ (M, 0M) is
generated by the equivalence class of oriented paths with end points on d M; two
paths are equivalent if their “difference” (augmented by paths on d M if necessary)
is the boundary of an oriented surface in M. From Poincaré duality we know that

Ho(M) = H3(M,0M), (40)
Hi(M) = Hy(M,0M), 41
Hy(M) = Hi(M, M), (42)
H3(M) = Hy(M,oM). (43)

Define M€ = R3\ M. From Alexander duality one has
Ho(M) = Hy(M¢), H{(M)= H{ (M), Ho(M) =R® Hx(M). (44)
Let X1, ..., X} be a family of surfaces in M with boundaries on d M such that they

generate Hr(M, dM). As an example, consider the solid torus with two holes shown
in Fig. 5 for which k = 2. Let y1, ..., yx be loops in the interior of M that generate

SLove [31] in Article 156 writes: “Now suppose the multiply-connected region to be reduced to
a simply-connected one by means of a system of barriers.” A “barrier” §2 in a three-dimensional
body B is a generator of Hy(3, 0B) = H;(B), and in a two-dimensional body it is a generator of
Hy(B, 0B) = H{(B).

TCantarella et al. [11] present an elementary exposition of homology theory with applications to
vector calculus. The reader may find their exposition useful.
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Fig. 5 A two-hole solid torus M. The closed curves y| and y, are generators of Hj(M). I'] and
I, are generators of H (R3\M )

H1 (M) chosen such that intersection number of ¢; with X; is 8,~j.8 These loops can
be chosen to be disjoint. If one pushes the boundaries of Xy, ..., X} slightly into
M¢€, one obtains the loops I, ..., I, that generate Hy(M¢).

3.2 Homotopy and the Fundamental Group

Fundamental group was introduced by Poincaré in 1895 and plays an important
role in understanding compatibility equations. It is much easier to define compared
to homology groups but it is much harder to calculate, in general. A path in a
topological space X is a map ¢ : [0,1] — X. It is simple if it is one-to-one.
A closed path (loop) has the same end points, i.e., ¢(0) = c(1), which is called
the base point of the loop. A cycle is a continuous map y : S' — X. It is different
from a loop because in a cycle no end points are distinguished. Two paths ¢; and
¢y having the same end points are homotopic if there is a continuous family of
paths whose end points are the same as those of ¢ and c¢>. Roughly speaking, the
set of equivalent paths based at x¢ constitute the fundamental group 71 (X, xp). An
isotopy between ¢ and ¢ is a homotopy for which the curves remain simple during
the whole deformation process from c; to ¢;. Note that two homotopic simple paths
are not necessarily isotopic. We make these notions more precise in the following.
Consider a topological space X and a base point xp € X. Two loops based at xg
are equivalent if one loop can be continuously deformed to the other loop. A loop
based at xq is a continuous map f : I = [0, 1] — X such that f(0) = f(1) = xo.
Two loops f, g are called homotopic if there is a continuous function F : I x I — X
such that F(s,0) = f(s), F(s, 1) = g(s), F(0,t) = F(1,t) = x¢. F is ahomotopy
between f and g and this is denoted by f ~f g. It can be shown that homotopy
gives an equivalence relation on loops based at xo. The equivalence class of f is
denoted by [ f] and the equivalence classes are elements of the fundamental group
71(X, x9). Group multiplication is defined as [ f][g] = [fg], where fg is defined

8This is possible as a consequence of Poincaré duality.
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Fig. 6 Having a loop f
based at x a loop aya~!
based at xq is constructed

by first going along the loop f and then along the loop g. Inverse of a loop f, f~!
is the same loop with the opposite orientation and [ f]~! = [f~!]. Identity loop
at xp is a loop f : [0,1] — X such that f(s) = xo,V s € [0, 1]. For a path-
connected topological space X fundamental groups at two distinct points xo and
x are isomorphic. A path o connecting xg to x («¢(0) = xg, (1) = x), induces
an isomorphism o, : m1(X, x) — w1 (X, x0) defined as a.([f]) = [ozfoz_l] (see
Fig. 6).

A path-connected space X is simply connected if 71(X, x9) = {1}. R" is an
example of a simply connected space. Another example is the 2-sphere S2. In a
simply connected and path-connected space any closed path can be continuously
shrunk to any point in the space.

Example 3.6 The fundamental group of the unit circle S! is 771 (S!) = Z. Homotopy
class of a loop is determined by the number of times it winds around. In other
words, any closed path in the circle can be tightened through homotopy into the
product of n standard circular paths. Torus 7> = S' x S! has the fundamental
group 771 (T?) = Z & 7 and is Abelian.

Consider twopaths f, g : I — X, f(0) = ag, f(1) = a1,and g(0) = by, g(1) =
bi. f and g are said to be freely homotopic if there exists a continuous map F' :
IxI — X suchthat F(s,0) = f(s), F(s, 1) = g(s). In addition to this if F(0, 1) =
ag, F(1,t) = by, f and g are called homotopic. Two loops f, g : I — X are freely
homotopic if there is a continuous map F : I x I — X such that F(s,0) =
f(s), F(s,1) = g(s) and F(0,t) = F(1,t) = «af(t) is a path between f(0) =
f(1) =aand g(0) = g(1) = b.

Let Y be a topological space. X C Y is aretract of Y if there exists a continuous
mapr : Y — X such that r(x) = x forall x € X. X is a deformation retract of Y if
it is a retract of ¥ and there is a continuous map 4 : [0, 1] x ¥ — Y such that: (1)
h0,y) =y, h(1,y) =r(y), Vy € Y,and 2) h(¢,x) = x, Vx € X, Vt € [0, 1].
A deformation retract » : ¥ — X induces an isomorphism r, : 71 (Y) — m1(X).
One can visualize deformation retraction as a continuous collapse of ¥ onto X in
such a way that each point of X remains fixed during the deformation process.

Example 3.7 The Mobius band M is constructed from a square by the identification
shown in Fig. 3. This is an example of a non-orientable surface. The circle S' is a
deformation retract of the Mobius band, and hence, 7| (M) = Z.
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Fig. 7 A solid cylinder with four tubular holes and its deformation retract to a bouquet of four
circles. c1, ¢3, ¢3, ¢4 are the generators of the fundamental group

Example 3.8 Consider the solid cylinder £2 with four tubular holes shown in Fig. 7.
As is shown schematically £2 has a deformation retract to a bouquet of four circles,
and hence, 11 (2) = ZQZQZ Q Z, i.e., the free group with four generators. If this
is a solid body, e.g., a hollow bar under torsion and bending, we will see in the next
section that because c;’s are free generators of the fundamental group, each would
require an additional (vectorial) compatibility equation.

H. F. F. Tietze (1908) showed that the fundamental group of any compact,
finite-dimensional, path-connected manifold is finitely presented. One forms the
Abelization of a group by taking the quotient over the subgroup generated by all
commutators g~ 2! gh. The Poincaré isomorphism theorem tells us that (Poincaré,
1895)°

T M)/ (M), mi(M)] = Hi(M, Z). 45)
Given a group G with the presentation
G=A(a1,....,am; r,...,ry), (46)

its Abelianization is obtained by adding the relations a;a; = aja; and it is
independent of the presentation of G.

3.3 Classification of Compact 2-Manifolds with Boundary

Let My and M, be compact manifolds with boundary. Assume that their boundaries
have the same number of components. M| and M, are homeomorphic if and only if
the manifolds M} and M} obtained by gluing a disk to each boundary component
are homeomorphic. Any compact surface is either homeomorphic to a sphere, a
connected sum of tori, or a connected sum of projective planes. Any compact
orientable 2-manifold with boundary is homeomorphic to a sphere with n handles
and k holes, see Fig. 8.

o1f Y vyt ...y © = 1, Poincaré observed that nyy| +nay2 +. . .+ ngyx is null-homologous [18].
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Fig. 8 A sphere with k holes and » handles. y;, y», and y3 are typical generators for the first
homology group. Note that a sphere with a single hole is simply connected, i.e., there are k — 1
generators corresponding to the k holes

Fig. 9 A null-homotopic
curve on an orientable surface
bounds a region

3.4 Curves on Oriented Surfaces

R. Baer in 1928 showed that simple closed curves on a 2-manifold are isotopic
if and only if they are homotopic [50]. Epstein [21] showed that any two simple,
homotopic, non-contractible loops on an orientable surface are isotopic. If ¢ is a
simple, null-homotopic (contractible) loop on a surface, then it is the boundary of
a topological disk (a genus zero surface with one boundary curve) [30, 32], see
Fig.9. A zero-genus surface with two boundary curves is called a cylinder. Any two
non-contractible, non-intersecting, and freely homotopic curves on a closed surface
bound a cylinder [30]. We will use these facts to derive the “bulk” compatibility
equations.'”

10These topological results are implicitly assumed in the literature of compatibility equations.
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3.5 Theory of Knots

Topology of subsets of R? with tubular holes can, at least partially, be understood
using the complementary spaces of knots. For the background in knot theory we
mainly follow [3, 15, 50]. A knot K is a simple closed curve in R3. A knot K is
trivial if it is isotopic to the circle in R>. The fundamental group of a trivial knot
R3\K is infinite cyclic. Any knot C can be represented by a projection on a plane
with no multiple points higher than double, with an indication of the upper branch
of each crossing point (each of the double points). A projection of the trefoil knot
(the simplest non-trivial knot) is shown in Fig. 10. A link is a set of knots tangled up
together.

If the lower branch (under crossing) of each crossing is broken, one obtains a
finite number of arcs ;. It turns out that 771 (R3\ K) is generated by loops ¢; that pass
around these arcs (this is rigorously proved using the Seifert—van Kampen theorem).
This means that the number of generators of 71 (R3\K) is equal to the number of
crossing points. Given the crossing point shown in Fig. 11a, the three generators of
the fundamental group corresponding to the arcs o;, o1, and «; are ¢;, ¢;+1, and
cj, respectively, and are oriented using the right-hand rule. It can be shown that
Ci c;lc;llc ;j is null-homotopic, or equivalently, at this crossing point we have the
relation ¢;41¢; = c¢jc; [50]. All the four possibilities and their corresponding group
relations are shown in Fig. 11b.

Fig. 10 A trefoil knot and its
projection. y is the generator
of the first homology group of
the “thickened” trefoil and I”
is the generator of the first
homology group of R3\7°

—>—> O «—|<€— -
0 0
Type I crossing: ¢;¢; = cj¢; Type II crossing: ¢;c; = ¢.C;y

] ] ]

iy

Fig. 11 (a) A crossing point. cr; corresponds to the over crossing and «; and «; ) correspond to
the under crossing. Their corresponding loops c;, c;, and c; | are oriented using the right-hand
rule. (b) Two types of crossing points and their corresponding group relations. Note that ¢; is the
fundamental group generator corresponding to the arc «;, etc.
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Next, as examples, we find the fundamental groups of the complements of the
two-crossing link, and the trefoil knot (see Fig. 12). Using the diagrams of Fig. 11b,
it is straightforward to see that the fundamental groups of the complements of the
two-crossing link 77 and the trefoil knot 7; are, respectively:

Fig. 12 The double link and
the trefoil knot and their
corresponding arcs «;

3 .
my (R \7'1) = (c1, c2; c1c2 = c2c),
47)
T (R3\7§) = (c1, €2, €3; €3C1 = €2€3, €2€3 = C1C2, C|C3 = C2C1).

Note that if the two circles are unlinked then 7 (R3\Tl) = {c1,¢2), i.e., a free
group with ¢; and ¢, as generators.

Remark 3.9 In the case of knots, Abelianization always gives an infinite cyclic
group [50]. A handlebody H,, is a solid body bounded by an orientable surface
of genus n embedded in R3. 7 (R3 \7—[") is the free group of rank n.

3.6 Topology of 3-Manifolds

Material manifold—the natural configuration of a body—may be non-Euclidean
in many applications [38, 48, 54-57]. However, for most applications the ambient
space is the Euclidean 3-space. We consider a body that has a non-trivial topology,
i.e., it has “holes.” We assume that the body is elastic and the material manifold is an
embedded 3-submanifold of R3. There is a complete classification of 3-manifolds
[26, 34], but it is not known what 3-manifolds can be embedded in R3. However, a
large class of embedded 3-submanifolds can be constructed by thickened knots and
their complements in R3. The important thing to note is the complexity of embedded
3-manifolds and the importance of algebraic topology in deriving their necessary
and sufficient compatibility equations for non-simply-connected bodies.

For an embedded 3-manifold with boundary in R3, its boundary is an embedded
closed (orientable) 2-manifold, which has a complete classification. If the boundary
of the 3-manifold is the two-sphere, then its topology is uniquely determined by the
genus of the boundary, i.e., the manifold is simply the compact region bounded by
the boundary in R (by the generalized Jordan—Brouwer separation theorem, any
closed embedded 2-manifold in R3 divides R? into a pair of regions, and precisely
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one of these regions has compact closure). If the boundary is not connected, then
things are more complicated. For instance even when the boundary consists of a
single torus, the compact region that it bounds in R is not uniquely determined,
but it is known that it must be either a solid torus or a knot complement. Things get
more complicated when the boundary has genus larger than one. The only simple
case is when the boundary is a sphere, in which case the manifold must necessarily
be a ball by Jordan’s theorem. To summarize, while 3-manifolds with boundary have
been completely classified, it is not known which ones can be embedded in R3. The
answer certainly depends on both the topology of the boundary and its isotopy (or
knotting) in R3. As to what types of “holes” can occur in a 3-dimensional solid,
consider the following example: Put a knot in the solid body, then “thicken” it to
obtain a (knotted) solid torus, and then remove the interior of that torus. This way
one can construct as many different types of holes (or topological types for the solid)
as there are knots. Now consider doing the same construction with multiple tori or
higher genus surfaces, which may be linked with each other.

4 Kinematics of Nonlinear Elasticity

In this section we review the kinematics of nonlinear elasticity. A body B is
identified with a Riemannian manifold (3, G)!' and a configuration of B is a
mapping ¢ : B — S, where (S, g) is another Riemannian manifold. The set of
all configurations of B is denoted by C. A motionis acurve ¢ : R — C;t — ¢
in C. The material manifold is, by construction, the natural configuration of the
body. For a fixed ¢, ¢;(X) = ¢(X, t) and for a fixed X, ¢px(t) = ¢ (X, t), where X
is the position of a material point in the undeformed configuration B. The material
velocity is given by V,(X) = V(X, 1) = w. Similarly, the material acceleration
is defined by A;(X) = A(X, 1) = % In components, A% = % + y“bCVbV",
where y % is the Christoffel symbol of the local coordinate chart {x“}. The spatial
velocity of a regular motion g is defined as v; : ¢;(B) — Ty, (x)S, Vi = V0 ¢ 1
and the spatial acceleration a, is defined asa = v = g—‘t’ + Vyv. In components,
ab = GBLI“ + gxizvb_i_yahcvb

Letop : B— Sbea C! configuration of B in S, where 3 and S are manifolds.
The deformation gradient is the tangent map of ¢ and is denoted by F = Tog.
Thus, at each point X € B, it is a linear map F(X) : TxB — T,x)S. If {x} and
(X4} are local coordinate charts on S and B, respectively, the components of F are
Fes(X) = %(X). F has the local representation F = F%4 3?5“ ® dXA. F can be
thought of a vector-valued 1-form with the representation F = % ® ¥4, with the
coframes 9 = F%,dX*. The adjoint of F is defined by

ve.

Hyp general, (B, G) is the underlying Riemannian manifold of the material manifold, i.e., its
natural state. See [54—57] for more details.
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FT: 7.8 — IxB, (FW.w), = (W.Fw)g. YW eTyB, weTxS. (48)

In components, (FT(xX)n4, = 8ab(X)FP g(X)GAB (X), where g and G are metric
tensors on S and B, respectively. The right Cauchy—Green deformation tensor is
defined as

C(X):TxB— TxB, C(X)=F(X)F(X). (49)

In components, CAp = (F T)AaF 4p. It is straightforward to show that, b =
0*(g) = F*gF,ie., Cap = FA(gap 0 fp)FbB, where the dual of the deformation
gradient is defined as F* = Fe,d X4 ® ﬁ The Finger tensor is defined asb = ¢~!,

where ¢ = ¢,+G. In components, b%), = F% g, F gGAB = F, (FT)A 5. Thus
b(x): TS — TS, b)) =FX)F (X). (50)

Polar decomposition theorem states that F = RU [45]. In components it reads
Fi4 = ROUB,, where R(X) : TxB — Ty, x)S is a (G, g)-orthogonal
transformation, i.e., Gap = R4 R pgap, and U(X) : TxB — TxB is the material
stretch tensor. Note that G = R*g and C = U*G.

5 Compatibility Equations in Nonlinear Elasticity

In this section we summarize the results of [4, 58], and [5]. We assume a finite body,
and hence, the material manifold (5, G) is a compact Riemannian manifold. We also
assume that the first homology and homotopy groups H;(53) and 1 (3) are given.
In the presence of boundary conditions we will use the relative homology groups,
which are also assumed to be given. In [58] we derived the compatibility equations
for the deformation gradient F using a generalization of de Rham’s theorem. The F-
compatibility equations can be derived using the fundamental group as well. It turns
out that understanding the role of homotopy in compatibility equations is crucial in
formulating the C-compatibility equations [58].

5.1 Compatibility Equations for the Deformation Gradient F

The following old questions in vector calculus are relevant to the compatibility
equations: (1) Given a vector field defined on some bounded domain in the
Euclidean 3-space, is it the gradient of some function defined on the same domain?
(2) Is it the curl of another vector field? It turns out that the topology of the
domain of definition of the vector field plays a crucial role. The F-compatibility
problem is stated as: Given a body B C R?, find the condition(s) that guarantee



166 A. Yavari

existence of a map ¢ : B — R3? such that F = T¢. Question (1) is related
to compatibility equations while question (2) is related to the existence of stress
functions in elasticity. The following proposition summarizes the F-compatibility
equations, which is a simple extension of de Rham’s theorem to R3-valued forms.

Proposition 5.1 (Yavari [S8]) The necessary and sufficient ¥-compatibility equa-

tions are'?

dF =0, and /FdX:O, i=1,...,01(B), (51)
.

where ci, i = 1, ..., b1 (B) are the generators of H|(B; R).

Instead of using de Rham’s theorem, one may follow a different path using the
fundamental group. Let us assume that the position of a material point Xo € B in
the deformed configuration xg € S is given. The position of an arbitrary material
point X € B in the deformed configuration is given as

X =Xg + / FdX. (52)
¥

Note that the ambient space is Euclidean, and hence, integrating vector fields makes
sense. F is compatible if and only if the above integral is path-independent, which
is equivalent to

/ FdX = 0, (53)
Y

for any closed path y based at Xj.
Suppose 71 (B) has the generators {y;};i=1,....m. For a compact material manifold
B, i.e., a finite body, the fundamental group has a finite presentation [50]

7[1(8)=(y]""’ym;rl""vrn>a (54)

where
r=yly =1 i=1 ==l (55)

are the relators of the fundamental group. If y is a contractible (null-homotopic)
curve that lies on a 2-submanifold P C B, then

/FdX:/ FdX:/ d(FdX) =0, (56)
14 ou u

12The exterior derivative of the deformation gradient dF can be identified with Curl F. Note that
dF = 0 is equivalent to V6F = 0, where V© is the Levi-Civita connection corresponding to the
material metric G [59]. In components, F* 4 p = F%p 4, or equivalently, F* 5 jp = F“p|a.
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where y = o/ C P [21, 30]. Because P is arbitrary one concludes that dF = 0 in
B, which is a necessary compatibility condition. Note that from (53)

deX:O, i=1,...,m. (57)
Vi

Therefore, dF = 0,and [ FdX =0, i =1,...,m subjected to [ FdX =0, i =
1, ..., n are necessary for compatibility of F. It turns out that they are sufficient as
well. leen a null-homotopic curve y, y = 942, and hence, from dF = 0, one can
write

/FdX:f FdX:f d(FdX):/ dF A dX = 0. (58)
¥ au u u

If y is non-contractible, in terms of the group generators it has the representation
€1 €

y = (wlylwf1> (wpypw;1> p, where w; is a curve joining X¢ to a point

on y; and {y1, ..., ¥p} is a subset of the group generators with possible relabelings.

Using the relations [, -1 FdX = [ FdX, one has

/FdX:el/FdX+...+ep/ FdX = 0. (59)
Y Y1 Y

P

The relators of the group representation impose the following constraints
/FdX:O, i=1,...,n. (60)

This implies that the conditions f " FdX = 0, i = 1,...,m, may not all be
independent.

Proposition 5.2 (Yavari [58]) The necessary and sufficient F-compatibility condi-
tions are:

(i) dF =0in B,
(it) If mi(B) = (¥1, -+ Ymi F1s -+ - Tn), then

/FdX:O, i=1,...,m, 61)
subjected to /FdX:O, i=1,...,n. (62)
ri

For a path-connected set B the first homology group is the Abelianization of the
fundamental group [10]. One Abelianizes 71 (B) by adding the relations y;y; =
¥jYi» which do not lead to any new compatibility equations.



168 A. Yavari

One should note that the generators of the torsion subgroup do not contribute to
the F-compatibility equations because for y an element of the torsion subgroup
y" = 1 for some n € N, and thus, fy FdX = 0 is trivially satisfied. This

means that it is sufficient to have [, FdX = 0 only on each generator of the first
homology group with real coefficients. Therefore, the number of the complementary
compatibility equations is Nbj(B), where N = dim S.

Example 5.3 Let us assume that dim B = 1 and S = R?. The bulk compatibility
equations are trivially satisfied. It is known that when B is a graph its fundamental
group is freely generated. Assuming that y1, . .., y are the free generators of 1 (B3),
there are 2k compatibility equations. As an example, let us assume that B = S'(R),
i.e., the circle with radius R and let X = @ be the standard parametrization of § 1
Compatibility equations read

2
/ Fdo = 0. (63)
0

As examples, F = (x10, /<2)T, where k1 and «; are arbitrary constants, is not
compatible, while F = («1 sin @, k3 cos @)T is compatible.

Remark 5.4 One should note that the F-compatibility equations derived here are
valid for anelastic bodies as well. In other words, we have not assumed a flat material
manifold (B, G); the compatibility equations have the same form even in problems
for which the material manifold is non-flat. As an example, see the discussion of
universal deformations and eigenstrains in compressible solids in [59].

5.2 Examples of Non-simply-connected Bodies and Their
F-Compatibility Equations

We next look at a few examples of 2D and 3D non-simply-connected bodies and
derive their compatibility equations.

5.2.1 2D Elasticity on a Torus and a Punctured Torus

The first homology groups of both torus and punctured torus (handle) are generated
by the loops y1 and y» in Figs. 2 and 13. Hence, the F-compatibility equations read

dF =0, f FdX = / FdX = 0. (64)
"1 2
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Fig. 13 A punctured torus. b
Y1, ¥2, and y3 are generators

of the fundamental group h
al a > . T

b

The fundamental group of torus (see Fig. 2) has the presentation

m(T?) = (y1, v2: Yiv2 = van). (65)
Therefore, the group relator is written as r; = y1y» yflyz*l = 1. Note that

/FdXZ/ FdXZ/ FdX—i—/ FdX—/ FdX—/ FdX =0.
ri nr ! 7 » " »

(66)
This means that (64) are the necessary and sufficient F-compatibility equations.
For a punctured torus (see Fig. 13) the fundamental group has three generators
and the following presentation [50]

mi(H) = (¥, v2, v3: ¥3 = Vl)/ZV]_l)/z_l)- (67)

Therefore, the group relator is written as r; = y3)2¥1 7/2_1)/1_1 = 1. Note that

0:/ FdX
r

= / FdX
vravvs v

(68)
:/ FdX+/ FdX—i—/ FdX—/ FdX—/ FdX
3 v i 72 7
= / FdX.
3
Therefore, the necessary and sufficient F-compatibility equations read
dF =0, / FdX = / FdX = 0. (69)
g v

One observes that y3 is a generator of the fundamental group but does not have a
corresponding complementary compatibility equation. The boundary of the hole in
a punctured torus is null-homologous path but not null-homotopic.
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5.2.2 2D Elasticity on Arbitrary Compact Orientable 2-Manifolds

When B is an arbitrary compact orientable 2-manifold, it is homeomorphic to
a sphere with n handles. Each handle corresponds to two generators of the
first homology group, and hence, there are 3 x 2n complementary compatibility
equations. If the body has boundaries they correspond to k holes, which introduce
another k — 1 generators of the first homology group (see Fig. 8). The total number
of complementary compatibility equations are 3(2n + k — 1).

5.2.3 3D Elastic Bodies with Holes

A 3D solid with internal cavities has a trivial H; (3). As an example, a solid with a
spherical hole (see Fig. 1a) has a trivial first homology group, and hence, dF = 0
is both necessary and sufficient for compatibility of F. The first homology group of
a solid torus has only one generator. The body shown in Fig. 1¢ is homeomorphic
to a solid torus and the (red) closed curve generates its first homology group. The
body shown in Fig. 1d has Betti number two and the two (red) loops generate its
first homology group. The complement of a solid torus has Betti number one (see
Fig. 1b). The first homology group of a 2-holed solid torus has the two generators y
and y» shown in Fig. 5. Its complement has Betti number two and the generators 17
and I are shown in Fig. 5. A thick torus with two tubular holes has Betti number
three. The generators of the first homology group are shown in Fig. 14.

A solid trefoil knot has Betti number one and a generator of its first homology
group is ¥ shown in Fig. 10. Its complement in R? has Betti number one as well
and I" in Fig. 10 is its generator. A cylinder and an annulus are homeomorphic.
The first homology group is generated by the loop c3 in Fig. 4. A solid with tubular
holes shown in Fig.7 has a fundamental group freely generated by the four loops
ci,i = 1,2,3,4. Each ¢; corresponds to three extra compatibility equations for F
(six extra compatibility equations for C). A thick hollow cylinder is the special
case of this example when there is only one hole. The Betti number of both the
Mobius band M and the thick Mobius band M x [0, 1] is one. The knotted ball
shown in Fig. 15 (left) has Betti number one. Note that its fundamental group has

Fig. 14 A solid torus with two tubular holes
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Fig. 15 Left: A knotted ball. y is a generator of the first homology group. Right: A ball with a
toroidal hole of genus four. This body has Betti number four

four generators but only one requires complementary compatibility equations. The
ball shown in Fig. 15 (right) has a hole, which is a genus four handlebody. Its Betti
number is four.

5.3 F-Compatibility Equations in the Presence of Dirichlet
Boundary Conditions

In [5], the compatibility equations in the presence of Dirichlet boundary conditions
were derived using some Hodge-type orthogonal decompositions. Here, we follow
[20] and find the F-compatibility equations when deformation mapping (or displace-
ment field) is prescribed on part of the boundary dpB C 9B.

Consider a k-form w (k > 1) on B. Using the inclusion map 1 : 95 < B, the
tangential component of w is defined as tw = 1*w [41]. This can equivalently be
defined using the decomposition of vector fields on 913 into tangential and normal
parts. Given X € I' (T Blyp), X = X! + X, and the tangential part of the k-form w
is defined as

toXp, ..., X0 =X, ..., X)), VXi,...,X; € [(TBlyp). (70)

The normal part is defined as hw = w — tw. For k = 0, tw = w. The
deformation mapping can be thought of as an R3-valued O-form. The Dirichlet
boundary conditions are given as ¢“[;,53 = @, where ¢, a = 1,2, 3, are 0-forms
defined on B, and ¢¢, a = 1, 2, 3, are O-forms defined on dp B.

The following result is a simple corollary of [20, Theorem 6].

Proposition 5.5 Suppose F is an R3-valued 1-form in B. Also assume that t F = d¢
on dpB.13 The necessary and sufficient conditions for compatibility of F, i.e., the
existence of an R>-valued O-form ¢ such that ¥ = dg, and ¢lapB = ¢ are:

13tF = d$ means that for any vector W € T 8|y, 5, FW! = (g, W).
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Fig. 16 The boundary of B
is the union of the inner circle
C; and the outer ellipse C,

dF =0, and/FdX:/ ¢=¢X) —@(X), i=1,...,b1(B,3pB),
¢ dc;
(71)

where c;’s are the generators of the first relative singular homology group
Hy(B,dpB; R). Note that each dc; = [X|, X}] is an oriented pair of points
(X, Xé) such that X’1 and X’2 lie on dpB.

Example 5.6 Let us consider the body shown in Fig. 16. We consider the following
four cases of boundary conditions.

¢ 0pB = @: In this case the auxiliary compatibility equation reads
/ FdX =0, (72)
72

where y, is the generator of the first de Rham cohomology group (see Fig. 16).

* 9dpB = C;: In this case there are no auxiliary compatibility equations. Note that
y, and y3 are relative boundaries.

* JdpB = C,: In this case there are no auxiliary compatibility equations. Note that
y, and y4 are relative boundaries.

e 9pB = 9B: In this case a generator of H{ (B3, dp3; R) is ys5, and the auxiliary
compatibility equation reads

/ FdX = §(X2) — $(X1). (73)
Vs

Note that y», y3, and y4 are relative boundaries.

Our calculations in this example are consistent with [5, Example 10] in which the
Dirichlet boundary was assumed fixed.
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5.4 Compatibility Equations for the Right Cauchy—Green
Strain C°

Consider a motion of a body ¢; : B — & and assume that dim B = dim S. The right
Cauchy—Green deformation tensor is defined as C* = ¢/ g. For a Euclidean ambient
space R(g) = 0. Thus

0= ¢R(®) = Rigfg) = R(C"), (74)

i.e., a necessary condition for C” to be compatible is vanishing of its Riemann
curvature, or equivalently local flatness of the Riemannian manifold (5, C"). Note
that this is independent of the geometry of (B, G). In other words, even for a non-
flat material manifold R(C") = 0 is a necessary compatibility equation for C”.
Marsden and Hughes [33] showed that this condition is locally sufficient as well. In
the case of simply connected elastic bodies this condition guarantees the existence
of a global deformation mapping [14].

Suppose {X4}, {x*} are coordinate charts for 3, and S, respectively. The Levi-
Civita connection coefficients of g and C° = ¢*g are denoted by y%,. and ' ¢,
respectively. They are related as

axX4 axb 9xc 9Zxm  9x4

e = _ Y —— .
BC = Gra axBaxC! et gxBaxC gam

(75)

Assuming that {x%} is a Cartesian coordinate chart for the Euclidean ambient space,
Y%y = 0, and hence

N 32xm x4 6
e = 5XBaxC g 76)
Therefore
3%xa 3
axFaxc = axc 8= False an
Using the polar decomposition in (77) one obtains'*
R4p = R'cQC 4. (78)

where

1
Q€ ap= (FMBNUCM—UCN,B) Ua®, FCABZECCD(CBD,A+CAD,B—CAB,D),
(79)

14Note that Eq. (78) is identical to Shield [42]’s Eq. (8).
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and Ua" are components of U~!. Note that the material manifold is assumed to be
embedded in the Euclidean ambient space. Choosing Cartesian coordinates for 5,
G ap = 8ap. For a path y that connects Xo, X € B and is parametrized by s € I,
one obtains the following system of linear ODEs governing the rotation tensor

:—SR = RK, (80)

where
KCa(s) = 24p6) X5 (s). 81
Note that Kgg = —K ap. Therefore, (80) is a linear ODE for R € SO(3), and

K € s0(3), the Lie algebra of the Lie group SO (3). For each a

dR% 4

T Q€ 4RXB(s) = 0. (82)
N

This is the equation of parallel transport of R4 along the curve y when B is
equipped with the connection 2. Let us assume that R(0) = Rp. We see that
rotation tensor at s is the parallel transport of Ry. It can be shown that in a simply
connected body the integrality conditions of (82) are equivalent to vanishing of
curvature tensor of C” [39]. For solving (80) in [58] we used product integration
and wrote the solution as

R(s) = Ro [ [() 5O, (83)
0

where Ro = R(s) is assumed to be given and [ (y) eXE19E i5 the product integral
of K along the path y from 0 to s. For more details on product integration see [58],
and [19, 47].

For a compatible C?, the rotation tensor calculated from (83) must be indepen-
dent of the path y. Therefore, for any closed path y in B

]_[ eK&ds 1. (84)
Y
It was shown in [58] that a necessary and sufficient condition is

1
/ K(s)ds = 0, (85)
0

where y : [0, 1] — B is any closed path.
C’-compatibility is formulated as follows. Given C, U = +/C is determined
uniquely. The system of ODEs (78) govern the rotation R. The calculated rotation
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is path-independent if and only if the curvature tensor of C” vanishes, and (85) are
satisfied over each generator of the first homology group.

Proposition 5.7 (Yavari [58]) The necessary and sufficient C’-compatibility con-
ditions in a non-simply-connected body B are:

(i) R(C") =0inB,
(ii) fc,- K(s)ds =0, i = 1,...,b1(B), where ¢;’s are generators of H|(B; R),

(iii) The above two conditions guarantee that deformation gradient F = RV/C is
uniquely determined. For the deformation gradient to be compatible, one must

have, [, FdX =0, i =1,...,b1(B).

5.5 Compatibility Equations in Linearized Elasticity

Suppose ¢ is a 1-parameter family of deformations around a reference motion ¢,
and let € = 0 correspond to the reference motion. The displacement field is defined
as [53, 60]:

do.(X
000 = 00 = | (86)
€ e=0
The linearization of the deformation gradient is written as [33, 60]: Z(F) = VU.
In components, Z(F)*y = U%s = gXL: + y”bCFbAU", where y“p. are the

connection coefficients of the Riemannian manifold (S, g). The spatial and material
strain tensors are defined, respectively, as e = %(g — ¢1+G), and E = %((pt*g -G)
[33]. In components, e, = % (gab — GABFaAFbB), and E p = %(CAB — GaB).
It can be shown that .Z(C)ap = 2F 4 F’g €up, where €, = %(ua‘b + Upla)
is the linearized strain, and u = U o go_l. Thus, £ (C) = 2¢;e, and hence,
€ = ¢ (E). When the ambient space is Euclidean and one uses Cartesian
coordinates the covariant derivatives reduce to partial derivatives and the classical
definition of linear strain in terms of partial derivatives is recovered, i.e.,

eap =+ ((Da g Suo (87)
@72 \xb " axa )

The necessary and sufficient conditions for compatibility in terms of F are
fy FdX = 0, for every loop y in B. The linearization of this condition reads
fy VUdX = 0. In components, fy u® pdX8 = 0, where {X4} and {x%} are
coordinate charts for B and S, respectively. Linearization is assumed about the
standard embedding of B in RV, je., F9y = 8?1. This implies that dXE =

B
8dx? = §fdx”, and thus
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/ua,gde =/ua,bdxb =/(ea;,+a)ab) dx? =0, (88)
Y 14 14

1 1
where eqp = U@a,p) = 5Ua,b + Ub.a), a0d Wap = U[gb) = 5(Ua,b — Ubq), are the
linearized strain and rotation tensors, respectively. Note that

/ wapdx? = / [(x“@ac) b — X @ac,p] dx’ = —f X wge pdx?. (89)
y y y

The gradient of the rotation tensor is rewritten as

1

Wac,b = (’/‘a,cb - uc,ab) + E (“b,ac - ub,ac)

(90)

N = N~

(ua,bc + ub,ac) - 5 (uc,abc + ub,ac)
= €ab,c — €bc,a-

For a given e,p, wyp is calculated by integrating wup,c = €qc,p — €ch.q along an
arbitrary curve. To ensure that the rotation field is well-defined one must have
/. , (eac.b — €cb,a) dx = 0, for any closed path y € B. When y is null-homotopic,
y = 852, on a 2-submanifold of B, and hence

2

f (eac,b - ecb,a) dx‘ = / d (eac,b - ecb,u) Adx©
' o1
= / (ead,bc + €be,ad — €ac,bd — ebd,ac) (dxc AN dxd) =0,
2

where {(dx¢ A dx?)} = {dx¢ A dx?}.—4 is a basis of 2-forms. Note that (91) is
equivalent to curl o curle = 0, which is the classical bulk compatibility equation of
linear elasticity [31]. From (90), one writes

/ g pdx? = / Capdx? =0, 92)
Y Y

where Cup = eqp — x“(eap.c — €pbe.a) is called the Cesaro tensor. The above
representation is called the Cesaro integral [13]. For a null-homotopic path y that
lies on a surface P C B, y = 952 for some §2 C P. Hence, using Stokes’ theorem
one writes

/ Cupdx” = / dCap A dx" = / Cap.cdx® A dx”
2 2
! (93)
= /_q [ebc,a — x4 (eab,ca — ebd’ac)] dx Adx’.
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Due to symmetry of strain epc odx¢ A dx? = 0, and hence

/ ua,hdxb = / x4 (e;,d,ac - eab’cd) dx® A dxb
2
! 94)

d b
= / X (eab,cd + ecd,ab — €ac,bd — ebd,ac) dx” ndx© =0.
2

One should note that (94) are equivalent to curl o curle = 0, i.e., the classical bulk
compatibility equations [31].

Proposition 5.8 (Yavari [58]) The necessary and sufficient conditions for compat-
ibility conditions for the linearized strain e = £yg in B are:

(i) curlocurle =0in B,
(ii) For each generator of H1(B; R)

dexzo, & /(eac,b—ecb,a)dxczo, i=1,...,b1(B). (95
¢

¢

We call (95); and (95), the Cesaro and the rotation compatibility equations,
respectively. Note that in dimension n (n = 2 or 3) for each ¢;, there are
n Cesaro and n(n — 1)/2 rotation compatibility equations. Hence, each ¢; has
n(n + 1) complementary compatibility equations. In dimension three, there are
six bulk compatibility equations, and six auxiliary compatibility equations for each
generator of the first homology group. We should mention that this is consistent
with Weingarten’s theorem [52] that says that if a body is cut along a surface the
jump in the displacement field is a rigid-body motion, see Love [31] for a detailed
discussion (he calls homotopic paths, “reconcilable circuits” and a null-homotopic
path, a “evanescible circuit”). Zubov [61] and Casey [12] demonstrated the validity
of Weingarten’s theorem for finite strains (see also Acharya [2]). In [58] it was
pointed out that the discussion in [46] regarding sufficient compatibility equations
in linear elasticity is flawed as Skalak et al. missed the rotation compatibility
conditions (95). In [58, Example 29] the rotation compatibility conditions were
trivially satisfied. Next, we provide an example of an incompatible strain field
for which the Cesaro compatibility conditions are satisfied while the rotation
compatibility conditions are not satisfied.

Example 5.9 Consider a single wedge disclination [17, 56] along the z-axis in an
infinite linear elastic body. The linearized strain field of the disclination in the
Cartesian coordinates (x, y, z) reads [17]
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£ y?
=——— (1 =2v)Iny/x? + y? ,
e11 o — |:( v)Iny/x=+y +x2+y2i|
£ x2
=———|(1=2v)In,/x2+)?2 , (96)
(5] and =) |:( v)Iny/x*+y +x2+y2}

2 Xy
47 (1 —v) x2 4+ y2’

e = e33 =ej3 =e3 =0,

where §2 is the Frank vector of the disclination. For this strain field the bulk

compatibility equation e yy + €22, xx — 2e12,xy = 0 is satisfied in R3\ Z-axis.
Eq. (95); gives the following two Cesaro compatibility equations

/ [e11 — y(er1,y — e1n.0) ]| dx + [e12 — y(e12,y — e.0)]dy =0,

’ 97)
/ [e12 — x(e12,x — e11,y)]dx + [e22 — x(ex2.x — €12,)]dy =0,

Y

where y is any closed curve lying in a plane normal to the z-axis and enclosing
the origin. Using a square path with corners (a, —a, 0), (a, a, 0), (—a, a, 0), and
(—a, —a,0), where a > 0, it is straightforward to show that the two Cesaro
compatibility equations are trivially satisfied. For this strain field there is only one
rotation compatibly equation, which is not satisfied, namely

f(ell,y — e, )dx + (e12,y —exn y)dy = —82 # 0. (98)
¥

6 Differential Complexes in Nonlinear Elasticity

For a flat 3-manifold B, let £2%(13) be the space of smooth k-forms on B, i.e., a €
2% (B) is an anti-symmetric (2)—tensor with smooth components «;;, ...;, . The exterior
derivatives dy : .Qk(B) — [2’““([3) are linear differential operators that satisfy
di+1 o dx = 0. In order to simplify the notation we drop the subscript & in di. The
following sequence of spaces and operators

0— Q°B) % Q'(B) L 2(B) -4 Q3(B) — 0 99)

is denoted by (£2(B), d) and is called the de Rham complex. Note that each operator
is linear and the composition of any two successive operators vanishes. Also the first
operator on the left sends O to the zero function and the last operator on the right
sends §23(B) to zero. The property d o d = 0 implies that imdy C ker dy+1, where
imdy is the image of d; and kerdy41 is the kernel of di41. If imdy = kerdy41,
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the complex is exact. The de Rham cohomology groups are defined as H’; (B =
ker dy /imdy—1. A complex is exact if and only if all H’;R (B) are the trivial group {0}.
Cohomology groups quantify non-exactness of a complex.

For B € £K(B), the necessary and sufficient condition for the existence of a
solution for the PDE da = B is € imd. If (§£2(B), d) is exact, 8 € imd if and
only if dB = 0. Assuming that H’; g (B) is finite-dimensional, de Rham’s theorem
states that dim Hl; r(B) = bi(B), where by (B) is the k-th Betti number—a purely
topological property of B. Thus, 8 € imd if and only if

dp =0, and/,B:O, k=1,..., b(B), (100)
Ck

where cj are the generators of the kth homology group of B.

Sometimes one may be able to establish a connection between a given complex
and the de Rham complex. A complex closely related to the de Rham complex is
the grad-curl-div complex of vector analysis. Let C°°(3) and X(13) be the spaces of
smooth real-valued functions and smooth vector fields on B, an open subset of R>.
Consider the three operators grad : C*°(B) — X(B), curl : X(B) — X(B), and
div : X(B) — C°°(B). The classical identities curl o grad = 0, and div o curl = 0,
allow one to write the following complex

grad curl] div

0— C®(B) = X(B) =% X(B) = C=(B) — 0 (101)

which is called the grad-curl-div complex or simply the gcd complex. One can
show that the gcd complex is equivalent to the de Rham complex, or more precisely
is isomorphic to the de Rham complex [4]. As an example of the application of this
isomorphism, one can show that a vector field w is the gradient of a function if and
only if

curlw = 0, and / w-t,ds=0, Vy CB, (102)
12

where y is an arbitrary closed curve in B, t, is the unit tangent vector field along y,
and w - t,, is the standard inner product of w and t,, in R3.

It turns out that when using deformation gradient F and its corresponding stress,
i.e., the first Piola—Kirchhoff stress P, the differential complex of nonlinear elasticity
is isomorphic to the R3-valued de Rham complex [4]. Let us assume that the
ambient space is Euclidean, i.e., S = R? with Cartesian coordinates {x'}. Suppose
¢ : B — S is a smooth map and define the following operators for two-point tensors
in '(Te(B)) and I'(Te(B) ® TB)

Grad: I'(Tep(B)) —» I'(Te(B) ® TBH), (Grad U)!! = U,
Curl: I(Te(B) ® TB) — I'(Te(B) ® TB), (CurlF)'’ = e/x F'* g,
Div: I'Te(B) @ TB) — I'(Tp(B)), (DiVF)i _ F”J.
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Note that Curl o Grad = 0, and Div o Curl = 0. Therefore, the GCD complex or
the nonlinear elasticity complex is written as:

0 I(TeB) S r(Te(B)oTB) S (Te(B)oTB) XX I'(Te(B)) — 0

Any R3-valued k-form a € Qk(B; R3) can be written as @« = (a!, a2, &),
where o/ € 2KB), i = 1,2,3. The exterior derivative d : 2%(B;R3) —
.QkH(B; R3) is defined as dee = (det!, do?, de®). From d o d = 0, one concludes
that d o d = 0, which gives the R3-valued de Rham complex (.Q (B; RY), d).

Let us define the following isomorphisms

Iy: I'(TeB)) > 2°(B: RY), Io(U))' = U',

1 :I(TeB)®TB) - 2'(B; RY), [ ()], =F",

I: T (Te(B)® TB) — 2*(B: RY), () k= ek F'
I;: I (Te(B) - 2°(B: R, [I3(U)) 123 = U,

where ¢ ;g is the permutation symbol. The following diagram commutes [4]

0— I'(Te(B)) “4 (T (B)® TB) S I'(To(B)® TB) 2% I'(To(B)) — 0

R

0 — QUB;R3) —4 QI(B;R3) — 4 Q2(B;R?) —L— Q3(B;R3) — 0

The above isomorphisms induce a cohomology isomorphism HIéCD(B) ~
EB?ZI HZ & (B), where H]éCD_(B) is the k-th cohomology group of the GCD complex.
Let (F, W) := Z?J:l Filwle; where {e;} is the standard basis of R3. The
following result can be proved using the fact that the nonlinear elasticity and the
R3-valued de Rham complexes are isomorphic.

Theorem 6.1 (Angoshtari and Yavari [4]) Given F € I'(To(B) ® TB), there
exists U € I'(T(B)) such that F = Grad U, if and only if

Curl F =0, and /(F, t,)dS =0, Yy C B, (103)
Y

where y is any closed curve in B, and t, is the unit tangent vector field along y.
Moreover, there exists W € I'(To(B) ® TB) such that ¥ = Curl ¥, if and only if

DivF = 0, and /(F, Ne)dA =0, VCC B, (104)
C

where C is any closed surface in B and N¢ is the unit outward normal vector field

of C.
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Using the first Piola—Kirchhoff stress P, one defines a complex that describes
both the kinematics and the kinetics of motion. The displacement field U €
I'(Te(B)) is defined as U(X) = ¢(X) — X € Tyx)S, VX € B. Then, Grad U
is the displacement gradient, and Curl o Grad U = 0 expresses the compatibility
of the displacement gradient. On the other hand, P = Curl ¥, where ¥ is a stress
function. DivP = 0 are the equilibrium equations. Therefore, the GCD complex
or the nonlinear elasticity complex contains both the kinematics and the kinetics of
motion as schematically shown below.

displacements — disp.gradients —— compatibility

0— I (To(B) S 1 (To(B) ©TB) S I (T (B) ©TB) 2% 1 (T(B)) —s 0

stress functions — first PK stresses — equilibrium

Using the differential complex of nonlinear elasticity, a new family of mixed
finite elements—compatible-strain mixed finite element methods (CSFEMs)—has
been introduced for both compressible and incompressible nonlinear elasticity
[6, 43, 44]. CSFEMs are capable of capturing very large strains and accurately
approximating stresses. CSFEMs, by construction, satisfy both the Hadamard jump
conditions, and the continuity of traction at the discrete level. This makes them quite
efficient for modeling heterogeneous solids. Moreover, CSFEMs seem to be free
from numerical artifacts such as checkerboarding of pressure, hourglass instability,
and locking.
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Abstract We construct generalizations of boundary forms of Kupferman, Olami
and Segev and of the De Donder form to higher order Lagrangians. In principle,
the resulting forms may depend on the coordinate system used. Nevertheless, it
leads to many invariant conclusions. In some cases, like second order gravity, the
construction leads to a unique De Donder form on the jet bundle that is independent
of the choice of coordinates.

1 Introduction

In 1929, De Donder [5, 6], formulated an approach to study first order variational
problems for several independent variables in terms of a differential form obtained
from the Lagrangian by the Legendre transformation in all independent variables.
His construction was generalized by Lepage [12] yielding a family of forms, each
of which could be used in the same way as the De Donder form to reduce the
original variational problem to a system of equations in exterior differential forms.
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A geometric formulation of the De Donder construction in terms of jets was
given by Sniatycki in 1970 [16]. It showed that the De Donder form depended
only on the original Lagrangian and the canonical structure of the appropriate
jet bundle. De Donder form, also called Poincaré-Cartan form, facilitated an
invariant multisymplectic formulation of field theories [2, 7, 9, 10]. The De Donder
construction was generalized in 2017 by Kupferman et al. [11] in the context of
continuum mechanics of first order materials, to forms on the first jet bundle that
need not be exact.

In 1977 Aldaya and Azcarraga [1] investigated generalization of Lepagean forms
to higher order variational problems. For higher order Lagrangians, the natural
generalization of the De Donder construction in terms of Ostrogradski’s' Legendre
transformation [14] in all independent variables leads to a form that depends on
the adapted coordinate system used for its construction. This has led to search for
additional geometric structures, which would ensure global existence of Poincaré-
Cartan forms, see [3] and references quoted there. In the context of continuum
mechanics, the analysis for higher order jets has been replaced by an analogous,
yet further underdetermined, analysis on iterated jet bundles [15].

In this paper, we generalize De Donder approach to construct boundary forms
that depend on the adapted coordinate system used in the construction. In continuum
mechanics, use of boundary forms leads to splitting of the total force acting
on the body into body force and surface traction. Moreover, this splitting is
independent of the choice of the boundary form used. In calculus of variations,
use of boundary forms leads to equations in exterior differential forms that are
equivalent to the Euler—Lagrange equations. Infinitesimal symmetries of the theory
lead to conservation laws valid for any choice of the boundary form. In an example,
we show that the boundary conditions lead to independence of constants of motion
of the choice of the boundary form.

2 Spaces of Smooth Sections

We are interested in geometric structure of calculus of variations with m > 1
independent variables and n dependent variables and its relation to continuum
mechanics. Both theories deal with differentiation of functions on spaces of maps.
There are several approaches to manifold structure of a space of maps. Here, we use
the traditional approach of the calculus of variations flavoured by the insight from
theory of differential spaces [17].

Consider a locally trivial fibration 7 : N — M with dimM = m and
dimN = m + n. Let K be an open relatively compact submanifold of M with
smooth boundary K. The closure K = K U 9K is a manifold with boundary.
Amap o : K — N is a section of 7 if 7 o ¢ is the identity on K. In the spirit

!English transcription of the original Russian name is Ostrogradsky. However, Ostrogradski wrote
in French and used the French transcription of his name.
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of theory of differential spaces, we say that a section o : K — N is smooth if it
extends to a smooth section of 7 defined on an open subset of M that contains K.
We denote by S®°(K, N) the space of smooth sections o : K — N of 7. In the
following, we assume that K is contained in the domain of a chart on M.

The next stage is to identify smooth functions on S (K, N). We use terminology
of jet bundles reviewed in the Appendix. Let A be an m-form on the space J*(M, N)
of k-jets of sections of 7. We say that A is semi-basic with respect to the source map
7k JX(M, N) — M if X_IA = 0 for every vector field X tangent to fibres of 7¥
JY(M, N) = M, where _I denotes the left interior product (contraction) of vectors
and forms. The form A gives rise to the corresponding action functional

A:S®K,N)—R:0— A(0) :/ jo*A. 1)
K

Calculus of variations is concerned with study of critical points of action functionals.
Let A denote the space of all action functionals on S°°(I€ , N). In other words, a
function F : S°°(I€ , N) = Risin Aif there exists an integer k > 0, and an m-form
A on Jk(M, N), semi-basic with respect to the source map Tk Jk(M, N)— M,
such that

F(o) =[ jXo*A, ¥V o € S®(K, N). )
K

Here, for k = 0, we use identifications JO(M, N) = N and 7° = 7.

The tangent space T, S®°(K, N) is the space of smooth maps ¥, : K — TN
such that, for each x € K, Y (x) € T5(x) N is tangent to the fibre 7~ 1(x). It should
be noted that every Y, € T, S®(K, N) can be extended to a vector field ¥ on
N tangent to fibres of 7 and such that Y, (x) = Y(o(x)) for every x € K. For
Y, e T, S C><J(IZ , N) and F (o) given by Eq. (2), the derivative of F in direction Y, is

DYGFZ/ X (Lyx ), 3)
K

where Y¥ is the prolongation of an extension of Y, to a vertical vector field ¥ on
N. Tt should be noted that the integral in (3) does not depend on the choice of the
extension Y of Y.

The next step is to identify vector fields on S*°(K, N). On manifolds, vector
fields play two roles: they are global derivations of the differential structure,
and they generate local one-parameter groups of diffeomorphisms. On manifolds
with singularities, e.g. stratified spaces, global derivations need not generate local
diffeomorphisms [17]. In this paper, we consider only vector fields on S*(K, N)
that are generated by global vertical vector fields ¥ on N as follows. A vertical
vector field ¥ on N gives rise to a section Y : K — TS(K, N) such that,
Y(o) =Y, forevery o € S®(K, N). In other words, for every F given by Eq. (2)
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(YF)(0) = Dy, F = f JXo* (LykA) 4)
K

for every o € S®(K, N). We denote by 9)(S*(K, N)) the space of vector fields
on S®(K, N) defined above.

Now that we have vectors tangent to SOO(IE , N), we can consider forms on
S®(K, N). Suppose that ® is an (m + 1)-form on JX(M, N) such that X_1® is
semi-basic with respect to the source map ¥ : J¥(M, N) — M for every vector
field X on JX(M, N) tangent to fibres of 7k JYM,N) > M. 1t gives rise to
a 1-form ® on S®°(K, N) defined as follows. For every ¥ € 9(S®(K, N)) and
o€ S®(K,N),

<<I>|Y><o>=/

ko (YkJ cb) . (5)
K

If Y, € T,S®(K, N) is the restriction of Y to o, then the restriction to jka (K)
of the prolongation Y* of ¥ depends only on Y, and not on its extension off o (K).
This shows that the 1-form @ restricts to a linear map ®, : T, SOO(K ,N) - R
such that

(@5 | Yo) = (@ | Y) (0). (6)

In applications to continuum mechanics, K represents the body manifold, sec-
tions 0 € S®°(K, N) are configurations of the body, and vectors Y, € T5 S*(K, N)
are virtual displacement fields. The form ® may be referred to as a force functional.

3 Boundary Forms

Let ® be an (m+ 1)-form on J k(M , N) such that X_1® is semi-basic with respect to
the source map k. J k(M , N) — M for every vector field X on J k(M , N) tangent
to fibres of 7X : JX(M, N) — M. Let (x', y?, F A 44 ) be local coordinates

[ SR}
on JX(M, N). The corresponding local representation of ® is

n m
O =) | Dudy* + Y Rhdf +... Y @izl | Adux (7)
a=1 i=1

i1<..<ij

n
Y Y el Adar.

a=1i1<...<iy

Note that, for every [ = 2,...,k, coordinates z?l___il are symmetric in indices

i1,...,1; and so are CIDZ'”'"’ . Therefore, the sum in Eq. (7) is taken only over the
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independent components. In the following, we modify the summation convention
by the requirement that the indices i1, ..., i; occurring in z{ . are taken in a non-
decreasing order. This allows us to rewrite Eq. (7) as follows,

b = (@adya + CDZdZia +. (Dl| tldz + ...+ q>11 ldell lA) Adyx. (8)

0.0

An alternative approach would be use of multi-indices.

Theorem 1 There exists locally a smooth m-form & on J™ (M, N), which
satisfies the following conditions.

1.a. E is semi-basic with respect to the forgetful map 7'[2k Ly g2l Ny -

JX=Y(M, N). In other words, for any vector field X tangent to fibres 0f7t2k L.
JHNM,N) = JH(MLN),

X1E=0.

b. For every vector field X on J*~Y(M, N) tangent to fibres of the source map
a2l J2=N M N) — M the left interior product X_I & is semi-basic
with respect to the source map. Thus, for every pair X1, X2 of vector fields on
JX=V(M, N) tangent to fibres of the source map >~ : J**~1(M,N) - M,

X 1 (X14E) =0.
2. For every sectiono of m : N - M,

J-Zk—lo_*

[x]

=0,

where j*716*8 = B o A"T(j* o) is the pull-back of E by j* o : M —
JX=L(M,N).
3. For every vector field X on J*~Y(M, N) tangent to fibres of the target map
2k L, g2k (M, N) — N, and every sectiono of w : N — M,

Ao (X2 (r2 o+ dE) ) = 0.

Proof The first and the second condition imply that E is a linear combination of
contact forms up to order k with coefficients given by forms that are semi-basic
with respect to the source map. In local coordinates,

== pla(dya - Z?dx]) A <;Jdmx>
X
Fpiadz — 20 iy (=2 d
pa Z 12] axil mX

i2...0k i2in...0k

a
+.+ p;llz k7 (dz —7%. .dx/ )/\ <ﬁJde> s )
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where the coefficients pa‘ 2401 are symmetric in indices iy, ..., i, forl =3,...,k

and the summation is taken over indices in non-decreasing order. Hence,
1 i1in 1112 g 9
(pa dy“ + p! dz +...+p dz,2 u) A - dmx (10)
dx'!

l a ll a ll l a
(palz,1 + p Pz, 4. 4 p ek ”,2”_1.]() dx.

1112

Note that the symmetry of z4 iniy, ..., implies in Eq. (10) that only the fully

i1ip...0]
symmetric parts of p;'>"" contribute to the sum in the second term.

In order to use the third condition, we need the exterior differential of E
Equation (9) yields

. . d
dE = dp, A (dy* — 2fdx’) A (—.Jdmx> + an
ax!
; ad
dpa1 2 A (dz mdxf) —Jdmx + ...+

ad
—+—dp’”2 WAz =z dxl) A (—.Jdmx> +
ax"

.. ’k .. ’k]
ig.a J 9
—pade A dx AN WJdmx —
—pii2dze A dxd A in +...+
zj; A dx oo dm
iiz..ik g0 Adx! A _8 _d
p le lk/ axil mX ’
which can be simplified to
= i a a j 9
dE =dp) A (dy —zjdxj)/\ FJdmx + (12)
by
dpii2 A (dz? dx/) A O g )+t
Dy Zi, — 12] X P X
i1ip...0g a J 9
+dp, /\(dz,2 i~ Zi.. lk/dx ) A ﬁJdmx +
X

1112

(padz + p;”zdz -t p”lz lkdznzz lk) A .
Let X be a vector field on J?~1(M, N) tangent to fibres of the target map

rrgk_l : J2k—1(M, N) — N. In local coordinates,
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d ad
X = Xlaa a +"'+Xﬁ~~~i2k—1T' (13)
i1...02k—1
Note that, for! =2,...,2k—1, Xl“l i is symmetric in the indices iy, . .., i;. Then,
— i a a j 0
XdE = (Xp,)(dy —zjdx])/\ ?Jdmx +...+ (14)
X

ad
(XP”lz lk)(dztz dp Ztaz lkjdxl) A <§Jdmx) +
d
. ¢ dp’”2 AM—ddux)—...—
ox'

a
Xlaz l]‘dp1112 Ak A <@Jdmx) +

(anu +pl”2Xa 4. .+p1112 lAXu )dmx,

i1i2 1120k

where (Xp!) is the derivation of p! in direction X, etc.
The first two lines of Eq. (14) do not contribute to j Z%k—1g*(X_dE), because they
are linear combinations of contact forms. Hence, Eq. (14) implies that

j*lo* (XJdE) = — X9 Pl12d,x — ... — X . piieikg (15)

" a,lg .. lk a,ly

- (P;X? + piti2xa.

i1ip

o XS ) e,
where

Pail — ] O,*pla]’ o Pailiz...ik — jZk—lo_*pﬁlliz...ik’ (16)

and the components of X are evaluated on the range of j?*~!o. Following the

symmetry argument leading to Eq. (10), we can rewrite Eq. (15) in the form

JA e (XJdB) = =X P 2dyx — . — XE |, PR, x (17)
<P Xa + P(lllz)Xla”2 4+ P(lllz lk)Xlall2 lk) dyx,
where (i1, ..., i;) denotes symmetrization in indices i1, ..., i;. Therefore, the third
condition of the theorem yields
0= @ X{ ..+ BIhXE L~ XLP)S 18)

_ x¢ Pulz i (P;X? + P(lllz)Xa

ir...0x " a,iy i1ip

+.. 4 PR XE lk)
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where CDZ, ceey <I>Z‘ Ik are evaluated on the range j¥o. Equation (18) is equivalent to

0= (@)~ — pi-i)xa. . + (19)
(@2 — plia-io) _ pli-fiyyd 4 4
+(®}, — Pi— Pl )X
Since the components Xl.“1 inoin of X are arbitrary functions symmetric in the

indices iy, ..., i, it follows that

CIDQ"'ik _ Pa(i]iz...ik) — 0, (20)

(I)Zz...ik _ Pa(iz.‘.l'k) _ Pi1?2---ik — 0’

a,iy

@itk — pli-ii) _ pl-til-e — o for [ =3 k-2,

a,ij—1

i i i __
¢, - P, —P,; =0.
This shows that there is no unique local form E satisfying the conditions of our
theorem. In order to prove existence, we are free to impose an additional condition

on the coefficients p; ",

An obvious generalization of the De Donder construction corresponds to an
additional condition that all p;>" are fully symmetric in all indices iy, ..., i.

With this additional assumption, Eq. (20) yields

dil-ik _ pitiaik _ 2n
a a ’
i pii  pitieis Z )

a,iq

@itk _ pitciic _ pitiee 0 for [ =3 k-2,

a,ij—1
i _ pi_ piti _
o, —P,—P =0.

a,iy

In Eq.(21) ® depends on j¥o (x). In local coordinates, the section o is given by
yo =ob(x) =ol(x!,...,x™), forb =1, .n,and j*o (x) has coordinates

i b _b b j b b b
',y V2 2 ) = (x' o (), 07, (x), ..., 05 5 ().
Hence,

Pzt () = @ik (x 6P (x), a’l}l x), ..., af;.] ). (22)
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Next,
- iy b b b l 2.0
P (x) = @7 (x, 07 (x), 0 (%), ... ‘7/1 ) = Py ) @9
 ini b b
= P2 (x,0 (x), 07 (x), .. ]1 )+
0 b b
_8x_ll|: i1iy.. ”‘(x o’ (x), o‘ (x) G‘j1.~jk(x)):|
= d>12""k (x,0%(x), o? o (), .. /1 )+
8(1)’1!2 ik el
PLPa -k o(x)) — —b(] o(x))—(x) +
9yt ay
1112 k7S b 1”2 g b
(j* a(x)) "( o OB ’1 I ).
b
0z azll -Jk
Since
dol. .
2J1e-Jk — 4P
o 8 = i ),

Eq. (23) implies that P22 (x) depends on j¥™1o (x).
Continuing, we get a complete solution of Eq. (21) in the form

T N b b
Pl (x) = @~ (x, 0" (x), 0% (x), ..., 0h L 00) + (24)
-1 a] L. .. .
e jU—j4 1o l]— 11— g b b b
+X}(— )Jm[q)a e (x,0 (x),U,j,(X),---,Gyjl,,,jk(x))]
j
for I = 1,..., k. It shows that Pl (x) depends on j**~lo(x). In particular,
P (x) depends on ]2k ls(x).
Recall that P/~ = j2%k=lg*pli-i for | = 1,...,k — 1, where p/~* is a

function on J%*~1(M, N), see Eq. (16). Equation (24) gives P;’ & for all sections
o of . Hence, we can use it to get an explicit expression for p;'* as a function of

coordinates (xi, 4, zfl - .z?] iyt ). To this end we define a differential operator
0 0 0 0 0
Lo . L
1 L a ) a L1+ J2k—2 a L1 J2k—1 a
dx dy azjl azjl---jZk—Z azjlu-jZk—l
(25)

acting on C®(J*~1(M, N)).
It enables us to write

iy i b _b b N T 20 T A A T /) b
pa CEb 2L Zjl---jzk—l) =&,y 2L Z./'l---jk) + (26)

= jli—jt1li—100k , § b b b
+Z( 1) Dllj~- l]]l:cDaJ ! (lay Z/l’”"zjl-ujk)il.
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Hence, in terms of local coordinates (x’, yb, z’/?l, e, z’]’.lmmil) on J&=1(Mm, N),
an obvious generalization of the De Donder construction yields form E given by

i102...0k

Eq. (9), where the coefficients pé‘, ey Da are given by Eq. (26).

Definition 1 Local forms

) . 9 . . P
E = pu(dy” — zdx/) A (WJdmx) + pg 2 (dzf, — zf, jdx!) A (&C—ilemx> +

ip..0x

o . 9
oo PP =2 A A <E))c_“Jdmx) ’

are called boundary forms. If & satisfies Condition 3 of Theorem 1, we say that &
is a boundary form of ®.

In the following we discuss some properties of boundary forms. This means,

we do not make additional assumptions on the symmetry properties of coefficients
i1...01

pq ", and do not specify the form & explicitly.

Lemma 1 For each vector field Y on N, which projects to a vector field on M, and
every sectiono of m : M — N,

J* e (Lyx1E) =0, 27)
where Y2~ is the prolongation of Y to J*~1(M, N).

Proof By definition,

d 2k—1 1 2k—1
— Y * = . tYy * = —
szfla_—e' 8)jr=0 = lim —(e a—a) .
Y Yt( )lt 0 -0

1
— hm {_ (]21( l(elY*G))*E _ ]2k—la*E]}
t—0 |
1
— lim [_ <]2k71( Whgyrg ]2k10*3>] -0
t—>0| 1
Condition 2 of Theorem 1 ensures that jZX~lo*Z and (j2*1(e'Y*0))*E = 0

for every ¢ in a neighbourhood of 0. Therefore, jZk_la* (Lyzk_l E) = 0, which
completes the proof.
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Proposition 1 For every Y, € T,S®(K,N), a boundary form E leads to a
decomposition

/ jKo* (Yk4q>) :/ [jka*(cba)—P;,.]Ygdmer/ ¥2-1,m),
K K ’ jA=1o(3K)

(28)

where Pl = jzk_la*pfl, as in Eq.(16).

Proof Let Y be an extension of Y, to a vertical vector field on N. Clearly,

/ jror (Ychp) Zf JL (T[]?k—l* (YchD))
K K
_ /szk—1o* (Y2k—lJnlgk—l*(D)
:/ o (Y1 (rE 0 + dE - d)).
K

Thus,
/ jhor (Yeae) = / e (YL (rE e 1 aB)) + 29)
K K

_/ K g (sz—leE).
K

By Condition 3 in Theorem 1,
Ao (X0 (2 e+ dE) ) =0,

for every vector field X tangent to fibres of the target map ngk_l cJ*N (M, N) —

N. On the other hand, the prolongation Y2~ of a vertical vector field Y = Y¢ #
on N is nOZk_l—related to Y. Therefore, in local coordinates, treating Y“% as a
vector field on J2—1 (M, N), the difference yZk=1 _ya 9 tangent to fibres of

ay¥
the target map ngk_l, so that

j2k—la* (sz—le(nkafl*q>+dE)>

o . 5 9 - -
= kg ([sz 1_Yam+ya&y_apd<nlfk 1*<D+dn)>

9
— Al (Y” Rl (r2 o+ dE)) .
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Taking into account equations (12) and (16), we get
g (sz—u (nka_l*CD + dE)) = (j*0* Dy — Pl )Yed,ux. (30)
Lemma 1 ensures that Ly2-1 E = 0. Hence,
Y*-1 48 = —dy*'E).

Therefore, the second line in Eq. (29) can be rewritten in the form
—/ Ao (Y2 dE) = —/ Ao (LynarE — dr 1 E))
K K
= —/ j2k—la*1y2k_1a+/ S lerdy*E)
K K
_ / d(jZk*]O_*(YZkflJE )
K

K

y2-1g,
j2k*15(8K)

This completes the proof.

Next, we want to show that the decomposition (28) is independent of the choice
of boundary form E. Let X be a vector field on J Z=l(pm, N) tangent to fibres of the
source map w2X~1 : J2*~1(M, N) — M. For any boundary form & of ®, Eqs. (12)
and (16) yield

2 lo* (X 1dE)

, N o 9
_ j2k—10* |:(_Xadp;1 _ Xll_lzdpjlllz — .= Xiaz,,.ikdp(llllzu.tk) A <_i Jdmx>:|
ax'

—jzk*lo* (pf} Xla + pi1izx‘?4 + piliz...ikxlc_tll_zmik> dyyx

1 a iz

= - (X“P"l

a,iy

+ x4 Piliz 4.+ x4 Piliz...ik> dmx

2" a,i i...0k " a,iy

‘(Pé'x?l + PRX G L Py )dmx'

i1in i1in...0k

Hence

:2k—1 = i
Ao (XdB) = - | x“P),

+ X4 (P2 + PR) + . daa 31)

a,ij

_ |:Xia2,,,ik (Plllz...lk + P;z...lk) + X4 Pl]lz...lk] dmx.

a,iy i1ig...ix " a
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Let &’ be another boundary form of @ such that

Ao (XadE) = = [xP]!

a,iy

—|—Xla2 <P”112+PL;’2> +] dmx (32)

a,iy
i1ir...ix " a

_ I:X;;,__ik (Pa/l)ll?lk + Pa/iz...ik) + X4 P/iliz...ik] dmx,

. riyi ivin..ik . .
where the coefficients P,'*?, ..., P,/'"*'"* are symmetric in the upper indices. For

the sake of simplicity, we introduce the notation
Qtizwit — phiizeii _ plitiz..ii (33)
forl=1,...,k. Then
jA7 1o (X1d(E - 8)) = — [X“ ol +x¢ (Q;{?l + Qi}) ¥ ] dox (34
- [Xflz...ik (Q;l,iizl“'ik‘f'Q?"'ik) +X{ 0, i Qizliz'“ik]dmx-

Since E and E’ are boundary forms of the same form, and X is an arbitrary vector
field tangent to fibres of the source map, Condition 3 of Theorem 1 yields

Q((j]izmik) — 0, (35)
in...0 irig...d
00 4 gt

QU - Qi — 0 for [ =2,... k,

0, + 0,7 =0.

Note that, by construction, QZ‘ Bl g symmetric in the indices iy, .. ., i;. Hence,
j* lo* (X2d(E — 8)) = —X“Q), ;dyx. (36)
Lemma 2 For boundary forms E and &', given by Eqs. (31) and (32), respectively,
0., =(Pi—PHi=0. 37)

Proof We begin with the case when the difference Q', = (P! — P/') is generated
at the highest differential level. In other words, we consider Qg "> " = P;'>"" —
P12 £ 0 such that

0Q("* W =0, (38)
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and, the remaining differences are symmetric and satisfy the equations
002 4 QI =0, for [ =3,... k-1,

i i1
008 + 002 = 0.

Therefore,
iv k—1 i10..dg—1ik
094 = (=D OQa,iliz---ik—l’
and
i k=1 Aitizeip—tix k=1 Aitiz.ik—1ik
OQa,ik =D OQuyill‘Zmik—lik =D OQ“’(iliZ"'i’f—lik)

a,(iyip.ig—1ik) — a,iliy...ig—1ik

because partial derivatives commute.

(39)

(40)

(41)

— (_l)kfl OQ(iliZ---ik—lik) — (_1)]{71 OQ(iliZ---ik—lik) —

In the next step, we consider the situation when E and E’ agree on the highest
differential, that is we assume that 1 Q5 ' = 0. Moreover, we assume that

1047 #£0,
0 <,
124 QI =0, for =3, k-1,

i i1i2
IQZZ + 1Qa,i1 =0.
The same arguments as above lead to
ik _ k—2 i1eeig—1ik
lQa - (_1) lQa,i|...ik_]
so that
ik _ k=2 ipodp—1ik
1Qa,ik - (_1) lQa,iz...ikflik =0

(i2...0g

because 1 Q, ) = 0. Continuing this procedure, for every r = 2, , ..

consider , Qi such that,

i1eif—1
»Ou =0, for [ <r,

(irik—r) _ 0

r a

in.i ilin...i]
PO+ VQa,i1_1 =0, forl=3,...,k—r,

ik ig—10k _
ra + rQaJ‘k—l =0.

(42)

(43)

Lk —1,we

(44)
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As before, for this choice of , 01! we have

QL = (—DFr QR =, (45)

a,lp..ig—1ik

The general QZI“'i" can be expressed as the sum of terms ,QZ"'ik , for r =
0,...,k—1.Thatis,

Qi = 0Qa" + 100" + ..+ 11 Q0 (46)

The defining equations (44) for the terms , QZ"'i" ensure that the decomposition (46)
satisfies Eq. (37). Taking into account equations (41), (43) and (45) we get

QL =(00L+ 105 +...+ =10 = 00, + 10, +... 4+ 110, =0.

(47)

We have shown that QZJ = Pa"’i — Pa’fi = 0, under the assumption that &’
is the obvious choice of boundary form with fully symmetric coefficients and no
additional assumptions on E. Hence, Eq. (37) holds for any pair of boundary forms
of the same form ®. We have shown that Pa” ;= P[f, ; for any other boundary form

E'. If E” is still another boundary form of ®, then P/, = P! ..
This implies the following result.
Corollary 1

1. If E and E' are boundary forms of the same form ®, then
> lo* (Xx2d(E-g)) =0 (48)

for every vector field X tangent to fibres of the source map
g2k=l. jk=lpr Ny > M.

2. The decomposition (28) is independent of the choice of boundary form 2 for ®
such that j*~ Vo (K) is in the domain of definition of .

Proof Equation (48) is the consequence of Egs. (36) and (37).
Equations (28), (36) and (37) yield
/ [ /5o (®@a) =PI, Ydax = / [ /50 (®@a) = Py = (PL, = PUD] Yedux
K K

=/ [jka*(cl)a)—P:;i]Y[fdmx.
K

because P;’i - Pa” ; = 0. Therefore, decompositions (28) for the boundary forms &
and &’ yield
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/ ¥&1g) jko’* Ychb) —/ [jka*(q)a)—Pé’i]Ygdmx
jE-1a(3K) K K

k__x* k * a
/]O’ YJCD)—/[ (®,) — P ]Ydmx
K K

y2-lg).
/j\Zk ]O(BK)( o )

This shows that the decomposition (28) is independent of the choice of E.

Since boundary forms are constructed in terms of adapted coordinate systems,
non-uniqueness of the De Donder construction implies only local existence of the
result. We see in Corollary 1 that decomposition (28) does not depend on the choice
of boundary form with the same domain of definition. If boundary forms are globally
defined, then decomposition (28) is unique and it holds for every section of &
and each relatively compact open submanifold K of M with piece-wise smooth
boundary dK. The existence of global boundary forms is a topological condition
on the fibration ¥ : N — M. It is satisfied if the fibration is trivial and M and
the typical fibre of 7 are diffeomorphic to open subsets of R” and R", respectively.
In particular, it is satisfied in many problems in continuum mechanics. In a recent
paper [18], the authors proved that the De Donder form is globally defined for every
diffeomorphism invariant second order Lagrangian form in general relativity.

4 Application to Variational Problems

4.1 Critical Points of Action Functionals

In this section, we consider the case when ® = dA, where A is a semi-basic m-form
on J l‘(M ,N). Let K € M be an open relatively compact submanifold of M_ with
piece-wise smooth boundary dK. As in Sect. 2, we consider the space S*°(K, N)

of sm_ooth section 0 : K — N. The form A defines an action functional A on
S®(K, N), given by

A(U):/ jka*Azf A. (49)
K jko(K)

Definition 2 A section 6 € S®(K, N) is a critical point of A if Dy,A = 0
for every Y, € T,S*°(K,N), which vanishes on 9K together with its partial
derivatives up to order k — 1.

Taking into account equation (3), we see that o € S®(K, N) is a critical point
of A if

/ LykA =0 (50)
ko (K)
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for every Y, € T,S®(K,N), which vanishes on 3K together with its partial
derivatives up to order k — 1. Here, Y* is the prolongation to JX(M, N) of an
extension of Y, to a vertical vector field Y on N.

For every vector field Y on N,

LA = YXJdA +d (YkJA) . (51)

The identity (51) and Stokes’ theorem yield

/ LpA = / [YdeA +d (YkJ A)]

o (K) Jho (K)

/ Y*dA + / (YkJ A)
j¥o (K) 3j%a (K)

/ Y*¥JdaA
j¥o (K)

because A is semi-basic with respect to the source map 7% : JX(M,N) — M.
Hence Eq. (50) is equivalent to

/K jXo* (YdeA> =0 (52)

for every vertical vector field Y on N. Therefore, o is a critical section of A if
Eq. (52) holds for every vertical vector field ¥ on N such that Y*=! vanishes on
/" 1o (K) = j* 1o (3K).

4.2 Euler-Lagrange Equations

The Euler-Lagrange equations are obtained by using the coordinate description of
Av

A=LO Y2 )de (53)

i’ []5ees

The usual rule that “variation of the derivative is the derivative of the variation”
corresponds to the choice of extension of Y, to a vertical vector field Y = Y“(x')

3
ay®
with components independent of y“. Its prolongation to JX(M, N) is

, 0 i 0 j
ke i _b b _ya iy ac iy_— a i
Y*(x ’Zjl""’zjl...jk) =Y%M )8y“ + Y)i(x )81“ +...+Y’i1mik(x )az?]mik

(54)

i
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Finally, the coordinate description of jXo is

Jo M = JKMLN) () > (L 0. ()2 (), (55)

Loeees
where
2 a0 = Y )y (56)

for every positive integer /. With this notation,

iL iL iL
Ko (Yde(Ldmx)) = (a Nt a—aY“ LR e lk) dpx,
11 k7

(57)

where all quantities on the right-hand side are expressed as functions of

(x', ..., x™). Integrating this result over K and using Stokes’ theorem yields

forer ) f (G e
- /K [%w _ (%%) Ye — .. — (ai’k ale ik) Y,71_.,ikl:| dpx

9L 9L ;
AT } (2 50)
4]

ll ik

e (e (Y T
K ay“ ox! 8Z;1 oxik azll 0 Jiledk—1

because Y*~! vanishes on j*~!o(dK). Continuing integration by parts, we get

9L 8 OL 9k aL
/ ko (YUdA):/ o Ydx
K k \ 9y4 9xi Bz axi ... 9xik 979

i1...0k

/ < Ydux, (58)
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where

L _ 8L _ 8 8L 9* oL
B dxt ... oxik 0z¢

- — (59)
dyd  dy4  9xh Bz?] h ik

is called the Lagrange derivative of L. Comparing Eq. (58) with Eq. (28) observe
that, if ® = d(Ldx), then j*o*(®,) — P!, = &
Taking into account the Fundamental Theorem in the Calculus of Variations, we

conclude that o is a critical section of Ag if and only if, foreverya =1, ..., n,
aL 3 oL ak dL
(aa_ﬁanr"‘“_l)ka TR ) =0. (60)
y x' oz x'o0xtk 9z P

Equation (60) is the Euler—Lagrange equations for critical points of the action
functional corresponding to the Lagrangian L.

4.3 De Donder Equations

Let E be the boundary form of d A, and let
O =r""A+E. 61)

Equation (61) generalizes the construction of De Donder [5] to k > 1. We refer to ®
as a De Donder form of A. It follows from Theorem 1 that ® satisfies the following
conditions.

Corollary 2

1. ©® is semi-basic with respect basic to the forgetful map TL’kZETl cJ*N MO N) >

JY(M, N). In other words, for any vector field X tangent to fibres of nﬁf;l :

JX&=NM, Ny > JEM, N),
X0 =0. (62)

2. For every vector field X on J*=V(M, N) tangent to fibres of the source map
g2k-1 . jZk-1 (M, N) — M, the left interior product X_10© is semi-basic with
respect to the source map. In other words, for every pair X1, X» of vector fields on
J*=V(M, N) tangent to fibres of the source map >~ : J*=1\(M,N) - M,

X1 (X14@) =0. (63)
3. For every section o of m : N — M,

j* oo = j*o*A. (64)
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4. For every vector field X on J*~Y(M, N) tangent to fibres of the target map
ngk_l : Jzk_l(M, N) — N, and every sectiono of m : N - M,

2o (X1d®) = 0. (65)

Theorem 2 For o € S®(K, N), suppose that j*~ o (K) is in the domain of a De
Donder form ©. Then o is a critical section of the functional A, given by Eq. (49),
if and only if

jX o (X1dO) =0 (66)
for every vector field X on J*=1(M, N) that is tangent to fibres of the source map
a2l 2=l Ny - M.

Proof Equation (64) implies that replacing jXo*A by j2*~16*® in Eq. (49) does
not change the action functional,

A(o):/ jko*A=/ 0. (67)
K jH*=lo(K)

Moreover, if Y is a vertical vector field on N, then

J* " Lyt © = jRo* LA, (68)
where Y21 is the prolongation of Y to J Zk=1(p . N). Hence, o is a critical section
of the functional A if

f X e Ly ©® =0 (69)
K

for every vertical vector field Y on N such that Y*=1 vanishes on j*~'¢(3K). The
argument leading from Eq. (50) to Eq. (52) ensures that o is a critical section of A
if and only if

/ R (YZk—Udca) -0 (70)
K

for all vertical vector fields Y on N, such that Y*~! vanishes on j*~!o*(3K).

Equation (65) ensures that in Eq.(70), we can replace Y>*~! by an arbitrary
vector field X on J2~1(M, N) that is tangent to fibres of the source map 72*~! :
J®=L(M N) — M and satisfies the condition Tnﬁ?l o X o j*1o(@K) = 0.
In other words, we may omit the requirement that Y>*~! is the prolongation of a
vertical vector field Y on N. This proves that o is a critical section of A if and
only if
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f i le* (X1dO) =0 (71)
K

for every vector field X on J2~!(M, N) that is tangent to fibres of the source map
n2k=1: g2=1(M, N) — M and satisfies the condition T *T" o X 0 j*=15(3K) =
0.

Suppose that o is a critical section of A. Equation (71) and the Fundamental
Theorem in the Calculus of Variations ensure that

P le* (X1d®) =0 (72)

for every vector field X on J2*~1(M, N) that is tangent to fibres of the source map
a2t 2=l Ny - M.

Conversely, assume that Eq. (72) is satisfied for all vector fields on J Z=1p N)
that are tangent to fibres of the source map #2*~! : J?**~1(M N) — M. Then,
Eq. (71) is satisfied for every vector field X on J?*~1(M, N) because the integrand
is identically zero. In particular, Eq. (70) is satisfied for prolongations Y2*~! of
vertical vector fields Y on N that vanish on dK together with all derivatives up
to order k. This ensures that o is a critical point of A.

We refer to (66) and (72) as De Donder equations. They are a system of equations
in differential forms that is equivalent to Euler—Lagrange equations.

Note that Condition 4 in Corollary 2 on De Donder form ®, see Eq. (65), differs
from Eq. (72) only by restriction on the range of the vector field X. We can combine
these two conditions in the corollary below.

Corollary 3 A section o € S®(K, N) is a critical section of the functional A,
given by Eq. (49), if there exists a boundary form & such that

17 (4 (110 1 5)) =0 )

for every vector field X on J*~1(M, N) that is tangent to fibres of the source map
a2k=l. gZ&k=lp Ny - M.

Equation (73) is a relation in the space of pairs (&, o). However, it is not in the
form of the symplectic relation occurring in Tulczyjew triples. For a discussion of
Tulczyjew triples in higher derivative field theory see reference [8].

Since boundary forms are defined only locally, the assumption in Theorem 2
appears to be quite restrictive. We show that this is not the case.

Proposition 2 A sectiono € S ‘X’(Ig , N) is a critical section of the functional A if
there exists an open cover {Uy} of K C M such that jzk’lo(Ua) is in the domain
of a De Donder form ®, and

J e (X1dOw) gy, =0 (74)

for each a, and every vector field X on J*~1(M, N).
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Proof Corollary 1 ensures that, if & and &’ are boundary forms of dA with the
same domain and ® and ®’ are the De Donder forms corresponding to E and &/,
respectively, then

j* o (X1de') = j* o (X 1dO)

for each section o of  and every vector field X on J Zk=1(p, N). Hence, the choice
of a De Donder form does not matter.

For each «, Eq. (74) is equivalent to Euler—Lagrange equations for o in K N U,.
Since Euler-Lagrange equations are local, the conditions of Proposition 2 imply that
o satisfies Euler—Lagrange equations in K.

4.4 Symmetries and Conservation Laws

Definition 3 A vector field Y on N is an infinitesimal symmetry of the Lagrangian
system with Lagrangian A = Ld,,x of differential order k if it projects to a vector
field on M and LyxdA = 0.

Let Y be an infinitesimal symmetry of A. For every boundary form E of dA,

Lemma 1 ensures that j2k_10'*(.£sz—l E) = 0 for all sections o of m : M — N.

Since ® = nfkfl*A + E is the local De Donder form corresponding to E, it follows
that

i le* (Lyn10) = 0. (75)
Hence,
ey *1de) + 2 e dy* ey =o. (76)
If o satisfies De Donder equations, we get the conservation law

d [jzk—la* (sz—u @)] —0. 77

If K is an open, relatively compact submanifold of M with boundary d K, which
is contained in domain o, then

/ AR g (sz—lJG)) —0. (78)
K

In other words, if 0K = X U X, where X; and X, inherit outer orientation from
0K, and X1 N X is smooth of dimension n — 2, then

fz e (r*110) = /2 o (Y21ue). (79)

2
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If the De Donder equations are hyperbolic, and X1 and X, are Cauchy surfaces, then
the integrals in Eq. (79) are conserved quantities corresponding to the infinitesimal
symmetry Y.

A priori, the integrals on each side of Eq.(79) depend on the choice of the
boundary form E. However, the difference between the left and the right-hand sides
of Eq.(79) vanishes for every E. In an example below, we show how boundary
conditions lead to unique expressions for constants of motion.

S Example

5.1 Cauchy Problem

Consider M = R? with coordinates x = (x!, x2) and N = TR? with coordinates
(. y) =@ x2 yhyh.

L = gawg" ¢";20), (80)

where g, is the Minkowski metric.

oL iy

— = 2ga8" 8"z}, 81)
9zj;
oL oL

— =0 and =0.
07; ay¢

Euler-Lagrange equations
% 9L
dxiaxJ Y%

read

ij kI
22av8" 8"y = 0

Writing x! =1, x? = x, we get
2 9’ R

(m - a_> (aT - a_) Y, x)=0.

( a4 32 9% 9%

+ —) yi(t,x) =0.

8t Tor29x2 | o2
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Set y(t, x), y(t, x), ¥(¢, x), and Y (¢, x) as the Cauchy data at ¢. Then

ad
_ya(tv-x) = _)‘}a(t»x%

ot
0 ., -
Eyed (, x) = y“(t, x),
0 .., g
Ey (tax) = y (ta-x)’
J ... 9% a2 . 9%
gya(f,x) = wy”(t,x) = Zpya(lvx) - mya(lﬁx)-
Therefore,
ya )']a ya
LN T I N B
ar | v | ye - ye |’
a2 4
where
0O 1 0 O
A 0O 0 1 0
- 0 0 0 1
9% 92
—ad 0 ZW 0
Since
h_ o [kAk
= —
k=0 k
is well defined,
ye(t, x) 40, x)
x| _ et 50,0
e x) | k' | 3400, x)
g k=0 T
Yo, x) Y70, x)

is a solution of the Cauchy problem at ¢ = 0.
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5.2 De Donder Forms

De Donder forms are 7123*A + &, where

. , 0 y : d
8 = p,(dy” = zfdx/) A <ﬁJd2x> + pa2(dzf, — zf ;dx) A (ﬁ4d2x>
(82)
is a local boundary form corresponding to dA. For a section o of «,

3% =
®|range =T A\range j3a+“\range jio (83)

ir]

. . 0 .. ) 0
= Ldyx+P)! (dy“—z?dx/) A ——rddax ) + P2 (dz?2 —z4 dx)) A ——ldox
dxH dx'
i1 a a i]iz a 8 i.a ij
= Py A ax—ilezx + P, dzi2 A ﬁszx — (Pa)’,i + Py — L) dox,

where the functions P.' and P/!”? satisfy the equations

aL
az

ij

BL R ..

— —P.— Pl =0,
azlq a,ly

— Pl = q, (84)

that follow from Eq. (20).

Since
oL oL JL e
dA = ) dzi“j Adox + g dz{ Adpx + Wdya Adyx = Zga;,g”gklzil dzfj Adox,
ij i

it follows that

oL -

Gor = 28avs” gy
ij

oL

azé

1

Hence, the symmetric solution is
il ili itin kI b
palzchalzzzgabglzg Yo
it _ xitia _ irip kIl b
Pa,il - q>a,i1 - zg”bg 4 y,klil ’

Pai = Cbz — Pt = —2gabgi‘igklyilil.

a,il
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In this case
— i a aq.J 0
S|range j3o = P,(dy" — Zjdx ) A ﬁJdZX
i1ip a a J d
+Pu (dziz — zizjdx ) AN ax—ilezx
itip kI b a aq,J _8
= —28ap8 18" Y i, (dy" — 25dx’) A axindgx
42 iria kI b (d a _ a4 4 j)/\ in
8ab8 "8 Y j(dz2;, = 2jjAX axi = )

and

(85)

3 —
®\range jle = NZ*A\range o T S range j3o
. . 9
= Ldox + P12 (dy® — zjfdx]) A (—.Jdgx)
ax!
i1iz a a J 0
+Pa (dziz — zizjdx ) AN ax—ilezx
. - ; ad
kl 1.b
= g8 g Z?jzzldzx — 28ap8""2g" Yo, @y — Z?dx/) A (ﬁJdﬂC)
2 irio kI b dz4 a q J 9 d
+284b8'°°8 y,]d( Zi, T Zyj x7) A —axilJ 2x |.

A non-symmetric solution of Eq. (84) is

i . - i kb ..

P/ = P+ Q)7 =2gap8" 78" y 1y + 04", (86)
liyiy _ pliliz iviy __ ivip ki b i1iy

Pd,i] - Pa,z'l + Qa,il - 2g‘lbg 8 y,klil + Qa,il’

iy _ & liyip __ ivip ki _b i1ip
Paz - (I)a2 - Pa,i1 - _2gabg : 2g y,kli] - Qa,il’
where Q" is skew symmetric in i1 and i,
i1y _ i2i]
Qa,il - _Qa,il‘ (87)
5.3 Symmetries

A vector field Y = Y! 037 + Y4 aia is a symmetry if

Ly> (Ldyx) =0, (88)
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where Y2 = Yia;ii 4 yad 3y + Yla o + Y/ 3‘“ of Y is the prolongation of Y to
JX(M, N) and

Yf =Y42 — Y+ Y4, (89)
b
Yl = 2GY5 s — Y Y6

see Eqs. (105) and (106) in the Appendix. The Lorentz metric g;; dxidx/ = (dr)* —

(dx)? occurring in the Lagrangian has Killing vector Y7 = il, Ys = aiz
corresponding to the tlme and the space translations, and the infinitesimal Lorentz

transformation Y7 = x? 1 + x! ax2
We discuss here conservatlon of energy corresponding to the time translations
YT Equation (89) show that the jet components of Y% and Y% vanish, so that Y% =
and Y% = 331 Hence,

Ly2(Ldsx) = Lya (garg” 82820y )
9
= Y2 1(2gapg" klzk,)dz A dox+d [(gahg gklzf/z,ljl> Yy T 55 szxi|
N d
= (2gav8" 8" 2f)VE idox + (28apg™ g2 Y7 A2 A (szx) -
+ kl _a b inl A in
=0.
Since
3 j j
(viaaxd) =4,

9 9
—— Jdyx = —de Adx? =6] dx® — 87 dx!,
dxi1 ax!

and

(Y;J <aj—ile2x>) = (720 (shax? — s2ax") ) = —o2,

equation (83) yields

: d
jlo* (Y73-J®> = jo* [—P;'dy“ A (Y%J (—.Jdpc))]
ax'
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+j30* |:Pé‘i2dzf~‘2 A (Y%J (;—ilegx>)j|
— (Pivs+ Py — L) (Y3 ddox)
= P2yl + P2y, dxd — (Piyt+ PYye, - L) dx?.
For an open relatively compact manifold K with boundary 0K = ¥ — ¥/,
fzﬁa* (v710) = fz [ P2y P2y, dxd— (Piys + Pilye, — L) dv?].

Let us decompose P,’ into its symmetric and antisymmetric parts in the upper
indices

Py = pli 4 plil, (90)

Then,
Pi= o Pl = g — P P o1

so that
fzfa* (Y%J@) = 92)

- /E [ P2yea + P22ys, ax — (Piyt + P yS; — L) dx?]
-1

—/z ((% — Pyl - Pa[’if]> ¥4+ Py - )dx2
)t ]

—/2 ((% - P;fgf)) Ye+ Py - L) dx? +

+/2 [ PIlyd x4 pl2alyd dxi + Pa[f;.f]yj‘;dxz].

0L i) _ plir2] ~ 2i 2i :
(@ - Pafl!l B Pale'l yfljdx] + (Pa( ») + PtE l2]) yfll-zjdx]

The last integral in Eq. (92) involves only the odd terms P, 4] Tt can be rewritten as
follows
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L

11 12
/E(P']'y“leP'l'y“ﬁP'zyl+P'2y2)dx2

—PIya T 4 PRIy did 4 Py di?] = 93)
o . .
=R = PEY) e 4 (PR 4 PG, ) 0]

21] . a 22] . a

[P (a4 yade?) + Py + (P + PV ) ax?]
[ PPy ax + PRy e + PR yide?
[P0y dxd = Py axt + P2 yida? ]

_d (Pf”y,“l) PEyadx/ — PUPya dx! + P2 yidx ]

d(P[Zl]y’a]) a211]yadxl 21] adx _ 1,,[11 yldx n P[21 adxz]

I 21] 12] 21] 21
d(PRIy) = (P ! + PPy axt) — PRy e + P2

d(le] a

Since, we consider an evolution equation with non-compact Cauchy surfaces,
replace K by a slice

S={xLxHeR*|0<x' <1}

with boundary

S =%, — %o = {(t, x2) € R?} — {(0, x2) € R?}.

We assume that the fields y“(xy, x») vanish sufficiently fast as x, — o0, so that
integrals over K, ¥, and X( converge and permit integration by parts. For ¥ = %,
Egs. (92) and (93) yield

oL
/ o (Y%J@) :/ [(a _ P;’j?) yhdxd + (P<2z2))y12]dx1}
5 2
aL ; i
—/ << o Pj’;f’) Y+ Py - L) dx? +/ d (Py4)
% aZZ ’ %
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L pa2) ; 2i :
= /E [(@ = Py ) yGded + (Pa( m) Vi x|+
; .
9L i .
(e
t 2

+ lim <Pa[21]ya])(t,x2)— lim (Pam]y“])(t,xz)
’ Xp—>—0Q ’

Xp—>00

L pa2) - 2i :
= /E [(@ = Py ) ydxd + (Pa( m) Yy jdx!
t
9L - .
()t
' 2

because our asymptotic conditions require that limy, — (Pam] y"1> (t, x2) = 0and

limy, o <Pc£21] y“l) (t, x2) = 0. Hence the potential non-uniqueness of constants
of motion is taken care of by the appropriate choice of boundary conditions.

Appendix

Jets

Letw : N — M be alocally trivial fibration. A local section ¢ of 7 is a smooth
map o : M — N, defined on an open subset U of M, such that 7 o o(x) = x for
everyx € U.If U = M, we say that o : M — N is a global section of 7. In the
following, we say 0 : M — N is a section of 7 if ¢ is either local or global section.

Suppose that m = dim M and m + n = dim N. We use local coordinates (x)

on M, where i = 1,...,m, and (xi,y“) on N, where a = 1,...,n. The local
coordinate description of a section ¢ : M — N is given by y* = o%(x', ..., x™)
fora=1,...n.

Foreachx € M andk = 1,2, ..., sections o and & of 7 are k-equivalent at x if

o (x) = o (x) and, in local coordinates,
0 X)) =07, (), (94)

where
a 810“ 1 m
o ()= m(x (x), ..., x"(x)), 95)

forall/=1,...,k.
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The k-equivalence class at x of a section o is called the k-jet of o at x and
denoted jXo (x). The space of k-equivalence classes at x of all section o is denoted
JX(M, N) and

J*M. Ny = | ] I¥ M. N)
xeM

is called the space of k-jets of sections of 7. In terms of local coordinates, jXo (x)

has coordinates (xi, e, Zf-’], R zl.“l_ ik)’ where
a _ _a
Ziyip = Oy (X
forl = 1,...,k, il,...,il = 1,...,m,and a = 1,...,n. Since partial

derivatives of a smooth function commute, the variables zfl i cannot be considered
as independent coordinates. In the case when it matters, we use an independent
collection

{Zfl-.-iz la=1,...,n,and 1 <i1 <ip <...<i}; (96)

3 in the indices

. . a
see Eq. §7). However, in general, we use symmetry of variables z f

Iy ooy,
There are several maps defined on J kM, N):
the source map
75 JXM,N) > M : j*o(x) > x,
the target map
k. sk .k
my ST (M,N) = N :j o) o(x),
the (k, 1)-forgetful
nlk : Jk(M, N) — JI(M, N) : jko(x) > jla(x) fork >1> 0.
Each of these maps defines a fibre bundle structure in J k(M , N). For this reason,
JX(M, N) is also called the k-jet bundle of sections of .
Leto : M — N be asection of 7 : N — M. We denote the k-jet extension of o
by
Yo M = JX(M,N) : x — j*o(x).

For every integer k > 0,

71(1)( o jko =o0. o7
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Similarly, for eachk > 1> 0,
nlk o jko = jlcr.

A sectionp : M — JX(M, N) of the source map 7K J5M, N) > M is called
holonomic if there exists a section o of 7 such that

p=jo.
It follows from Eq. (97) that p is holonomic if and only if
p=j g o p).

Each local chart M gives rise to local contact forms on J*(M, N) given by

m m
C=dyt =Y gfdat, 0f =df - ) Zhded, L. (98)

K - E
Ielk—1 ll lk 1 le lk llk

ir=1

A section p : M — JX(M, N) of the source map 7¥ is holonomic if the tangent

space of its range is annihilated by the contact forms 19“ for alll =0,...,k—1
and all indices i{,...,i; = 1, ,m and any collectlon of coordmate charts
covering M.

Prolongations

Let Y be a vector field on N which projects to a vector field Y° on M. In other
words, Y is -related to a vector field Y, that is

TroY =Y0m. (99)

This implies that # : N — M intertwines the actions of local one-parameter local

Y0

groups ¢'” and ¢’’" generated by ¥ and Y©, respectively.

etY

—

(100)

3
R« =
R« =
9
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Hence, for every section o of 7,

0
Vg =eY oo oe™ (101)

Y

is a local section of 7. For every integer k, the map o +— e'**o induces a local

one-parameter local group
e (M, N) = JNM, N) : Ko (x) > [RE T o)1 x) (102)

of diffeomorphisms of JX(M, N) to itself, generated by a vector field Y* on
J k(M , N), called the prolongation of Y to J k(M , N). In other words,

eV o jRo = KMo, (103)

For every 0 < 1 <k, Yk is 7rlk—related to Yl,
TrafoY*=vlonf, (104)

where nlk : Jk(M, N) — JI(M, N) is the forgetful map.
Following reference [13], we show how to find the prolongation Y* of a vector
field Y = Y’ (x)% + Y%(x, y)% on N that is w-related to Y0 = Yi(x)-% on

ax!
M using the condition that, for every local contact form ¢ on J k(M , N), the Lie
derivative Lyx® of ¥ with respect to Y is a linear combination of local contact
forms. Let

9
+Y7

.9 9
Y=y — 4+ y“
0z!

dx! ay®

a
+...+ Yi|i24..ik aza

i1i...0k
be the prolongation of Y to J k(M , N). Then,

Ly[dy” — zfdx']

Y*o (dldy” - zfdx']) +d (YEaldy — zfdx'])

= —v50 (dzf Ade') +d (v - 20y

= —Y{dx' +Y'dz{ + Y§dy? + Y9dx' — Y'dzf — Y/ dx/
= Y dy” — 20dx) + Y4 zldx' — Yfdx' + Yddx' — 2f ¥} dx/

= Y - zax) + [ (Y4l — 2]+ ve) - ve ],
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which implies that
Ye = Y4el -yl + v
Similarly,
Lywldzf — zf;dx’]
= ¥ (dldzf — zfax/]) +d (YEopdzy - zgided])
N . A
= —v* (dzfy nael) +d (v - 24Y7)

= —Yfidxe/ +Y/dzf; + Y{dy” + Y dx/ — Yidzf; — 2 Vi di"

(105)

= v2, (@ = 2hdx ) + ¥ 2hdad - videl + 4y ded — 2 Vi dek

) b . )
= vey (@ = zhax ) + [ (v dh — vt 4+ vy ) = v aed,

so that, fori < j,

Y8 =Y — Y+ Y
Symmetrizing, we get

a a k a

Yl =2(Y5, = e Y+ YG )
In general,

Lyk [dZ -z dxj 1=

0101 i1 j

YR (ddzg = 2 dx1) +d (YE0)

1.l i1 j

=Yk (dzf’lmi”» /\dxj) +d< &= WYJ)
=Y e 4 yidgf v Ay Y ded
—v/dz W z?l__lifY]kdx
=Y A Y Ay Y e = ,”Ygdxk

< (000 =T ) 4yt -y i

i1...01,b il

+Y® Ay — Yidxk

1.0l i...0j

b_ by b k
b (dy - Zjdx]> + [(Yff...i,,sz = kY T Y, ,) Yy

iy.dg,j

(106)

]dx/
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Therefore

a _ b ya _.a k a
Yisia v = 2 Yirinb = anigeit Loy + Vi iy (107)
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Abstract The theory of continuous distributions of dislocations and other material
defects, when formulated in terms of differential forms, is shown to comprise also
the discrete, or singular, counterpart, in which defects are concentrated on lower
dimensional regions, such as surfaces, lines, and points. The mathematical tool
involved in this natural transition is the theory of de Rham currents, which plays
in regard to differential forms the same role as the theory of Schwartz distributions
plays with respect to ordinary functions. After a review of the main mathematical
aspects, the theory is illustrated with a profusion of examples and applications.

1 Introduction

The theory of material defects has its origins not in the works of engineers but
rather in the prodigious curiosity of the great Italian mathematician Vito Volterra
(1860-1940), for whom the theory of elasticity was just one of the many possible
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applications of mathematical analysis, a field to which he made many pioneering
contributions. In the year 1907, Volterra published a celebrated article [23], whose
contents he amplified and further expanded in a series of lectures delivered in the
USA in 1909 and published in 1912 [24]. The topic of these articles revolved
around the equilibrium, in the absence of external forces, of multiply connected
elastic bodies, which, by a process of cutting and welding, sustain non-vanishing
stresses. In a now famous illustration, reproduced in texts of material science to our
very day, Volterra identifies 6 possible independent processes of this kind, which
he named distortions. Volterra’s original illustration! is in fact a photograph of an
actual realization of each of these distortions.

In 1899, a few years before Volterra’s publications, the French mathematician
Elie Cartan (1869-1951), acknowledging his debt to Pfaff and to Grassmann,
launched a new era in the calculus of differential forms [2] and the theory of
differential systems. A separate mathematical development, which formalizes the
idea of ‘singularity functions’, informally used already at that time in many
engineering and physics applications, is the work of the French mathematician
Laurent Schwartz on the theory of distributions, published in a short article in
1945 [20]. The Swiss mathematician Georges de Rham (1903-1990), combined the
method of Schwartz with the calculus of differential forms to produce his original
theory of currents, elegantly summarized in a book he published in 1955 [4].

Although these are by no means the only mathematical tools relevant to our
discussion, the chain of transmission outlined above conveys a general picture of the
flow of some of the main ideas that may be necessary to invoke for the modelling of
material defects. The situation is quite different when it comes to summarizing the
rich engineering and applied mechanics tradition that ensued from Volterra’s work.
Whereas mathematics seems to have a way of incorporating old knowledge into new
in a matter of one or two generations, the accelerated progress made in various areas
of theoretical and experimental physics, liquid crystals and soft matter, materials
science, metallurgy, numerical and computational techniques, various branches of
engineering, industrial demand, and support from granting agencies, among other
factors, has made the communication between various schools of research, even
those interested in the same phenomena, not only very slow but, in some cases,
also next to impossible, as if between people speaking different languages trying to
converse in a noisy environment.

A short but comprehensive historical account of dislocation theory up to 1985 is
given in [11], ranging from the early studies on isolated defects to the differential
geometric theories of continuous distributions of dislocations. Historically, of
course, the continuum theories grew out of their discrete counterparts, starting in the
1950s, although a rigorous passage to the continuum limit was not claimed, but only
used in a heuristic way. A typical example of this kind of inspiration is the relation
between the Burgers vector (that is, the lack of closure of an atomic lattice circuit
enclosing a defect) and the torsion of the distant parallelism induced by a Cartan
frame field. Our objective in this chapter is to demonstrate that the two extremes

! Available at https://archive.org/details/lecturesdelivereOOclarrich, page 43.
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represented, on the one hand, by the discrete models and, on the other hand, by the
smooth theories, can be reconciled and encompassed under the embrace of a single
mathematical apparatus, namely, the theory of de Rham currents. The passage from
the smooth model to various singular versions is achieved naturally when, having
formulated the smooth theory in terms of differential forms, the quantities and the
governing equations are reinterpreted in the weak sense afforded by the theory of
currents.

Section 2 reviews the classical setting in terms of frame fields representing
an underlying geometric structure, and, having recast the theory in terms of dual
co-frames, prepares the stage for the use of exterior differential calculus. The presen-
tation is free of any metric connotations, such as available in a Cartesian space. In the
case when a single differential 1-form w is specified on an n-dimensional manifold
A , the physical counterpart can be interpreted as the prescription of a field of stacks
of oriented hyperplanes, such as is the case in type-A smectics. The defectivity of
this structure is measured by the lack of closure of the exterior differential of w.
Consequences of Stokes’ theorem of integral calculus are explored, in anticipation
of stronger results in the weak formulation, which is introduced in Sect. 3. This
section contains the main results of the chapter. A brief review of the concept
of current is presented, according to which the weak counterpart of a p-form is
recognized as an (n — p)-current. Similarly, the counterpart of the exterior derivative
operator of forms is the boundary operator on currents, and the lack of closure of
the former is reflected in the non-vanishing of the boundary of the latter. Classical
isolated edge and screw dislocations are shown to emerge naturally in this context.
Examples of coherent and non-coherent interfaces are presented and discussed.
When (rn —1)-forms, or 1-currents, are used as the point of departure for the analysis,
we obtain a filamented structure, such as is encountered in nematic liquid crystals
and many biological tissues. Section 4 suggests how the continuous theory can in
principle be reconstructed from the discrete one by means of a passage to the limit
as the number of isolated dislocations in a fixed volume element grows without
bound. Finally, Sect. 5 provides a framework for the description of the movement
of defects in terms of time-dependent principal-bundle morphisms. Although the
presentation is by no means elementary or self-contained, an effort has been made
to deemphasize the formal aspects of the theory, a fact that is reflected in a lighter
than usual style that makes as few demands as possible from the reader.

2 Regular Lattices

2.1 Frame Fields

The most natural, though not the only, continuous extension of the picture of an
orderly crystalline array of atoms consists of defining a field of frames over an
open connected region % of R?. Somewhat more technically, we may say that a
continuous crystalline array is a (smooth) section o of the linear frame bundle FZ.
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In other words, to each point X € Z, the map o : Z — FZ assigns three linearly
independent vectors v, € TxZ (o = 1, 2, 3) in the tangent space Tx.Z. Within this
restricted framework, the theory of continuous distributions of dislocations attempts
to define and quantify measures of densities of defects. It should also consider
whether other interpretations of the discrete picture are amenable to extension to
the continuous realm.

In the discrete picture, it is customary to define the Burgers vector as the lack
of closure of an approximately plane and quadrilateral atomic circuit with the same
number of atomic spaces on its opposite sides. The non-vanishing of the Burgers
vector is an indication of the presence of a lattice defect within the quadrilateral. In
the continuous picture, we have three independent vector fields e, each of which
gives rise to a flow ¢y (s*), where s is the natural parameter, defined up to an
additive constant, on the integral curve of the field e,. The analogue of the lack
of closure of a Burgers circuit is the lack of commutativity of two of these flows.
Indeed, only if the flows ¢, and ¢g commute, we arrive at the same final point Y
when, starting from point X, we first advance by an amount As® along the integral
line of e, and then by an amount As? along the integral line of eg, or repeat this
procedure in the opposite order.

The infinitesimal version of the procedure just described gives rise to the notion
of a new vector field [u, v], namely, the Lie bracket between the two vector fields,
u and v. In terms of components in a coordinate system X ' =1,2, 3), the Lie
bracket is expressed as

av! ou’
I J o)
) 1
[u,v]" =u %7 %7 ey
where the summation convention for diagonally repeated indices is implied.
The vector
] 0
Cap = [eq, €8] = cop axT|. = Cap e, (X) 2
X

will be called the local Burgers vector at X associated with the families & and . It
represents the defects gathered along the ‘infinitesimal circuit’” generated by e, and
eg. If cup at a point X happens to be a linear combination of e, and eg alone, we
say that at X we have a pure edge dislocation density associated with the families «
and B. This condition can be written as

cgﬂzo fory #a and y # B. 3)

Otherwise, that is, if there is a non-vanishing component on the third base vector
(not « or B), we have a mixture of edge and screw dislocations.

Given any two vectors, u = u”e, and v = v”e,, we define the Burgers vector
associated with their corresponding infinitesimal circuit as

Cuy=¢C ﬂu"‘vﬂ %)

The components CZ = —cga are called the structure constants of the frame field

at X. When the structure constants vanish identically throughout %, the frame field
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is called holonomic. In that case, and only in that case, there exists a coordinate
system on & such that its natural basis coincides with the frame field at each point
X € Z. Otherwise, the frame field is said to be anholonomic. From the physical
point of view, holonomicity corresponds to a defect-free continuous crystalline
array.

Let x : # — %' be a diffeomorphism from Z to another region %’. The
pushforward of the crystal frame ey at X is a frame €/, at X’ = x (X). The collection
of structure constants vanishes at X’ if, and only if, it vanishes at X, as can be
verified by a direct calculation. From the physical standpoint, this remark means
that it is not possible to remove defects by a mere deformation. This fact also shows
that our initial choice of % as a region in R3 might as well be replaced with any
sub-body of a body manifold. The metric properties of R3 need not be invoked
to detect the presence of material defects. Given these considerations, we see no
reason to limit the theory either by the metric properties or by the dimensionality
of our ordinary space. We will, therefore, proceed with a formulation based on an
underlying n-dimensional manifold .Z .

2.2 Material Parallelism

A somewhat different way to look at the continuous version of a discrete lattice is to
regard it as a parallelism on .# . Starting from a given frame field, as in the previous
section, two vectors, v at X, and w at Y, are said to be materially parallel if their
components in their respective local bases, ey (X) and e, (Y), are correspondingly
the same foreach« = 1, .. ., n. If, given a vector field, this condition is satisfied for
every pair of points, we say that the vector field is materially parallel or materially
constant. Clearly, the frame field of departure consists of three materially constant
vector fields. The notion of material parallelism is more general than that of a
continuous lattice in two senses, namely,

— The parallelism is preserved under any lattice transformation of the form
fo (X) = Af e,(X), ®)

where A5 are constants. Thus, we are not beholden to a particular frame field,
but rather to a more general geometric notion.

— The concept of material parallelism can be induced directly from a given con-
stitutive law via the notion of material isomorphism [15, 25]. The importance of
this remark can be appreciated both from a practical and from an epistemological
point of view. It means that a theory of dislocations can, at least in principle,
be built upon a continuum scaffolding alone, without any need to resort to a
lower, more fundamental, level of discourse.” In particular, the incorporation

20n this point, it is pertinent to mention the works of the philosopher of science Mario Bunge [1].
Bunge, though, warns us about the dangers of ‘explicatio obscurum per obscurius’.
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of continuous symmetry groups becomes available as an additional degree of
freedom of the theory, which will not be considered herein.

A parallelism on a manifold can be construed in terms of a linear connection
with vanishing curvature. Starting from a materially parallel frame field e, (o =

1,...,n), expressed in terms of components in a coordinate system X! (I =
1,...,n)as
a
_
ea - ea 8X1 ’ (6)

the Christoffel symbols of this connection, expressed in the coordinate system, are
obtained as

Ifx =—el g €5 @)

In this equation, we use commas to indicate partial derivatives with respect to the
coordinates. Moreover, we have denoted by € the entries in the inverse of the matrix
with entries eOJl, that is, eOJ[ ex = SIJ(.

We remark that the vanishing of the curvature is guaranteed automatically by the
independence of path implicit in the very definition. The forsion of this connection
can be expressed in terms of the forsion tensor T, whose components in the
coordinate system are

Tix =T'jx — g, (®)

We can verify that
d
1 J K
T=Tjx 557 ®4X" ®dX =—clye, @ @, 9

where e* represents the point-wise algebraic dual basis of e,. In other words, the
field of structure constants of the anholonomic frame field e, is nothing but the
anholonomic component expression of the torsion tensor of the associated material
connection.

It is interesting to point out that the torsion tensor gives rise to a trace I-form
o = w; dX' defined as

wr =TE,. (10)

Following [5], we can use this 1-form to canonically decompose the torsion
tensor into the sum of a diagonal part

T! _ b 8T wg — 8L w (11)
JK_n—l J WK K ®J),
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and a traceless part
& I =7
Tik =Tk —Tix- (12)

It is not difficult to verify that, if we go back to the case n = 3, the vanishing of
the traceless part implies that, for every pair of vectors u, v, the Burgers vector ¢, ,
corresponds to a pure edge dislocation. Thus, the traceless part is an indication of
the presence of screw dislocations at a given point.

2.3 The Dual View

To each frame e, at a point X € .#, we can uniquely assign its dual co-frame €%,
which is a basis of the cotangent space Ty.# . As linear operators on Tx.#, the
action of the covectors of the co-frame on tangent vectors is completely defined by
the algebraic condition

(e%, eg) = 55. (13)

Since a frame field is, by definition, a (smooth) section of the frame bundle F.Z,
each of the three base covectors € is a (smooth) section of the cotangent bundle
T*.#, namely, a differential 1-form. From the algebraic standpoint, it does not
appear that working with co-frames could provide further insight into the description
of distributed defects. Nevertheless, one can foresee at the very least three possible
features of the dual approach that might bear fruit and shed new light on our topic,
to wit

(i) Broadly speaking, it can be said that, if a frame represents lines joining atoms
with their lattice neighbours, a co-frame can be regarded as a collection of
atomic planes, a point of view not foreign to crystallographic science.

(i1) Incontradistinction to vector fields, differential forms offer a fully fledged exte-
rior calculus that elegantly summarizes and generalizes to arbitrary manifolds
the machinery of classical vector calculus in Euclidean space.

(iii)) The theory of integration on manifolds is intimately connected with the theory
of differential forms. Important facts pertaining to global properties of a
defective structure can, therefore, be obtained in a natural way with the dual
approach.

(iv) Finally, and most strikingly, the calculus of differential forms can be extended
to a weak formulation, known as the theory of currents, much in the way
that the theory of distributions generalizes that of ordinary functions. This
circumstance opens the door to a unified treatment of regular and singular
dislocations under the overarching safeguard of a common mathematical
apparatus.



230 M. Epstein and R. Segev

To address point (i) above, we may start by considering a covector W at a point
X € T .. The collection of vectors that annihilate W, namely,

Ho={veTxZ|(W,v)=0} (14)

is clearly a hyperplane (an (n — 1)-dimensional subspace of Tx.#). For each value
s € R, we can also define the collection

Ao ={veTxM| (W,v)=s). (15)

Any two vectors in 7 differ by an element in J7), whence it follows that 7 is
an affine hyperplane parallel to J#). Letting s vary, we obtain a stack of oriented
hyperplanes, the positive orientation pointing towards increasing s. The relative
‘density’ of this stack can be intuited by letting s attain only integer values. If we
multiply W by, say, 2, we obtain a stack made of the same kind of hyperplanes, but
with double the density. If we multiply by -1, we obtain the same stack, but with
reversed orientation. Visualizing a vector u € TxZ as an arrow, and a covector
W € T{Z as a stack of hyperplanes endowed with a density, the evaluation (W, u)
of W on u can be visualized as the ‘number of stack hyperplanes’ pierced by the
arrow. This intuitive idea is illustrated in Fig. 1.

As far as the co-frame field e is concerned, we can regard it as the smooth
assignation at each point of .# of n mutually intersecting infinitesimal stacks of
atomic hyperplanes. We may now focus attention on one of these families, say
ef, and ask ourselves the question: do these stacks at different points of each
neighbourhood fit well together? The first notable feature of this question is that
it can be meaningfully asked. This is not the case if we were to isolate one of the
n vector fields, say eg, since, according to the fundamental theorem of the theory
of ordinary differential equations, any vector field has local integral curves. The
vectors of one family always fit well together! When we were looking for defects in

Fig.1 A covector W as a w
stack of oriented hyperplanes.

The evaluation (W, v) if the /_/\
number of hyperplanes
pierced. This ‘number’ is
negative if the vector points in
the direction of decreasing s
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the crystal frame approach, therefore, we needed to look at least at 2 such families.
The second feature of the question just posed is that it can be answered in any
one of two respects. The first, and stricter, criterion consists of finding a family of
hypersurfaces such that they match the hyperplanes at each point both in tangency
and in density. The less severe way to look at the question of fitness is to look for a
family of hypersurfaces that at each point are tangent to the hyperplane %), ignoring
the issue of stack density.

To answer the question according to the first criterion, we make use of point (ii)
above, and invoke Poincaré’s lemma. It asserts that a differential 1-form w is
locally exact if, and only if, it is closed, namely, its exterior derivative dw vanishes
identically on a simply connected open neighbourhood. By exact, we mean that
there exists a scalar-valued function ¢ on this neighbourhood such that ® = d¢. In
other words, local exactness means that the surfaces ¢ = constant do precisely the
job of coinciding locally with the stacks defined by w. For our context, we can call
w a layering form. It induces a field of hyperplane stacks. This field is defect-free
if dw = 0, namely, if the layering form is closed. Otherwise, the 2-form D = dw,
called the dislocation form, is a local measure of the defect density.

Identifying the layering form with e* = ef dX I, we conclude that the condition
for it being defect-free can be stated as

de* =¢f ; dX’ ndX" =0. (16)
Invoking Eqgs. (13) and (2), this condition can be rewritten as
5, ef e’ =0. 17)

Thus, we recover, with little effort, the same characterization of a defective crys-
talline structure in terms of the structure constants of the frame-field formulation.

Having found the conditions ensuring the fitness of the layering structure in
respect of both tangency and density, we turn to the less restrictive criterion,
according to which we only require the hyperplanes 7)(X) to derive from local
hypersurfaces ((n — 1)-dimensional integral manifolds). This criterion can be
interpreted in terms of the involutivity, or lack thereof, of the distribution %)(X),
for which the theorem of Frobenius provides the answer.

Recall that a (geometric) distribution on an n-dimensional manifold consists of a
smooth assignation of an r-dimensional subspace of Ty.# at each point x € .Z. In
our case, the layering 1-form w induces an (n — 1)-dimensional distribution on .#
consisting of the hyperplanes 4 (X). A distribution is involutive if the Lie bracket
of every pair of vector fields in the distribution is also in the distribution. Thus,
employing the terminology introduced in Sect. 2.1, the distribution associated with
two vector fields, u and v, is involutive if, and only if, it contains only pure edge
dislocations.

An r-dimensional distribution is completely integrable if around each point
x € .# we can find a coordinate chart x! (i = 1,...,n) such that the r-
dimensional submanifolds with equation x) =k (j =r+1,...,n), where
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each k/ is a constant, are everywhere tangent to the distribution. The theorem of
Frobenius asserts that every involutive distribution is completely integrable. In terms
of the physical picture, we may say that if two vector fields give rise to no screw
dislocations, we can find (local) integral surfaces to which the vectors are tangent.

The theorem of Frobenius can alternatively be expressed in the language of
differential forms. For the particular case of the (n — 1)-dimensional distribution
generated by a 1-form w, involutivity is equivalent to the condition

o ANdo =0. (18)

If we set w = €%, we recover Eq. (3).

Example 1 (Actualization in the realm of liquid crystals) One of the attractive
features of the dual approach is its ability to deal with defects in phases other than
the crystalline solid. As stated by Chandrasekhar in his classical treatise [3], the
‘term liquid crystal signifies a state of aggregation that is intermediate between the
crystalline solid and the amorphous liquid’. Liquid crystals, therefore, offer a rich
variety of examples for the application of the dual approach. Quoting again from [3],
Smectic liquid crystals have stratified structures but a variety of molecular arrangements
are possible within each stratification. In smectic A the molecules are upright in each

layer ... The interlayer attractions are weak as compared with the lateral forces between
molecules and in consequence the layers are able to slide over one another relatively easily.?

In addition to this obvious physical instance to which the above dislocation
modelling can be applied, we also mention a potential application to discotic liquid
crystals, made of disc-shaped molecules.* In all these cases, the physical reality
imposes the consideration of local stacks of planes, rather than that of an ordered
molecular lattice. O

Remark 1 In[16], Nye uses a tetrahedron argument, similar to the one used to relate
the stress tensor to the traction vector on a surface element with unit normal n, to
prove that there exists a second-order tensor controlling the local Burgers vectors
associated with the lack of closure of infinitesimal circuits on all possible area
elements at a point. This reasoning is hardly necessary, since Equation (2) above can
be regarded as a tensor equation doing precisely what Nye’s ‘state of dislocation’
tensor accomplishes. The vector-valued 2-form with components cgy acts on a 2-

vector u A v to produce the (Burgers) vector cgyuﬁ v”. More traditionally, when

working in R3 with all its metric structure, we can define the tensor C associated
with the structure constants cgy as

ap _ pBY o
C? =¢ Chy»

3See [3], p. 6.
“Ibid., p. 8.
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where € denotes the alternating symbol. Since, in the case of R3, the 2-vector 2uAv
corresponds to an element of area ndA = u x v, where x stands for the ordinary
cross product, Nye’s result follows suit. Indeed,

C*n,dA = epﬁyc%ynpdA
— ngepﬂyepmuavr
= (8087 — 808))ch, u’v"
= (c¥, —c¥ u’vt

_ o 0. T
= 2c, . u’v'.

2.4 Integral Perspective

As anticipated in point (iii) of Sect. 2.3, there are still some natural consequences
that will emerge from the theory of integration of differential forms. A central result
of this theory is Stokes’ theorem. It establishes that

/w:/da). (19)
oM M

In this equation, .# is an oriented n-dimensional manifold-with-boundary, 9 is
the boundary operator, and w is a compactly supported (n — 1)-form in .#. The
boundary 9.# is assumed to have been consistently oriented. More importantly,
the boundary 9.4, as an (n — 1)-dimensional manifold, is not necessarily the
same as the boundary of .# as a topological space (typically, a subspace with the
subset topology). Bearing in mind this distinction, the boundary of a manifold-with-
boundary satisfies the identity

3@.4) = 0. (20)

The duality of this identity with respect to the fundamental identity of the exterior
differential operator, namely, for any differential form p,

d(dp) = 0, 1)

is striking. Their consistency is mediated by Stokes’ theorem, as can be gathered
choosing w = dp in (20).

At this point, going back for a moment to the case n = 3, for a given layering
1-form w, we will be able to define a scalar dislocation measure associated with
any circuit y in .. Its meaning is intended to convey the idea of the net amount of
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Fig. 2 A Burgers circuit y
and two associated surfaces .
% and €’ /’

\ Z )

dislocations embraced, as it were, by the circuit. Let % be an oriented 2-dimensional
submanifold with boundary (a surface) such that y = 0%. We may think of
y as a Burgers’ circuit. The surface € encounters defects (smoothly distributed
mismatches in slope and/or density between neighbouring stacks). The net amount
of defects encountered is given by the integral of the defect density D = dw over €.
This net amount may vanish even if there are defects on 4" which end up cancelling
out mutually. According to Stokes” Theorem, we must have

/D:/a). (22)
€ 14

Consider a different surface ¢” with the same boundary curve y, as shown in Fig. 2.
We conclude from Eq. (22) that the net amount of defects is the same as before. In
other words, the net amount of defects is the same on all surfaces sharing a common
boundary. Thus, a Burgers circuit y can be said to embrace a fixed net amount of
defects. This generalization of the concept of Burgers circuit (and, in this case, the
associated Burgers scalar) is a direct elementary consequence of the geometrical
setting, rather than of a clever physical insight.

Consider, furthermore, the integration of the defect density D = dw over the
boundary 9. of an n-dimensional submanifold with boundary . in .#. Applying

Stokes’ theorem, we obtain
/ D= / w=0. (23)
9.7 0.7

This result can be interpreted physically as the fact that there can be no isolated
sources of defects. It was obtained by exploiting the vanishing of the boundary of
a boundary, that is, 3> = 0. It could also have been independently obtained from
d? = 0. Indeed, recalling that, by its very definition, D is an exact form, we could

have claimed that
/D:/dD:/d(dw) =0. 24)

0.7 4 4
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Assume, finally, that the defect density vanishes identically everywhere except
within a very thin, wire-like, domain traversing the body. Enclosing this domain
with a slightly thicker tubular neighbourhood, and focusing attention on the portion
comprised between two cross sections, we conclude that the net defect density
in any cross section of this tube is constant. We have thus essentially recovered
Frank’s rule [10] for line dislocations. A similar result can be obtained for branching
dislocation lines. We again emphasize that, in this approach, the physical results
emerge naturally from the geometric setting.

Remark 2 Cartesian meditation: With the luxury of a 3-dimensional Euclidean
background, 1-forms can be construed as ordinary vectors. Starting with the frame
ey (¢ = 1,2,3), with Cartesian components forming the rows of a matrix [A]
with entries ey;, the vector version of the dual basis €* (@ = 1,2, 3) is given by
the columns of the inverse matrix [A]~! with entries efal. We look now for the
meaning of the exterior differential of €%, with « fixed. We notice that de® is a 2-
form, whose components are entries of a skew-symmetric matrix, namely, fu;;j =
(elfo:j — e.,'io},,') /2. The metric structure, however, allows us to view this 2-form as
a vector with components for = &kij fuij, Where g;ji is the Cartesian alternating
symbol. We conclude that, in the Cartesian world, the vector field representing the
differential 2-form de? is precisely the curl of the vector with Cartesian components
efal. Stokes’ theorem, used to derive the elegant results above, is replaced now by
its Euclidean version, which states that the flux of the curl of a vector field over a
surface equals the circulation of this field over the bounding curve. In short, when
thinking in a Cartesian way, there is a loss of generality and of elegance, but not of
truth, as long as the context is appropriate. These Cartesian gymnastics, however,
can hardly survive the treatment of singular dislocations in terms of currents.

3 Singular Lattices

Although, for merely heuristic purposes, we have commented on the extension of the
concept of a discrete crystal lattice into the continuous realm, this vaguely described
extension has not played any role in our treatment of continuous distributions of
defects. We are now concerned with the opposite paradigm, formulated as the
question: Can one obtain the discrete picture out of the stand-alone continuous
one, and, if so, how? To answer this question, we will make use of the theory
of currents, as developed by Georges de Rham [4], whose general lineaments are
briefly reviewed below.

SWe revisit these ideas in greater detail in Sects. 3.4 and 3.5.
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3.1 De Rham Currents

On an n-dimensional oriented manifold ./, we consider the collection AX (.#) of
all C™ differential p-forms with compact support in .. It is clear that A? (.#) is
an infinite-dimensional vector space.®

Definition 1 A p-current on ./ is a continuous linear functional on A? (.%).

As de Rham explains in [4], he interprets the notion of continuity following Laurent
Schwartz’s definition of a distribution, of which a current is a generalization.7 De
Rham, in fact, affirms that ‘a current can be considered as a differential form for
which the coefficients are distributions’.®

Since de Rham states” that the concept of a current is ‘a notion so general that it
includes as special cases both differential forms and chains’, it seems appropriate at

this point to consider a few examples to confirm and expand this assertion.

Example 2 Let v € Tx.# be a vector at X € .#. We define the 1-current T,
associated with this vector as the operator

T,[¢] = (¢(X), V) Vo € AL(). (25)

Regarding v as the value of some vector field on .# at a point X, we may say, with
an understandable abuse of language, that the 1-current Ty (x) is equal to the vector
v(X). In the same spirit, we can associate with a p-vector at X a corresponding p-
current. The case p = 0 delivers Dirac’s delta with an intensity determined by the
0-vector. O

Example 3 Let w be a differential p-form, not necessarily with compact support, on
an n-dimensional manifold-with-boundary .# . We define the associated (n — p)-
current 7, as

T.l¢] = / wng Ve AP, 26)
M

6By virtue of the point-wise vector-space character of A” (Ty.#),with X € .4 .

7In his momentous article [20], Schwartz describes the continuity of a distribution 7'(-) as follows:
‘Si une suite de fonctions ¢;, ont leurs noyaux contenus dans un compact fixe et si elles convergent
uniformément vers 0, ainsi que chacune de leurs dérivées, alors les 7' (¢;) convergent vers 0’. In
other words, the requirement placed on the continuity of the functional 7 is stronger than the mere
uniform convergence of the functions, since it entails that each of the sequences of derivatives must
also converge uniformly to zero. When generalizing this idea to manifolds, Schwartz and de Rham
demand that the supports must all be contained in a single compact set within the domain of a
chart. The derivatives are taken with respect to the chart coordinates.

8See [4], p- L.
9Ibid.
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To justify the heuristic identification of T, with w itself, we remark the obvious
fact that a p-covector based on an n-dimensional vector space is completely defined
if we know the value of its exterior product with every (n — p)-covector. From this
observation, we can reason like Schwartz does in [20] in respect of the identification
of a function with its associated distribution. It should be pointed out, however, that
this identification of a p-form with its corresponding (n — p)-current is not to be
taken at face value. While we can define the exterior product of two differential
forms, a definition of the tensor product of two currents is not trivially available. [

Example 4 Let % be an oriented immersed p-dimensional submanifold (with
boundary) of the n-dimensional manifold .#. Let, moreover, .¥ be such that the
restriction to . of every compactly supported p-form in .# has compact support
in .. This is the case, for example, when . itself is compact. We define the
associated p-form T as

Tylg]l= /d) Vo € AL(A). @7
5%

On the right-hand side of this equation, we interpret ¢ as the restriction ¢ . U

The continuity condition, involving the uniform convergence of the sequences
of each component of the p-forms, and each of its partial derivatives in a chart, is
crucial for the calculus of currents. As compared with, say, the uniform convergence
of the sequences of components alone, we conclude that in the former case fewer
sequences converge. It is this feature that allows us to enlarge the family of
continuous functionals, that is, of currents. Expressed somewhat differently, we may
say that currents can be more irregular than measures, which are thus a particular
case.

Example 5 As in Example 2, consider a vector v at a point X € .# . We can define
the O-current D, by

Dyl =v(¢) Vo € A%A). (28)

In other words, this current assigns to a smooth function with compact support in .#
its directional derivative in the direction of the vector v at X. The subtle point in this
example is that we need to make sure this linear operator is also continuous. If our
criterion of continuity had been based on the uniform convergence of the functions
alone (without including its derivatives), we could have chosen (in, say R2, with
coordinates x, y) the sequence of functions

¢n(x) = B(x, y) lsin(n)c) n=1,2,..., 29)
n
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where B(x,y) is a bump function around the origin, at which point its first
derivatives vanish. If v = %! 0,0 although the sequence ¢, converges uniformly
to zero, the sequence of derivatives v(¢,) does not. O

Example 6 The principal-value 0-current: A O-current on R is a (Schwartz)
distribution. Our purpose in this example is to show yet another way in which
singularities or discontinuities can be subsumed under a distribution or, more
generally, under a current. Let f : R — R be a function, possibly with a pole
at x = 0. Recall that the Cauchy principal value of the integral of f over an interval
(—a, a) is defined as

pv/fdx: lim, ff(x)dx—i—/f(x)dx . (30)

In particular, for the function f = x~!, the principal value vanishes. Following
Schwartz [20], we define the principal-value distribution associated with x~! as
the functional P given by

a

P[(p]:pV/%dx, 31

—a

for all C*®-functions ¢ with compact support in (—a, a). The function x~! being
odd, only the odd part of ¢ survives the integration and, therefore,

PW]Z/ML&' (32)
0

O

The collection of all p-currents, that is, of all continuous linear operators
on AL (), is, by definition, precisely the topological dual AL (.#). A linear
combination of two p-currents, 77 and T3, is the p-current a1 T + a,T» defined as

(a1 + a1)[¢] = Th[a1¢] + Talaxp] Vo1, ¢r € AL(A), Vai,az € R.

(33)
The boundary of a p-current T is the (p — 1)-current 97 defined as

aT[¢] =T[d¢] Vo e AL (a0). (34)

The operator symbol 9 appears to have been abused. That this may not quite be the
case can be gathered from an attempt at iterating the operator, namely,

0°T[¢] = 80T (9] = AT[dp) = T[d*p] =0 Vo € AL *(M). (35)
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The kinship between the various uses of the operators d and 9 is further emphasized
by working out the boundary of the current associated with a submanifold ., as
given in Example 4. We obtain

OTy[p] = To[d] = / dp = / 6 = Ty ). (36)
4 9.7

Thus, Stokes’ theorem, as used above, mediates between the various uses of the
symbols and furnishes an elegant formulaic consistency, to wit,

0Ty =Ty (37)

In words, this equation states that the boundary of a current of a manifold is equal
to the current of its boundary.

The relation between the operators d and 9 is further confirmed by calculating,
in a manifold .# with vanishing boundary, the current associated with the exterior

derivative of a p-form w, which yields, for each ¢ € A, 7 Lo,

wa[¢]=/de¢=/(d(wA¢)—(—l)l’a)/\dgb)
M M

= / —(=DPo Ard¢ = (=1)P*! 9T, (4], (38)
M

where we have invoked Stokes’ theorem. Thus, except possibly for sign, the current
associated with the exterior derivative of a form is equal to the boundary of the
current associated with the form itself.

Example 7 The boundary of the 1-current of Example 2 is equal to the O-current of
Example 5. Indeed, for each function (0-form) w with compact support in .#, we
have

0Ty [w] = Tyldw] = (dw, V) = v(w). 39)
O
A p-current T is equal to zero, written as T = 0, in an open set U C .4

if T[¢] = O for all p-forms ¢ with compact support in U. Denoting by % the
maximal open set'® in which T = 0, the support of the current T is defined as

supp T = A4\ U . (40)

The support of a current is not necessarily compact.

10The existence of this maximal set is proved as a theorem in [4], p. 35.
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3.2 Singular Layerings

As introduced in [6-8], a singular layering is obtained by specifying an (n — 1)-
current T on .# . As a particular case when T = T,, for some 1-form w, we recover
a regular layering form as described in Sect. 2.3. In the physical picture, therefore,
the specification of a layering current T entails a possible loss of smoothness in the
assignation of the stacks of lattice planes, and/or an infinite density of the stacks
along some singular surface.

Example 8 Let a body manifold 2 be identified with the open unit cube (—1, 1)3
R3, and let .# be the intersection of # with the (oriented) closed half-plane 77 =
{(x,y,2) € R® | y = 0,z > 0}, as depicted in Fig. 3. The 2-current T'»~ can be
regarded as a 1-form with components given by Schwartz distributions. Specifically,
T = H(z) §(y) dy, where H is the Heaviside step function, and § is Dirac’s delta
distribution. Seen in this light, we have obtained a layering that leaves all points of
2 without any layering, except that at each point of . we have a high (infinite, if
you will) concentration of layers parallel to the plane x, z. The 2-current Ty — T
will combine this singular layering with a regular one. This combination can be
recognized as the classical textbook edge dislocation, in which we ‘subtract a half-
plane of atoms’ from the lattice. U

In Sect. 2.3 we introduced the dislocation form associated with a given layering
1-form w as the 2-form D = dw. Its identical vanishing ensures an everywhere
defect-free structure. By virtue of the result embodied in Eq. (38), we define the
dislocation current associated with a layering (n — 1)-current 7 as the (n — 2)-
current S = d7. The vanishing of § is expressed mathematically by saying that the
layering current T is closed. By analogy with the regular case, we will declare a
singular layering T to be defect-free if it is closed.!!

Fig. 3 A singular layering as
an edge dislocation

--- sy

1I'The justification for this statement can be found in a theorem [4] stating that every closed current
is homologous to a differential form.
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Example 9 The dislocation current of Example 8 is the current S = 07 = Ty .
The support of this current is 9. itself, which in our case is the open interval
(—1,1) along the x-axis. Thus, just as asserted in material science textbooks, the
defect is concentrated along a dislocation line.

3.3 A Screw Dislocation
3.3.1 Two-Dimensional Prelude

The screw dislocation, as conceived by Volterra [23, 24], is an essentially three-
dimensional phenomenon. Volterra describes it by considering a doubly connected
domain (a thick cylinder) which, when cut with a plane containing the axis and
then rejoined after a relative axial displacement of both exposed faces, gives rise to
the screw. Although this procedure has no equivalent in a two-dimensional setting,
the mathematical difficulty of the screw dislocation resides in the passage from a
multiply connected domain to a simply connected one, a passage that can be best
illustrated in R?.

Consider, therefore, the 1-form w = d6, which is well-defined and closed (but
not exact) in the punctured plane % = R? \ {0}, where @ is the standard angular
coordinate of the polar system (r, ), and O is the origin of R?. We remark that %
is diffeomorphic to ¥ = R* x §', where S! is the unit circle. This diffeomorphism
is precisely established by the polar coordinate system in the punctured plane and
the corresponding axial and circumferential coordinates in €.

The 1-current Tyy on Z is, as usual, defined by the prescription

Tuold] = fde Ao, @1)
74

for all 1-forms ¢ with compact support in Z. We want to extend this definition by
considering all 1-forms ¢ with compact support in R?. In other words, we want to
define a current on the whole of R? while using an integration on Z. To this end,
consider the effect of removing the open ball B, with centre at O and radius €. The
set R \ B, is diffeomorphic to the product 6, = [e, 00) x S I On both %, and
%, the integral on the right-hand side of (41) is well-defined for any 1-form with
compact support thereat. To extend the domain of integration, however, the latter
alternative avoids the singularity of the polar coordinate system.

Indeed, let ¢ = ¢, dx + ¢y dy be a 1-form with compact support in R2. Its
restriction to %, and, therefore, to %;, via the natural pullback provided by the
inverse of the natural diffeomorphism described above, is the 1-form ¢ = ¢, dx +
¢y dy = ¢, dr + ¢ dO, where ¢, = ¢, cos6 + ¢y sinf. On each line 6 = constant

the limit 1im+ ¢, exists and is finite. Therefore, the integral
e—>0
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2w oo
/demz):—//(p,drde (42)
60 00

is well-defined and finite. We declare this to be the value of 79 over a 1-form ¢
with compact support in R

The boundary O-current d 79 can be evaluated over any function f with compact
support in R? as

2w o0
d
8ng[f]=ng[df]=—//d—J:dr do =2m f(0). (43)
0 0

In other words, the dislocation current associated with the layering d6 is propor-
tional to the Dirac delta at the origin.

Remark 3 A possible physical interpretation of this situation can be gathered by
imagining that an edge dislocation (subtraction of one atomic row) has been
‘smeared’ along a circumference, as suggested in the Fig. 4. Equivalently, we may
say that we have the limit of a circumferential incoherent interface, of the type
described below in Sect. 3.6, as the extent of the interface shrinks to zero. O

3.3.2 The Screw

Let Z = R3 \ ¥, where ¥ denotes the z-axis in the natural Cartesian coordinate
system (x, y, z) of R3. In £, with the standard cylindrical coordinates (r, 8, 7), we
consider the 1-form w = d6. We remark that w is closed but not exact, since 6 is
not a globally defined function on . With this proviso, we propose w as a layering
1-form on Z. As far as this layering is concerned, there are no dislocations in Z.

a b
* ®
L3 1 » \ d
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Fig. 4 Smearing (b) an edge dislocation (a) over a circle
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Fig. 5 A screw dislocation: a b
the passage from each page of >
the open book (a) to the % <

helicoid (b) is achieved by
adding an exact 1-form to the
layering current. The

dislocation current is not
affected

L

The corresponding integral manifolds look like the pages of an open book around
the (excluded) spine, as shown in Fig. 5a.

We can extend this layering current from % to R® by using, for each z, the
same scheme as we used for the two-dimensional description above. The dislocation
current is given by

Dy[y] = 0T,[¢] = 2n / Y, =2m / ¥:(0,0, 2)dz, (44)
¥ o

where ¥ = VY dx + Y, dy + ¥, dz has compact support in R3. In short, this
rather complicated layering 2-current has exactly the same boundary as an edge
dislocation. For the sake of illustration, let us add to our layering current (the ‘open
book’) the closed 1-form a dz, where a is a constant. The boundary of the limiting
current is not affected by this addition. The integral surfaces of the modified form
are no longer the pages of an open book but rather the surfaces with equation
0 + az = constant, one of which is shown in Fig. 5b, thus justifying the appellation
of ‘screw dislocation’.

Remark 4 The transformation of a book page into the helicoidal shape could also
be achieved by a diffeomorphism of & obtained by the coordinate transformation
O0—0+az.

3.4 A Conservation Law

Suppose that we want to build a p-current in .# whose support is a subset of
a p-dimensional submanifold .7 (without boundary) such that the restriction of
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every compactly supported p-form ¢ in ./ has compact support in .7.'2 The ‘most
regular’ way to achieve this is to choose a smooth function u :  — R and to
define the corresponding p-current, denoted by 7, &, as

Turld] = Tolud] = /uqs. 45)
T

We will call u(X) the intensity of T, 7 at the point X € 7.
Consider the particular case when T, 7 is closed, that is, 07, # = 0. Then

0T, 7 [¥] = Turldy] = / udy
T

=/(d(uw)—d“¢)=—/dmw=0. (46)
T T

Since this equation is satisfied identically for all (p — 1)-forms i with compact
support, we conclude that u = constant. This result, which is a particular case of
the constancy theorem of geometric measure theory,!> means, in our terminology,
that the intensity of a closed p-current (of the type considered), whose support is a
subset of a p-dimensional submanifold, is necessarily constant.

Example 10 To provide an intuitive motivation for the idea of intensity of a current
of the kind discussed above, consider the cylindrical domain % defined by y*>+z2 <
&2 <« 1 comprised within the open cube # = (—1,1)> ¢ R3. The axis of this
cylinder is, trivially, an embedded 1-dimensional submanifold 7 of £. Let w =
f(x,y,2)dy A dz be a smooth 2-form with support in % . Its associated 1-current
is denoted by T,. For any 1-form ¢ = a(x, y, z)dx + b(x, y,z2)dy + c(x, y,z)dz
with compact support in &, we obtain

1

1 ¢ ¢
Tw[¢>]=/a)/\¢=/fady/\dz/\dx=///fadydzdx=/ﬁ(x)dx,
B

B —1—¢—¢ —1
47)
where we have set

L?(x)://fadydz. (48)

—& —¢&

12A good example in a body 4 is a loop, or a curve whose ends are not in 2.
13See [9], p. 357.
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The tilde is meant to remind us of the dependence on ¢. By the mean-value theorem,
for each x we can find a point P within the circle of radius & such that u(x) =

e &
a(x,yp,zp) [ [ f dydz. Choosing ¢ sufficiently small while modifying the

—& =€
e &
function f so that for each x the integral [ [ f dydz is kept at a fixed value
—& —¢&
u(x), we can approximate to any degree of accuracy the 1-current 7, &. If the 2-
form w is closed, u(x) is constant, as can be concluded by applying Stokes’ theorem
to arbitrary closed balls in A. U

Applying these ideas to a layering 2-current 7 in a 3-dimensional body, we
conclude that, if the support of its dislocation current S = 97 is a 1-dimensional
manifold 7, the strength of the dislocation is constant. This fact is known as
Frank’s first rule [10]. Any circuit enclosing .7 cannot be removed from it. It
embraces a constant amount of dislocations, just as a Burgers circuit.

Example 11 Dislocation shedding: Let .7 C .# be a p-dimensional submanifold
with boundary such that the restriction of every compactly supported p-form ¢ in
./ has compact support in .7.'# Rewriting Eq. (46) without the assumption that the
current 7, & is closed, we obtain the general result

0T, 7] = / l“/f—/du/\llﬂ (49)
3T T

If 3T, 7 is supported in 3.7, the first term on the right-hand side of Eq. (49) vanishes
for every (p — 1)-form whose (compact) support is disjoint with 3.7. It follows
that in this case u must be constant on 7. Consequently, if u is not constant on
7, we must conclude that the support of 37, 7 contains points not belonging to
the boundary 9.7. A dramatic application of this result is provided by the data of
Example 8, when we assume that the measured dislocation intensity along 9.7 is not
constant. We immediately deduce that there are additional dislocations continuously
distributed on .. We call this mechanism dislocation shedding. O

3.5 Branching

Another application of these mathematical ideas, whereby the physical meaning
emerges naturally from the geometrical context, is the content of Frank’s second
rule of branching dislocation lines. In Frank’s own words, ‘if the Burgers vectors
of all dislocation lines meeting at a node are defined by right-handed circuits, when

l4For example, 7 could be a compact submanifold of .#, or a submanifold such as . in
Example 8.
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looking outwards from the node, the sum of these Burgers vectors is zero. This
corresponds to a vectorial version of Kirchhoff’s law’.!

Consider, therefore, anode P € . at which N non-intersecting dislocation lines
& (i =1,..., N) converge. For simplicity, we assume the manifold .# to be of
dimension 3. As a 1-dimensional submanifold with boundary, each of these lines
is diffeomorphic to the real interval [0, 1), with O corresponding to P. We assume,
moreover, that each of these lines coincides with its closure within .#,'¢ which is a
manifold without boundary (such as a connected open subset of R3).

Each of the lines .¥; is assumed to be part of the support of a dislocation of

constant intensity u;. We associate with the union . = [J.%; the dislocation
i
current D = ) u; T . If this is indeed a dislocation current, it must be closed,

l
and we obtain, therefore, for every O-form f with compact support,
0=0DIf1= 3w [ df = £(P) 3w (50)
i i

By the arbitrariness of f, we obtain Frank’s second rule (in a scalar context) as
> w =0 (51
i

Example 12 An example that enhances the understanding of this conservation law
can be gathered if we start from a body .# identified with an open cylinder
M, as shown in Fig. 6, with equation r < 1 in a cylindrical coordinate system
(r,0,z)."7 We identify the branching point P with the coordinate origin. Consider
the intersections 7; (i = 1,2, 3) of this cylinder with each of the oriented quarter
planes with equations r > 0, & = 2mi/3, and z < 0. For constant u;, the layering
current 7, 7z has a boundary whose support is the bracket-like set made from the
union of the lower z-semiaxis and the segment .%; givenby 0 <r < 1,6 = 2mi/3,
z = 0. If, as stated by Frank’s second rule, the 3 horizontal segments constitute the
support of the boundary of the resulting current T = ) u; T,,, 77, we must require

1
the vanishing of the boundary current 7 on the open lower z-semiaxis. This is
possible only if > " u; = 0. O
i

158ee [10], p- 813. The allusion to Kirchhoff’s law of electrical circuits, where the algebraic sum
of electrical currents at a node is zero, is very pertinent.

16Tntuitively speaking, each line comes out, as it were, from .. This condition guarantees that the
restriction to .#; of each compactly supported form in .# is also compactly supported in .7;.

17 Although the cylindrical coordinate system is not well-defined on the z-axis, this fact is not of
significance for this example.
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Fig. 6 Frank’s second rule z
for branching dislocation

lines —
/ M
A

x A

total dislocation vanishes on this line

3.6 Interfaces

Since the pioneering work of Read and Shockley [18], it has been recognized
that dislocation models of grain boundaries between crystals can provide accurate
predictions of experimental measurements, such as the energy associated with such
interfaces. Our interest here is only to demonstrate how the description of various
geometric arrangements associated with grain boundaries can be encompassed
under the general framework of de Rham currents.

Within a framework suggestively reminiscent of the use of Hadamard’s lemma
for the establishment of geometric compatibility conditions on a wave front,'® we
work in a simply connected n-dimensional oriented manifold .# which is divided
into two disjoint open consistently oriented submanifolds, .# ™ and .#~, by an
embedded oriented (n — 1)-dimensional manifold (a hypersurface) 7, as shown
in Fig. 7. Let ot and o™ denote two closed!® smooth layering 1-forms defined,
respectively, on .# T and .#~. Unless o' and w™~ happen to be the restrictions
of one and the same smooth 1-form w on .#, we are in the presence of a grain
boundary 7 .

The 1-forms w* and w™ can be extended to the closures .+ = .#% U .7 and
M~ = M~ U.T, which are submanifolds with boundary of .#. We denote by T+
and T,- the (n — 1)-currents associated, respectively, with these extensions of w™
and o~ . We define the total layering current

T =Ty +T, (52)

18Gee, e.g., [22], p. 492.

19The assumption that these two 1-forms are closed is made explicitly to concentrate on the role
of the discontinuity hypersurface .7, thus ignoring explicitly the possibility of existence of smooth
dislocations.
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s

Fig. 7 An interface

and notice that, if ot and w™ are restrictions of a single 1-form w on ., that is, if
there is no grain boundary, the boundary 97 of the total layering current vanishes.

The converse is not true. In other words, it is possible to have an absence
of dislocations consistent with a lack of smoothness of the layering across a
hypersurface of discontinuity. This should correspond precisely to the freedom
afforded by Hadamard’s lemma! To make matters explicit, let us set 37 = 0.
Recalling that we have assumed the forms w™ and ™ to be closed, any (n — 2)-
form ¢ with compact support §2 intersecting the hypersurface .7 gives rise to the
evaluation

0=0T[¢] = 3T+ [p] + 0T, [$] = — / d(@™ A ¢) - / dw™ N @)

QN4+ N4~

- [ Mw\ , (53)
_ T

2nNg

where, on .7,
[o] =0 — ™. (54)

We have purposely indicated in Eq. (53) that the arbitrary forms [w] and ¢ involved
in the last term, via Stokes’ theorem, are to be restricted to 7. Consequently, if the
discontinuity hypersurface .7 is represented locally as ¥ = constant, where ¥ is
some smooth function ¥ : .#Z — R, we conclude that, when

[0] o dw, (55)

the dislocation vanishes altogether. If a Riemannian structure were to be introduced
on ./, this result would be expressed by saying that an arbitrary jump in the
direction perpendicular to the discontinuity surface can be tolerated. This is
precisely the same as the geometric compatibility condition derived classically from
Hadamard’s lemma applied to a surface of discontinuity of a field. For this reason,
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Fig. 8 Hadamard (coherent) a b
interfaces

we may call this tolerable lack of smoothness a Hadamard interface, known in
material science as a coherent interface. Such an interface involves no dislocations.
We remark that our definitions are strictly local.

A particular case of a Hadamard interface is obtained when o™ o< d¥ at the
discontinuity hypersurface. Since we have assumed Eq. (55) to apply, we conclude
that also = o« d¥. In other words, the local hyperplane stacks on both sides
of 7 are parallel to the tangent hyperplane, but undergo a jump in density, as
schematically shown in Fig. 8a. The more general case of a coherent interface
is shown in Fig. 8b. Intuitively, the stacks intersect .7 along the same family of
oriented lines (that is, hyperplanes of dimension n — 2).

Remark 5 Orientation and coherence: In physical presentations of examples of
coherent and non-coherent interfaces, it is often implicitly assumed that the lattice
planes do not carry a specific orientation. Thus, Fig. 8b, which clearly shows the
coincidence of the intersections of the lattice planes, is sufficient to explain the
notion of coherence of the interface. Our mathematical model, however, contains
an extra degree of freedom, namely, the signature of the layering form arising from
the assumed orientation of the stacks. Apart from the intrinsic mathematical interest
of the fact that a differential form is clearly different from its negative, it should be
clear that interfaces involving chiral molecules’” will require consideration of the
orientation of the lattice planes and, consequently, of the induced orientation of their
intersections with the interface. (]

If Eq. (55) is not satisfied at a point P € .7, we say that at that point there is
a non-coherent interface. In a 3-dimensional context, a further classification can be
established on the basis of the exterior product o = ot Aw™ AdW.Wheno =0,
the dislocation consists of a mere mismatch in the density of the stacks restricted to
7, which are otherwise parallel, as shown in Fig. 9a. When o # 0 the stacks are
mismatched also in rotational terms, as shown in Fig. 9b.

Example 13 In R3, let the surface of discontinuity .7 be the plane z = 0, and let
o™ and o™ be closed 1-forms defined on the closures of the upper and lower half
spaces, respectively. The coherence condition (55) requires that, at z = 0,

of =, a); = oy, (56)

20A chiral molecule can exist in two isomeric varieties, known as enantiomers. They are mutual
mirror images.
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Fig. 9 Non-coherent
interfaces

while the components wj and @} can be arbitrary. We remark that the representa-
tion shown in Fig. 8b would remain unaltered if we had supposed that, at z = 0,
a);r = —w; and w;“ =w;. In that case, however, the boundary of the total current
would have been given by

O[] = — / 2 wrdy — wyy) dx dy, (57)
{z=0}

for all 1-forms ¢ = ¢ dx + ¢ydy + ¢,dz with compact support in R3. In other
words, the interface would have been non-coherent. As indicated in Remark 5, this
could very well be the case with chiral crystals if the molecules at both sides of the
(apparently coherent) interface do not have the same handedness. U

3.7 A Volterra Disclination

Although not using the terms ‘dislocation’ and ‘disclination’, Volterra [23, 24]
described three displacement-induced, and three rotation-induced defects, which
were later so named. In the case of a wedge disclination, in Volterra’s description,
a wedge-like segment (such as when cutting a cake) is removed from a thick-
walled cylinder, which is then repaired by joining the two exposed faces. From
this perspective, it follows that this kind of defect can be described as an interface.
Indeed, the process of repair just described brings two surfaces into contact,
resulting in a potential coherent or non-coherent boundary. A different, certainly
cleverer but essentially equivalent, point of view?! consists of regarding the wedge
removal as a superposition of an infinite number of edge dislocations, whose
dislocation lines span a plane through the cylinder axis. We will briefly describe
and analyze these two constructions below. Similar ideas can be applied to the other
two types of Volterra disclinations.

2lgee, e.g. [19].
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Fig. 10 Volterra’s cylinder (a) is deprived of a wedge (b) and then repaired (c) by a diffeo-
morphism, thus generating an interface. The orientation of the integral surfaces is indicated with
hollow-headed arrows

3.7.1 Wedge Disclination as Interface

Although not strictly necessary, we will assume that a small open tube of radius
€ < 1 has been removed from the open cylinder of radius 1 and axis z in R.
The typical x, y section of the remaining manifold with boundary % is shown in
Fig. 10a, in which some of the integral surfaces y = constant of the closed layering
1-form @ = dy have been shown. Following Volterra’s scheme, we now remove
a wedge with an semi-aperture angle o and we are left with a new domain %', as
shown in Fig. 10b, without affecting the integral lines. The repaired state is obtained
by means of a diffeomorphism between the interior of this now simply connected
manifold and the manifold obtained from the original cylinder % minus the positive
half-plane .7 with equations y = 0, x > 0. We can assume (if so desired) that the
angle o between the integral surfaces and the surface of the cut is preserved, and that
the cut surface remains rigid. Since diffeomorphisms preserve the closed character
of differential forms, the only source of dislocation arises from the discontinuity
surface whose trace is indicated by a thick line in Fig. 10c.

By the assumed conditions of the diffeomorphism used, we obtain the following
values for the restriction of the layering form on either side of the glued joint

of = -0, = sina wf = w, = cosa wf =w; =0. (58)

The dislocation current evaluated on a 1-form ¢ = ¢ dx + ¢ydy + ¢.dz with
compact support in the cylinder is given by

0T,[p] = — /[[a)]] AP =—2sina
H

8\8

1
/ ¢, dx dz. (59)
0
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3.7.2 Wedge Disclination as Superposition of Edge Dislocations

The method just presented, while in keeping with the physical motivation, is not in
the spirit of the general geometric conception that we advocate. In particular, the
operation of cutting and welding needs to be described by means of a diffeomor-
phism which itself becomes a component of the problem. In fact, a different, no less
intuitive, way to look at the physical picture, as appealing as the one just described,
is available. Indeed, if we are content with the description of an edge dislocation
as the result of removing a half-plane from an otherwise regular lattice, and, as we
have demonstrated in Example 8, if this operation is represented mathematically by
a singular layering associated with the removed submanifold, then the removal of a
wedge is nothing but the cumulative effect of the removal of additional parallel half-
planes starting at progressively advancing locations. This operation is pictorially
represented in Fig. 11.

Let k£ denote the constant strength of each of the edge dislocations, where a
negative k describes a removal. We obtain a 1-parameter family 7% of (oriented)
half-planes, where £ is the x-coordinate of their respective edge. The coordinate
system is the same as in Fig. 10. The total 2-current evaluated on a 2-form ¥ with
compact support in R3 is

rvi= [ Tatvias = | (’/w dt. (60)
0 0 \m

Its boundary, evaluated on a 1-form ¢ with compact support in R3, is

a b
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Fig. 11 Regular lattice (a) with half-planes (perpendicular to drawing) slated for removal as edge
dislocations marked with lines. Lattice with half-planes removed (b), showing a disclination. In
the limit of vanishing lattice unit, all these half-planes lie on one and the same plane
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With & = -2 sinc, the same result (59) is obtained, except that here we worked on

R3 rather than on a cylinder of radius 1.

3.8 Disengagements or Distriations

Of the immense geometric and analytic apparatus provided by differential forms
and de Rham currents, we have so far utilized a small part only. In fact, we have
concentrated on 1-forms or, correspondingly, (n — 1)-currents, mainly because, as
suggested in Sect. 2.3, a covector can be regarded as an oriented stack of planes with
a certain stack density. A differential 1-form w, accordingly, can be regarded as the
geometrical representation of a field of such stacks as encountered, for example, in
smectic liquid crystals or in lattice planes of an atomic crystalline array.

In the smooth case, we identified a dislocation with the lack of closure of
the layering 1-form w. Correspondingly, in the singular case, the presence of
dislocations is identified with the non-vanishing of the boundary of the layering
(n — 1)-current T. One can expect that in an n-dimensional manifold .Z, if
consideration is given to forms of arbitrary order O < r < n, these r-forms, and their
(n — r)-current counterparts, may be useful to represent other smooth or singular
internal structures and their defectiveness.

In this section, we will explore the case r = n — 1, a choice that can be justified
for various reasons. One of these is that every (n — 1)-form is decomposable,
namely, expressible as a monomial, that is, a wedge product of n — 1 1-forms, a
fact that facilitates the physical and geometrical interpretation. A second reason is
that in dimension n = 3, having already considered 1-forms, and observing that 0-
forms and n-forms are of scarce practical interest, we are only left with 2-forms.?
Finally, and most importantly, (n — 1)-forms and 1-currents turn out to be associated
with imperfections known in various applied fields, such as Frank disclinations in
nematic liquid crystals.

221t is remarkable that n = 3 is the maximum dimension for which all forms are automatically
decomposable. This can be used as a somewhat banal argument for our space to be 3-dimensional,
but nor more banal than the acoustic argument according to which wave fronts propagate sharply
only in odd dimensional spaces. In a 2-dimensional world, we would not be able to communicate
by sharp signals.
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3.8.1 Affine Subspaces, and Decomposable Multivectors and
Multicovectors

In an n-dimensional vector space U, an r-vector V is simple or decomposable if it
can be expressed as

V=vVviAVA...AV,, (62)

where each v; is a vector in U. The r-vector V vanishes if, and only if, these
vectors are linearly dependent. Therefore, each non-zero V spans an r-dimensional
subspace, Sy C U. Vice versa, one can show that each r-dimensional subspace of U
is determined uniquely, up to a non-zero multiplicative constant, by a decomposable
r-vector. Specifically, the subspace Sy is given by

Sy ={veU|VAv=0}. (63)

Similar considerations apply to the exterior algebra of the dual space U*, thus
giving rise to the notion of decomposable multicovectors.”> As a vector space in its
own right, the collection of r-covectors is the dual vector space of the collection
of r-vectors, whether decomposable or not. Since r-vectors and r-covectors can be
understood, respectively, as completely skew-symmetric contravariant and covariant
tensors of order r, the linear action of 7-covectors on r-vectors can be regarded as the
full contraction of the corresponding tensors (perhaps with a factorial multiplier).

For the particular case » = 1, we suggested>* in Sect. 2.3 that a covector  can be
conceived as a stack of oriented hyperplanes (affine (» — 1)-dimensional subspaces
of U) with a certain stack density. The action of w € U* on v € U can be pictorially
described as the ‘number’ of hyperplanes cut by v. We would like to elicit a similar
intuitive picture for arbitrary r.

Given a non-zero decomposable r-covector £2 = w1 A wy A ... A o we obtain
r stacks of hyperplanes, one for each covector w;. For r = n — 1, the mutual
intersections of these hyperplanes constitute an (n — 1)-parameter family of equally
oriented parallel lines, endowed with a density. We will call such a family a fascicle,
a terminology borrowed from the anatomy of striated muscles. For any given
decomposable (n — 1)-vector V, the linear action of £2 on V can be interpreted as the
number of lines intersected by the oriented r-dimensional parallelepiped associated
with V. This parallelepiped lies on Sy and can be also called its associated 7-volume
element. These ideas are schematically illustrated in Fig. 12.

23For an illuminating presentation of these ideas, see [21].
24Following [14].
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Fig. 12 Two stacks (a) intersect to generate a fascicle (b), whose evaluation over a 2-vector is
obtained by counting the intersections of the fascicle with the corresponding parallelogram (c)
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Fig. 13 Layering 1-form (a), and filamenting (n — 1)-form (b)

3.8.2 The Smooth Case

An (n — 1)-form on an n-dimensional manifold .# will be called a filamenting form,
or threading form. It smoothly assigns to each point of .# a fascicle. Figure 13
shows a schematic comparison with the case of a layering 1-form.

Although the dimension of the spaces of 1-covectors and (n — 1)-covectors are
the same (that is, n), when turning to analysis there is a fundamental asymmetry
in the treatment. It arises from the fact that the exterior derivative of an r-form
is an (r + 1)-form, which introduces an obvious bias in the determination of the
exactness of the differential form. Another fundamental difference, which pertains
to the treatment of material defects, is that, as discussed in Sect. 2.3, in the case of
a layering form, a less strict notion of defectiveness can be introduced by requiring
merely that the geometric 2-dimensional distribution be involutive. This condition
guarantees that the slopes of neighbouring stacks fit properly, in the sense that they
can be derived from the tangent spaces of an integral surface. The stronger condition
of the vanishing of the exterior derivative guarantees also that the stack densities are
in harmony with each other.

In the case of the filamenting (n — 1)-form, however, since the underlying
distribution is 1-dimensional, the theorem of existence and uniqueness of solutions
of systems of ordinary differential equations, ensures the involutivity of the
distribution. In other words, integral curves always exist, at least locally. The
defectiveness, therefore, can only manifest itself in the lack of fitting of the densities
of neighbouring fascicles, which is measured by the lack of closure of the exterior
derivative of the filamenting form. A smoothly defective filamented structure is
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said to represent a continuous distribution of disengagements or distriations.> We
remark, finally, that in the case of a 2-dimensional manifold, there is no distinction
between layering and filamenting forms.

Example 14 Let .4 be an open rectangular prism, as shown in Fig. 14, and let the
filamenting 2-form be given by

Q= (1 + e*zz) dx A dy, (64)

where x, y, z are the standard coordinates of R3. In Fig. 14 the z-axis is drawn
vertically and pointing upwards, while the origin is at the centroid of the prism. Any
vertical line is an integral curve of the 1-dimensional distribution associated with
£2, but there is a vertical mismatch in the density of the fascicles. Specifically, this
mismatch is measured by the disengagement 3-form

D=d = —2ze % dx Ady Adz. (65)
O

3.8.3 The Singular Case

The singular counterpart of a smooth filamentous structure can be represented by
a filamenting 1-current 7. Its boundary o7 is the disengagement O-current, whose
non-vanishing is a measure of defectiveness. In the smooth case, we remarked that,

25The neologism ‘distriation’ is meant to suggest the disruption of the striated structure implied by
the filaments in compatible fascicles.



Regular and Singular Dislocations 257

since the associated 1-dimensional distribution is always involutive, the only cause
of defectiveness is a smooth mismatch of the fascicle density. In the singular case,
quite apart from the obvious concentration of such mismatch along a submanifold of
A, we may also have a violation of the Lipschitz condition necessary to guarantee
the existence of local continuous integral curves.

Example 15 An edge distriation: Let % be a 1-dimensional submanifold with
boundary of .#. We define its associated 1-current as

Tyl¢] = /(15, (66)
5

for all 1-forms ¢ with compact support in .#. The corresponding distriation 0-
current is

D[f1=0T[f]l =Txldf]= de/f, (67)
K7 3.7

for all functions f with compact support in .#. The boundary 9. may be empty
(such as when . is a loop, or when its terminal points are not in .#), or it may
consist of 1 or 2 points within .#. In the case of two terminal points p, g € .#, we
obtain

D[f]= f(q) = f(p), (68)

and the distriation can be interpreted as residing in two points with opposite polarity.
If only one point (p, say) lies within .#, we have a case of a single point distriation,
or edge distriation. It may be regarded as a sudden tear of a strand, and it is the
distriation analogue of an edge dislocation. ]

Example 16 A Volterra conical disclination: We have already pointed out that,
in the case of a 2-dimensional manifold .#, there is no distinction between
dislocations and distriations. In particular, the construction of a Volterra disclination
in Sect. 3.7.2 can be interpreted as either a distribution of edge dislocations or
of edge disclinations of the type discussed in Example 15. If, however, .Z is 3-
dimensional, a continuous accumulation of edge distriations will give rise to new
kinds of defects, namely, those generated by a one- or two-parameter family of edge
distriations. The two-parameter case is easier to grasp, since it can be described as
a conical disclination of the Volterra type, schematically illustrated in Fig. 15.

Just as in the case with the wedge disclination, in this formulation, based on a
continuous superposition of 1-currents, all the filaments removed lie on the same
line (the cone axis, which is the positive x-semiaxis), and only their terminal points
vary. The total dislocation O-current is given by
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Fig. 15 A conical disclination generated by the removal of all filaments within the conical volume
shown in (a). The total dislocation current is obtained by adding up (integrating) the values of a
scalar function f over the terminal points indicated in (b)

DIf] =27k /f(x,0,0) dx, (69)
0

where k is the common strength of the distriations, and f is a scalar function with
compact support in .#. The Volterra process for creating a conical disclination
would consist in actually indenting a material with a conical indenter and then
bringing the generators of the cone into coincidence with its axis. The question
as to whether or not this kind of process would require too much energy to be of
common occurrence is beyond the scope of our conceptual analysis. (]

4 From Discrete to Continuous Dislocations

The question we want to address®® is the following: Can a continuous distribution
of defects be rigorously obtained as the limit of a sequence of singular dislocations?
As an example, consider a body % identified with an open rectangle, as shown in
Fig. 16, aligned with the natural coordinate axes of R”. At a given stage of the
limiting process, we subdivide the rectangle into M x N small identical bricks of
area h x k. Each brick contains the terminal point of a manifold .#;; consisting of a

26 A more rigorous limiting process is presented in another chapter of this volume authored by
Kupferman and Olami [13].
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Fig. 16 A multiple singular layering

vertical semi-open segment coming from above, as suggested in the figure. The end
point of .%;; is located at the centroid of the box i, j, namely, it has the coordinates

(xi, yj) = (G = Dh, (j — Dk). (70)

Let K;; denote the constant intensity of the edge dislocation associated with .%7;.
At this stage of the approximation, the total layering current 7 is obtained as the
sum

M N
T=Y Y KiTy,. (71)

i=1 j=1

and the total dislocation current 37 acts on an arbitrary function (0-form) f with
compact support in % according to

M N M N
OTIf1=)_ Y KijoTw [f1=) > Kijf(xi,y)). (72)

i=1 j=1 i=1 j=1

We remark that we would obtain exactly the same result if we assume the
submanifolds to be horizontal and coming from the right.

Let @ = widx + wydy be the putative 1-form we are trying to approximate.
We want to adjust the values of K;; in such a way that the limit of this dislocation
current, as M, N — oo is, in some sense, the dislocation 2-form D = dw. To this
end, we choose the strengths K;; to be

Kij = (w12 — w2,1)hk, (73)
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where the derivatives are evaluated at the centre of the corresponding rectangle.
With this choice, indeed, we verify that

 lim ZZK,]f(x,,yj) = /da)/\f = Tuwf. (74)
=1 j=1 Vi

Let ¢ = ¢1dx + ¢ody be an arbitrary 1-form with compact support in 2. Recall
that T}, acts on ¢ according to

Tulg] = /w NG = /f (w12 — wr¢1) dx dy. (75)
% 9

On the other hand, the approximation (71) yields

M N M N N—0.5k
Tipl=> Y KijTy,[$l=) > Ki / ¢ dy ~ Z Z Kij Z@(x,, k.
i=1 j=1 i=1 j=1 Vi i=1 j=1
(76)
We collect, for each fixed i, the coefficients of each successive ¢,(x;, y;) and
rearrange the sums to obtain

T[$] ~ Z Z $2(xi, yj) Z Kiik. (77)

i=1 j=1

We can see that the only hope for this series to converge to a definite 1-form is to
assume that w, = 0. We may also assume that w; vanishes identically at y = 0.
Under these conditions, taking account of (73), we have in the limit

J
li Kijtk =h . 7
k%; ik = hk wy(x, y) (78)

Finally, we obtain from Eq. (77) the Riemann integral

Tim T[g] = / / (01¢2) dx dy = wlp]. (79)

In conclusion, when the boundary 07 of the current 7 of a denumerably infinite
collection of manifolds .%;; tends to a definite continuous dislocation 2-form D, the
current 7 tends to a definite layering 1-form @ whose exterior derivative is precisely
D. There is a physical feel to the fact that our particular choice of .;; as vertical
lines corresponds to a vanishing vertical component of .
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5 The Movement of Dislocations

5.1 Introduction

Dislocations move and, in so doing, they are responsible for important phenomena
such as metal plasticity and observable effects of glide and climb of faults in liquid
crystals.?’ In this section, we provide a geometrical framework that may serve to
describe these phenomena against a differential geometric background.

Although not usually expressed in these terms, the gist of plasticity theory
lies in the time evolution of the frame bundle of the body manifold. A similar
mental picture applies to various other theories, such as biological growth and
remodelling, in which the material properties do not change in time, but the material
undergoes a process of re-accommodation and/or growth which results generally
in the development of residual stresses. This process can, therefore, be described
as a point-wise time-dependent change of reference frame for the tangent space.
In more mundane terms, the constitutive response at a point remains unchanged,
except that the strain argument is measured with respect to a variable reference
frame. From this description, we retain just the kinematic component, since we are
not addressing the cause-effect paradigm involved in constitutive laws, but only
distilling the underlying geometrical apparatus.

5.2 Frame Bundle Automorphisms

We consider the collection 7 (.#') of smooth bundle automorphisms of the frame
bundle F.# of a fixed n-dimensional manifold .#.2> We denote the bundle
projection by r, and we recall that a frame bundle automorphism can be represented
as the commutative diagram

D
FH4 —> Fu

M —— (80)

In this diagram, whose commutativity implies fibre preservation, the diffeomor-
phism ¢ is naturally implied in @. Moreover, @ commutes with the right action

2TSee, e.g., [12].
2For simplicity of the exposition, we will assume that F.# is globally trivializable.
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of the structure group, which, in the case of the frame bundle, is the general linear
group GL(n, R).

Remark 6 There is a one-to-one correspondence between frame bundle automor-
phisms and automorphisms of any of its associated (tensor) bundles. Consider the
tangent bundle 7.7 . An automorphism @ of F.# gives us, for each point X € .Z,
amap Py : Fx.# — Fyx)# satisfying @x(fg) = @x(f) g, for every frame
f € Fx.# and for every g € GL(n,R), where the right action is indicated
by simple apposition. Let v € Tx.# be a vector at X. We declare its image at
¢(X) to be the vector whose components in the frame @ x (f) are the same as the
corresponding components of v in the frame f. This correspondence is independent
of the frame f chosen, due to the indicated commutativity with the right action just
described. Vice versa, given an automorphism of the tangent bundle 7T.#, it maps
every base vector of the frame f € Fy.# to a base vector at the image point.
Again, it is easy to show that this assignment commutes with the right action of the
structure group. A similar argument can be used for the cotangent bundle, in which
case the assignment is obtained by the inverse of the transpose map used for the
tangent bundle. (]

Given a diffeomorphism ¢ : .# — .#, we can construct its associated lifted
frame bundle automorphism, ¢ : F.# — F.#, by using the tangent map ¢, to
induce the fibre-wise maps @ (X) for each X € .#. We will denote the collection
of all these induced bundle automorphisms by 7, (.Z).

Of particular interest too is the subcollection 7 (.#) based upon the identity
map ¢ = id 4. Every element of </ (.#) can be regarded as a smooth section
of M4 x GL(n,R),* so that o4 (.#) is essentially identifiable with the space of
sections A(FR™), which has the natural structure of a Banach manifold [17]. An
automorphism @ € o (#) is holonomic if it coincides, as a section of .Z X
G L(n, R), with the natural basis of a coordinate system in .7 .

Every frame bundle automorphism @ can be trivially and uniquely expressed
as the composition of an element of o7, (.#) with an element of ./ (.#), in either
order, namely,

¢=(¢o¢—1)o¢=¢o(¢—loq§). 81)
Although trivial, this decomposition will turn out to demarcate an important

physical distinction between processes of material convection and processes of
material evolution.

29More precisely, in a given trivialization of the bundle, at each point X € ., & (X) amounts to a
left translation of the fibre 71 (X)=GL@n,R) by some element of GL(n, R).
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5.3 Material Convection and Material Evolution

A process of material convection in the time interval [0, T] is defined as a
smooth curve p : [0,T] — A (#). We assume that p(0) is the identity
bundle automorphism. Recalling that the elements of 7 (.#) are lifts of material
diffeomorphisms, these processes serve to describe phenomena of migration of
quantities defined as sections of any of the bundles associated with the frame bundle,
namely, all tensor bundles. The convection, therefore, takes place as a result of an
imagined material flow. By construction, a defective structure, represented by a non-
vanishing dislocation current, will remain defective during the convection process.
Processes of material convection were carefully studied in [8].

A material evolution in the time interval [0, T'] is defined as a smooth curve
y : [0, T] - (). We assume that y (0) is the identity bundle automorphism.
A material evolution is said to be holonomic if y(t) is holonomic for every t €
[0, T']. In processes of material evolution, quantities defined as sections of any of
the associated bundles change their local values smoothly as time goes on. There is
no convection, but rather a local rearrangement of the tangent spaces. If the process
is non-holonomic, these tangent spaces do not fit well together, as it were. We note
that, in our theory, the defects are not associated with this lack of compatibility,
but rather with the lack of integrability of certain forms or currents. Thus, a non-
holonomic evolution process may as well end up leading, at some time ¢, to the
integrability of an evolving structure that was initially non-integrable.

Let, for example, @ = w; dx’ be a 1-formon .#,andlety : [0, T] — (.4 ) be
a material evolution. In a given trivialization,3" this evolution is expressed by means
of a point- and time-dependent group element G; = G; (X, 1), with G; (X,0) = 8;
The corresponding change of the components of @ will then be given by

1\/
wi(X,1) = (G(X, ) ) ®;(X.0). (82)

The support of @ remains unchanged. Consequently, at least in principle, as
continuous linear operators on the space of compactly supported forms v, currents
can be transformed according to

TOW]=TOCE0]=TOW(E D] (83)

Remark 7 The transformation of currents just outlined turns out to also be consis-
tent with the boundary operator, so that both layering currents and their associated
dislocation currents are transformed consistently. The proof is an immediate
consequence of the fact that Eq. (83) can be applied to exact forms ¥ = da. ]

30This is the coordinate expression of the map defined in Remark 6.
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5.4 Evolution Laws

It is common practice (in constitutive based theories, for instance) to postulate an
evolution law as a first order system of PDEs, in our case for the variables G’. (X, 1).
Since we have no other constitutive context, the only natural driving force behind
the evolution must be the dislocation form or current itself. Thus, a typical evolution
law will read something like

146

G
dt

=g(D), (84)

where (for the smooth case) D is the local and present value of the dislocation
form. This evolution law is akin to the so-called self-driven evolution laws. Spatial
derivatives of D may also be included to simulate evolution laws driven by some
measure of ‘torsion’ or of ‘curvature’ of the dislocation. Examples can be produced,
but at this stage the theory itself is on shaky ground, so we should wait.
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Abstract We consider the geometric homogenization of edge-dislocations as their
number tends to infinity. The material structure is represented by 1-forms and their
singular counterparts, de-Rham currents. Isolated dislocations are represented by
closed 1-forms with singularities concentrated on submanifolds of co-dimension
one (the defect locus), whereas a continuous distribution of dislocations is repre-
sented by smooth, non-closed 1-forms. We prove that every smooth distribution of
dislocations is a limit, in the sense of weak convergence of currents, of increasingly
dense and properly scaled isolated edge-dislocations. We also define a notion of
singular torsion current (associated with isolated dislocations), and prove that the
torsion currents converge, in the homogenization limit, to the smooth torsion field
which is the continuum measure of the dislocation density.

1 Introduction

Models of Dislocations The study of material defects, and notably dislocations, is
a central theme in material science. The modeling of solid bodies, with or without
defects, often follows a paradigm in which the elemental object is that of a body
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Fig. 1 Left: An edge-dislocation generated by a cut-and-weld protocol in a continuum setting.
Right: An edge-dislocation generated by removing a half-plane in a lattice

manifold: solid bodies are modeled as geometric objects—manifolds—and their
internal structure is represented by additional structures such as a frame field, a
metric or an affine connection. The mechanical properties of the body enter through
a constitutive relation, whose structure is correlated with the geometric structure
of the body.

There have been two distinct approaches to the modeling of body manifolds with
dislocations:

1. Isolated dislocations: One starts with a defect-free body, which is either
modeled as a subset of Euclidean space or as a perfect lattice.! Defects are
introduced by Volterra cut-and-weld protocols [1] (see Fig. 1) resulting in a
locally flat manifold with singularities. The singularities are identified as the
defect loci and the presence of dislocations is detected by measuring a non-
trivial circulation, known as the Burgers vector, along closed paths encircling
the defect loci.

2. Distributed dislocations: The body is modeled as a smooth manifold endowed
with a flat (curvature-free) affine connection. The density of the dislocations is
identified with the torsion tensor of the affine connection [2-5]. If, in addition,
one adds a basis of the tangent space at one point, then the affine connection
induces a smooth frame field, which is the kinematic model, for example, in [6].
In later literature [7], the continuum model is that of a Weitzenbdck manifold,
which is a smooth manifold endowed with a Riemannian metric and a metrically
consistent, curvature-free affine connection. Note that a frame field induces an
intrinsic metric and a material connection, so that all three descriptions are
essentially identical.

A perfect lattice may be related to a smooth Euclidean structure by assigning lengths and angles
to inter-particle bonds and letting the lattice size tend to infinity with the inter-particle bonds scaled
appropriately.
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Homogenization A longstanding problem has been to rigorously justify, in the
spirit of homogenization theories, the continuum model of distributed dislocations
as a dense limit of properly scaled isolated dislocations. In particular, one would
like to understand how torsion, which is the continuum measure of the dislocation
density, emerges in the homogenization limit.

In order to obtain a body manifold endowed with a smooth geometric structure
as a limit of body manifolds endowed with localized defects, we must first cast
these two seemingly distinct models into the same framework. One possible
approach is to “remove” small neighborhoods of the isolated dislocations. Thus,
bodies with isolated and smoothly distributed dislocations are both modeled as
smooth Weitzenbock manifolds, where in the former case, the bodies are multiply
connected; see [8, 9] for a homogenization of defects using this approach.

Another possible approach is to account for the localized defects using singular
geometric fields, which is the approach used in this work. As described above, the
internal structure of a d-dimensional body M can be modeled by a frame field,
{ei}le, or equivalently, by its dual coframe, which is a set of d 1-forms, {z?i}l‘.lzl.
Every smooth 1-form w € £2 (V) induces a distribution for the tangent bundle

ker(w) C TM, ker(w), = ker(w,) < T,M.

Under certain integrability conditions [10, Chap. 19], ker(w) induces a foliation (or
layering) of M as a union of Bravais hypersurfaces, which are tangent to ker(w)
at every point. These surfaces represent the infinitesimal atomic/molecular layers
composing the body. Henceforth, we call a 1-form inducing a foliation a layering
form.

Bodies with localized defects are modeled using singular layering forms, which
are represented by the distributional counterpart of differential forms—de-Rham
currents. As pointed out by Epstein and Segev [11], even a single layering form
may detect the presence of defects. Following [11], we define:

A body with dislocations is a d-dimensional manifold M endowed with a possibly singular
layering form w on M, viewed as a de-Rham (d — 1)-current,

T, : 271 - R, T,(n) = waAn, )

where .Qé‘ (M) is the space of smooth, compactly supported k-forms on M.

The defect density associated with w is represented by the boundary current
dT,, which is defined in the next section.

A layering form @ models a density of Bravais surfaces. Given a vector v, €
T,M, w(vp) is interpreted as the signed number of Bravais planes intersecting v ,.
For a closed curve C C M, the Burgers scalar

$o



270 R. Kupferman and E. Olami

is interpreted as the signed number of Bravais hyperplanes intersecting C. In
particular if the Burgers scalar along C is non-vanishing, there is a discrepancy
in the layering structure, that is, a defect. By Stokes’ theorem, the defect density
may be identified with the exterior derivative dw.

Since a defect-free structure is represented by a closed layering form, isolated
dislocations are represented by layering forms w that are closed everywhere except
in a set I" C M, which we identify as the locus of the dislocations. Moreover, the
existence of non-trivial Burgers scalars around I” implies that @ must be singular
at I'.

To conclude, both isolated and smoothly distributed dislocations are represented
by de-Rham currents; in the smooth case, the currents are induced by smooth
layering forms and in the isolated case, by closed forms with singularities. We may
now state our main homogenization theorem (see Theorem 6.1 below) in terms of
convergence of currents:

Let M be a compact, orientable two-dimensional surface, possibly with boundary. Let w €
2'(M) be a (generally non-closed) layering form on M. Then, there exist sequences w,
and I, such that

1. T, is a finite disjoint union of segments in M and is bounded away from dM.
2. wy are closed C'-bounded layering forms on M \ I7},.
3. w, converge to w in the sense of currents. That is, 7,,, — T, asn — oo.

We prove this homogenization theorem in three main steps:

Step I: A Single Dislocation Given a (generally non-closed) layering form 8 on
the unit square M = [0, 1]2, we construct in Sect. 3 a closed layering form v on
M\ I', where I is a segment. The layering form v has the same circulation around
oM as B. The layering form v induces a 1-current 7}, on Mj; its boundary is a 0-
current supported on I". Thus, we may view the layering form v as representing
a singular edge-dislocation, whose locus is I", and whose intensity is equal to the
integrated intensity of the layering form .

Step II: Homogenization for the Square In Sect.4, we prove that every (possibly
non-closed) layering form 8 € £2! (M) can be approximated by a sequence of closed
layering forms v,, representing an n-by-n array of edge-dislocations (M is still the
unit square). We construct v, by gluing together properly rescaled versions of the
form v constructed in Sect. 3. We then prove that T,, converges as n — oo to the 1-
current Tg.

Step III: The General Case In Sect.6, we prove a homogenization theorem for
a general compact and orientable surface M. We show that for every layering
form B € £2'(M), there exists a sequence v, of closed layering forms supported
everywhere except for a lower-dimensional submanifold, such that 7,, converges
to Tg. The proof relies on a classical classification theorem for two-dimensional
manifolds, along with gluing techniques for 1-forms (presented in the appendix).
The homogenization problem is thus reduced to two elemental building blocks:
the closed disk and a “pair of pants” for which homogenization follows from the
homogenization theorem for the square.
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Singular Torsion In Sect.5, we generalize the analysis to the case where M is a
d dimensional manifold equipped with a full lattice structure, that is, a frame field
{e,-};i=1 or equivalently, the dual coframe of d layering forms {z?i}flzl. A frame—
coframe pair induces a path-independent parallel transport HZ : TyM - T,M
between every two points p, g € M. The corresponding material connection V is
flat but may be non-symmetric; the torsion tensor is given by

T =¢; ®d1§‘i,

and it is non-zero if the layering forms 1 are not closed. In the case of isolated
dislocations, the torsion is identically zero in the smooth set and not defined on the
singular set. Note that the above expression for T cannot be interpreted as a de-Rham
current on M (it behaves like a product of a Heaviside function and a delta function).

Using the distant parallelism induced by the frame field (defined also for isolated
dislocations) we define a notion of singular torsion for a singular frame as a vector
valued de-Rham current. We show how the singular torsion generalizes the notion of
a smooth torsion field and proves a homogenization theorem for the torsion tensor;
if a sequence of coframes {19};} converges in the sense of currents to a smooth
coframe {1}, then the corresponding singular torsions converge to the smooth
torsion associated with the limit.

There are several differences between the present work and the earlier work in [8,
9, 12, 13]: In the earlier work, the loci of the dislocations were “removed,’yielding
a geometric convergence of smooth multiply connected manifolds to a smooth
simply connected limit. Furthermore, the mode of convergence was a strong L”-
convergence of frame fields, which is stronger than the weak convergence of
currents; a stronger convergence is particularly important for obtaining a conver-
gence of the associated mechanical models. On the other hand, the current approach
is more physical, as it accounts explicitly for the singular region; also, our notion
of singular dislocations chimes in with the classical case of cone singularities, i.e.,
disclinations. Finally, the emergence of torsion in the continuous case no longer
occurs “out of the blue,” but is shown to be a bona fide limit of singular torsion
fields.

Three points should be emphasized: (1) This work focuses on the geometry
of bodies with dislocations. There exists a wealth of literature addressing the
mechanics of dislocations, which we do not mention here. (2) A body manifold
is our elemental object of consideration, and it should not be confused with a
(deformed) configuration, which is an embedding of that manifold in the ambient
space. Since the body manifold and the deformed configuration are diffeomorphic,
the same defect structure would be observed in the deformed configuration. (3)
In our model, the locus of a dislocation is a submanifold of co-dimension one,
whereas it is often described in the literature as a submanifold of co-dimension
two, e.g., a point in 2d. Geometrically, a dislocation is a curvature dipole, or a pair
of disclinations of opposite signs (e.g., a 5—7 pair in a hexagonal lattice). Since
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the Frank vector of a positive disclination is bounded by 27, one cannot obtain
a non-zero point dislocation as a limit of disclination dipoles, as in the case of
electrostatics.

This paper is organized as follows. In Sect. 2 we review the definition of de-Rham
currents on manifolds, which are the kinematic variables of our model. Section 3 is
devoted to the first step of our homogenization proof—the construction of a layering
form representing a single dislocation. The second step—the homogenization
construction for the square—is conducted in Sect.4. We then consider in Sect.5
the notion of singular torsion and its homogenization. Finally, we extend in Sect. 6
the homogenization proof to general compact orientable surfaces.

2 De-Rham Currents

We start by reviewing the definition of de-Rham currents on manifolds. For a full
introduction, see the classical monographs of Federer [14] or de-Rham [15]; see
[16, 17] for more recent reviews.

Let M be a smooth, compact, orientable d-dimensional manifold with boundary.
Forevery 1 <k <d,let .Qk(M) denote the space of smooth k-forms on M and let

ko) = {w e 2OV : supp(w) € Jvt}

denote the C°°(MM)-module of smooth k-forms compactly supported in M. Choose
a Riemannian metric g on M, and define for every compact K € M a family of
seminorms ‘/)I;(,j : 2KM) — RT by

P ;@) = sup |D'o|,

O<i<j

where Diw : M — Hom(®!TM, AXT*M) is the i-th differential of w (not to be
confused with the exterior derivative), and

ID'wlx = sup [(D'w),l,
peK

where || - || is the norm on Hom(®' TM, A¥T*M) induced by the metric g. Since M
is compact, a different choice of g gives equivalent seminorms. As a result, it makes
sense to say that a k-form is C/-bounded without reference to any particular metric
(recall that in a topological vector space a set is bounded if every open neighborhood
of zero can be inflated to include that set).

The seminorms {(;5’1‘(’ j}?ozl turn

KM = {w e 2XM) : supp(w) C K}
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into a Fréchet space, that is, a locally convex topological vector space which is
complete with respect to a translationally invariant metric [18, p. 9]. Endow .Qf )
with the finest topology for which the inclusion maps

25 () — 25

are continuous for all compact K € M. A sequence w, € .Qf (M) converges in this
topology to 0 if and only if there exists a compact set K € M such that supp(w,) C
K for all n large enough, and w,, — 0 in the .Q,k( (M) topology.

Definition 2.1 (de-Rham Current) A de-Rham k-current is a continuous linear
functional on .Qf (M). The vector space of de-Rham k-currents is denoted by

D (M).

A linear functional T : .Qf (M) — R s a k-current if and only if there exists for
every K € M an Nx € N and a constant Cg > 0, such that for every w € .Qf( M),

IT(@)] < Ck ¢y, (@)

(See, e.g., [18, Th. 6.8] in the context of distributions in R?.) We endow Z; (M)
with the weak-star topology: a sequence of k-currents 7, converges to a k-current
T if

lim T, (w) = T(w)
n—oo
for every w € .Qé‘ (M). The support of a k-current T € Z (M) is defined by

supp(T) = M\ A(T), where A(T) is the annihilation set of 7', i.e., the union of all
open subsets U C M for which T (o) = 0 whenever supp(x) C U.

Example 2.1 Every locally integrable k-form S on §2 defines a (d — k)-current
Tg € D41 (M) by

Tp(a) = / B A, a e 247k o).
M

In other words, currents may be viewed as generalized differential forms.

Example 2.2 Let S C M be a k-dimensional oriented submanifold. Then, S induces
a k-current [S] € 2, (M) given by

[S1(e) = / o, a e 2F).
S

In other words, currents also generalize the concept of a submanifold.

Definition 2.2 (Boundary of Current) The boundary operator of a k-current is
amap d : Zp(M) > ZDy_1(M), defined by

AT (@) = T (da), a e 2KTow).
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Since d? = 0, it immediately follows by duality that 3> = 0. Moreover, it follows
from integration by parts and Stokes’ theorem that

0Tg = (—1)k_le5

for every smooth k-form .

3 Layering Form for an Edge-Dislocation

Let V be a vector space. A covector @ € V* induces a family of hyperplanes
(Bravais planes),

H={veV : oW =t} teR

foliating V (i.e., forming a disjoint cover of V). The action of @ on a vector v € V
can be interpreted as the “number of hyperplanes intersected by v.” In a smooth
manifold M, the role of the covector is played by a 1-form foliating M : given a
1-form v and an oriented curve C C M, the integral

K

can be interpreted as the (signed) “number” of v-hyperplanes intersected by C.

Definition 3.1 (Layering Form) Let M be a smooth manifold. A 1-form v €
21 (M) is called a layering form if it foliates M. That is, if M is the disjoint union of
smooth hypersurfaces—Ileaves—such that the tangent bundle of each leaf coincides
with the kernel of v.

A sufficient and necessary condition for a 1-form v to induce a smooth layering
structure is that locally

dv=a Av

for some (d — 1)-form « [10, Chap. 19]. In particular, for a simply connected
two-dimensional manifold, every non-vanishing 1-form induces a smooth layering
structure.

If v is a closed layering form, dv = 0, it follows from Stokes’ theorem that
for every simple, oriented, closed curve C C M, the “number” of hyperplanes

intersected by C vanishes,
/ V= / dv =0, 2)
C Xc

where ¥¢ C M is any two-dimensional submanifold of M bounded by C. In other
words, there are no “extra” layers, and the layering structure is defect-free. In view
of (2), we may interpret dv as a defect density associated with the layering form v.
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Definition 3.2 (Continuously Distributed Dislocations) Let M be a smooth sim-
ply connected manifold. A smooth layering form is said to represent a continuous
distribution of dislocations if there exists a closed curve C, such that

/Cv;:éO.

The quantity on the left-hand side is called the Burgers scalar, or the circulation
of the layering form v around the loop C. We consider Burgers scalars, rather than
Burgers vectors, since we account for only one layering form. When representing
the structure by a coframe, one obtains d Burgers scalars, which are the components
in the local frame of the Burgers vector.

Clearly, v represents a continuous distribution of dislocations if and only if it is
non-closed.

Definition 3.3 (Singular Dislocation) Let M be a smooth manifold and let I" C M
be a hypersurface. A layering form v on M \ I" is said to represent a dislocation
concentrated on I, if v is closed and there exists a closed curve C € M \ I", such

that
/ v # 0.
c

Suppose that v € 21 (M \ I') represents a dislocation concentrated on I". Since
v is closed, its Burgers scalar vanishes for every contractible loop. Therefore, M\ I"
is necessarily not simply connected, i.e., the removal of the dislocation locus I"
changes the topology of the manifold. Let C be a loop in M encircling I" (Fig. 2),

such that
/ v # 0.
c

Since v is closed on M \ I', the circulation remains unchanged under homotopic
variations of C, and in particular, as C shrinks to I". Hence, v is necessarily singular
at I'.

Fig. 2 A body endowed with
a layering form v with a
singular dislocation located
on a hypersurface I". The
circulation of v is
homotopic-invariant for loops
encircling the locus of the
dislocation
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Fig. 3 The topological Miop
rectangle M and the locus I,
of the dislocation

a
Mleft Mright

Mbottom

We next consider a two-dimensional manifold M endowed with a non-closed
smooth layering form § (representing a continuous distribution of dislocations). We
construct a layering form v representing a singular dislocation concentrated on a
curve I' C M, which approximates 8 is a sense made precise. In a sense, this
construction concentrates the “defectiveness” of B8 onto the submanifold I". This
construction will be used in the next section to prove the homogenization theorem.

Consider then a topological rectangle, i.e., a manifold that can be parametrized
as follows:

M=1[0,1%={(x,y) : 0<x,y <1}

We denote the left, right, top, and bottom edges of M by Miett, Mright, Miop,
and Mporom, respectively. The locus of the singular dislocation will be the closed
parametric segment

Fo=[1/2—a/2,1/2+a/2] x {1/2} C M, 3)

where 0 < a < 1 is a parameter (see Fig. 3).

Proposition 3.1 Let f € 2'(M) be a nowhere-vanishing (generally non-closed)
layering form. Then, there exists a continuously differentiable layering form v, on
M\ I, satisfying the following properties:

(a) vgis Cl-bounded (see definition in Sect. 2).
(b) v, is closed.

(¢c) vy coincides with B on My and M.

(d) vg has the same circulation as 8 around oM,

/ Vg = f B
oM oM
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Fig. 4 The first stage in the q
construction of f: the 1-form
B is integrated along M

fo(Q):quO/G A

9o

(e) The horizontal components of v, and B coincide,

Va(ax) = .B(ax)»

whenever |x — 1/2| > a/2.

Proof We construct v, as the (continuous) differential of a discontinuous func-
tion f. First, define fp : 9M — R by fixing g9 = (1, 1/2) and letting

q
fole) = | B,

q0

where the integration from gg to g is counter-clockwise along dM. If the circulation
of B around dM is non-zero, then fy is discontinuous at go. However, its differential
is well-defined and smooth at g as it coincides with the tangential component of
(see Fig. 4).

Next, consider the vertical strip of width a,

M, = {(x,y) €[0, 1] : |x —1/2| < a/2},

and define f : M\ M, — R by integrating 8 horizontally, from the boundaries
inward,

_ J OO+ fioy.wyn B ¥ <1/2—a/2

fy) =
So(1, y) + f[(l,y),(x,y)] B, x>1/2+4a/2
(see Fig. 5).
It remains to define f on M, /I,. Denote by pr, pg : M — R the second-order
Taylor expansions of f about x; = 1/2 — a/2 and xg = 1/2 + a/2 along the
x-direction, i.e.,
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Fig. 5 The second stage in ~
the construction of f: f is fp)=ro(g)+ f:ﬁ
defined on the set q
|[x —1/2| > a/2 by

integrating the horizontal

component of 8 from the r,
nearest vertical boundary
point. The dashed segment
connecting I, to g is the
discontinuity line of f

—>——o P

______ $4qp

Fig. 6 The third stage in the

construction of f: fis =(1—r)pL +1 pR
extended from f to the set F= p P
¥ = 1/2] < a/2 by
interpolation

——————— do

. af 19%f
pL(x,y) = f(xL,y) + 3—f(xL, W(x —xp)+ ——];(xL, & —xp)?
by 2 0x
- of 1o°f 2
PRO Y) = f(XR, y) + = (xR, V) = XR) + 5577 (KR, y) (X = XR)".
X 2 ox

Let r € C*°(R) be a monotonically increasing function satisfying,
r@@)=0 VvVt <-1/2 and r(@) =1 Vt>1/2.

We extend f to M \ I, by interpolating between p; and pg, using the smooth
“connecting” function r (see Fig. 6),

fx.y Ix —1/2] = a/2
(A= r(Z ) prx, y) +r(E ) pr(x, y)  |x —1/2] < a/2.

“)
We obtain v, = df by differentiating (4). For x > a/2 + 1/2, an explicit
calculation yields

f(x,y)={

o
df(x,y) = P1(x, y)dx + (,32(1, y) +f1 aiyl(x/, y)dx/> dy, ®)
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where B and B, are the components of 3,

B =prdx+ pady.
Similarly, forx < 1/2 —a/2,
YoBy,, ’
dfe,yy = Bi(x, y)dx + | 20, y) + E(X ,y)dx" ) dy. (6)
0
While f has a discontinuity along the segment [1/2 + a, 1] x {1/2}, its one-sided
derivatives along this segment are continuous, as they are expressed in terms of the

smooth layering form 8. Moreover,

df M = BlMuen and df |Mrighl = IB|Mrighl’
proving Property (c). Likewise, for [x — 1/2] > a/2,
df(0x) = p1 = B(0x),
proving Property (e).
For (x, y) € Mg,
1 -
dfyy = ' (S32) (e, ) = prr )
| 172\ 9PL x—1/2 PR J
O s (25 Py @

- [(1 —r (X‘T”z)) %L(x, ) +r (x_al/z) 8%()6, y)} dy.

The layering form df is continuous at x = 1/2 =+ a/2. For example,

. OPR IPR
1 d = =2(1/2 2, v)dx + —~(1/2 2,v)d
o fayy =5 - (1/2+a/2. y)dx + R (1/24a/2,y)dy
af

=—1/2+a/2,y)dx + %(1/2 +a/2,y)dy
ax ay

=df(1/24a/2,y).

A second differentiation shows that v, is continuously differentiable at x = 1/2 +
a /2. This together with (7) proves Property (a) and consequently also Property (b).
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It remains to prove Property (d). From our construction of fy on aM,
/ df =1lim (f(1,1/2—¢) — f(1,1/2+¢))
aM e—0

= lim (fo(1.1/2~ &) = fo(1.1/2 +¢))

= 137

oM

which concludes the proof. O

Regardless of the particular construction of v,, since v, is closed in M \ I, it

follows that
f v, =0
C

along every contractible loop C in M \ I',. Let g be a metric on M, and denote by
I'?, e > 0, a family of e-tubular neighborhoods of ;. By Stokes’ law, for every
small enough ¢ > 0,

0=/ dvazf va—/ Vg.
M\TE aM ars

Since v, has the same circulation as 8 along 9M,

/ Vg = B.
are aM

/ [va] = / . ®)
I, M

where [v,] is the discontinuity jump of v, along I, whose sign is determined by
the orientation of M (hence of I'?) and I,. Note that the one-sided limits of v, at
T, exist since v, is C!-bounded. Moreover, since M is compact, the limit leading
to Identity (8) does not depend on the choice of the metric g. We conclude that if
B (hence, v,) has non-vanishing circulation along M, then [v,] # O, that is, v, is
discontinuous along I7,.

Letting ¢ — 0, we obtain

Remark 3.1 The singular set I, of v, is uncountable. Generally, if M is a compact
two-dimensional manifold with or without boundary, I” is a submanifold of M, and
v is a C%-bounded closed 1-form on M \ I", such that there exists a closed curve C

for which
% v # 0,
C



Homogenization of Edge-Dislocations as a Weak Limit of de-Rham Currents 281

then I” cannot be a finite set. Suppose, by contradiction that I = {p1, p2, ..., pr}is
finite, and assume without loss of generality that all the points in I" are enclosed by
the curve C. Assuming as above a metric g, setting I'® = U; B.(p;), and performing

the same calculation,
k
>f  w=-gu
i=1 9B (pi) C

If v is bounded, then the left-hand side vanishes as ¢ — 0, yielding a contradiction.
The physical interpretation of this observation is that in our setting there is no such
thing as an edge-dislocation supported at a point (or on a line in three dimensions).

The 1-form v, (which is only defined on M \ I7,) induces a 1-current on M,
T,, (@) =/ v Aa ae .
M
Its boundary is the O-current,
IT,(f) = Ty (df) = /M WAdf  feCEO.
Integrating by parts on M \ I's and taking ¢ — 0O (as above), we obtain
aTva(f) = / Sval,
I,

where for |[x — 1/2| < a/2,

() = lim (df (v, 1/2+ &) = df (x.1/2 = ))

lr’ ("_Tl/z> lin}) (pr(x,1/2+€) — pr(x,1/2 —¢))

a
lr, (x — 1/2) 5.
a a aM

where we substituted (7), used the facts that py is continuous at y = 1/2 and that
the discontinuity of pg at y = 1/2 equals the circulation of j.

To conclude, v, represents a layering form on M having an edge-dislocation
concentrated on the hypersurface I;. The locus of the dislocation is revealed by the
boundary of the differential current induced by v,. Note that M \ I, is defect-free
only to the extent detectable by v,. Generally, M \ I, may contain defects detected
by other layering forms.
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4 Homogenization of Distributed Edge-Dislocations

In this section we show how a non-closed layering from (representing continuously
distributed dislocations) can be approximated, in the sense of currents, by an n-by-n
array of singular edge-dislocations, each of magnitude of order 1/n%. We construct
the approximation by “gluing” properly rescaled copies of the layering form v,
constructed in Proposition 3.1.

For (xo, yo) € [Rz, denote by T(x,,y,) : R? — R? the translation operator

T(xg,y0) (X, ¥) = (x + x0, ¥ + yo).
Likewise, for A > 0, denote by S, : R — R? the scaling operator
Si(x,y) = (Ax, Ay).
Letn € N be given; forevery 0 <k, j < n, let
Mkj = S1/n © T, jH (M)

be translated and rescaled copies of M, forming an n-by-n tiling of M. By
construction,

‘n;kj = S]/n o T(k,j) M — Mn;kj (9)
are diffeomorphisms (see Fig. 7). Similarly, let
Fn;kj = ln;kj (Fa/n)
be segments of lengths a/ n? located at the centers of each square. Finally, denote by
n—1
Fn = U Fn;kj
k,j=0

the union of those segments.
Let 8 € 21 (M) be a layering form. Let

Buiki = (tnik)) Bl € 2 (W), (10)

be the pullback? of B (restricted to Mp.j) to M and let w4 € o Iy/n) be
the singular layering form defined in Proposition 3.1, with 8,,.;; playing the role of

2For a smooth map f : M — N between two manifolds and a k-form 8 € £2F(N), we denote by
f*B € £25(V) its pullback,
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(-] (<] (<] (<)
/ ™A
(<) (<> (<) (<]
o=
-] (<] <] (<)
-] (<] (<] (<)

Fig. 7 The diffeomorphism ¢,,,4; forn =4,k =1,and j =2

B and the parameter a is scaled by a factor of 1/n. We approximate 8 by a sequence
of singular layering forms,

vn € 21\ 1),
by pushing forward p,.x; into M.,

Vn|M,,;kj = (tn;kj)*ﬂn;kj- (11)
Proposition 4.1 Equation (11) for 0 < k, j < n defines a layering form v, on
M\ I, satisfying

(a) vy is C'-bounded.
(b) vy, is closed.
(c) vy has the same circulation as 8 in each sub-domain: for every0 < k, j < n—1,

8M,,;kj BM,,;kj

(d) vy, coincides with B on the vertical segments Ly = {k/n}x[0, 1] for0 <k <n.

Proof We first show that v, is well-defined and satisfies Property (a). Since the
Mn;kj are smooth and C!-bounded, v, is smooth and C!-bounded in the interior of
each M,k \ T3k It remains to prove that it is continuously differentiable on the
“skeleton” Uy, M, ;. Note that

aj\'/En;kj = ln;kj (WMege) U tn;kj (Mright) U tn;kj (Mtop) U tn;kj (Mbottom)-

(f*Bpi, ..., m) = Bripdfpi), ..., dfp ().

If f is a diffeomorphism, then k-forms can also be pushed forward.
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By (10), since the diffeomorphism ¢,; is a combination of a translation and a
scaling,

1 1
Bn;kj(0x) = ;,B(ax) O ln;kj and Bn;kj(3y) = ;ﬂ(ay) Oln;kj,

which are equalities between functions on M. In particular, since ¢, j11(x,0) =
tn;kj(x, 1) and t.1 j—1(x, 1) = ;15 (x, 0), it follows that for every x,y € [0, 1],
and v € {0y, 0y}

,Bn;kj+l(v)(x7 0) = ,Bn;kj ) (x, 1)

Bniic+1j ()0, y) = Buiij (0)(1, y).

By the same argument, for w € {0y, 9y}
LBk j+1(0)(x,0) = Ly Bu.ij (W) (x, 1)
LowBuik+1j ()0, y) = Loy Bn:kj ()1, y),

where £, is the Lie derivative along w. By (5), (6), and (7), the construction of
Mn;kj only depends on B;; (and the smooth function r). Moreover, py;;; and its
derivative on every side of 9M depend only on $,.; and its derivatives on that side.
As aresult, for every x, y € [0, 1], and v, w = {0y, )},
Mk j+1(0) (X, 0) = ppi; (V) (x, 1)
Hnsk+1 ()0, ¥) = fnij () (L, y)
Luwpg j11)(x, 0) = Loy pp:kj (W) (x, 1)
Lw/'LZ_Hj(U)(O’ y) = Lw:un;kj(v)(lv »).

Since the relation between w,,;x; and v, is once again a pullback under a combina-
tion of scaling and translation, we obtain that v, is continuously differentiable along
the skeleton.

We proceed to prove Property (d): by Property (c) of Proposition 3.1:

vn|Ln;kj(J\/[leﬂ) = (Ln;kj)*,unlkj|ln;kj(Mlefl)
= (tn;kj ) Bn:kj |ln;kj (Mietr)
= (Ln;kj)*(Ln;kj)*:B|tn;1<j(Mleft)
= ﬂ't,z;kj (Mieft) »

i.e., v, coincides with 8 on the vertical components of the skeleton.
Property (b) is immediate as ji,;; are closed and closedness is invariant under
pullback. Finally, Property (c) follows from Property (d) in Proposition 3.1: using
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the change of variables formula and the fact that w,;x; and B,;;; have the same
circulation along 9 M,

/ vn = f ()™ sty
aJv[n;kj Ln;kj(aM)

Z/ Mn;kj Z/ .Bn;kj Z/ /3
aM aM aM

n;kj
O
As in the case of a single dislocation, we define for each n the 1-current induced
by vy:
T,, (@) = / Vp A, o€ .Qg(M).
M

Its boundary 07, is a O-current given by

-1

AT, (f) =) Fonlr, feczow,

k,j=1 Tuikj

where [v,]r,,,; is the discontinuity jump of v, along I7;x;, given by

. n,(nx—k—1/2
[Vn]ﬂl;kj(x’ (J+1/2)/n) = ;r (—) /E;M B.
n;kj

a

We view v, as a layering form on M having n? edge-dislocations concentrated on
I,. The loci of the dislocations are revealed by the boundary of the differential
current induced by v,,. Once again, M\ [, is defect-free only to the extent detectable
by vy,.

Theorem 4.1 (Homogenization) The sequence v, of layering forms converges to
B in the sense of currents: for every o € .QCI M),

lim vy Ao = B A,
n—oo M M

or equivalently,
lim T,,_g(e) = lim [ (vp—=PB)Aa=0. (12)
n—>oQ n— o0 M

Proof Choose any metric on M; for concreteness we take the Euclidean metric
associated with the parametrization.
If B = B1dx + Brdy, then

1B lI* = BE(x, ¥) + B3 (x, ¥).

For every o € ch M),
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Ty, —plar) = Z/ v —B) Aa

k,j=0
n—1
=3 [ D G~ k) A (13
k,j=0 ‘nkj(M)
n—1
Z / (Mn kj — ,Bn k/)/\(Ln k/) a,
k,j=0

where the second equality follows from the definitions of v, and B,,.x;, and the third
equality follows from the change of variables formula. Fix 0 < k, j < n — 1. Since
tn;kj involves a contraction by a factor of n,

1
= —laflc-
n

[T
oo

It follows that

IA

1
‘/M(Mn;kj = Bu:kj) A (Ln;kj)*a ;”a”oo sup ‘/ (Mnskj — Buskj) N&

§llco=1

IA

1
- ”a”OO/ |Mn;kj - ﬂn;kj|dx A dy
n M

Combining with (13),

T, p@)] <n ol sup /mn;k,-—ﬁn;kndmdy.
0<k, j<n JM

Next, writing B,.x; explicitly,

1 x+k y+j 1 x+k y+7g
Buk) ey = —P1 2 ) dx - g, 2T ay
n n n

n n n

By (6), forx < 1/2 — a/2n,

n

1 k Y109 "+k j
( ﬂz( y+1>+/ %1 <x+ ,—y+])dx/>dy,
n 0 8y n n

1 X+k y+j
(Mnskj) e,y) = ;,31 ( , —) dx

so that
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k k j
w50 ) ()

B x+k v+
ol ()
L)

The same bound is obtained for x > 1/2 + a/2n. Finally, for |[x — 1/2| < a/2n,
using (7), and noting that p; and pg are O (1/n), we obtain that

IA

n |Mn;kj - /3n;kj|(x7 y)

dx’

|5

C
n ki — Buskjl(x, ¥) < ;”V/(x)”oo,

where C > 0 is some constant. Putting it all together,

|Ty,—p(@)| <nllafloc  sup / |nskj — Buskjldx N dy
0=<k,j<n J M\Mq/n

+nllallc sup / |Mn;kj _ﬂn;kj|dx/\dy
Ma/n

0<k,j<n
o a 9 o
_ ol (‘ﬁ Hﬁ +c||r’(x)||oo>,
n X || oo Y oo

where in the estimation of the third term we used the fact that the volume of M/,
is O(1/n). Letting n — oo we obtain the desired result. O

S Singular Torsion and Its Homogenization

Thus far, we analyzed a lattice structure through a single layering form, representing
a single family of Bravais surfaces. In d dimensions, a lattice structure is fully
determined by a set of d linearly independent layering forms, i.e., by a coframe
{9'}. Denote by {e;} the frame field dual to {9}.

A frame—coframe structure induces a path-independent parallel transport,

ol T,M— T,M  givenby I} =eily ® ¥'|p. (14)
The latter induces a connection V having trivial holonomy, which locally implies
zero curvature. By construction, the frame field {e;} and its dual {¢}'} are V-parallel

sections,

Ve; =0 and vl =0.
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The torsion tensor associated with V is a TM-valued 2-form 7, given by
T(ei,ej) = Ve ej — Ve,ei —ei, ej] = [ej, ei].
Since forevery 1 <1, j, k <d,

do'(ej, ex) = ej (9 (ex)) — ex (¥ (ej)) — V' (le;, ex])
=0'(lex, ¢;])
=0 (t(ej, ex)),

we conclude that 9 = 9 o 1, or equivalently,
T=¢ ®dVY, (15)

where we adopt henceforth Einstein’s summation rule, whereby repeated upper and
lower indexes imply a summation. In particular, torsion vanishes if and only if
doi =0foralll <i <d,or equivalently, if [e;, e;] =O0foralll <i, j <d.
The question we are addressing henceforth is in what sense is the smooth torsion
T given by (15) a limit of singular torsions associated with singular dislocations. For
example, let M, 8, and v, be defined as in the previous section, and suppose that
ol =, and 92 = dx

is a sequence of coframe fields (namely, v, are dx are linearly independent
everywhere in M). By the analysis of the previous section (and trivially for ©2),

lim Ty =Tg and lim T2 = Ty,

n—>oo n n—0o0
1.€.,
lim {9}, 92} = (B. dx)
n—o0

in the sense of weak convergence of currents.
Since the coframe field {9, 92} consists of closed layering forms, the induced
torsion on M \ I, vanishes identically for every n,

T, = el ®dv. =0,

which, if dB # 0, does not converge to the torsion

1
T=—0,Rd
B p

associated with the limiting coframe field in any classical sense (we used here the
fact that the frame dual to {8, dx} is {0y/B2, 0x — B1/B2 0y }).
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The question is how to cast a weak convergence of torsion in the framework of
de-Rham currents. Torsion is a tangent bundle-valued 2-form. While it is possible
to define currents associated with tangent bundle-valued forms, see, e.g., [19], this
approach does not seem applicable here. A simple heuristic argument shows that
if we try to interpret torsion as a distribution for a discontinuous coframe field,
we obtain the product of a discontinuous section e; and the derivative d9' of a
discontinuous section (loosely speaking, a product of a Heaviside function and a
delta function), which is not well-defined.

A hint toward a correct interpretation of singular torsion is obtained by consid-
ering Burgers circuits: Let C be a simple, oriented, regular closed curve in M. The
Burgers vector associated with the curve C is a parallel vector field B [20], whose
value at a reference point p is given by

B, = f iy,
c
where IT7 is the parallel-transport to p, which by (14) is given by
o’ =el,®9,

and y is a parametrization for C. Interpreting I77 as a T,M-valued 1-form, we
rewrite the Burgers vector B, in a more succinct form,

B, = .
c

B,,:/ dmne,
X

Applying Stokes’ theorem,

where 0 X = C. Hence,

B, =ei|pf dv'.
X

Thus, having chosen a reference point p, the Burgers vector for a loop C is an
integral over the area enclosed by this loop of a Burgers vector density

which is a 7, M-valued 2-form; it is nothing but the torsion 7, whose output, once
acting on a bivector, is parallel-transported to the reference point p. We henceforth

denote by

‘L'p=1_[po‘t=€i|p®dl9i
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the torsion transported to p. The notion of singular torsion may now be easily
defined as the distributional counterpart of 7, by replacing d ® with the boundary
current dT,: . However, we first need to define the notion of a singular frame. Rather
than choosing the most general possible framework, we adopt a possibly restrictive
but yet sufficiently rich and physically motivated approach:

Definition 5.1 Let M be a compact d-dimensional manifold. A collection {# }le
of 1-forms is called a singular coframe for M if for every 1 <i < d, there exists a
compact (d — 1)-dimensional submanifold I; C M, such that

1. Each ¢/ is a C'-bounded 1-form on M\ I7;.
2. {9},} is a basis for T, M for every p € M\ I" where I = U; I;.
3. M\ I is path connected and aM N I" = @.

A closed singular coframe is a singular coframe {#'} satisfying d®' = 0 on M\ I’}
forevery 1 <i <d.

Recall that if a layering form @ € £2'(M) is closed, its induced layering
structure (foliation) is defect-free. A closed singular coframe therefore corresponds
to isolated defects which are concentrated on a set of measure zero.

Definition 5.2 Let {##'} be a singular coframe field on M and let p € M \ I" be
an arbitrary reference point. The torsion current is a T), M-valued (d — 2)-current
given by

T = € |[7 3T19, .
For a smooth coframe {1}, the torsion current is given by
T(@) = eilp Ty (@) = eilpTypi (@) = Tr, (@),  a € 2I72W). (16)

In other words, in the smooth case, the torsion current T is the T, M-valued (d — 2)-
current induced by the smooth 7, M-valued 2-form 7,,.

In the case of a closed singular coframe (isolated defects), the singular torsion is
supported on the singular hypersurfaces {73} and is given explicitly by

d

Tplon =Y. (/

[9'1r A rl) ei(p), (17)
i=1 W1
where [#]; is the discontinuity jump of ®#' along I} and n € 2¢-2(M). For a
general (non-closed) singular frame {1}, the torsion current naturally decomposes
into a smooth component as in (16) and a singular component as in (17).

We have thus obtained the following corollary:

Corollary 5.1 (Homogenization of Torsion) Let {19,’;} be a sequence of (possibly)
singular coframes and p € M a reference point, satisfying:
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1. There exists a (possibly) singular frame {9} such that {19,’;} converges to {9} in
the sense of currents. That is

Tyi — Tyi asn — o0, Vi<i<d.
n

2. The point p is outside the singularity sets of {1?,’;} and {¥'} and (ﬁr’;)p — 191[7
(pointwise) for every 1 <i <d.

Let
T =¢€lp 0Ty, and T =ei|, 0Ty

be the corresponding TyM-valued (d — 2)-torsion currents. Then, T, — T in the
sense of currents.

In particular, if {19 } are singular closed frames for every n and the limiting frame
{9} is smooth, then T;, and T are given by (17) and (16), respectively. The limiting
smooth torsion is thus obtained as a limit of singular torsion currents supported on
singular sets of measure zero.

For example, given a smooth coframe {#',#?} for the unit square M =
[0, 1]2, we have by Theorem 4.1 a sequence of closed singular frames {29,1, 19,%}
corresponding to an array of dislocations which converge to the coframe {1!, 1%}
in the sense of currents. The corresponding torsion currents 7, act on functions
by integration along the dislocation segments of the n x n dislocation array
corresponding to 19,}, and converge to a smooth current J acting on functions by
integration over the whole of M.

6 Homogenization for General Surfaces

In this section, we extend the homogenization Theorem 4.1 to arbitrary compact,
orientable, smooth two-dimensional manifold with boundary. We restrict our atten-
tion to manifold without corners. The results in this section rely on the gluing
constructions for 1-forms developed in Appendix.

Theorem 6.1 Let M be a compact, orientable two-dimensional manifold, possibly
with boundary. Let o € 2'(M) be a (generally non-closed) layering form on M.
Then there exists sequences wy, and I, such that

1. T is a finite disjoint union of simple non-closed curves in M and is bounded
away from oM.

wy, are closed C'-bounded 1-forms on M\ T,.

wy, converge to w in the sense of currents. That is, T,,, — T, as n — oo.

4. wplavn = olam.

“w N
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We say that a manifold M satisfies the homogenization property if Theorem 6.1
holds for M and in addition Lxwy|snte = Lxwl|yne for every vector field X €
I’ (M). The latter condition is technical and is required below for gluing together
manifolds with boundaries.

Remark 6.1 Note that in Theorem 6.1, the layering forms w,, coincide with w along
the entire boundary of M, whereas in the case of a rectangle (Sect. 4), the layering
forms coincide only on part of the boundary. In general, if M has a corner, then
the tangent to the boundary at the corner spans the entire tangent space; thus, if
w, coincides with w in a neighborhood of the corner, then its derivatives are fully
determined by those of w and it might not be closed as required by the construction.

A key observation is the following:

Lemma 6.1 Let M and My be compact diffeomorphic two-dimensional manifolds
with boundaries. Then, Theorem 6.1 holds for M if and only if it holds for M.

Proof Suppose that Theorem 6.1 holds for M;. Let f : M, — M be a
diffeomorphism and let wr € £2'(M,). Applying Theorem 6.1 for w; = fowy €
2'(M1), we obtain a sequence w1, € $21(My \ I") satisfying properties (1-3).
Define

wrn = frfoin € M2\ 1), Iy = fa).
Since f is a diffeomorphism, I} is a finite disjoint union of segments bounded away

from 0M, (Property 1). Property 2 follows from the fact that pullback and exterior
differentiation commute,

de,n = d(f*wl,n) = f*(dwl,n) =0.

By the change of variable formula (for forms), for every n € .QC] (Mp),
Twzyn (n) = / wap N1 = / Wi N ful = Twlv,,(f*n)-
M, M

Since Ty, ,, (fxn) = Tw, (fin),
lim Ty, ,(n) = lim T, (fun) = Toy (ful)) = Tfow, (fun) = Ty (0),
n—od n—oo

proving Property 3. Finally, Property 4 follows from the fact that for every n,

o2.nlon, = fH(@inlon,) = fH(@1lanm,) = @209, -
0O

The well-known classification theorem for orientable compact surfaces states that
every closed, compact, orientable, connected surface is diffeomorphic to either the
sphere S? or the n-fold torus 7}, (a sphere with n handles). Likewise, any compact,



Homogenization of Edge-Dislocations as a Weak Limit of de-Rham Currents 293

orientable, connected surface M with boundary is diffeomorphic to either S 2 or Ty,
with k holes, namely,

M=s\U_Uu; o M=T,\U_ U,

where U; are disjoint open sets diffeomorphic to a disc; see, e.g., [21] for a proof
using Morse theory. Moreover, each of those surfaces can be constructed by gluing
together a finite number of two building blocks: a closed disc and a “pair-of-pants.”

To prove a homogenization for compact, orientable surfaces with or without
boundary we adopt the following strategy: We first prove the homogenization
property for the two above-mentioned building blocks. Then, using a gluing lemma
(Lemma A.2), we deduce the homogenization property for S and 7;, with k holes.
We finally obtain the general case by combining Lemma 6.1 and the classification
theorem of surfaces.

We start by constructing a layering form containing a single dislocation on the
unit disk

D:{(x,y)e[Rz:x2+y2§1].

Lemma 6.2 Letw € 2'(D) and let T, = [—a, a] x {0}, where 0 < a < 1/2. Then
there exists a closed, C'-bounded 1-form w, € 2'(D \ T}) satisfying

(@ [ypo=[yp@a
(b) wlyp = walyp.
(¢) (Lo,@a)lap = (Lo, @) lap-

Proof (Sketch) The proof follows the same lines as the proof of Proposition 3.1.
We construct w, as the differential of a discontinuous function f : D — R. First
fix go = (0, 1) € D and define fy: 9D — R by

q
folq) = f o,
q0

where the integration is counter-clockwise along d D. As in the case of a square, fj is
discontinuous at g¢ but its differential is well-defined. Next, define f : D\ I; — R
as follows: for every ¢ = (q1,92) € 9D, let [; be the segment connecting ¢ to
(aq1,0) € I, (see Fig.8). Then every p € D lies on a unique segment /,, and we
may define

f<p>=fo<q>+/ 0. pel
[g.p]

A straightforward computation as in the proof of Proposition 3.1 shows that w, =
df satisfies the desired properties. O

We next prove the homogenization property for the closed disk.
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Fig. 8 Construction of a
layering form on a disk
containing a single
dislocation

Fig. 9 The disk D is
decomposed into four sectors
(diffeomorphic to a square)
and a small disk. A layering
form containing an “array of
dislocations” is constructed in
each sector, and glued
together to obtain w,

Lemma 6.3 The homogenization property holds for the disk
D:{(x,y)eR2 : x2+y2§1}.

Proof Letw € QI(D). For every n € N, let D,, = rlLD and let B; ,, 1 <i <4, be
the sectors given by

Bin={(rcos6,rsing) : I/n<r<1, im/d<6<(i+1)m/4}.

Then B;, ~ [0, 11* and D =~ D, U}_, B;, (see Fig.9). Let ¢ : By, — [0, 11> be
a diffeomorphism which preserves the left/right and upper/lower edges/arcs. Then
its rotations ¢; = ¢ o Ri_1)z/4 : Bin — [0, 112 (i = 2,3,4)are diffeomorphisms
as well. Using Proposition 4.1, we may construct singular closed layering forms w; ,
on B; , which combine together into a singular layering form &, on D \ D,, whose
singularity set of @, is a union of segments and it coincides with w on 9D \ %D.
Finally, by Lemma 6.2, we may complete @, into a singular layering form w,, on D.
That
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12

U

Fig. 10 A pair-of-pants. It can be obtained by gluing hexagons along three pairs of edges. The
remaining pairs of (colored) edges are glued at their ends thus forming three boundary circles

To, = To

follows from Theorem 4.1 (applied separately for each sector). O

We next prove the homogenization property for a pair-of-pants which is diffeo-
morphic to the three-holed sphere (see Fig. 10).

Lemma 6.4 The homogenization property holds for a pair-of-pants.

Proof First, note that the hexagon, denoted by O, also satisfies the homogenization
property as well as the gluing conditions as in Lemma 6.3. The proof is almost
identical to the proof for the disk (taking 6 rather than 4 sectors). Let M be a pair-
of-pants. It can be obtained by identifying three pairs of edges of two hexagons O
and O, (see Fig. 10). Hence, a layering form o € £2'(M) induces layering forms
@1 and @, on Oy 7 satisfying (trivially) the gluing conditions of Lemma A.2. Since
the homogenization property holds for each hexagon, there exist approximating
sequences @; , for @; (i = 1, 2) which satisfy the gluing conditions and therefore
form together an approximating sequence w, for w. O

We next prove the following gluing argument.

Proposition 6.1 Suppose that the homogenization property holds for compact
orientable surfaces M| and M,. Let A; C 0M; be connected components of the
boundaries and h : A\ — A3 a diffeomorphism. Finally, let 14, : [0, 1) x A; = M;
be collar neighborhoods for A;. Then the glued manifold

M =M, LI, M,

satisfies the homogenization property (see the appendix for the definition of collar
neighborhoods and gluing constructions).

Proof (Sketch) Let w € £2'(M). Then w induces layering forms o' € 2'(M;)
satisfying the gluing conditions, so that the restriction of w and its first derivatives
to M; coincides with those of w;. Apply the homogenization property to obtain
sequences of closed singular layering forms w; ,, so that Ty, , converges weakly to
T,,;. We may choose the w; , such that their values and their Lie derivatives coincide
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with those of w; at A;. By the gluing Lemma A.2, w; , and w» , induce a closed and
singular C'-bounded layering form w, on M = M; LI; M,. It follows directly from
the construction that the sequence w, satisfies the required properties. O

Remark 6.2 We are mostly interested in the case where M; and M, are subman-
ifolds of M with a common boundary (circle) component A = A} = Ay >~ st
In such a case, one can take a collar neighborhood induced by a vector field
X € I'(TM) which is transversal to A. Taking, h = Ids : A] — Aj one obtains
M =~ M LI, M;. In other words, it is not necessary in this case to specify the collar
neighborhoods and the boundary identifications, and the conditions for the gluing
lemma to apply are satisfied automatically.

By applying Proposition 6.1 inductively we may finally prove Theorem 6.1:

Proof (Of Theorem 6.1) Let M be a compact, orientable surface (possibly with
boundary). By the classification of surfaces, we may decompose M into a finite
number of pairs of pants and disks (glued along circles). By Lemmas 6.3 and 6.4,
the homogenization property holds for the disk and for the pair-of-pants. Hence,
given w € 21 (M), we may inductively apply Proposition 6.1 (on larger and larger
components of M) to obtain the desired sequence w,. The convergence T,,, — Ty,
follows immediately from the construction and the compactness of M. O
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Appendix: Gluing Constructions

The homogenization procedure presented in Sects. 4 and 6 relies on gluing diffeo-
morphic copies of single isolated dislocations and their structure forms. To this end,
we review some basic definitions and facts, following [10, Chap. 9] and prove a
gluing lemma for 1-forms.

Let M be a smooth manifold with boundary. A neighborhood of dM is called a
collar neighborhood if it is the image of a smooth embedding ¢ : [0, 1) x 9M — M
sending (identically) {0} x dM to dM. It follows from the theory of flows that
every smooth manifold with boundary admits a collar neighborhood; see [10,
Theorem 9.25].

Let M; and M, be smooth manifolds with boundary of the same dimension,
and let A C oM, and B C 9M; be nonempty connected (possibly closed)
submanifolds. Suppose that # : B — A is a diffeomorphism. ~ defines an
equivalence relation on the disjoint union M; LI M, whereby p ~j, ¢ if and only if
p = h(qg). Let

My Oy My == {[pln | p € My LM},
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where [p]y is the ~j-equivalence class of p. Then, M LI; M, is a topological
manifold (possibly with boundary and corners); it admits a smooth structure such
that the natural embeddings

M| <= M; LIy My, My — M; LI My,

are smooth, [Mi], U [Mz], = My Uy My and [My], N [Ma], = [Alp = [Blr. We
will denote by

7o My My — My Ly Mo

the projection map sending every point p € M; LI M, to its equivalence class
[plr € My LIy M.

The construction of the smooth structure relies on gluing collar neighborhoods
of A and B along k. In particular the smooth structure depends on the chosen collar
neighborhoods; see [10, Theorem 9.29] for details.

Letiyg : [0,1) x A — My and ¢ : [0, 1) x B — M; be collar neighborhoods
for A and B; define also the inclusions n4 : A < Mj and np : B — M, by
na(p) =140, p) and np(p) = tp(0, p); see diagram below.

0,1)xB20 o p " L4 P g 1yx4
\ \7713 m\ /
LB LA
Mo My
M, IIM,
My Mo

For later use, we note that
Tong=monsoh,
hence, differentiating, for p € B,
dtyy(p) © (@dNB)p = ATy, (h(p)) © (ANa)n(p) © dhp. (18)

The collar neighborhoods define a decomposition of TM; and TM, at A and B:
for example,

TM1|,7(A) = TMlll D TMJ‘,
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where

TM] = (14). T4,
and

TJ\/[ll = span(ny4),
where

na = (a)«(0)|axio) (19)

is a vector field normal to TM! with respect to the collar neighborhood ¢ 4. Similar
definitions apply for the tangent bundle of M, at B.

We turn to characterize tangent vectors on the quotient space M LI, M. Suppose
first that p € M; I My \ (A U B). Then, 7 is a local diffeomorphism in a
neighborhood of p, hence dm), is a linear isomorphism. In other words, tangent
vectors at [ p], can be identified with tangent vectors at p.

In contrast, let p € B, i.e.,

7N (p)) = {h(p), p},

and let v € Ty () (M LI M3). Then, dn_l(v) = {v1, v2}, where v € Tj(,)M; and
vy € TpMj. Each of the two vectors can be written in the form

vi =) +vina and vy = (). (v)) + vi ng,

where v{' eTA, vg e TBandvi, vy € R
We state without a proof:

Lemma A.1 The following relations hold:

ol = h,)), (20)
and
S S— @1)
Moreover,
Tu(na) = —mx(np). (22)

Our next goal is to glue together 1-forms along A € dM; and B C aMy:
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Lemma A.2 (Gluing of Forms) Let w; € 2'(M1) and wr € 2'(M>) satisfy the
following conditions:

(i) Equality of tangential component:
h* (1) = npwn (23)

(this is an equality of 1-forms on B).
(ii) Matching of normal component:

wi(np) oh = —wa(np) (24)

(this is an equality of functions on B).
(iii) Matching of normal derivative:

Ly, o1(na)) oh =—L,,w2(np),
and
I (M (Lny 1)) = =15 (Lny@2),
where L is the Lie derivative and n 4 and np are extended to neighborhoods of

A C M and B C My via (19).

Then, there exists a 1-form w on My L, My which is C U yith respect to the smooth
structure induced by 14 and g, such that the restrictions of w to M| and M,
coincide with w| and w>.

Proof Letw; Uw; € 2 1 (M LI M3) be the induced form on the disjoint union. We
first show that Conditions (i) and (ii) imply that w; LI w; projects to a well-defined
1-form w on M LI, M.

Consider first p € My UMz \ (AU B), and let v € Ty () (M L M3). Since
71 (w(p)) = {p} and d7), is an isomorphism, we may define

Wr(py (V) = (@1 L), (dr " (v)).

Next, let p € B and let v € Ty, (M Ly Mz). Now 7 Y (p) = {h(p), p}
and d7w—1(v) = {vy, v2}, where v| € Th(pMy and vy € T,M,. In order to define
r(p)(v) unambiguously, it suffices to show that w1 (vy) = w2 (v2).

Write as above

v = dﬂA(vll) +v1 ()i

vy = dnp(v)) + v3 (p),
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where vlll € Th(pA and vg € T, B. Then,

* 20 * * Kk
o1dna®) = o1 ) D o @hol) = o)

23)
= anz(vQ) = wz(dnB(vg)),

and

(@2))]
o1V (A)n(p) = VF 01 n(p) = —V3y @1(mA)n(p)

Q4 1
= vy w2(np)p = w2(vy np)p.

We have thus proved that w is well-defined. It remains to show that @ (or
equivalently @,w) is continuously differentiable. For (¢, p) € (—1,1) x A and
ad ®veT((—1,1) x A) =T (=1,1) B T,A,

wlllA(,,,P)(—anA +v) t<0

(Puw) |(1,p) (@0; @ V) =
2|, py(@ng +dh(v)) t>0.

Condition (i) then implies that the tangential (to A) derivatives of @, are con-
tinuous and Condition (ii7) shows (by a similar calculation) that it is continuously
differentiable in the “¢+” direction (one-sided limits coincide). This completes the
proof. O
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1 Introduction

We review various mathematical constructions relevant to the kinematical model
of defective crystals that Davini [9] proposed in 1986. Partly, the motivation for
this is the need to place quantities that are useful in phenomenological theories of
inelastic behaviour (which are many and rather varied) in a general mathematical
framework. Partly, too, simple assumptions regarding defective crystal symmetries
are inadequate [7, 17], so a re-evaluation of those assumptions is necessary. Also, as
motivation, we take the current effort in continuum mechanics to rationalize the
connection between continuum and discrete models of materials, and so review
results which elucidate the rigorous connection between continuous and discrete
structures in the context of Davini’s model.

In [9] a crystal state X, in R3, is given by the prescription of three smooth
linearly independent ‘lattice vector’ fields I;(-), I2(-), I3(-) defined at each point
of some region M C R3. The lattice vector fields vary on a scale which is finer than
that commonly associated with continuum mechanics, but which is coarser than the
interatomic length scale. So one may imagine that the fields are obtained by some
averaging procedure from a given (discrete) atomic structure, and that by virtue of
the separation of scales the lattice vector fields are not necessarily embedded in the
macroscopic deformations of continuum mechanics. Thus the lattice vector fields
carry geometrical information regarding the inelastic behaviour of the material.

A further important point, regarding [9], is that the ‘current’ state of the
material, which is the prescribed crystal state X, is supposed to determine all
geometric constitutive variables, c.f., [5, 28]. So, for example, any strain energy
density is supposed to depend only on (point values of) the lattice vector fields
and their derivatives. A priori, then, no ‘reference configuration’, or ‘intermediate
configuration’, figures in this model—the details of the current geometry are all that
is required to determine the constitutive variables. However, particular distributions
of lattice vector fields may, of course, arise (for example) by elastic deformation
of some ‘simple’ reference crystal state—our formalism is powerful enough to
recognize particular cases when this is so. In fact it is a central question to determine
whether or not two prescribed crystal states are such that one may be obtained
from the other by elastic deformation—the answer to this question requires a
mathematical perspective which emphasizes the importance of quantities which
generalize the notions of Burgers vectors, dislocation density tensor, and so forth,
prominent in theories of continuous distributions of dislocations [4, 25], and in
engineering plasticity theories [26, 27]. It turns out to be necessary to consider
quantities that are of higher order in the derivatives of the lattice vector fields than
the Burgers vectors, dislocation density tensor, etc., in order to answer the question
posed.

It is a global question, whether or not two prescribed crystal states are related
by elastic deformation, since the two regions over which the respective lattice
vector fields are defined must map, one to the other, under the deformation. The
corresponding local question, whether or not the lattice vector fields in a neighbour-
hood of some point in a given crystal state are related by elastic deformation to
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the lattice vector fields in some neighbourhood of a prescribed point in the other
crystal state, is easier to address. One progresses, in addressing the local question,
by constructing objects (functions dependent on the lattice vector fields and their
derivatives of arbitrary finite order) which are unchanged by elastic deformation—
primary amongst these objects is the dislocation density tensor function (denoted
ddt for brevity), which is a (first order) measure of the non-commutativity of pairs
of lattice vector fields. In fact there is an infinite number of such objects, though
a certain finite number of them is sufficient for the purposes of this chapter. This
allows us to generate a certain finite number of conditions, necessary in order that
two crystal states be ‘locally elastically related” (see (4) below), by requiring that
these objects are unchanged by elastic deformation. Naturally, one enquires also if
these necessary conditions are sufficient for the stated purpose, and we elaborate on
this in the sequel. Note that one might call these objects ‘plastic strain variables’,
by analogy with terminology in the continuum mechanics literature, for they
quantify some aspects of inelastic behaviour—if these objects are different, at two
points in two crystal states, the respective sets of lattice vectors in neighbourhoods
of the two points are not obtained, one from the other, by any elastic deformation.
However, we prefer to call these objects ‘scalar invariants’ (c.f., Sect.2.2). Just
as the ddt measures the non-commutativity of pairs of lattice vector fields, the
higher order scalar invariants are higher order measures of non-commutativity (e.g.,
relating to the non-commutativity of a lattice vector field and the Lie bracket of a
pair of vector fields, see (41), (43), Sect. 4.4).

The non-commutativity of pairs of vector fields is characteristic of defective
crystals, in this context, so it is not surprising that there is a duality between
descriptions and classifications of defective crystals in terms of the ddt and its higher
order generalizations, and descriptions in terms of Lie brackets and their higher
order generalizations. The geometrical interpretation of higher order generalizations
of the ddt is not well developed (it hardly exists), by way of contrast with the vast
literature relating to Lie groups and algebras. In this chapter we develop the two
descriptions almost side by side, to begin with, emphasizing their inter-relatedness.
Then we exploit existing results available in the Lie group literature to address
geometrical questions of interest from the point of view of continuum mechanics,
for example, we identify a point of departure which leads to rigorous elastic-plastic
decompositions of certain changes of state (such decompositions of changes of
crystal states are derived results, based on the geometry of the vector fields, rather
than constitutive hypotheses), we show that certain discrete structures are naturally
associated with particular crystal states and consider how the symmetries of the
discrete structures relate to those of the crystal states, and we describe how certain
invariant measures of curvature and torsion may be calculated from given crystal
states.

In each section, we summarize, introduce concepts, and give definitions, to begin
with, then (for the most part) we choose to develop the material by focusing on what
seems to be simplest non-trivial instance of the defective crystal state, where results
are less intricate than in other, more general, cases—it is the case where a certain Lie
group is nilpotent. (The reader may refer to [1, 32, 33], for example, for discussion
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of more general cases). In later sections we move to descriptions of crystal states in
terms of modern differential geometry, and finally we indicate very briefly how the
work may be extended and improved.

Note that we do not give explicit derivations of results in many cases, as this is a
review, but refer the reader to the relevant sources.

2 Crystal States and Scalar Invariants

In this section we introduce the lattice vector fields that, together with the region
M C R3, define the crystal state X'. We define what is meant by an elastic
deformation and also what is meant by stating that two crystal states are locally
elastically related. The dual lattice vector fields are introduced, and this allows us
to define the dislocation density tensor (ddt). We define scalar (elastic) invariants
and note that each component of the ddt is one such. Also we make the observation
that there is an infinite number of scalar elastic invariants, in general, for example
each directional derivative of the ddt is such an invariant, c.f., [35]. We argue that,
in the case M C RR3, there can be at most three independent scalar invariants and
that however many such invariants there are, they occur amongst the directional
derivatives of the ddt of order less than or equal to two. Finally we introduce the
classifying manifold [35] associated with a crystal state and quote a result which
gives a set of conditions sufficient that two crystal states be locally elastically related
to one another.

2.1 Crystal States

Let1denote a set of three linearly independent smooth vector fields 71 (-), I2(-), I3(-),
defined on a manifold M of dimension 3 in R3, sothatl; : M — TM,i =1,2,3,
where T M denotes the tangent space of M. We shall call these the lattice vector
fields. The corresponding crystal state X' is defined by

X ={l; M}. (D

An elastic deformation of X is a smooth invertible mapping u : M — u(M) C
R3, with sm00~th igverse, such that the set of fields 1 = {I;(-);i = 1,2,3} is
transformed to 1= {l;(-); i = 1, 2, 3} defined on u (M), where

ii (u(x)) =Vux)l;(x),i=1,2,3, x e M. 2)
The crystal state
> ={I; m)}. 3)

is said to be elastically related to X when (2) holds and M= u(M), and vice versa
o1
viau— " (-).
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Also, it is convenient to introduce the notion of local elastic relatedness: states
¥, X are locally elastically related to one another if for each xo € M there exists a
diffeomorphism u,,, defined on a neighbourhood Ny, of x¢ in M, with uy,(Ny,) <
M such that

ii(”xo(x)) = Vuxo(x)ll'(x)v l = 15 29 37 X € NxoaxO € M’ (4)

and vice versa. Clearly, if two crystal states are elastically related to each other, then
they are locally elastically related to each other—however the converse proposition
is false.

2.2 Scalar Invariants

The archetypical scalar invariant is the dislocation density tensor field S (ddt). It
is defined in dimension 3 in terms of the duals of the lattice vector fields: subject
to the choice of a local chart and using the Euclidean structure of R?, the lattice
1(x), x € M, induces a dual frame (dual lattice) d = {d;(-);i = 1, 2, 3} such that
di(x)-1j(x) =6;5,i,j =1,...,n,x € M, where §;; denotes the usual Kronecker
delta. The components of the ddt S are denoted S;; and defined by the equations

n(x)S;j(x) =V Adi(x)-djx),i,j=1,2,3, xeM, 5)

where n(x) is the lattice volume element (n(x) is the determinant of the dual lattice
atx).

One notes that the ddt depends on the values of the dual lattice vector fields and
their first derivatives at any point of M. Via an analogue of (5) one can calculate
the value of the ddt corresponding to the lattice vector fields defined in (2) above,
denoted S;;, and it turns out that

S =8, ij=1,.... xeM. ©)

Objects which are unchanged by elastic deformation in the sense of (analogues
of) (6) are called scalar (elastic) invariants—to be precise, let A®) consist of
the fields of gradients of lattice vector fields I;(-) of order r, and let A" derive,
similarly, from lattice vector fields Z; (). Then f : A”) — R is a scalar (elastic)
invariant if whenever (2) holds, f(A*") (u(x)) = f(AT) (x)),x € M.

There is an infinite number of such objects, depending on gradients of the lattice
vector fields of arbitrary order (see Davini and Parry [10, 11], Olver [35], Parry and
Silhavy [41], for more information). For example, one can show that I; - VS is
also a scalar elastic invariant, for each i, j,k = 1,2,..., (I; - VSj is called a first
order directional derivative of S;;) and that successive directional derivatives of
the dislocation density tensor are also unchanged under a diffeomorphism of M. We



308 M. Z. Elzanowski and G. P. Parry

shall call the set of first order directional derivatives [; -V S ji, the scalar invariants of
“first order’, with the analogous nomenclature for the sets of higher order directional
derivatives.

Note that in dimension 3 at most three of these scalar invariants can be
independent non-constant functions, since three independent functions parameterize
a local chart. Now one can view (6) as a necessary condition on crystal states X,
3 that those two states be elastically related—the condition is that there must exist
a diffeomorphism u : M — M such that (6) holds, and there is a corresponding
necessary condition for each independent scalar invariant. However, conditions such
as (6) are not particularly useful as they stand, because one cannot immediately
verify, given states X, ¥, whether or not there exists a smooth invertible mapping
u such that (6) holds—a useful reformulation is given in the next subsection.

Consider the case where there are precisely three independent scalar invariants
(in dimension 3)—they must occur amongst the directional derivatives of the ddt of
order < 2: for if the first such invariant is some component of the ddt, and if no other
component of the ddt is independent of the first then a second independent invariant
must be found amongst the first order directional derivatives of the ddt, and so on.

In the general case (still in dimension 3) suppose that three independent scalar
invariants occur amongst the first k directional derivatives of the ddt, where k < 2.
These invariants parameterize a local chart, and so the scalar invariants of order
k+1 may be expressed as functions of the three independent invariants. Given those
functions, it is straightforward to find, inductively, the form of the function which
expresses any invariant of arbitrary finite order in terms of the three independent
invariants, see [40]. The case where there are fewer than three independent scalar
invariants may be discussed analogously.

2.3 Classifying Manifold

Let us introduce §, the set of (fields of) directional derivatives of S of order < 3:

§={(SC), Ta-VHO), Up- V- V), Ue-VUp-VUa- V) ());
a,b,c=1,2,3}. @)

Then § is a functional basis of all scalar elastic invariants deriving from the
lattice vector fields in the sense that all scalar elastic invariants (of all orders) can
be calculated if § is known in M. For by the discussion in the previous section, the
independent scalar invariants (< 3 in number) must occur as directional derivatives
of order < 2. The third order directional derivatives can be expressed as functions
of the independent invariants, and these functions determine all the higher order
invariants. (Let f denote any one of the third order scalar directional derivatives
in (7), and let I denote the set of independent invariants, then f is defined on
{I(x),x € M}, via (7). The higher order directional derivatives are determined
in terms of the derivatives of f, assuming sufficient regularity.)
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Now let
CMy ={gx);x e M, g € §} (8)

be the classifying manifold associated with X' (Olver [35]), and define CM 5 via
(2) similarly.

The following result addresses the question—if two crystal states are given, that
is, if two distributions of vector fields (defined over different regions of R3) are
given, then how does one decide if there is a macroscopic (elastic) deformation,
mapping one region to the other, which also maps one set of fields to the other?

Suppose that CMy = CMy and that g(xg) = g(Xo) where g and g are
corresponding~ elements of § and %, for some xg € M, Xy € M in particular.
Then X and X are locally elastically related to each other, and (4) holds with
Ux, (x0) = i0~

The result gives a sufficient condition that two crystal states be locally elastically
related, by doing so it identifies a particular set of scalar invariant functions, §, and
shows that it is the range of those functions, {F(x); x € M}, which provides the
relevant condition. So § gives a quite general set of ‘plastic strain variables’, in
continuum mechanics terminology, in this context.

3 Burgers Vectors, Invariant Integrals, and Neutrally
Related States

Here we define the Burgers vectors and Burgers integrals. The Burgers integrals are
particular ‘invariant integrals’ (they are objects invariant under elastic deformation
more general than the scalar invariants of the previous section)—we define these
integrals and note that there is a basis of invariant integrals, in a certain sense. The
basis of invariant integrals strictly includes the Burgers integrals. We continue to
address the question of how to decide, if two crystal states are given, whether or not
there is a macroscopic (elastic) deformation, mapping one region to the other, which
also maps one set of lattice vector fields to the other. The integral invariants must
match, in the two states, if such an (global) elastic deformation exists—and this
gives us a set of corresponding necessary conditions. These necessary conditions
can be reformulated in terms of the existence, or not, of a non-trivial solution of a
set of partial differential equations: when two such states are not elastically related,
the partial differential equations have a non-trivial solution, and in that case we say
that the states are neutrally related. It is a fact that neutrally related exist, so these
necessary conditions are not sufficient conditions.
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One can interpret neutrally related states in terms of the ‘slip’, or rearrangement,
of the lattice vector fields, and decompose the changes of state (rigorously) in
terms of elastic deformation and slip, but we do not do so in this chapter, see
[10, 11]. Slip has an ad hoc status in many phenomenological theories of inelastic
behaviour, as a kinematical or constitutive assumption (likewise for elastic-plastic
decomposition)—but here these concepts arise naturally from analysis subordinate
to the construction of invariants relating to the crystal states. Finally, in this
section, we show that neutrally related states are locally elastically related, and for
completeness we give constraints on the ddt, and the set of first order directional
derivatives of the ddt, which guarantee that those quantities derive from a set of
lattice vector fields in the prescribed manner.

3.1 Burgers Vectors and Invariant Integrals

The Burgers integral, defined by f(g d; - dx, where € is a circuit in M, is
a prototypical invariant integral. Proof of this fact requires discussion of the
transformation properties, induced by (2), of the various derivatives of the lattice
vector fields. Thus the Burgers vector is unchanged if the dual lattice vector fields are
transformed in a manner compatible with (2), and the circuit % is mapped to u(%).

More generally, one searches for circuit, closed surface, or volume integrals with
integrands depending on the lattice vector fields and their derivatives of any order
(succinctly, ‘differential functions’) which are functionals independent of elastic
deformation, see Davini, Parry and §ilhav3’/ [10, 11, 41].

Thus if Fo ({Z;(-)}) is any such functional, and fields {ii(~)} are defined by (2),
then Fi; ({1;()}) = Fu({l;(-)}), with M = u(M). For example, since det({l,}) =
det(Vu) det({l,}) (where det(-) denotes the determinant) then, with the definition
n =d; -d> A d3 one obtains that [, ndV = szu(V) dV is an invariant integral,
V C M. In fact, it is straightforward to show that

/ d, odx,/ ndV,/ SndV, are invariant integrals, 9
¢ 14 v

where € is a circuit, by recalling the definition of the dual fields {(d,(-))} and
the dislocation density S, and by calculating relevant transformation properties.
Note that integrals over closed surfaces can be expressed, alternatively, as volume
integrals.

Now it is important to note that if v is any scalar (i.e., real-valued differential
function) invariant, then

{(l; - Vv) (-)} is a set of scalar invariant fields. (10)

Recall that if S has at least one non-constant component, then there is in general
an infinite number of scalar invariants, obtained from that particular component of
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S by successive directional differentiation. So there is an infinite number of integral
invariants too, because (for example)

/ vd; - dx is an integral invariant if v is any scalar invariant. (11
4

It turns out that there is a basis of integral invariants in the sense that if densities
corresponding to the basis integral invariants are given, as fields in M, then the
densities of all integral invariants can be determined. The basis integral invariants
are

/uda'dx,fvndV: vell, S, {U, -VS}}. (12)
4 %

3.2 Neutral Related States

The basis integral invariants match, in the obvious sense, in elastically related crystal
states, so they provide necessary conditions that two crystal states, ¥ and X, be
elastically related. Now suppose that X and X are not necessarily elastically related,
but that the basis integral invariants nevertheless match in the two states. Then
the Burgers integrals match, for example, in the sense that there exists a smooth
invertible mapping u : M — u(M) = M such that [ d; - dx = Ju) d; -dx.
We can simplify this condition a little: we map ¥ elastically, via the inverse of that
mapping u, to a state X’ = {{ I (~)} M } The integral invariants match in states X
and X if and only if they match in states X and X’. So f<g di -dx = f% d;-dx,
for example (the point being that the circuits are identical on the left and right
sides of this relation), and by noting that the circuit 4 is arbitrary one deduces
that VA d, = V A d;, via Stokes’ theorem. It is usual to call the quantities
V Ad;,i =1,2,3, the Burgers Vectors, in this context.

Applying the simplification of the last paragraph to the basis of integral
invariants one obtains the relations

VAadi=VAd,n=n',v="V,Vvad; =Vvad,, velS{l - VS,

(13)
which may be regarded as partial differential equations to determine the fields
{l;(-)}, given {/;(-)}. Of course if ¥ and 3 are elastically related, then X
and X’ are identical, hence if (13) has a non-trivial solution for {l ; (-)}, given
{i()} Gee., {1/} # {1i()}), then X and ¥ are not elastically related. If
(13) has a non-trivial solution for {l;(~)}, given {l;(-)}, we say that X and
X’ are neutrally related states, and we also say that X allows neutral
deformations.
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A simple example of the non-uniqueness of solutions of (13) is given in [11].
The non-uniqueness of solutions of (13) shows that the necessary conditions derived
from the invariant integrals are not sufficient to determine whether or not two crystal
states are elastically related (indeed (13) provides just local conditions)—there
are crystal states which are not elastically related to one another such that all the
invariant integrals match in the two states, for some choice of the mapping u. One
can, however, interpret neutrally related states in terms of ‘slip’, or rearrangement,
of vector fields, but we do not do so here, see [10, 11] for details.

One implication of (13) is very important for subsequent discussion. Suppose
that (13) has a solution {l§(~)} # {l;(-)} and that v is a non-constant component of
S. Then by differentiating (13)3 ((13) holds for all points in M), Vv = VV/, and so
from (13)4, Vv A (d; — d;) =0,a=1231Ifdisanyof l; - VS,i = 1,2,3,
we have from (13)3 that V& A (d; —d;) = 0, i = 1,2,3. Since d;(-) # d.(")
for some i = 1, 2, 3, it follows that ¥ = ¥ (v) (in loose notation), when (13) has
non-unique solutions and § has a non-constant component. Furthermore, since /; -
Vo = ;- Vv)‘é—lz, it follows that all second order directional derivatives of S
are functions of v, and by induction all directional derivatives of S have the same
property. Also, let 9’ be any of I; - VS',i = 1,2, 3, then one shows quite readily
that ¥’ (v') = ¥'(v) = ¥ (v), and that all higher order directional derivatives have
the analogous property.

Therefore the classifying manifolds of states X and X are identical, CMy, =
CM3y, so that neutrally related states are locally elastically related, by the
result highlighted in Sect. 2.3.

Note that if we consider only crystal states X where (13) has non-unique
solutions for X', then

either S = constant, or all elastic invariants are functions of one non-constant

component of S (denoted v). (14)

Also note that there are constraints on the functions § and its first order
directional derivatives, see [40]:

(a) From (5),n Sgplp =V Ad, and soone has V - (nSyplp) =0, a = 1, 2, 3. This
gives

Sai €ijkSik) + 1k - VSak =0, a=1,2,3. (15)
In the case that S is constant, (15) reduces to
Sai(giijjk) = 05 a = 15 27 37 (16)

which is a representation of the Jacobi identity (from the theory of Lie algebras);
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(b) From Vv = (I, - Vv)d, one has V A ((l, - Vv)d,;) = 0, and this gives

SabFa =8bacF¢£Fc, b= 1, 2, 37 (17)

dF,
dv

where we introduce the notation F, =1, -Vv, a=1,2,3, and F(: = a=
1,2,3.
In the case that S is constant, (17) is trivially satisfied.

(c) In the case that X' allows neutral deformations, a short calculation based on the

first three equations in (13) gives, in addition, that
SapFpr =0, a=1,2,3. (18)

When (15), (17), and (18) hold, it can be shown that there exists a crystal state,
with the corresponding functions S and its first order directional derivatives the
same as those in X', such that the lattice vector fields themselves depend only
on the chosen non-constant component of S, denoted v.

Finally in this section, according to [8, 16], (15) and (17) together are sufficient
for the local integrability of

nSuply =V Ady, Vv =Fud, a=1,23, (19)

for the fields {I,(-)}, given S, F, as functions of v. Therefore (15) and (17) are the
only constraints on the functions S, F, in general.

4 Lie Groups

The theory of Lie groups is intimately related to the classification of distributions
of vector fields modulo diffeomorphism, and so also related to the ‘elastic-
plastic’ decompositions of continuum mechanics (because if a change of state
has a non-trivial plastic part, corresponding vector fields are inequivalent modulo
diffeomorphism). Here we review aspects of the theory of Lie groups and algebras
which are necessary in order to understand this relationship, and explore the duality
between descriptions/classifications of crystal states in terms of the dislocation
density functions, and in terms of Lie groups/Lie algebras.

For example, in the case where the ddt is constant in a given crystal state, it turns
out that one can regard the elements of the domain M, which are the ‘material
points’ of continuum mechanics, as elements of a Lie group. Note also that, if
the ddt is constant in M, the corresponding lattice vector fields satisfy a self-
similarity condition, and that the function which encapsulates the self-similarity
can be regarded as a Lie group composition (multiplication) function [45]. Vector
fields which have this type of self-similarity are called right invariant fields, in the
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Lie group literature—the self-similarity of the fields is a statement that the lattice
vector fields ‘fit together’ in a certain way, in a defective crystal with constant ddt.

In the first two subsections below, we expand on the items of the previous
paragraph, then we recall the construction of the Lie algebra corresponding to
a given Lie group, and introduce the structure constants of the algebra and the
exponential mapping from the algebra to the group. Also we recall the notions of
isomorphic Lie groups and algebras.

4.1 Constant Dislocation Density Tensor

Let us consider crystal states where the lattice vector fields {/;(-)} are defined in
M = R3, and are such that the dislocation density tensor S is constant in R3. The
condition that S is constant is an integrability condition [45], which guarantees that
for given lattice vector fields, the partial differential system

Li(x,y) =Viv(x, pli(x), i=123, (20)

where V¥ (-, -) denotes the gradient of ¥ with respect to its first argument, has
a solution for the function ¥. Note that (20) expresses a self-similarity of the
lattice vector fields {/; (-)} in M. Moreover, the function ¥ : R3 x R3 — R3 can be
taken to satisfy the properties required for it to be a Lie group composition function,
ie.,

YO0,x)=¢yx,0=x, yx,x H=yx"x) =0,
YW(x,y),2) =¥, ¥y, 2),

where 0 is regarded as the group identity element and x ~! is the unique inverse of
the element x [37,45]. So the points of M can be represented as Lie group elements.
Given an appropriate value of the dislocation density tensor S one can specify a
corresponding Lie group G by constructing fields /;(-), i = 1,2, 3 such that the
dual fields satisfy (5) in Sect. 2.2 and then solving (20) for the group composition
function ¥. Note that when (20) holds, the vector field {/;(-)} is said to be right
invariant with respect to the composition function . So when the lattice vector
fields {I;(-)} are such that S is constant in M = R>, they represent right invariant
fields on a certain Lie group.

It is standard that each Lie group G = (R>, ) has a corresponding Lie algebra
g consisting of the vector space R, in this case, with Lie bracket operation [-, -] :
R? x R3 — R? defined by

[x, y] = Cijkx;jyre;, x,yeR?, 21
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where {e, e>, e3} is a basis of R3, x = xjej, y = yje;, and where the structure
constants C; j, with respect to this choice of basis, are given by

82 . 82 i
Cijk = Vi 0, 0) — vi (0, 0), (22)
0x;j0yk 0xdy;j
where ¥ (x,y) = v¥;(x, y)e;. The structure constants with respect to the basis

{e1, ez, e3} are directly related to the components of the dislocation density tensor,
see Elzanowski and Parry [12].

Letl;(-),i =1, 2, 3, satisfy (20) and let vy, v3, v3 be given real numbers. Define
the integral curve through xg of the field v;/;(-) to be the solution {x(¢) : r € R}
of the ordinary differential equation x(t) = v;l; (x(¢)), x(0) = x¢. Note that v :=
v;1;(0) determines the field v;Z; (-) by (20). (By virtue of this remark one can think
of the Lie algebra of G either as the vector space R>, with Lie bracket given by
(21), or as the vector space of right invariant vector fields on G, with the Lie bracket
of vector fields defined by (41), Sect. 4.4 below. Note that the Lie bracket of right
invariant fields is right invariant.)

One defines the mapping exp (v) : G — G, and the group element e, by

exp(v)(x0) = x(1), e = exp(v)(0). (23)

It is a fact that
exp(n)(x) = ¥ (™, x), (24)

which states that the flow along the integral curves of the lattice vector fields
corresponds to group multiplication by the group element e*).

4.2 Isomorphic Lie Groups and Algebras

Recall the following facts and definitions from the theory of Lie groups and
algebras, see for example [2, 3, 18, 19, 21, 23, 24, 45, 46].

Let g and b be Lie algebras with Lie brackets [-, <]g, [, -], respectively. (In the
context of this chapter, both brackets [-, -1g4, [+, -]p map R3 x R — ]R3). A linear
transformation L : g — bk which satisfies

[Lsty]th[xvy]gs x7y€gv (25)

is called a Lie algebra homomorphism. If C f; o C:} ¢ are the structure constants for
g, b, respectively, then (8) implies ' ‘

ch

DiLipLeq = LirC8 (26)

rpq’

where Le; = Lje;, i,j=1,2,3.
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Let G and H be Lie groups with group multiplication functions ¥ s, ¥ g,
respectively. A smooth mapping ¢ : G — H which satisfies

'ﬁH (¢(x)v¢(y))=¢(¢6(xv .Y)), x’yeG (27)

is called a Lie group homomorphism.

If g is the Lie algebra of G, and b is the Lie algebraof H,and ¢ : G — H
is a Lie group homomorphism, then V¢(0) = L is a Lie algebra homomorphism.
Conversely if L satisfies (25), then there exists a Lie group homomorphism ¢ such
that V¢ (0) = L. Also,

¢ (") =V y g =R, (28)

where ¢ satisfies (27), where the exponential on the left hand side of (28) is the
exponential which maps g to G, and that on the right hand side maps § to H.
Relation (28) allows one to calculate the Lie group homomorphisms explicitly if the
Lie algebra homomorphisms are found by solving (26). ¢ (-) (resp. L) is called a Lie
group (resp. algebra) isomorphism if it (resp. L) is invertible. An isomorphism
¢:G — G (resp. L : g — g) is called an automorphism (¢ (-) and ¢~!(-) have to
be smooth).

The above facts are useful when it comes to constructing vector fields with given
scalar invariants—since such vector fields are determined only modulo diffeomor-
phism (i.e., modulo elastic deformation), one can choose the diffeomorphisms to
simplify calculations in many cases.

4.3 Campbell-Baker-Hausdorff Formula, Canonical Group J

Here we introduce the particular Lie group which we have selected to illustrate ideas
and methods—it is a three dimensional nilpotent' Lie group which we refer to as
the canonical group. The group elements are represented by elements of R?, and
the group composition is given explicitly, similarly the Lie algebra is defined on

ILet G be a three dimensional Lie group, with commutator (x, y) = x 'y ~'xy. Let G = G and
define G| = (G, Gyp), the group generated by elements of the form (x, y),x € G, y € Gp. Define
Gy = (G, Gg—1) inductively, k > 1. G is called nilpotent if and only if Gy is the trivial group {0}
for sufficiently large k. For three dimensional nilpotent groups, G = Gg 2 G| 2 G2 = {e}, where
e is a temporary notation for the group identity 0.

Let g be the Lie algebra corresponding to a Lie group G, with Lie bracket [x, y],x,y € g.
Let g = go and define g; = [g, go], the subspace generated by elements of the form [x, y], x €
g,y € go. Define gx = [g, g«—1] inductively, k > 1. g is called nilpotent if and only if g is the
trivial subspace {0} for sufficiently large k. For three dimensional nilpotent algebras, g = go 2
g1 2 g2 = {0}

A Lie group is nilpotent if and only if the corresponding Lie algebra is nilpotent (Gorbatsevich,
Onishchik, Vinberg [19]).
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RR3, with corresponding Lie bracket—it is a special feature of this group that one
may identify Lie group and algebra elements, that is, the exponential map from
the group to the algebra is the identity mapping. This special feature simplifies
many calculations, e.g., it is a fact that the commutator (see footnote) of two
group elements may be identified with the Lie bracket of the corresponding algebra
element. We show that the automorphisms (symmetries) of the canonical group are
linear mappings (homogeneous deformations, in continuum mechanics terms), by
virtue of this special feature.

Let ¥ be the composition function for a three dimensional Lie Group G, and let
e . g = R3 — G be the exponential function. The Campbell-Baker—Hausdorff
(CBH) formula gives an explicit expression for the quantity c¢ in the relation,

e© = @e® 4 p e R (29)

One finds the full formula in Varadarajan [50]. We give the formula as it applies to
three dimensional nilpotent Lie groups G, it is

1
c=a+b+labl. (30)

The simple form of (30) exposes the following fact—the expression on the right

hand side of (30) depends only on the Lie bracket [-, -], i.e., it only depends on the

Lie algebra g; it does not depend on the choice of group G in the isomorphism class

of groups which have the Lie algebra determined by the given bracket operation.
Now put

c=1vY'(a,b) 3D

and note that ¥’ has the properties required in order to regard it as a group
composition function on the vector space associated with the given Lie algebra (R
in this case). We call this group the canonical group J associated with the given
structure constants, i.e., with the Lie algebra given implicitly in (30) via the choice
of Lie bracket.

Let us choose the structure constants with respect to a basis {e, e>, e3} of R3to
have the form

Cijk = A&rjkPiDrs (32)

in terms of real parameters A, p;, i = 1, 2, 3. (See [37] for discussion of this choice).
One may check that the corresponding Lie algebra is nilpotent. Let p denote the
vector in R3 with components p;, i = 1, 2, 3 with respect to the chosen basis. Then,
the composition function in the group J (dropping the prime in ¥') is given by

1
'ﬁ(x,y)=x+y+zkp(p~xAy), (33)
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and one can show that the three vector fields €; (x) = V1¢¥ (0, x)e; = e; + %kp(x A
D -e;), (soe; = £;(0)in particular), i = 1, 2, 3, provide a basis of the set of right
invariant vector fields. Also from x = v, £,(x) = v + %)» p(x A p - v), one obtains

exp(vt)(x) = x + vt + %kp(x ADp-vt). (34)

Therefore, exp(vt)(0) = vz, (which implies that the one-parameter groups in J are
straight lines), and the corresponding exponential mapping is

™ =expx)0) =x, xeR>. (35)

Remarkably, Lie group and Lie algebra elements may be identified, via (35), in
this particular case.
Also we have

(x,y)=1[x,y], x,yeR (36)

so that the group commutator, (x, y) = x! y_lx ¥, (which represents the ‘finite’

Burgers vector obtained by successive flow along the right invariant fields defined by
y,x,y~ !, x~1, given (24) above) may be calculated via the Lie bracket of algebra
elements;

Now by a slight extension of (28), if a linear transformation L is a Lie algebra
automorphism (i.e., an isomorphism from the algebra to itself), there is a Lie group
automorphism ¢ : J — J such that V¢(0) = L. Then ¢p(e®) = e(VoO¥) giyes,
noting that the exponentials on both sides of this relation satisfy (35), that

dx)=Vep0)x, xecg=J. 37

Relation (37) shows that the automorphisms of J are linear mappings (‘homoge-
neous deformations’ in continuum mechanical terms), and this fact helps a great
deal when one comes to calculate the symmetries of discrete subgroups of J later
on.

Let j denote the Lie algebra of J. For later use we calculate the Lie algebra
automorphisms of j in the case that A = 1, p; = pa = 0, p3 = 1, so that p = e3,
referring to (32) above. One finds that

L3 =1L =0,L33=Li1Lyn— LizLa #0, (38)
where Lx = L(x;e;) = x;(Le;) = x;(Ljje;) = (Ljix;)e;. Also for later use, in
the same particular case of (32), we show immediately below that there are precisely

two inequivalent one-dimensional subgroups of J, modulo automorphisms of J: the
one-dimensional subgroups of J have the form

Hy={tv:vej,teR} 39)
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by the comment which precedes (35). Let ¢ : J — J be an automorphism of J,
with L = V¢(0). Then

¢(Hy) = Hpy. (40)
We have that:

1. Hp, is equivalent to H, modulo automorphism provided that Lez = h for some
L satisfying (38). So B = L33e3 and h must be parallel to e3.

2. Hp is equivalent to H,, provided Le; = h. This requires that, and is satisfied if,
h is any vector not parallel to e3.

4.4 Higher Dimensional Lie Groups

A further connection between the ddt and Lie group ideas occurs at higher order than
that above, in cases where the ddt is not constant in M. We note to begin that when
the ddt is constant, the corresponding right invariant lattice vector fields provide a
basis of a Lie algebra of vector fields with Lie bracket defined by (41) below, so that
the dimension of the algebra equals the number of lattice vector fields. When the ddt
is not constant, it may be that the ‘lattice vector fields and certain of their (iterated)
Lie brackets’ provide a basis of a Lie algebra (with the same choice of Lie bracket),
and in that case the dimension of the algebra is strictly greater than the number of
lattice vector fields. According to [36], subject to some technical conditions, there
is then a corresponding Lie group with Lie algebra isomorphic to that consisting
of the lattice vector fields and certain of their (iterated) Lie brackets, which has a
dimension equal to the number of ‘lattice vector fields and certain of their (iterated)
Lie brackets’. So this group has a dimension strictly greater than that of M, and
according to [36] there is a group action which, for any choice of group element,
maps M to M. We expand on these remarks below, and focus on a particular case
which will be useful later in Theorem 1.

Let us use the following sign convention for the Lie bracket of pairs of vector
fields v(-), w(-), thus

[v, w]() ={(w-V)v — (v- V)w} (). (41)
Denote the Lie bracket of lattice vector fields I1(-), I2(-) by L3(-), thus
L3() = 11, 12](), (42)

and introduce L1 (-), L, (-), analogously. Then one may compute, as in [40, 41], that
in general

Lb = Sablas [va lc] = Sac[la’ lb] + (lb : VSac)lav (43)

and so, in particular, relate the Burgers vectors with the set of Lie brackets via the
first of (43).



320 M. Z. Elzanowski and G. P. Parry

We shall refer to terms such as [I1, ] as an ‘iterated’, or ‘nested’, Lie bracket
of second order, to terms such as [L3,1.] = [[l1, 2], .] as Lie brackets of third
order, etc. (and to I, as a Lie bracket of first order, for convenience). The second
of (43) gives the third order Lie brackets in terms of S and its first order directional
derivatives, using the first of (43), and there are analogous higher order versions of
these relations which we do not exhibit explicitly. Each such relation expresses
some ‘nested’ Lie bracket linearly in terms of lower order nested Lie brackets,
with coefficients that are directional derivatives of S.

We have noted in Sect.4.1 that if S is constant in M = R3, then (20) may
be solved for the set of lattice vector fields, and that there is an associated three
dimensional Lie group structure in that case. Now one can rephrase the assumption
that S is constant, via the first of (43), as an assumption that the vector fields
Li(-),1 = 1,2,3, can be expressed as constant linear combinations of the lattice
vector fields. Via the second of (43), and its analogues, one sees that all nested
Lie brackets of lattice vector fields are also then expressible as constant linear
combinations of the lattice vector fields. Thus the lattice vector field provide a basis
of a Lie algebra of vector fields, and this statement is equivalent to the fact that S is
constant.

As a generalization of the last remark we shall investigate the following
assumption: suppose that the lattice vector fields and certain of their nested Lie
brackets provide a (finite) basis of a Lie algebra, so that the dimension of the
algebra is strictly greater than that of M. Subject to a further technical assumption,
it follows from result of Palais [36], see also [14], that there is an associated ‘higher
dimensional’ Lie group that acts on M.

We shall study groups of this type in Sect.7, but to keep the discussion as
compact and as simple as seems possible (to us) in this section we restrict matters
much further:

(a) We shall assume that M is a two-dimensional manifold, then there are two
smooth linearly independent vector fields, denoted /1(-) and I5(-). In a new
notation define the Lie bracket [3(-) of I;(-) and I>(-) by

I30) =[11, L]1C) = {2 - VI = 1 - V)) (). (44)

(b) We consider a particular example in the case where I{(-),l2(-) and I3(-) =
[11,12](-) provide a basis for all vector fields generated by taking successive
Lie brackets of 71 (-), I7(-). In fact we assume that all Lie brackets of order > 3
are zero. So the corresponding (nilpotent) Lie algebra has dimension 3, as does
the associated Lie group. Thus

(i, bl =13,[15,131=0,[13,1;]=0. (45)

The Lie group corresponding to (45) is called the Heisenberg group.
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The following result is a particular case of Theorem 1.57 in Olver [34], it
allows one to associate a three dimensional Lie group with lattice vector fields
1), 12(), 13() = [11,12](-) defined on M satisfying (45).

Theorem 1 Suppose that lattice vector fields 11(-), [2(:), [3(-) = [l1,12](-)
defined on M are given, such that, c.f., (45),

i, l;] = Crijlx, i,j,k=1,2,3, (46)

where the structure constants C;ji are zero except that C312 = —C3p1 = 1.
Then there exists a Lie group G, a corresponding Lie algebra g with the same
structure constants relative to some basis ey, e2, e3 of g, and a local group
action . : G x M — M such that

Vik(e,x)e; =1;(x), xeM, 47)

where e is the identity element of G, V1A(-, X) is the gradient of A with respect
to its first argument, and

A(e,x) =x,h(g;, 182, X)) =A(¥(g1.82).%).81.82€ G, x €M,
48
where ¥ : G X G — G is the composition function in G. (48)

In this general situation, the lattice vector fields no longer represent right
invariant fields on the Lie group, nor is it true that e; equals /1(0), for example
(e; lies in the Lie algebra, I1(0) is in the tangent space at 0 € M)—one might
contrast this with the situation in Sect.4.1. It is the group action A that links the
three dimensional group structure to the flow defined by the two lattice vector
fields. This leads to the brief discussion of isotropy groups and homogeneous spaces
immediately below (we revisit these topics in Sect. 7).

4.5 Homogeneous Spaces

Here we introduce the notion of a homogeneous space and give some associated
definitions—this is done briefly in this subsection, in more detail in Sect.7. One
thereby represents points of the manifold M in a manner which exploits the group
structure deriving from the assumption in the previous subsection. The group action
above fixes points of M, for some non-trivial set of group elements (in the case
that the dimension of the group is greater than that of M), and this leads to the
definition of the isotropy group corresponding to the group action. In fact, given a
transitive group action A, any isotropy group is a closed subgroup of G, and given
any closed subgroup of G one can construct a corresponding group action. We also
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define projection and section mappings, and express the group action in terms of
these functions, to facilitate later computations.
The isotropy group of the left action A: G x M — M is defined by

Gn={geG:A(g,m)=m}, 49)

for any m € M. We suppose that the action is transitive, so
AMG,m)=M, (50)

for any m € M. Then (G, M) is called a homogeneous space.
Let H be a subgroup of G and define the left coset space G/H by

G/H = {kH: k € G). (51)

(Two juxtaposed group elements represent group composition, i.e., if a,b € G,
ab=y(a,b),sokH = {Y(k, h); h € H}, in particular).
Komrakov [29], gives the following results:

e If H is a closed subgroup of G, then G/H can be given the structure of a
manifold, withA: GxG/H — G/H defined by A(g,kH) = ¥ (g, k) H smooth
and transitive. Then (G, G/H) is a homogeneous space.

e If (G, M) is a homogeneous space, and m € M, then G,, is a closed subgroup
of G.

Define the projection mapping 7: G — G/H by n(g) = gH and choose a
section 0 : G/H — G such that x(6(gH)) = gH. (Note that it is not generally
true that there exists a well defined global section, but that the existence of such a
section may be verified in each case of interest below). Then A can be expressed as:

A(g. kH) =n(¥(g,0(kH))), (52)
and this shows how to construct the group action from any closed subgroup. It is a
fact that A, defined by (52), is independent of the choice of section. One can also
show that

H = G, (53)

if A is so expressed, so any closed subgroup is an isotropy group.

5 Discrete Groups

One main purpose of this chapter is to discuss symmetries of discrete sets of points
associated with a defective crystal, as part of the rather general effort in continuum
mechanics to correlate discrete and continuous models of materials. To begin this
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discussion we first of all consider the case where the defective crystal has constant
ddt, so that there is a corresponding Lie group whose dimension equals that of M.
(The more general case, where these dimensions are unequal, will be considered in
the next section). The sets of points that are constructed turn out to represent discrete
subgroups of Lie groups. In the case where S is identically zero, for example, the
elements of the relevant discrete subgroup represent the points of a perfect lattice.

In this section we first outline the way that these subgroups were introduced
in Cermelli and Parry [6], Parry [37-39]. Next we paraphrase Mal’cev’s general
perspective [31], in the context of nilpotent Lie groups, and remark on the
connections between the two approaches in the context of this chapter. We also
outline some of Mal’cev’s results, those that relate to the topics at hand.

5.1 Construction of Discrete Group from Given Crystal State

Choose three smooth linearly independent right invariant fields 7 (-), I2(+), I3(:) to
specify the texture of a crystal with constant ddt S, as in Davini’s prescription of a
crystal state. Let the corresponding Lie group be denoted G. From (20) and (22) in
Sect. 4 calculate the structure constants C; ;i of a corresponding Lie algebra. There
is an isomorphism (elastic deformation) from G to the canonical group J that has
the same Lie algebra, denote itby @, 8 : G — J, and let I; (8(x)) = VO (x)l;(x),
i =1, 2,3, by analogy with (2) in Sect. 2.1. We consider the crystal state where the
corresponding Lie group is J, below, and drop the prime on the lattice vector fields.

Suppose then that I;(+),i = 1,2, 3 are right invariant fields defined on J. Let
X € J and say that y € J is a neighbour of x if and only if there exists an index
i € {1, 2,3} such that

dx dx
either —— ()=l (x (1)), x(O)=%, x (D=5, or ——(N)=l; (x(1)), x()=F. x()=¥.
(54
Thus x and y are neighbours of each other if and only if the ‘unit’ flow along some
lattice vector field maps X to y or vice versa. (This is a generalization of the ‘nearest
neighbour’ idea for a cubic lattice). Let D C J be a set such that 0 € D and such
that if x € D, then the neighbours of x are elements of D. Then since 0 € D,
it follows that ¢’ € D, ¢~ ¢ D, where l; =1;(0),i = 1,2,3 (noting that
(e(’i))_1 = e_(l")). Alsoif x € D, then ax € D, where « is any of the six elements
e(li), e_(ll'), i =1,2,3.So D includes all elements of J which have the form

X =00 ...0,, (55)
where n is arbitrary, and each a;, i = 1,2, ...nis one of e?), e~ | = 1,2, 3.

Suppose that D has no other elements. Then D is a subgroup of J (with group
operation corresponding to juxtaposition of expressions such as that on the right
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hand side of (55), recognizing that )¢~ is the group identity). D is said to be
generated by the three elements eV, ¢?2) ¢(3) when (55) holds for all x € D.

Note that, generally, an element of D has many representations of the form (55).
So suppose

x=aar...0,=B1Br...Bps (56)

where eachof ;,i = 1,2...n; ﬂj, j =1,2...m,is one of the generators or the
inverse of one of the generators. Thus
—1p—1 -1 _
oarar...axB B, ...B =0, 67
and one sees that the non-uniqueness of the representation (55) corresponds pre-
cisely to the existence of non-trivial relations (such as (57)) between the generators
and their inverses.

The above construction, Cermelli and Parry [6], Parry [37, 39], is analogous to
the construction of a perfect lattice (in the case § = 0). Mal’cev [31], on the other
hand, considers discrete subgroups D of a general Lie group G, a priori, without
assuming that D has a finite number of generators. Nominally, then, his position is
more general than that adopted in [6, 37, 39]. However, he finds it useful to restrict
attention to uniform discrete subgroups of G: a discrete subgroup of G is uniform if
the left coset space G/D is compact—this is the generalization of the requirement,
in the case S = 0, that R3/L (which is the ‘unit cell’ of the lattice, with appropriate
identification of boundary points) is compact. It transpires that this criterion (that the
subgroup be uniform), and the restriction to three dimensional nilpotent Lie groups,
together imply that D is generated by three elements. He also shows: in order that
G contains a uniform discrete subgroup D, it is necessary and sufficient that the
corresponding Lie algebra g have rational structure constants with respect to an
appropriate basis. We shall see towards the end of the next subsection that the two
perspectives coincide, in the context of this chapter—so we paraphrase Mal’cev’s
results in Sect. 5.3 below, as they particularize to the three dimensional case.

5.2 Analogue of Crystallographic Restriction

In traditional crystallography, where the Euclidean motions of R3, say, are central, it
is the so-called crystallographic restriction that begins the analysis and leads to the
ideas of space groups and crystallographic groups, for example. This restriction is
the requirement that there is a minimum separation between pairs of points (atoms)
that make up the crystal, and the classification of perfect crystal structures (due to
Bieberbach, Frobenius, Shoenflies, see Senechal [47]) is based on this assumption.

This basic restriction applies just as well when we study sets of points which
model defective crystals, so we search for conditions on the (continuum) crystal
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state which guarantee that the subgroup D of the previous subsection be discrete—
the discreteness of the subgroup is the analogue of the crystallographic restriction,
in this context. One can make progress quite generally, but for the purposes of this
chapter we shall make a more stringent assumption, which is that the elements
of this subgroup have a minimum (non-zero) separation for arbitrarily small
generators , a, b (a,b € {e!V, e12) ¢19),

Recall that (a, b) = a~'b~lab denotes the commutator of group elements a, b.
If @ and b are small (one parameterizes the three dimensional group by three real
numbers, close to the identity element, and takes the Euclidean measure of distance),
then the commutator is of second order in the size of those two elements, and one
can choose ¢ so that

l(a,D)| < 3lal, if lal, |b] <e. (58)

Iterating this inequality, following Thurston [48], one deduces that |k" nested
commutator of generators | < 2 X¢. It follows, since the separation between any
pair of discrete group elements cannot be arbitrarily small, that there exists a k such
that the k" nested commutators of generators are zero (identity). One can show
that further k = 2 in the case of interest here (i.e., in R3), Parry [37], and that the
discrete group is then such that any commutator of group elements commutes with
any group element. Continuous groups with this property, such as the canonical
group J introduced in Sect.4.3, are nilpotent, according to the footnote in that
subsection. In this case, Cermelli and Parry [6], Parry [37, 39] showed that D is a
discrete subgroup of J if and only if the structure constants with respect to 11, I2, I3
as basis are rational, and this leads to (61) below.

We shall highlight properties of J and its discrete subgroups, or groups isomor-
phic to them, as running examples throughout.

5.3 Mal’cev’s Results

We present some fundamental results of Mal’cev [31], in the context of three
dimensional nilpotent Lie groups and their discrete subgroups. Those results are
algebraic in character, but they lead to a ‘rigidity’ theorem which states, in particular,
that the symmetries (automorphisms) of such discrete subgroups can be uniquely
extended to symmetries of a corresponding continuous (Lie) group. In continuum
mechanical terms, this implies that one can take the symmetries of those discrete
subgroups as material symmetries for continuum energy densities for defective
crystals of this type. Of course, in the perfect crystal case, the ‘crystallographic
point groups’ have been used as material symmetries for continuum energy densities
without question, for many years (see for example Green and Adkins [20])—the
relevant rigidity result is almost self-evident in that case, although one never sees it
emphasized. First we outline some necessary algebra relevant to the nilpotent Lie
group and its algebra. In the next subsection we consider the discrete subgroups,
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and give the rigidity result. The results depend on the construction of particularly
judicious sets of coordinates for the continuous group, its algebra, and the discrete
groups.

Let G be a connected and simply connected three dimensional nilpotent Lie
group, let g be the corresponding Lie algebra, and let J be the corresponding
canonical group. Recall that a subspace hCg is an ideal if and only if [h, g]<h.

If possible, select in g an ordered basis { g1, 82, g3} with the following two
properties: {a>g, + a3gs; az. a3 € R} = g, and {azg3; a3 € R} = g3 are ideals
in g. Then each element of g can be uniquely represented in the form

g=ag +ag,tazgs, (59)

and by definition

e the numbers ap, ay, a3 are the ‘coordinates of the first kind’ of g,
* the algebra elements g, g,, g5 are the corresponding ‘system of coordinates of
the first kind’.

For example, referring to (33) of Sect. 4 above, if [x, y] = Ap(p-xAYy), A € Rand
(I, m, p}is abasis of R3, the ordered basis {I, m, p} is a system of coordinates of the
first kind (because g3 = Rp, [Rp, y] =0,y € g,and [g2, Y] =Rp C gs, y € g).

Next, suppose that the Lie group G has a system of one-parameter subgroups
x1(t), x2(t), x3(t) such that three conditions hold; first each element of G can be
written in the form x(t1)x2(£2)x3(83), t1, 1, 13 € R; also {x,(2)x3(13); t, 13 €
R} = G; and {x3(13); t3 € R} = G3 are closed invariant (normal) subgroups
of G, finally G/G2, G2/G3, G3 are one-parameter vector groups (i.e., they are
isomorphic to R).

These conditions imply that each element of G can be written uniquely in the
form x 1 (¢1)x2(t2)x3(t3), for some t1, 12, t3 € R. Then by definition

¢ the numbers 71, t», 13 are called the (Mal’cev) ‘coordinates of the second kind’ of
that element,

e the subgroups x(¢), x2(¢), x3(¢) are called a ‘system of coordinates of the
second kind’.

For example, if G = J and g, g5, g3 is a system of coordinates of the first kind,
thenx;(z) =tg;, t € R, i =1, 2,3 is a system of coordinates of the second kind,
and the converse is also true. For the next lemma, recall the discussion of uniform
discrete subgroups at the end of Sect. 5.1.

Lemma 1 (Mal’cev) If a Lie group G has a system of coordinates of the second
kind, denoted x1(t),x2(t), x3(t) and if a subgroup H contains the elements
x1(1), x2(1), x3(1), then H is uniform in G.

For example, the subgroup generated by x(1), x2(1), x3(1) is uniform.
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5.4 Canonical Basis of Discrete Groups

Elements d{, d> . ..d, of a nilpotent group D constitute a canonical basis of D if
each element of D can be represented in the form

di'dy ...dY, forsomen; €Z, i=12...r, (60)
and the following two conditions hold: {d?"d;’ﬂ‘, o dlninigr...n €L} =
D; is an invariant subgroup of D, i = 1,2...r, and also the quotient groups
D;/Djy1 (where D, is the trivial group) are infinite cyclic. In particular a
nilpotent group D with a canonical basis has countably many elements.

These conditions imply that any element of D can be written uniquely in the
form (60). Again recall the discussion of uniform discrete subgroups at the end of
Sect.5.1.

Lemma 2 (Mal’cev) Every uniform discrete subgroup D of a connected, simply-
connected nilpotent three dimensional Lie group G contains at least one canonical
basis di,d>,d3. Let di(t),d,(t),d3(t) be the one-parameter groups passing
through d1, d,, d3 such that

di(l)=d;, i=1,23.

Then these one-parameter groups provide a system of coordinates of the second
kind.

For example, if G = J, each uniform discrete subgroup of J has a canonical
basis, and corresponding systems of coordinates of the first and second kinds (via
Lemmas 1 and 2). Also, each system of coordinates of the first kind, g, g, g3,
induces a corresponding system of coordinates of the second kind x; () = g;t,i =
1,2,3, t € R, and the subgroup generated by g, g5, g3 is uniform (x; (1) = g;).

It seems to us that theorems of the following type should be central in discussions
of the relation between continuous and discrete models of defective crystals, since
the particular theorem below establishes a rigorous connection between geometric
symmetries (automorphisms) of such objects.

Theorem 2 (Mal’cev) Let D and D* be uniform discrete subgroups of
connected, simply-connected nilpotent Lie groups G and G*, respectively.
Then every isomorphism between D and D* can be uniquely extended to an
isomorphism between G and G*. In particular, every automorphism of D can
be extended to an automorphism of G.

Note This theorem is proven by noting that a canonical basis d1, d2, d3 of D maps
to a canonical basis d7, d3, d3 of D* under the given isomorphism. Let the corre-
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sponding system of coordinates of the second kind (in D) be d1(¢), d2(t), d3(¢) and
(in D*) be d(1), d5(t), d5(r). Then the unique extension of the given mapping to
an isomorphism G — G™ is shown to be the map which sends d(¢;)d>(t2)d3(23)
to d(11)d5(12)d5(13).

5.5 Lattice Structure of Discrete Nilpotent Groups

It turns out that one may choose coordinates such that the discrete nilpotent Lie
groups above also have a lattice structure, in the usual crystallographic sense.
Let us choose the structure constants in the canonical group J to have the form

Cijk = A&rjkPiDrs (61)

in terms of real parameters A, p;,i = 1,2, 3, as in Sect. 4.3. Then the composition
function in J has the form given in (33), Sect. 4.3, and one can show that, by virtue
of the analogue of the crystallographic restriction, as in Parry [37], that A can be
taken to be rational, p;,i = 1, 2, 3 can be taken to be relatively prime integers.

Let D be the discrete subgroup of J which is generated by eV, e?2) @3 The
translation group 7 of D is defined by

T={teJ :ifdeD,d+teD). (62)

(One understands by d + ¢ the group element in J which has components equal to
the sum of the components of d € D, t € J). Also let A = s/q € Q where s and
q € 7Z have no common factors, define v = p1p2p3 and recall that p denotes the
vector in R? with components p;, i = 1,2, 3. Now define the integer k by

s ifvisevenorif (visoddand s € 47)
k=15 ifvisoddands € 27Z, s ¢ 4Z (63)
2s if v is odd and s is odd.

Cermelli and Parry [6] show that if k is even then T = D and T consists of
all integer linear combinations of /1, I, I3, Ap/k. Then the points of D form
a three-dimensional lattice, since an integral basis of 7 = D may be found
in terms of 11,15, 13, Ap/k. Also, if k is odd they show that T consists of
all integer linear combinations of 211, 215, 213, Ap/k, and that D/ T has four
elements which may be written as 7', T, BT, «BT for some &, B € D. Thus
the points of D form a 4-lattice in the sense of Pitteri and Zanzotto [43].
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5.6 Symmetries of Discrete Nilpotent Groups D

Let D be a uniform discrete subgroup of J. Mal’cev’s results give that, if ¢1, ¢2, ¢3
generates D, then it provides a canonical basis of D if ¢3 is a basis element of
D N (J, J)—we focus on such a canonical basis. So

c3 =0p, (64)
for some real 6. Then since (c1, ¢3) € Rp,
(c1,¢3) = c/3‘, for some k € Z. (65)

(From (65), there is an evident interpretation of the distribution of points in D in
terms of screw dislocations). Then from (64) above and (33) of Sect. 4

(c1,¢3) =(c2,¢3) =0. (66)

It turns out that conditions (65) and (66) are sufficient in order that {c{, ¢, c3} be a
canonical basis of D.

To calculate the symmetries of D, let us discuss general ideas regarding
changes of generators in a group from the point of view of Magnus, Karrass,
Solitar [30], Johnson [22]. So let X be a set (which will eventually play the
role of a set of generators of D), and let F(X) be the free group with X
as basis, which means that: F(X) consists of all ‘words’ in the elements of
X (so if, for example, X = {x1, x2, x3}, the words of F(X) have the form
w = x‘fl‘xflx%"x‘l’{zxfzx;/z .. .x‘f"xf’x%’r for some integer r, integers «;, fBi, Vi,
i = 1,2,...r). The group operation in F(X) is juxtaposition of words, with
terms of the form x;x; l,xi_ lx,- ‘cancelled’ in any product of words. In fact,
confine attention to the case X = {xi,x,x3}. Then a ‘free substitution’ of
F(X) is a replacement of the elements xi,x2,x3 by words wi(xy, x2, x3),
wy(x1, X2, x3), w3(x1,x2,x3) € F(X) such that these words are also a basis

of F(X). (For example, one may take w; = xj,wy = x2,w3 = x1x3). This
implies, in particular, that each x;, i = 1,2,3, may be written as a word
in w1, wy, w3 (thus, in the example, x; = wi,x2 = wr,x3 = a)l_la)3), and

this fact alone is sufficient that {w;, w2, w3} is a basis of F(X). Also, a free
substitution gives rise to a mapping which sends any w(xy, x2,x3) € F(X) to
w (w1 (x1, X2, x3), w2 (x1, X2, x3) , w3 (x1, X2, x3)) € F(X), and it is a fact that this
mapping is an automorphism of F (X).

Thus the free substitutions represent changes in the set of generators of a free
group. It is important to note that such changes of generators, if applied to a given
group D with generators {x, x2, x3}, do not generally provide automorphisms of
D. The condition that a free substitution may be associated with an automorphism
of D is provided by a lemma of Magnus, Karrass, Solitar [30], Johnson [22]:
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Lemma 4 Let w(cy, ¢z, ¢3) = c(flcglc};l c‘fzcgzcgz ... c‘f’c'g"c;/r, where a;, Bi, Vi,

i =1,2,...r are integers, be any word in the generators c1, ¢z, ¢3 of D such that
w(cy, ¢z,¢3) =0, (67)

0 the group identity. Then a free substitution ¢ extends to an automorphism of D if
and only if

© @), $(e2). () =0, and (¢ (). $7 ). 97 (e2)) =0
(68)
for each such word, where ¢~ is the free substitution that maps $(c;) to c;.

This lemma allows the automorphisms of D to be calculated explicitly, for all
relations in D of the form w(cy, ¢z, ¢3) = 0 follow from (65) and (66).
One can show that the automorphisms of D include the mappings:

cl—>c]_1, c) — €3, 6‘3—)(,‘3_1,

c|1 — Cq, ¢y —> €€, €3 — C3,
¢l —> €, C€3— cl_l, c3 — c¢3, (69)
€1 — €1€3, € —> €2, €3 —> €3,

c] —> Cq, ¢c) — €203, €3 — C3.

In fact these particular automorphisms generate the (group of) automorphisms of
D, and each mapping (69) provides a free substitution of F' ({cy, €2, ¢3}). Note that
¢3 may only be replaced by itself or its inverse, in any automorphism, so that the
basis element c3 is distinguished (as an element of the canonical basis) by the fact
that it is a basis element of D N (J, J). The automorphisms preserve D N (J, J).

Finally each of these automorphisms extends to an automorphism of J,
according to Theorem 2. One might contrast the mappings (69) with those cor-
responding to the symmetries of a perfect crystal lattice, considered as a discrete
subgroup of the group R3, with addition as group operation: that group is commu-
tative, so no basis element is distinguished from any other.

6 Discrete Structures

Now we adapt the above methods to encompass situations where the relevant group
action A : G x M — M is that of a Lie group G which has a higher dimension
than that of M. We confine attention in this section to a three dimensional nilpotent
Lie group acting on M = R? to illustrate the methods, since we have set out much
information relating to this particular group in previous sections. The lattice vector
fields in this case are just two, rather than three, and it seems at first glance that
the map deriving from unit flow along the lattice vector fields does not correspond
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to multiplication by a group element, so that the situation is a little more intricate
than that described in Sect. 5.1—however, one only has to incorporate homogeneous
space ideas in order to progress.

Suppose then that the two lattice vector fields generate a three dimensional
nilpotent lattice algebras of vector fields in R2. It is shown in Parry and Zyskin [42]
that all Lie brackets of order > 3, in such lattice algebras, are zero, and further that
one can construct all vector fields, 71 (-), I2(-), whose components are real analytic in
£2, which solve (c.f., (45) in Sect. 4.4), modulo local elastic deformation and change
of basis. Thus we take

(1, ]G =13(), [12,15]() =0, (I3, 1;1]() =0 (70)

and may choose, as in [42],

Li(x,y) =(0,x), Ix,y)=(,0), Iz(x,y)=(0,1). (71)
(This is case 22 of Olver [34], with 1 (x), n2(x) a basis of solutions of n”(x) = 0).

Also we choose the composition function corresponding to the canonical group
J: recalling Theorem 1, define ¢ : R3 x R3 — R3, with v(r,s) = Yiej,r =
rie;j,s = s;e;, by

1
W) = <r1 + 81,12+ 52,3 + 53+ §(r1S2 - r251)> . (72)

(This is (33) of Sect.4.3 inthe case that A =1, py = p» =0, p3 =1, p = €3).

Next, to fix ideas regarding the material in Sect.4.5, we derive (71) using a
homogeneous space construction. From Sect. 4.3, there are precisely two inequiv-
alent one-dimensional subgroups of J, modulo automorphisms of J: they are
H,, and H,, in the notation introduced there. We choose to calculate the group
action corresponding to the subgroup H,,. Recalling definitions from Sect. 4.5, the
projection mapping w : J — J/H,, is given by

m(g) = gHe, = {¥(g.tv1); 1 € R}

={(g1+1 8.8+ 3(—g1) : 1 € R} (73)

There is precisely one element of this coset with first component zero (that element
with t = —g1), so we may parameterize gH,, by (g2, g3 + %glgz). Let g2, 83 +
%glgz be the two components xi, x of apointx = x;p;, i =1,2, of R2, where
Y1, ¥, is a basis of R?. This choice of basis allows us to identify J/H,, with R2.
We may also choose as section mapping o : J/He, — J:

0(gHe) = 0((2. 83+ 38182) = (0, g2, g3 + 38182). (74)
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SO
o((x.y))=(0.x,y), (x.y eR. (75)

Now we can find the group action A : J x R? — R? (regarding G/H,, as R?)
corresponding to this projection from (52):

A(p, (x,y)) =m(po(x,y) =ma@(p, O, x,y))

m(p1. p2+x, p3+y+5p.x)

(p2+X. p3+y+ pix + 3p1p2). (76)

The lattice vector fields deriving from this projection are, from (47) in Sect. 4.4,
orr . 2
li(x) = ViA(e,x)e; = B—(e,x)y,, i=1,2,x e R, )
Di

So from (77) the components of /;(-) with respect to the basis yq, y,, are
(?)‘T (e, x)) and this gives

api
Ii(x) =(0,x), Lx)=(,0), I3(x)=(,1). (78)

These are the canonical forms (71) of the lattice vector fields. So we have an explicit
construction of the objects whose existence is asserted in Theorem 1, namely we
have a Lie group J, Lie algebra j, basis ey, e, e3 of j, and group action A : J X
R2 — RR? such that (48) in Sect. 4.4 holds, in this case.

6.1 Structures Obtained by Discrete Flow Along the Two
Lattice Vector Fields

Given a two-dimensional crystal state X', with vector fields /1 (), I>(-) generating a
three-dimensional Lie algebra, we generate a set of points Sy in M by the following
iterative process: choose a point xo € M C R? as initial point, construct two points
x(1), x(—1) by solving

dx
E(t) =1i(x(®), x0)=x9, teR, (79)

for x(¢). Obtain two further points by solving the analogue of (79) with I;(-)
replaced by I»(-). Iterate this process, using the four points so obtained as initial
points in turn. Continue, to obtain Sy. This starting point is the analogue of that in
Sect.5.1.
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We assume that the vector fields 71 (-), I2(-) derive from the group action (76),
so that G = J, and we connect flow along right invariant fields in J with flow
along the lattice vector fields (‘infinitesimal generators’) in M, when (J, M) is
a homogeneous space. The following result is surely well known (see Parry and
Zyskin [42])—it shows that ‘unit flow along the right invariant fields commutes
with projection’. Let us define

Vid(e,x)v=1,(x), xeM,veg, (80)

the lattice vector field corresponding to the Lie algebra element v (if we set ;(-) =
1y, (+)), also called an infinitesimal generator of the group action.

Theorem 3 Let x(g), e € R, x(¢) € M be defined by
x(e) =A(’g,x), xeM,veg. (81)

Then x (&) solves

£x@) l,(x(), ¢€R,
x(0) = A(g,x).

(82)

Let us use this result to calculate Sx. So put g = e in Theorem 3 to obtain that
x(t) = A, xg) solves (79), xo € M. Let m, ¢ be the projection and section
mappings of Sect. 4.5, so A(g, x) = m(go(x)). Then

x(1) = M, x0) = ("0 (x0)) = ("' g(), (83)

if we set

8o = 0 (xo). (84)

Hence x(1) = m(e®' gg), x(—1) = m(e €' g(), and the two further points obtained
are 1 (e®2g), m(e 2 g). It follows that

Sy =m(Dgy), (85)

where D is the subgroup of J generated by just two group elements ¢! and e®2. We
next show how to calculate Sy explicitly.

Recall that group and algebra elements may be identified, in J, and that we have
e = x,and (x, y) = [x, y]. Hence

(e, ) =@y =[x yl=eY x yelJ (86)
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Since e3 = [ey, e>], we have
(e, %) = €%, 50 e®ef! = e®1e®2 (e, e°!) = e®le2e . 87)
It follows that any element of D can be written in the form
d = """ pying, n3 €. (88)

Thus any element of D can be represented as the product of three group
elements, each of which has the form ¢"¢,i = 1,2, 3. Then calculations of
Cermelli and Parry [6] gives that d = d;e; where

(d) = (n1,n2,n3 + gnina), ny,na,n3 € Z. (39)

From (85), we need to calculate w(dg,),where g5 = o(xp). So put xo =
(x(l), xg), o (xo) = (0, x?, xg) to find after some manipulation that

w(da (x0)) = (Y ((n1, n2, n3 + 1nino), (0,x7, x9))

= (). xD) +n10.x)) + (2. n3 + miny),  ninp.nz €Z. (90)

Let K = {n(0, x?); ny € Z} be the set of integer multiples of (0, x?), and note that
for fixed nq,

{(n2, n3 4+ nina); na, n3 € Z) = 72, 1)
Then

Sy =n(Do(xp))

=x0+ K + Z°. (92)

Now we adopt what seems to a reasonable extension of the crystallographic
restriction, in this case—we assume that Sy is discrete. It transpires that this rules
out the case where x? is irrational [42], but if x? = p/q, with p, q € Z relatively

prime, then there exist k,/ € Z such that kp + lg = 1, so [ll =k (g) + 1,

and {n1x¥ +k;ni, k € Z} is the set of all integer multiples of ql. Hence Sy is
a simple lattice, in the sense of traditional crystallography, containing xo, with
basis (1, 0), (0, 1/g). So once again, in judiciously chosen coordinates, the elements
of the discrete structure coincide with those of a perfect lattice, even though the
underlying continuous structure involves non-commuting vector fields.
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7 Geometrical Setting

In this section we allow that M has any finite dimension, say n, although in practice
and in our examples we only consider n < 3. To begin with we recast some of the
earlier material in more modern geometrical language (see for example [18, 19, 23,
24, 50]), to fix ideas, then we use some of the associated concepts and results to
extend the earlier material. This allows us to discuss notions of connection, torsion,
and curvature in a manner which seems to fit naturally with some of the earlier
assumptions.

As postulated earlier, the kinematic state of the continuous solid crystal body
M is given by a continuous lattice defined by the frame field (a smooth section)
1: M — L(M) where L(M) denotes the bundle of linear frames of M. In general,
a differentiable manifold may not admit a global section of its frame bundle L(M).
However, our approach is local, so there is no loss of generality in assuming that the
continuous lattice 1 is globally defined. Alternatively, the reader may think about the
body manifold M as an open neighbourhood of R”.

We assume that the linearly independent smooth vector fields [; : M — TM,
i = 1,---,n, defining the lattice 1, where T M denotes the tangent space of M,
form an m-dimensional Lie subalgebra [ of the algebra x (M) of all smooth vector
fields on M.> A particular case of this assumption was made in Sect. 4.4. In general,
we shall call the algebra [ the lattice algebra of the corresponding crystal state,
where n < m < 00, and postulate that it is complete, i.e., it contains only complete
vector fields.> Hence, there exists a Lie group, say G, acting smoothly on the body
manifold M and such that its Lie algebra is isomorphic to the lattice algebra . More
precisely, we have the following result.

Theorem 4 Consider a continuous lattice defined by n linearly independent
smooth vector fields l; : M — TM,i = 1,--- ,n. Let | C x(M) be the
subalgebra of vector fields defined by the fields l;, i = 1, - - - , n. Assume that
[ is finite dimensional and complete. Then, there exists a connected Lie group
G contained (as an abstract subgroup) in the group of all diffeomorphisms of
M, Diff(M), such that the natural left action A : G X M — M of the group
G on the body manifold M is smooth and the lattice algebra | is isomorphic
to the Lie algebra, say g, of the group G.

That is, let ¢ : G — Diff(M) be the homomorphism from the group G into the
group of all diffeomorphisms of M. Define the smooth action of G on M by

2For the motivation of this assumption see [13].

3A vector field on a manifold M is considered complete if the corresponding flow is globally
defined.
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Ag, x) =¢(g)x), g€ G, x e M. (93)

We assume that the action A, which is effective, is also transitive. This means
that given the orbit map A, : G — M such that A,(g) = A(g,x), g € G,
Xx € M, the orbit of every point x € M is identical to the manifold M, that is,
Ax(G) = M. Moreover, for any x € M, the mapping A, is a morphism of the left
action of the group G on itself into the action A of G on M but it is not necessarily
an isomorphism unless the action A is free. Indeed, given a point x € M, let G be
the isotropy group of the action A at x. That is, (c.f., the corresponding definition in
Sect. 4.5) let

Gy,={geG:A(g,x) =x}, xe M. 94)

Note that the mapping A, is a bijection onto the body manifold M if and only if
the action A is transitive and the isotropy group G, is trivial. Note also that due to
the transitivity of the action A the isotropy groups at different points, say x, y € M,
X # y, are conjugate subgroups of G. Namely, G, = hG,h~! where h € G is such
that A(h, x) = y.

Given the orbit map Ay : G — M, consider its tangent map dA, : TG - TM
such that dg Ay : T,G — Tp, oM, g € G, x € M. It can be shown that it
establishes an isomorphism between the algebra of right-invariant vectors fields on
the group G (the right Lie algebra of G) and the lattice algebra [. In particular,
when evaluated at the identity e of the group G, the mapping d. A, : T.G —
T, M identifies the tangent space 7,G with the lattice algebra [. This, in turn,
implies [29]:

Theorem 5 Given a continuous lattice | : M — L(M) defining a finite-
dimensional lattice algebra |, consider the induced smooth action A : G X
M — M of the connected group G whose Lie algebra g is isomorphic to
the algebra . Let G, be the isotropy group of the action A at x € M.
Then, assuming that the action A is transitive, the quotient space G/G is
a homogeneous manifold* which can be diffeomorphically identified with the
underlying body manifold M.

Indeed, as the action A is transitive and the isotropy group G, is a closed subgroup
(a submanifold) of the group G, the rank of the orbit map A, is constant allowing
one to identify the body manifold M with the quotient space G/G,. That is,
selecting x € M and the corresponding isotropy group G, define the realization

mapping A/(x\) :G/Gy — M by

4Given a Lie group G and its closed subgroup G, the quotient space G/G, is called a
homogeneous manifold if it admits a structure of smooth manifold.


4

A Kinematics of Defects in Solid Crystals 337

A hG,) = A (h) = A(h,x), h € G, (95)

where G, denotes the left coset of G, generated by the element 7 € G. It can be
shown that any realization /T(x\) is a diffeomorphism commuting with the natural
left action of the group G on the quotient G/G,. In other words, the action A and
the choice of the isotropy group G, induce a principal bundle structure on the group
G with the projection 7 : G — M such that 7(g) = A(g,x), g € G, and the
isotropy group G, as its structure group. Indeed, the group G, acts freely on the
right on the total space (the group) G and the isotropy group G is the kernel of the
projection 7 as w(gh) = A(gh,x) = A(g, A(h,x)) = A(g,x) = n(g) for any
g € G and h € G,. In addition, the projection r is obviously differentiable. As the
tangent map d.m : T,G — T, M, where d.m = d, Ay, is surjective, it identifies the
tangent space to M at x with the quotient algebra g/go where go = ker d.m denotes
the Lie algebra of the isotropy group G, and where we identified the tangent space
T, G with the Lie algebra of all left (right) invariant vector fields on the group G.

Example 1 To illustrate the basic elements of our model, we consider here a three-
dimensional continuous lattice on M = R3 defined by the vector fields

1
I =(1,2,0), b= (0,0,1), s = (z, 5(12 —x?%), —x). (96)

The Lie algebra [ generated by the given vector fields is spanned by /1 = (1, z, 0),
L =(0,0,1),13 = (z, (z* = x?), —=x),and ls = (0,0, 1) as [l1, L] = 0, [[1, 3] =
lg, [I2,13] = 0 while [l»,l4] = 0 and [/3, /4] = [;. Viewing the vector fields /;,
1 =1, 2,3, 4, as the infinitesimal generators of one-parameter groups acting on R3,
it can be shown that the lattice 1 (96) induces the action of the four-parameter group
G = H x SO(2) on R3, being the semi-direct product of the three-dimensional
Heisenberg group H [49], and the special orthogonal group SO (2).> Identifying the
Heisenberg group with R?, R? with the Cartesian product C x R and the special
orthogonal group SO (2) with a unit circle in C, the action of the group G on R3 can
be represented by the mapping A : G x R? — R3 such that

A((w, 1), €?), (a,b)) = (w +ae®, t +b+ %Im(wae*i‘))), 97)

where the point (a, b) € C x Ris given by (a,b) = (x +iz,y — %xz) and where
(w,t) =(e+iy,B— %ay) forany (x,y,z) € R3 and (a, B,y) € H. As the group
operation in H x SO (2) is given by

5The process of composing the actions of one-parameter subgroups to obtain the whole group G
acting on the corresponding base space is only valid if the group G is connected [35].
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) ) ) 1 ) )
(w1, 1), €™ (w2, 12), € ™)=((wi+wae™, t1++ S Im(@rwpe ™)), )
(93)
one can show that A defines indeed the left action of G on R3 [49].
Given an arbitrary point (x, y, z) € R3, consider now the orbit map Ag,y,z) :
G — R3 of the group action A. Its tangent map deAxy @ TG —
TA(g,(x,)r,z))R37 where g = («, B, v, 0), is represented in the standard coordinate
systems on G and R? by the matrix

1 00 —xsinf + zcos6
zcosO —xsinf 1 0 —a(zsinh 4+ x cosf) — xzsin26 + %(z2 — x2)cos 26
0 01 —xcosf — zsinb

(99)
inducing at the identity of the group, i.e., ¢ = (0, 0, 0, 0), our lattice algebra [. On
the other hand, as the (left) Lie algebra g of the group H x SO (2) is spanned by the
vector fields

v1 = (cosf, —asinf, —sinb, 0), v, = (0,1, 0, 0), (100)
v3 = (sinf, @ cos B, cosh, 0), vy = (0,0,0,1). (101)

it is easy to show that the lattice algebra [ and the Lie algebra g are isomorphic.
Finally, selecting a point in R3, e.g., (x, 0, 0), one can show that the isotropy group
of the action A at (xg, 0, 0) is

Go = {((xo(1 — ™), %xg sinf), €'?) : 0 € R} (102)

and that its one-dimensional Lie algebra g is spanned by (0, x, %xz, 0).

7.1 Canonical Lattice Connection

We shall now consider the group G corresponding to the lattice 1 as the total space
of a principal bundle on the body manifold M. Our main objective is to identify
some of its geometric characteristics such as curvature and torsion.

To this end, let us fix a specific point xo € M and consider the corresponding
isotropy group Go = Gy,. Let g denote the (left) Lie algebra of G. As go is a
subalgebra of the algebra g, there exists a (not necessarily unique) complementary
vector space of left-invariant vector fields on 7'G, say ©, such that g = go®%®. Note
that although g and go are Lie algebras, the vector space © may not be an algebra in
general. We define the vector space ® by lifting the continuous lattice (frame) 1 to
the tangent space T, G and use the left action of the group G on itself to generate a
family of left-invariant linearly independent vector fields on T'G. Specifically, given
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the vector fields ; : M — TM,l; € l,i = 1,---,n, we lift them to the tangent
space T, G by requiring that the lifted vectors [; € T,G,i =1, - - - , n, are such that
dew () = do Ax (;) = li(x0), i =1,--- ,n, (103)

where, as before, we identified the Lie algebra g with the tangent space to the
group G at the identity e and where # : G — M is the bundle projection. As
the vector fields /;, i = 1, - - - , n are linearly independent and as the projection 7 is
of maximum rank, the induced action of the group G on the lifted frame [ spans the
left-invariant distribution ® on the manifold (group) G.

The vector space (of left-invariant vector fields) ® forms, by definition, a
horizontal distribution on the principal bundle 7 : G — M. Indeed, it depends
smoothly on g € G and, as the subalgebra g is the kernel of the projection dr the
restriction of dzr to the subspace 9, i.e., d |9, is an isomorphism onto the tangent
space T M. However, although the distribution ® is horizontal and left-invariant
under the induced action of G on its tangent space, it does not, in general, define a
principal bundle connection on G. The reason for that is that ® is not necessarily
right-invariant under the action of the isotropy group Go; the structure group of the
bundler : G — M.

To circumvent this deficiency we shall restrict our analysis to continuous lattice
structures such that the corresponding homogeneous manifold G/ G is reductive,
that is, there exists a vector space © of left-invariant vector fields on TG such that
the algebra g is the direct sum of the isotropy Lie algebra go and the vector space D
and that the space ® is invariant under the infinitesimal action of the subalgebra g,
ie., [g0, @] C D.5 As the distribution ® is left-invariant under the induced action
of the whole group G, and as the group G is connected, the reductivity requirement
of G/ Gy implies that the distribution ® is right-invariant under the subgroup Gy.
Hence, such ® is a horizontal distribution corresponding to a left-invariant principal
bundle connectiononw : G — M.

Our last step in identifying the torsion and the curvature associated with the given
lattice frame 1 is to ‘reconstruct’ the left-invariant principal bundle connection ® on
the bundle of linear frames of the body manifold M, thus associating a specific linear
connection with the defective solid continuum. To do this, let us first introduce the
concept of the linear isotropy representation of the subgroup Gyo. That is, given
g € G, consider the mapping A; : M — M such that Ag(x) = A(g, x),x € M.

5The reductivity of a homogeneous space G/ Gy is usually defined by requiring that there exists a
vector space © C g such that the algebra g = go @ © and such that it is invariant under the adjoint
action of the subgroup Gg. The condition [gg, ©] C ® implies the invariance of the distribution
© under the adjoint action of the group Gy, but not vice versa. However, when the group G is a
connected Lie group, both conditions are equivalent.

Note that not all homogeneous spaces are reductive [44]. Note also that it is not necessarily
easy to determine if a given homogeneous space is indeed reductive as it requires finding a vector
space complement to go in g (among all possible complements) which satisfies the said condition
of invariance.
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In particular, Ay (x9) = xo if and only if 1 € Gy. Moreover, given h € Gy, the
tangent map dy, Ay : TxyM — Ty, M is a linear isomorphism inducing a GL(n, R)-
representation of the isotropy group Go, where G L (n, R) denotes the general linear
group of R". Namely, let ug : R* — T, be a linear isomorphism (a linear frame)
at xo € M assigning to an n-tuple (§1,---,&,) € R" a vector in T, M having
&1, - -+, &, coordinates in the specific basis. The linear isotropy representation of
G is the homomorphism A : Go — GL(n, R) such that

A(h) = ug ' o dyy Ay ouo, h e Go, (104)

where the image Go = A(Gy) is called the linear isotropy group at xo € M.

Choosing the specific frame ug and having the linear isotropy representation
available, we can now ‘replicate’ the bundle w : G — M as a subbundle of the
bundle of linear frames of M. Indeed, given the frame u( and selecting a point
X € M, the mapping dy, Ay o up : R" — T, M, such that A(g, xo) = x, represents
a linear frame at x; all due to the transitivity of the action A. In addition, acting
on such a frame on the right by the linear isotropy group one obtains a selection of
linear frames at x. Namely, given & € Gg

dyy Ag 011 0 (u(;l o dyy Ap 0 u0> = dyy Agh © o (105)

is again a linear frame at x. Collecting all linear frames by varying ¢ € G and
h € G one obtains a reduction of the bundle of linear frames L (M) to the linear
isotropy group, that is, a subbundle of L(M) with Go C GL(n, R) as its structure
group. Let L(M, Go) denote the new subbundle of linear frames with the projection
7 :LM,Gy) > M assigning to a frame dy, A, o ug the point A(g, xo). Hence,
the mapping g +> dy, Ag oug from G to L(M, Gy) defines the bundle isomorphism
between 7 : G — M and 7 : L(M,Go) — M over the identity map on M.
Moreover, as 7 : G — M is left-invariant under the action of the group G so
is L(M, Go). That is, given a frame u € L(M, Go) the action of the group G is
defined by assigning to the pair g, u the frame gu = dy Ay o u where g € G and
7(u) = x.

The left-invariant horizontal distribution © on the group G can now be replicated
on the bundle of frames L(M, Go) using the natural lift of X € g construction’
thus inducing a left-invariant horizontal distribution D on L(M, Go) corresponding
to a linear connection on M. To this end, let gl(n, R) denote the Lie algebra of the
general Lie group GL(n, R) and let IT be an equivariant linear mapping from the
Lie algebra g to gl(n, R) (a gl(n, R)-valued one-form on 7,G) such that

xX) = dn(X), X € go, .
0, Xed,

7See for example [24].
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where dA is the Lie algebra homomorphism from gg into gl(n, R) induced by the
linear isotropy representation A.® The (lattice) canonical connection corresponding
to the decomposition g = go @ ®© of the reductive homogeneous space G/ Gy is a
left-invariant linear connection on the reduced frame bundle L(M, G¢) defined by
the gl(n, R)-valued one-form (a connection form) w such that

wX)=I(X), X eg, (107)

where X is the natural lift of X to the bundle L(M, Go). Note that it can be shown
that the natural lift of any X € gg is vertical in L(M, éo) and that the distribution
D containing the natural lifts of X € ® is a horizontal distribution in L(M, Go).
Then we have:

Theorem 6 Letl: M — L(M) be a continuous lattice defined on the body
manifold M. Select the point xo € M and the frame ug : R" — T, M.
Suppose that the homogeneous space G /G associated with the lattice 1 is
reductive relative to the decomposition g = go @ ® of the Lie algebra of the
Lie group G and let L(M, Gg) be the corresponding reduction of the bundle of
linear frames of M to the linear isotropy group Gy. Finally, identify the vector
space ® (viewed as a subspace of T,G) with R" by means of the isomorphism
Uy Lo deAxylo : ® — R Then, subject to the choice of the frame uy, the
torsion and curvature of the left-invariant lattice canonical connection w are
given at xo by

1. T(X,Y)=—[X,Y]o,
2. R(X,Y)Z = —[[X, Y]g,, Z]

for any X,Y,Z € ® where [-,-lp and [-,-]g, denote the D and go
components of the Lie algebra bracket in g, respectively. In addition, both
tensors are left-invariant on M, thus, covariantly constant.

As the torsion and the curvature of the lattice canonical connection are expressed
by the Lie bracket of the Lie algebra g it is evident that the properties of the
connection w are, de facto, determined by the properties of the group G. Two
specific cases are particularly worth mentioning. First, suppose that the reductive
decomposition g = go@D is such that the vector space ®© is also a Lie algebra. Then,
the canonical connection w is curvature free (flat) as the Lie bracket [©, ©] has no
go component. This is true, in particular, when the group G is a semi-direct product
of the isotropy group G and another Lie group, say D, the Lie algebra of which is
isomorphic to ®. If, in addition, the group D is abelian the canonical connection w is

8The equivariance of the one-form IT is the direct consequence of the assumption that the
homogeneous manifold G/ Gy is reductive as shown in [13].
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trivial as its torsion vanishes as well. Second, suppose that the continuous lattice 1 is
uniformly defective (i.e., the dislocation density tensor is constant). Consequently,
its body manifold M can be viewed as a Lie group acting on itself and the isotropy
group Gy is trivial. Thus, the curvature of the corresponding lattice canonical
connection w vanishes. Moreover, its torsion is given by the Lie algebra constants
of the algebra g. In other words, when the continuous lattice is uniformly defective
the long-distance parallelism induced on M by the lattice frame 1 is identical to the
long-distance parallelism of the corresponding canonical connection w. In general,
however, these two connections are somewhat independent, and complementing, as
illustrated by the examples in the next section.

We should also point out glat when the lattice canonical connection w is flat,
the left-invariant distribution ® is involutive, i.e., there exists a frame field ll.* , 1=
1,---,n,on M given by the tangent of the orbit map Ay;

IF(x) =deAx i), x €M, (108)

defining the long-distance parallelism corresponding to .

Example 2 Here we continue to develop Example 1, where the continuous lattice
1 is defined by the frame /1 = (1,z,0), I = (0,0, 1), I3 = (z, %(12 — x2), —x)
inducing the left action of the semi-direct product of the Heisenberg group and the
special orthogonal group G = H x SO(2) on R? and the isotropy group Gy at
(x0,0,0) € R3.

As the group G is a semi-direct product of two subgroups its Lie algebra g is
reductive via the decomposition g = go @ h where h denotes the Lie algebra of
the Heisenberg group while go is the Lie algebra of the isotropy group isomorphic
to so(2). Indeed, define the vector space ©® = span{vy, v, v3} to realize that it
forms a Lie subalgebra (the Lie algebra of H) of g. Note also that ® is left-
invariant under the action of the whole group G and that it is invariant under the
infinitesimal action of the algebra go as [, go] = [®, v4] C ®. Moreover, as
the action A : G x R} — R? induces the mapping Aw,t,0) - R?® — R3 such
that Ay t.0)(a, b) = A((w, t,0), (a, b)), where (w,1,0) € G = H x SO(2), its
tangent map d(4, ) Aw,s,9) can be represented by

cosf 0 sinf
—asin® — zsin®0 — Jxsin20 1 arcos® —xsin?6 + $sin20 | . (109)
—siné 0 cosf

Thus, the linear isotropy representation of the isotropy group Go = s0(2) is given as

cosf 0 sinf
d(x0,0,0)A(0,0,6) = 0 1 0 . (110)
—sinf 0 cos@



A Kinematics of Defects in Solid Crystals 343

Finally, as the vector space © is a subalgebra of g, it is involutive and the
corresponding lattice canonical connection is flat (curvature free) but it has a
non-vanishing torsion as not all Lie brackets [v;, v;], i,j = 1,2,3, vanish.
Consequently, the long-distance parallelism of w is defined by the frame

100
I"(x,y,2) =de A,y (1, v2,v3) = |z 10] . (111)
001

The corresponding Christoffel’s symbols 1"; 1 are defined [15], by

-1
100 P 100

qu— z10| =—1z10].i,j=1,23, (112)

001 % \oo1

where all F]? 1 F}z vanish.

7.2 Examples

In this last section we present a summary’ of two other examples of continuous
lattice structures; one when the lattice canonical connection is not only flat, as in
our main example but, in fact, is trivial and the other when the lattice canonical
connection is non-flat but symmetric.

Let us consider first the two-dimensional lattice defined in the standard coor-
dinate system on R2 by the frame /1 = (1,0) and I, = (0, —x). This lattice is
non-uniformly defective and generates the three-dimensional algebra (c.f., Sect. 6)

[ = span{(1, 0), (0, —x), (0, 1)} (113)
inducing the left action A of the connected group G on R? such that
A((a,b,c),(x,y))=(x+a,y—bx+a)+c) (114)
where (a, b,_ c) € G, (_x, y) € R2 and where the group multiplication is gg =
(a+a,b+b,c+c+ba), g, gecq.
The (left) Lie algebra g of the group G is spanned by the vector fields

v =(1,0,0), 2=1(0,1,a), v3=1(0,0,1) (115)

9More detailed presentation can be found in [13].
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and it is straightforward to show that it is isomorphic to I. Selecting a point
(x0, yo) € R?, the isotropy group of the action A at (xo, yo) is

Go = {(0, b, bxo) : b e R) (116)

and the corresponding Lie algebra is spanned by (0, 1, xp).
To determine if the homogeneous space G/Gyg is reductive, let us define the
vector space of left-invariant vector fields on G by

® = span{vy, v3}. (117)

When supplemented by the vector field vg = (0, 1, xo+a) it generates a Lie algebra
of left-invariant vector fields on G isomorphic to g and such that g = go & ©. In
addition, as [v1, vp] = v3 and [v3, vp] = O, the vector space D is invariant under
the infinitesimal action of the isotropy group Go proving that G/Gy is reductive
under the decomposition g = go @ ©. Moreover, as the bracket [vy, v3] vanishes,
the vector space ® is an abelian Lie algebra. Putting all these facts together, we
conclude that the lattice canonical connection w induced by the distribution ® is flat
and has a vanishing torsion (Theorem 6). In fact, the corresponding long-distance
parallelism is defined by the standard frame

10
I*(x,y) = deA(x,y)(v1, 13) = (0 1) (118)

implying that the Christoffel’s symbols F;k, i, j,k = 1,2, of the connection w
vanish identically.

In our second example, we consider the lattice frame 1 : R> — L(R?) given by
the vector fields

1 2 2
h=(—x), b= (5(1 +x7—y9), xy). (119)

Calculating the corresponding Lie algebra | we have [I{, b] = (xy, %(1 + y2 —
x2)) = I3 while [lo, 3] = I} and [I1,l3] = —I,. Thus, the lattice algebra [ is a
three-dimensional Lie algebra isomorphic to the Lie algebra so(3) of the special
orthogonal group S 0(3).19 It turns out that the algebra so0(3) is isomorphic to the
Lie algebra su(2) of the special unitary group SU (2). Moreover, as the group SU (2)

-10 00 -1
00),|000
00 100

10Ty confirm this isomorphism select

000 0
00-1]), |1
01 0 0

as a basis of s0(3) [2].
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covers SO (3) via the isomorphism p : SU2)/{I, —1} — SO(3), we replace the
action of SO (3) on R? by the analogous action of SU(2) on the complex plane C
viewed as R2. That is, we consider the action A : SU(2) x C — C such that

a —b b+az
A _ ).z ) = —, 120
((b a) Z) a—bz (120)

where (Z __b> € SU(2), a,b € C, subject to the constraint aa + bb = 1. Such
a

action A is transitive with the isotropy group at, say zo = 1, given by

GO={(a.ﬁi>;a2+l32=1;0{,ﬁ€R}. (121)
Bi o

Selecting

1(0i 1 (i 1
E=-(") r=z(" %) m=-(""! (122)
2\i 0 2 \0 —i 2\~-10

as the basis of the (left) Lie algebra of SU(2), we see that the Lie algebra
go of the isotropy group is spanned by the matrix £ and that the vector space
® = span{H, F} is such that [go, ®] C . Hence, the homogeneous space
G/Gy = SUQ)/Gy = SU)/SO(2) is reductive. However, in the contrast
with our previous example, the vector space © is not a Lie subalgebra of su(2) as
[H, F] = E € go. Consequently, the lattice canonical connection w corresponding
to our reductive decomposition is symmetric but non-flat (Theorem 6). Indeed, as
[H, F]lo» = 0 the components of the curvature tensor are given by the relations:

R(H, F)H =[[H, Flg,, H| = [E,H] = F (123)
R(H, F)F =[[H, Flg, F1=[E, F1= —H. (124)

8 Conclusion

We have explored the relation between discrete and continuous crystal structures
in the context of three dimensional nilpotent Lie groups, mostly, and developed
the mathematical apparatus required to discuss these ideas in a systematic way,
it seems to us. It is a very particular assumption that, given a crystal state X,
there exists such a nilpotent group (even more particular is the assumption that
the relevant group is commutative, which leads to traditional crystallography ...).
More general is the notion that the crystal state is such that there is a corresponding
finite-dimensional lattice algebra, and so a higher dimensional Lie group acting on
the manifold M. This more general notion can be expressed in terms of relations
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between the directional derivatives of the ddt, and so in terms of constraints on
the classifying manifold. From this point of view, what we have done is explore
properties of vector fields relating to that part of the classifying manifold where
the corresponding constraints are satisfied, and focus on related discrete structures.
We have also asked whether or not the points that compose those discrete (group)
structures can be represented (in carefully chosen coordinates) in terms that are
familiar in crystallography, that is as lattices or collections of lattices, and in the
cases that we have discussed it is indeed so that there are such representations.
Some more general cases are discussed in [1, 32, 33], for example.

We do not know of general results relating to the classification of discrete group
structures relating to (for example) general submanifolds of CM x, or the existence
of corresponding representations as (collections of) lattices. (Since the precepts of
crystallography were shaken by the discovery of quasicrystals, i.e., discrete sets of
points with aperiodic structure [47], one must suppose that such representations do
not always exist). The major task that we envisage is, loosely, to provide an ‘atlas’
of CMy, showing the possible corresponding discrete crystal structures in some
parts, more general discrete structures (e.g., perhaps, quasicrystals) elsewhere. The
quantities that define CMy are the scalar invariants, or plastic strain variables—
with such an atlas one would have insight into how changes in the plastic strain
variables induce changes in crystal structure, and this should enable one to construct
a mechanics of defective crystals based entirely on a well defined kinematics.

Of course other tasks need to be addressed, to facilitate this programme in
a way that resonates with phenomenological theories of inelastic behaviour and
encourages more study of the geometry: for example, ‘slip’ should find modern
geometric expression, curvature of a higher dimensional Lie group lacks physical
interpretation in terms analogous to the Burgers vector construction. There are
technical issues too, but we refer the reader to source material for details.

Acknowledgements We are very grateful to the EPSRC for support provided via Research Grant
EP/M024202/1.
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Abstract The 1950s foundational literature on rational mechanics exhibits two
somewhat distinct paradigms to the representation of continuous distributions of
defects in solids. In one paradigm, the fundamental objects are geometric structures
on the body manifold, e.g., an affine connection and a Riemannian metric, which
represent its internal microstructure. In the other paradigm, the fundamental object
is the constitutive relation; if the constitutive relations satisfy a property of material
uniformity, then it induces certain geometric structures on the manifold. In this
paper, we first review these paradigms, and show that they are equivalent if
the constitutive model has a discrete symmetry group (otherwise, they are still
consistent; however, the geometric paradigm contains more information). We then
consider bodies with continuously distributed edge dislocations, and show, in
both paradigms, how they can be obtained as homogenization limits of bodies
with finitely many dislocations as the number of dislocations tends to infinity.
Homogenization in the geometric paradigm amounts to a convergence of manifolds;
in the constitutive paradigm it amounts to a I"'-convergence of energy functionals.
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We show that these two homogenization theories are consistent, and even identical
in the case of constitutive relations having discrete symmetries.

1 Introduction

1.1 Geometric and Constitutive Paradigms

Geometric Paradigm: Body Manifolds The 1950s foundational literature on
rational mechanics exhibits two somewhat distinct paradigms to the representation
of continuous distributions of defects in solids. On the one hand, there is a paradigm
promoted by Kondo [24], Nye [31], Bilby [2], and later Kroner (e.g., [26]), in which
solid bodies are modeled as geometric objects—manifolds—and their internal
microstructure is represented by sections of fiber bundles, such as a metric and an
affine connection.

More specifically, in [2, 24, 31], the body manifold is assumed to be a smooth
manifold M, endowed with a notion of distant parallelism, which amounts to
defining a curvature-free affine connection V. The connection is generally non-
symmetric, and its torsion tensor is associated with the density of dislocations.
This geometric model is motivated by an analysis of Burgers circuits, which in the
presence of dislocations exhibit geodesic rectangles whose opposite sides are not of
equal lengths—a signature of torsion (see Sect. 3 for a discussion of Burgers circuits
and Burgers vectors in this setting).

Note that modulo the choice of a basis at a single point, the definition of a distant
parallelism is equivalent to a choice of a basis for the tangent bundle at each point
(i.e., a global smooth section of the frame bundle). Intuitively, the frame field at each
point corresponds to the crystalline axes one would observe under a microscope.
Torsion is a measure for how those local bases twist when moving from one point
to another.

The choice of local bases induces a Riemannian metric g, known as a reference or
an intrinsic metric. The intrinsic metric is the metric with respect to which the bases
are orthonormal; although no specific constitutive response is assumed ab initio, it
is interpreted as the metric that a small neighborhood would assume if it were cut
off from the rest of the body, and allowed to relax its elastic energy.

The reference metric g induces also a Riemannian (Levi-Civita) connection,
denoted VL€, which differs from V, unless the torsion vanishes. The Rieman-
nian connection, unlike V, is generally non-flat; its curvature, if non-zero, is an
obstruction for the existence of a strain-free global reference configuration. Finally,
a triple (M, g, V), where V is a flat connection, metrically consistent with g, is
known as a Weitzenbock space or a Weitzenbock manifold [37] (a notion originating
from relativity theory, see, e.g., [1, 17]; for its use in the context of distributed
dislocations, see, e.g., [19, 21, 32, 38]).

Constitutive Paradigm The second paradigm, due largely to Noll [30] and Wang
[36], takes for elemental object a constitutive relation. The underlying manifold M
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has for role to set the topology of the body, and be a domain for the constitutive
relation. In the case of a hyperelastic body, the constitutive relation takes the form
of an energy density W : T*M ® R¢ — R. A constitutive relation is called uniform
if the energy density at every point p € M is determined by an “archetypical”
function W : R? x R? — R, along with a local frame field E : M x R 5 T M,
which specifies how W is “implanted” into M. Once a uniform constitutive relation
has been defined, its pointwise symmetries and its dependence on position may
define a so-called material connection V along with an intrinsic Riemannian metric
g (described in detail in Sect. 2).

At this point, it is interesting to note Wang’s own reflections comparing the
geometric approach (in our language) to his [36]:

It is not possible to make any precise comparison, however, since the physical literature on
dislocation theory rarely if ever introduces definite constitutive equations, resting content
with heuristic discussions of the body manifolds and seldom taking up the response of
bodies to deformation and loading, which is the foundation stone of modern continuum
mechanics.

Indeed, in the geometric paradigm, the constitutive relation typically does not appear
explicitly. However, the geometric and the constitutive paradigms are consistent
with each other. On the one hand, as shown by Wang, a constitutive relation subject
to a uniformity property defines an intrinsic metric and a material connection (as
will be shown below, the material connection is unique only if W has a discrete
symmetry group). On the other hand, a body manifold endowed with a notion
of distant parallelism defines a uniform constitutive relation for every choice of
archetypal function W and implant map at a single point—once W has been
implanted at some p € M, the whole constitutive relation is determined by parallel
transporting this implant to any other point in M according to V; by construction,
V is a material connection of that constitutive relation.

This is the viewpoint that we take in this paper, and the one through which we
show how homogenization processes in both paradigms are also equivalent with
each other (see below). However, Wang’s comment above is not unfounded: first, in
the case of an archetype with a continuous symmetry group (say, isotropic), there is
more than one material connection associated with the constitutive relation, hence
from the constitutive point of view it does not make sense to talk about a single
parallelism (or Weitzenbock manifold) that represents the body. Second, in certain
cases in which the geometric viewpoint assumes a posteriori a constitutive response,
the parallelism, or the torsion tensor associated with it, are eventually considered as
variables in the constitutive relation [27], resulting in so-called coupled stresses
[25]. This approach, in which the underlying geometric structure can change, e.g.,
due to loading, is beyond the scope of the constitutive paradigm (or at least, its
time-independent version), and such models will not be considered in this work.

Finally, let us note that there are other approaches to dislocations not covered by
the above discussion, which are beyond the scope of this paper. In particular, we will
not consider the line of works emanating from Davini [10], and other more recent
approaches such as [6, 18], although some of the consequences of the discussions
here (e.g., continuous vs. discrete symmetries) may also apply to them.
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1.2 Description of the Main Results

The physical notion of dislocations is rooted in discrete structures, such as defective
crystal lattices. Thus, when considering distributed dislocations, it is natural to con-
sider a homogenization process, in which a continuous distribution of dislocations
(according to a chosen paradigm) is obtained as a limit of finitely many dislocations,
as those are getting denser in some appropriate sense. A priori, each of the two
paradigms could have its own homogenization theory:

1. Geometric paradigm: Consider body manifolds representing solids with finitely
many (singular) dislocations, and study their limit as the number of dislocations
tends to infinity.

2. Constitutive paradigm: Consider constitutive relations modeling solids with
finitely many (singular) dislocations, and study their limit as the number of
dislocations tends to infinity.

The first task belongs to the realm of geometric analysis, and has been addressed in
[19, 21], where it was shown that any two-dimensional Weitzenbock manifold can
be obtained as a limit of bodies with finitely many dislocations (see Sect. 3 for a
precise statement). The second task belongs, for hyperelastic bodies, to the realm
of the calculus of variations, and has been addressed in [20] for the special case of
isotropic materials.

In this paper, we review the main results of these papers and extend the analysis
of [20] to the non-isotropic case. More importantly, we show that the homoge-
nization theories resulting from the geometric and the constitutive paradigms are
consistent, and even identical in the case of constitutive relations having discrete
symmetries. In particular, both predict the emergence of (the same) torsion as a
limit of distributed dislocations.

Our main result in this chapter can be summarized as follows:

Theorem 1 (Equivalence of Homogenization Processes, Informal)

1. For a body manifold (M, g, V) with finitely many dislocations, there is a natural
way to define a constitutive relation (M, W) based on a given archetype W, for
which V is a material connection and g is an intrinsic metric (Proposition 4).

2. If the archetype W has a discrete symmetry group, then this relation is bijective;
i.e., a constitutive relation (M, W) defines a unique material connection V and
a unique intrinsic metric g (Proposition 5).

3. If a sequence of body manifolds with n dislocations (M,,, g, V,fc) converges
(in the sense of Theorem 2) to a Weitzenbock manifold (M, g, V), then the
corresponding constitutive models (M, W) I"-converge to a constitutive model
(M, W), for which V is a material connection and g is an intrinsic metric
(Theorem 3).

A sketch of Theorem 1 is shown in Fig. 1.
In addition to Theorem 1, this paper reviews the fundamental notions of the
geometric and constitutive paradigms, and their abovementioned equivalence; we
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Fig. 1 A sketch of the main result (Theorem 1)

believe that the current presentation is original, and includes several results for
which it is difficult (if at all possible) to find in the existing literature precise
statements and proofs.

In the rest of this section, we elaborate on our main results. We start by
considering a defect-free body: in the geometric paradigm, such a body is modeled
as a d-dimensional Riemannian manifold (M, go), which can be embedded iso-
metrically in Euclidean space ([Rd, ¢), where ¢ is the standard Euclidean metric. Let
VOLC be the Levi-Civita connection of gg; since (Mo, go) is isometric to a Euclidean
domain, the connection VOLC is flat, and parallel transport is path-independent.

To obtain a constitutive relation for that same body, one has to fix an archetype
W and a bijective linear map (Eo), : R? — T, Mp at some reference point p €
My. The two together determine the mechanical response to deformation at p: for
AeT,M® R?, the elastic energy density (per unit volume, where the reference
volume is the volume form of (Mo, go)) at p is

(Wo)p(A) = W(A o (Ep)p).

A constitutive relation is obtained by extending (Ep), into a VOLC-parallel frame
field Eqy : My x RY — TMy (here is where the path-independence of the parallel
transport is required). The elastic energy density is

Wo(A) = W(A o Ep), )

and the elastic energy associated with a map f : Mo — R? is
() = [ Wotap)avolg, @
0

where dVolg, is the Riemannian volume form. As we show in Sect. 2.1, the
geometric and the constitutive paradigms are consistent: go is an intrinsic metric
for Wy and VOLC is a material connection for Wp; moreover, Véc is the unique
material connection for Wy, provided that W has a discrete symmetry group.
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Fig. 2 Two equivalent
cut-and-weld constructions
generating a body manifold
with a single edge
dislocation. Top: the
segments pr and pr’ are
identified (i.e., glued) as well
as the segments rg and r'q’.
p and r ~ r' are the only
singular points in the
manifold (each with conical
singularity of the same
magnitude and opposite sign).
Bottom: a sector whose
vertex is denoted by p is
removed from the plane and
its outer boundaries are glued
together, thus forming a cone.
The same sector is then
inserted into a straight cut
along a ray whose endpoint is
denoted by r

Consider next a body with a single straight edge-dislocation. Note that straight
edge dislocations are in essence two-dimensional; we henceforth restrict ourselves
to two dimensions. From the point of view of the geometric paradigm, the body
manifold of a body with one edge-dislocation can be described by a Volterra cut-
and-weld protocol [35]. There are numerous ways of implementing a Volterra
protocol: two ways are depicted in Fig. 2.

The outcome of this cut-and-weld protocol is a topological manifold M, which
is smooth everywhere except at two points (the points p and r ~ r’ in Fig. 2). It
is endowed with a metric g1, which is locally Euclidean, since locally, every non-
singular point has a neighborhood satisfying the abovementioned defining properties
of a defect-free body manifold. As there is no continuous distribution of dislocations
in this picture, the natural connection associated with this body is the Levi-Civita
connection VlLC of (M1, g1). Moreover, the parallel transport induced by VILC is
path-independent for all simple closed paths that do not encircle only one of the two
singular points. This restriction on admissible paths can be replaced by removing
from the smooth part a segment connecting the two singular points. Note that the
topological manifold M is simply connected; however, its smooth component is
not. Despite being (almost everywhere) locally Euclidean, it cannot be embedded in
the Euclidean plane isometrically.
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The procedure for obtaining a constitutive relation within the constitutive
paradigm follows the exact same lines as for a defect-free body. One has to fix
an archetype W and a frame at a point (E1), : R? — T,My; extending (E1),
into a parallel frame field E; : M| ® R> — TM;, the elastic energy density
Wi T*M; @ R2 - Ris given by (1), after changing the subscript O to 1. Once
again, the two paradigms are consistent, as g; and VILC are an intrinsic metric and
a material connection for the energy density W;. Note that none of the two pictures
makes any explicit mention of torsion.

The generalization of this procedure to a body carrying n singular edge dislo-
cations follows the same lines, performing n Volterra cut-and-weld protocols, thus
obtaining a simply connected topological manifold, which is smooth everywhere
but at n pairs of singular point. On the geometric side, one obtains a triple
M., gns VnLC), where the Levi-Civita connection V,fc has trivial holonomy,
namely, its parallel transport is path-independent for all simple closed paths that do
not encircle only one singular point within a pair. After the choice of an archetype
W and a frame at a point (E,), : R> — T;‘M,,, one obtains an energy density W,
for which g, and V€ are an intrinsic metric and a material connection.

Next consider the limit of n — o00. As proved in [20], every two-dimensional
body manifold (M, g, V) admitting a global V-parallel frame field is a limit of
manifolds (M, gnVnLC) with finitely many dislocations. A precise definition of
this convergence is stated in Theorem 2; loosely speaking, it means that M,, can
be mapped into M such that orthonormal VnLc-parallel frame fields E, are mapped
into a frame field asymptotically close to an orthonormal V-parallel frame field.
Note the emergence of torsion, as V,fc is torsion-free for every n, whereas V has
non-zero torsion.

We then switch to the constitutive paradigm: as described above, each of the
manifolds (M,,, g, V,{‘C) defines, upon the choice of an archetype W and a frame at
one point (E,),, an energy density W, and an associated energy I,. In Theorem 3,
we prove that as n — oo, I, converges in the sense of I'-convergence to a
limiting functional 7, which has an energy density W, where W is the energy
density obtained by the same construction using W and V. In particular, W has
intrinsic metric g and material connection V. This “closes the circle,” proving that
the construction of a uniform energy density from a given body manifold can be
extended from finitely many to continuously distributed dislocations.

1.3 Structure of This Paper

In the rest of the paper we formalize the above outline:

e In Sect. 2, we present the main ingredients of the constitutive paradigm,
following [36], under the assumption of hyperelasticity. We use a more modern
notation and some simplifying assumptions.
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Furthermore, we show in Sect. 2 how the constitutive paradigm and the
geometric paradigm for describing dislocations are consistent, and equivalent in
the case of discrete symmetry group (Propositions 4 and 5), thus establishing the
vertical arrows in Fig. 1.

e In Sect. 3, we present in more detail the modeling of dislocations via the
geometric paradigm, using the notion of Weitzenbock manifolds. In particular,
we explain how Burgers vectors arise in this context, and their relation to the
torsion tensor.

The main part of this section is an overview of recent results [19, 21] concern-
ing the homogenization of dislocations within this paradigm—a convergence of
Weitzenbock manifolds (Theorem 2). This establishes the lower horizontal arrow
in Fig. 1. For the sake of readability, we omit some of the technical details, and
focus on the main ideas of the construction.

e In Sect. 4, we prove the convergence of the elastic energies associated with the
converging Weitzenbock manifolds; we show that they I”"-converge to the elastic
energy associated with the limiting Weitzenbdck manifold (Theorem 3, Corol-
lary 2), thus establishing the upper horizontal arrow in Fig. 1, and concluding the
proof of Theorem 1.

e Finally, in Sect. 5 we show explicitly how the torsion tensor appears in the
equilibrium equations of elastic bodies with continuously distributed dislocations
according to the constitutive paradigm.

2 The Constitutive Paradigm of Noll and Wang

In this section we present some of the basic notions of the Noll-Wang approach.
We generally follow [36], although our presentation and some of the proofs are
somewhat different. For simplicity, we will assume a hyperelastic model.

Definition 1 (Hyperelastic Body) A hyperelastic body consists of a d-dimensional
differentiable manifold, M—the body manifold—and an energy-density function (or
constitutive relation),

W:T*"MQR! - R,

which is viewed as a (non-linear) bundle map over M.

For p e Mand A € TI’;M ® R?, we denote the action of W on A by W,(A). If
£ is a section of T*M ® R?, then W (&) is a function on M.
Remark 1 In the terminology of Noll, such a body is called a simple body since the

constitutive relation at a point depends only on the local deformation (i.e., the first
jet of the deformation) at that point.
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We will use the following notation: the groups GL(d), SO(d) are the standard
subgroups of Hom([Rd, [Rd); for two oriented inner-product spaces (V, g), (W, §)
we will denote by SO(V, W) or SO(g, h) the set of orientation-preserving isometries
V — W, and by SO(V) the orientation-preserving isometries V — V.

The next definition makes precise the notion of material uniformity, namely, a
constitutive relation that is “the same” at every point:

Definition 2 (Material Uniformity) A hyperelastic body is called uniform if for
every p € M there exists a frame, i.e., a linear isomorphism E), : RY T, M such
that,

W,(A) =W(AoE,) forevery A e T;‘M R, 3)
for some
W:R!@RY - R

independent of p.

Remark 2 More precisely, a hyperelastic energy density W is a section of (T*M &
[Rd)* ® AT*M, ie., for A € T*M ® [Rd, W(A) is a d-form. Correspondingly, a
body is uniform if there exists an archetype

W:R @R — AYRY

such that W, = (E,)*W. Since, eventually, we will only consider solid bodies with
a given Riemannian volume form, it is more convenient to consider W as a scalar
density with respect to this volume form, and W is a scalar density with respect
to the canonical volume form in R?. The given volume form then appears when
considering the energy functional and not merely the scalar energy density, as in (2)
or Definition 8.

Material uniformity is the weakest sense in which a constitutive relation is
independent of position; it is defined independently of any coordinate system. It
is a type of what is sometimes called “homogeneity” (though this term has another
significance in [36]). The function W is sometimes called an archetype, whereas the
frame E, is sometimes called an implant map, because it shows how the archetype
‘W is implanted into the material. Note that for a given uniform constitutive relation,
neither the archetype W nor the implant map E, is unique. If (W, E,) is an
archetype-implant pair at p € M, then so is (W', E, o §), where S € GL(d),
and for every B € Hom([Rd, le),

W' (B) = W(B o S™).

Moreover, the implant map may not be unique even for a fixed W, depending on the
symmetries of W (see below).
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Definition 3 (Smooth Body) A uniform hyperelastic body is called smooth if there
exists an archetype W, a cover of M with open sets U%, and implants E* =
{E;‘;} peu«, such that the sections E are smooth.

Example 1 Let g be a smooth Riemannian metric on M, and consider the energy
density

W(A) = dist>(A, SO(g, ¢)), 4)

where SO(g, ¢) at p € M is the set of orientation-preserving isometries 7, M —
R?, and the distance in TyM® R is induced by the inner product g, on 7M and the

Euclidean inner product ¢ on RY. Then, any orthonormal frame £, € SO( [Rd, T,M)
is an implant map, with archetype

W) = dis(-, SO(d)). )

This body is smooth, as we can choose locally smooth orthonormal frames. Note
that the implant map is non-unique, as it may be composed with any smooth section
of SO(d) over M. This example illustrates why we do not require the existence of
a global section {Ep},en in the definition of smoothness; such sections may not
exist regardless of W, for example, because of topological obstructions on M (e.g.,
if M is a sphere).

Definition 4 (Symmetry Group) Let M be a uniform hyperelastic body. The
symmetry group of the body associated with an archetype W is a group § < GL(d),
defined by

W(B o g) =W(B) forevery B € R? ® RY and gegq.

The body is called a solid if there exists a W such that § < SO(d) (or sometimes if
G < 0O(d)). In this case, we shall only consider such W as admissible, and call W
undistorted.

It is easy to see that if W and W’ are archetypes for the same constitutive relation,
then their symmetry groups G and G are conjugate, i.e., there exists a g € GL(d),
such that §’ = g~!Gg. Thus, a hyperelastic body is a solid if and only if it has an
archetype W, whose symmetry group is conjugate to a subgroup of SO(d).

The intrinsic right-symmetry of the constitutive relation is determined by W
rather than by W. The symmetry group of W at a point p € M is a subgroup

G, < GL(T,M).

If (W, E}) is an archetype-implant pair at p, and G is the symmetry group of W,
then forevery g € Gand A € TyM® R,
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Wy(A) = W(Ao Ep) = W(Ao Epg) = Wp(AoE,gE,"),
ie.,
S, = E,SE,".

Consequently, the space of all implant maps that correspond to W at p is E .

Example 2 In Example 1, the symmetry group of W at p € M is SO(T, M) (where
T,M is endowed with the inner product g,). W is undistorted if and only if the
implant map E, at every p € M satisfies

E, ' SO(T,M)E, = SO(d).

In particular, the archetype (5) is undistorted.

Thus far, we only considered point-symmetries of W in the form of symmetry
groups. We next consider symmetries of W associated with pairs of points in the
manifold:

Definition 5 (Material Connection) A material connection of (M, W) is an affine
connection V on M whose parallel transport operator /71 leaves W invariant. That
is, forevery p,g € M, A € Tq*M ® R?, and path y from p to g,

W, (Ao IT,) = W, (A),

where [T, : T,M — T, M is the parallel transport along y.

In general, a material connection may fail to exist (there may be topological
obstructions), or may not be unique. The following proposition relates the unique-
ness of a material connection to the nature of the symmetry group (a less general
version of this result appears in [36]):

Proposition 1 Let (M, W) be a smooth uniform hyperelastic body with symmetry
group S. If G is discrete, then there exists a unique locally flat material connection.’

Proof Assume two material connections, whose parallel transport operators are /7'
and IT%. Let y be a curve starting at p € M, and let A € T;‘(Z)M ® R? for some
t > 0. Then,

1 2
Wp(A o HV|[0,t]) = W}/(t)(A) = Wp(A o H)/|[0,r])'

IStrictly speaking, the intrinsic condition is that § p is discrete for some p € M (and therefore for
every p € M). By locally flat, we mean that the curvature tensor vanishes; globally flat implies also
a trivial holonomy. Note that the term flat has a different interpretation in [36], where it describes
a curvature- and torsion-free connection.



360 M. Epstein et al.
Setting A = B o (I"[)f‘[0 t])_1 for B € TyM x R?, we obtain that

W,(B) = W,(B o (”ylno,,]

),

-1 2
) o H)/\[o,z]

hence

1 172
(HV“O.ﬂ) HVHO,H € 5p
for every ¢. Since the left-hand side is continuous in 7 and G, is a discrete group,

(1'[}1 Yy~ 2 is constant. Since at ¢ = 0 it is the identity,

10,11 7lo.n

1 _ 2
HV\[O,:J - HV\[O,:J
for every . Finally, since y is arbitrary, IT' = IT%.
We next prove existence of a locally flat material connection. Let U, U* = M be
a cover of M, and let { E7} ey« be implant maps. For a curve y C U starting at p
and ending at ¢, define

m, = EY o (E%)~" (6)

For a general curve y C M, partition it into curves y = y, * ... x y| (Where
x is the concatenation operator), where each y; C U% for some «;, and use the
above definition. In order to show that [T, is well defined, we need to show that this
definition is independent of the concatenation. To this end, it is enough to show that
if y € U% N UP, then the definition of IT,, with respect to either U* or U B is the
same.

Indeed, consider the function of p,

(E)T'ER : U* nUP — GL(RY).
Since for any A € T;M Q RY,
W(A 0 E%) = W(A) = W(Ao ED),

it follows that (Eg)’1 E,’f € Gforany p e U N UP. Since § is discrete, it follows

that this is a constant function of p, that is (Eg)’lEg =B e GL([Rd) for every p.
We therefore have that for p, g € U N UP,

o pan—1 _ pa 1/ poaN—1 _ poa/po—1 pBpB\—1 poapo—1 _ B/ rB\—1
EXENH™' = E¢BBN(ES) ™! = EX(E T EN(ER) T ES(EY) T = EF(ES),

and therefore 1, is well defined. Finally, for a closed curve y, starting and ending
at p, and contained in one of the domains U, it follows from the definition that
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IT, = ldr,ov, hence the holonomy of [T is locally trivial, which implies that
the curvature tensor of the connection associated with I7 is zero. Note, however,
that the holonomy of /T may be non-trivial in general (for non-simply-connected
manifolds). |

Note that if there exists a global continuous implant section {E} e (for an
archetype W), then the connection defined by (6) (without the o superscript) is well
defined regardless of the symmetry group, and moreover, it is not only locally flat,
but has a trivial holonomy (that is, a path-independent parallel transport). In fact,
the existence of a material connection with a trivial holonomy is equivalent to the
existence of a global implant section {E,} ,en. Indeed, let V be such a connection,
and let £, be an implant at pg € M, then

E,:=II,E, (7

is a global continuous implant section (here y is an arbitrary curve connecting po
and p).

In the case of a solid body, there is an additional intrinsic geometric construct
associated with the body.

Definition 6 (Intrinsic Metric) Let (M, W) be a smooth solid body with an
undistorted archetype W and implant maps {E},ent. The intrinsic Riemannian
metric of M associated with W is defined by

gp(X.Y) =e(E,;'(X), E,; (Y)), forevery X,Y € T,M, (®)

where ¢ is the Euclidean inner product in RY.

This definition depends on W (see Example 3 below), but not on the choice of
implants E),. Indeed, if £, and E ;, are two implants at p, then, since M is a solid,

g= E;lE;, € § < SO(d), and therefore

(B, 00, B () = ¢ (g0 7 (X0, g0 B, (0) = e(E), T (X0, B, (1),

where we used in the last step the SO(d) invariance of the Euclidean metric. Note
also that the existence of a Riemannian metric on M that is invariant under the action
of G, implies that M is solid [36, Proposition 11.2].

Proposition 2 [If'V is a material connection and g is an intrinsic metric of a solid
M with an archetype 'W, then V is metrically consistent with g (equivalently, the
induced parallel transport is an isometry).

Proof Let p,q € M, and let y be a curve from p to g. Let IT,, the parallel transport
of Valong y, X, Y € T,M, and let E, be an implant at g. Then

9oUT, X, IT,Y) = e(E; ' o [T, X, E; ' 0 IT,Y) = g,(X. Y),
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where in the right-most equality we used the fact that /7, Lo E, is an implant at p,
for the same archetype W. This equality shows that V is metrically consistent with

g. O

Corollary 1 ([36, Proposition 11.6]) A solid body (M, W) is equipped with at
most one torsion-free material connection, in which case it is the Levi-Civita
connection of all intrinsic metrics of (M, W).

Proposition 2 states that all material connections are metrically consistent with
every intrinsic metric. In isotropic solids, i.e., solids whose symmetry group is
SO(d), the converse is also true: every metrically consistent connection is a material
connection (note the strong contrast to the case of a discrete symmetry group,
Proposition 1).

Proposition 3 Let (M, W) be an isotropic solid and let V be a connection
metrically consistent with some intrinsic metric g. Then V is a material connection.
In particular, any isotropic solid admits a torsion-free connection—the Levi-Civita
connection of any intrinsic metric.”

Proof Let W be an undistorted archetype and let £ = {E)},en be an implant
map (the proof below does not require any smoothness assumptions of E, and thus
we can assume the existence of a global implant map without loss of generality).
Suppose that g is an intrinsic metric for W, and let V be an affine connection
metrically consistent with g. Since (M, W) is isotropic and W is undistorted, we
have (by definition) that its symmetry group is SO(d).

Let now [T, : T,M — T,M be the parallel transport of V along a curve y
from p to g. Since V is metrically consistent with respect to g, IT, € SO(g,, g4)-
Using the fact that for any r € M, E, € SOC(e, g,) (by the very definition of an
intrinsic metric), we have that E;l oIT, o E, € SO(d). Therefore, since W is

SO(d)-invariant, we have that for any A € Tq*JV[ ® RY,
Wy (Aoll,) = W(AolT,0Ep) = W(AoE o(E; oI, 0 ) = W(AoEy) = Wy (A).

O

The fact that an isotropic solid always has a torsion-free material connection (or
more generally, it has many material connections with different torsions) suggests
that the equilibrium equations of such a body are independent of the torsion tensor.
Indeed, it can be shown explicitly (see Sect. 5) that W only depends on the metric.

Example 3 Consider once again Example 1. Then g is an intrinsic metric, corre-
sponding to the archetype

W(B) = dist*(B, SO(d)),

2This proposition is a more general version of [36, Proposition 11.8].
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and implants £, € SO(e, g). However, c2g, ¢ > 0, is also an intrinsic metric,
corresponding to the archetype

W(B) = dist*(cB, SO(d))

and implants £, € ¢~ 1SO(e, g). It can be shown that there are no other intrinsic
metrics in this case. The phenomenon whereby the intrinsic metric is unique up to a
multiplicative constant holds for every isotropic solid.

Remark 3 In two dimensions, a solid archetype is either isotropic or it has a
discrete symmetry; in three dimensions, a body can also be transversely isotropic
(see [36, p. 60]). In this case, the material connection is not unique, but the Levi-
Civita connection of an intrinsic metric may not be a material connection. More
on transversely isotropic materials can be found in [36, Proposition 11.9] and [13,
Proposition 5].

2.1 Relation Between Geometric and Constitutive Paradigms

As presented in the introduction, a body with distributed dislocations is modeled
in the geometric paradigm as a Weitzenbock manifold (M, g, V), where V is
curvature-free and metrically consistent with g. For simplicity, assume that V also
has trivial holonomy (an assumption that often appears implicitly in this paradigm),
hence the parallel transport operator of V is path-independent (a property known as
distant parallelism or teleparallelism). We denote the parallel transport from p to g
by Hg.

To relate the geometric body manifold to the constitutive paradigm, assume a
given undistorted solid archetype W and an implant E,, which is an orthonormal
basis (with respect to gp,) at some pg € M. The pair (W, E,) determines the
mechanical response of the body at the point pg. Parallel transporting E, using
(7), we obtain a parallel frame field {E,},ent, which is orthonormal, since V is
metrically consistent with g.

An implant field E = {E},en and an archetype W define a unique energy
density using (3). Note that this is the only energy density W with a material
connection V for which W is an archetype with an implant E,; at pg € M.

We have thus proved the following:

Proposition 4 Fix a solid (undistorted) archetype W € C ([Rd X [Rd).

1. Given a Weitzenbock manifold (M, g, V) with trivial holonomy and an orthonor-
mal basis E, € SO(e, g,) at some p € M, there exists a unique energy density
W, such that M is uniform with archetype W, and implant map E, at p, and
such that g is an intrinsic metric and V is a material connection.
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2. Moreover, all energy densities W having an archetype W, an intrinsic metric g,
and a material connection V can be constructed this way. In particular, W is
unique up to a global rotation—the choice of a basis at one point.

A somewhat more intrinsic version of this proposition would be that a Weitzn-
bock manifold (M, g, V) and a response function W, at a single point defines a
unique energy density consistent with g and V (without the need to define £}, and
'W). However, since the same archetype W can be implanted into different bodies
(thus making sense of different bodies having “the same” response function), and
since we are eventually interested in this paper in sequences of elastic bodies, it is
useful to take W as a basic building block, as done in Proposition 4.

In the case of a discrete symmetry group, the constitutive model (M, W) induces
a unique geometric model (M, g, V); this follows readily from Proposition 1, and
the discussion following Definition 6:

Proposition 5 Let (M, W) be a uniform solid material with an undistorted
archetype W having a discrete symmetry group. Then, the material connection
V and the intrinsic metric g associated with W are unique (if the symmetry group
is not discrete, g is still uniquely determined however not V).

Another way of describing the relation between the geometric and constitutive
paradigms is the following:

(a) The triple (M, W, E), where W : R?Y @ RY — [0, 00) and E is a frame field,
determines a uniform body (M, W) uniquely by (3).

(b) On the other hand, by declaring E to be a parallel orthonormal field, we obtain
a Weitzenbock manifold (M, g, V).

In fact, (M, W, E) contains slightly more information than both (M, W) and
M, g, V): given W, (M, W, E) can be derived from (M, g, V) uniquely, up to a
global rotation (choice of E, at one point), and in the case of a discrete symmetry
group, the same holds for deriving (M, W, E) from (M, W).

3 Homogenization of Dislocations: Geometric Paradigm

In this section we describe the results of [19, 21], showing how a smooth Weitzen-
bock manifold (M, g, V), representing a body with continuously distributed disloca-
tions (the torsion tensor of V representing their density), can be obtained as a limit
of bodies with finitely many dislocations. These results are for two-dimensional
bodies, hence we are only considering edge dislocations.

Bodies with Finitely Many Edge Dislocations To set the scene for the geometric
homogenization of elastic bodies, we start by defining a two-dimensional body with
finitely many (edge) dislocations. As illustrated in Fig. 2, we view each dislocation
as a pair of disclinations of opposite sign (a curvature dipole).



Limits of Distributed Dislocations in Geometric and Constitutive Paradigms 365

Definition 7 A body with finitely many singular edge dislocations is a compact
two-dimensional manifold with boundary M, endowed with Riemannian metric
g, which is almost-everywhere smooth and locally flat. The singularities are
concentrated on a finite, even number of points, such that

1. The metric g, restricted to a small enough neighborhood around a singular point,
is a metric of a cone.

2. One can partition the singular points into pairs (curvature dipoles), such that the
geodesics connecting each pair (dislocation cores) do not intersect.

3. The Levi-Civita connection V€, defined on the complement of those segments
is path-independent.

A body with finitely many dislocations is a Weitzenbock manifold (M, g, VL©),
and whenever we refer to a smooth field over M (say a frame field), it is understood
as being smooth on complement of the dislocation cores.

The assumption on the Levi-Civita connection being path-independent implies
that the two cone defects in each pair (that is, the difference between 27 and the
total angle around the cone) are of the same magnitude but of different signs. That
is, they are curvature dipoles. In particular, the construction in Fig. 2 yields a body
with a single dislocation according to this definition.

Another approach for modeling bodies with finitely many dislocation was
presented in [14, 15]; instead of assuming a frame field describing lattice directions,
one assumes a co-frame, that is, a family of 1-forms (called layering forms). This
slightly different viewpoint enables the use of distributional 1-forms—de-Rham
currents—for describing the singular dislocations. This viewpoint is quite close to
the one presented here, although in some sense it requires less structure. Recently,
a homogenization result in this context has been proved [23], which is similar
conceptually to the one presented here. However, the notion of convergence used
in [23] is very weak compared to Theorem 2, and therefore much more difficult to
relate to the convergence of associated energy functionals, which is the main result
of this paper.

Burgers Circuits and Vectors We now present in more detail how Burgers vectors
appear in the context of Weitzenbock manifolds. Let M be a manifold, endowed
with a connection V. A Burgers circuit is a closed curve y : [0, 1] — M, and its
associated Burgers vector is defined by

1
0) .
b, :/ H;/((t))y(t)dt e T, oM,
0

where 17;: ((t(;) : Ty(yM — T, )M is the parallel transport of V along y (see, e.g.,
[2, Sec. 4] or [36, Sec. 10]). Thus, as in the classical material science context, the
Burgers vector is the sum of the tangents to the curve; in order to make sense of this
on manifolds one has first to parallel transport all the tangent vectors to the same
tangent space.
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T,M exp, M

Fig. 3 The Burgers vector associated a loop y, in M, where y; is the image under the exponential
map of a parallelogram o, in T,M (whose edges are /¢X and /¢Y), tends asymptotically to
eT(X,Y)

Burgers vectors are closely related to the torsion tensor,
T(X,Y)=VxY —-VyX—[X,Y].

The torsion 7 is an infinitesimal Burgers vector in the following sense: Let p € M
and let exp,, : T,M — M be the exponential map of V at p3 Letog : [0,1] —
TpM be the parallelogram from the origin built from the vectors /eX, \/¢Y, and
let y, = expp(ag) (see Fig. 3). Then

d
—| b, =TX,Y).
de e=0

This result is due to Cartan; see [33, Chapter III, Section 2] for a proof.

In the case of a body with finitely many dislocations (M, g, VZ€) (according
to Definition 7), the Burgers vector for any curve that does not encircle one of the
dislocation cores is zero. This follows from the fact that every simply connected
submanifold of M which does not contain dislocations is isometrically embeddable
into Euclidean plane, and that the Burgers vector of any closed curve in the plane
is zero. To quantify the Burgers vector associated with a curve encircling a single
dislocation, consider the manifold depicted in Fig. 2. One can then see that the
magnitude of the Burgers vector is

b = 2dsin(6/2), 9)
where d is the length of the dislocation core (the distance between the two singular

points forming the curvature dipole), and 6 is the magnitude of the cone defect
(see Fig. 4). For a general Burgers circuit, the Burgers vector is the sum of the

3 Actually, any map ¢ : T,M — M with ¢ (0) = p whose differential at the origin is the identity
will do.
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Fig. 4 A Burgers circuit
yielding a Burgers vector
whose magnitude is

2d sin(6/2), where 6 is the
disclination angle and d is the
distance between two
disclinations forming the
edge-dislocation. The vector
points downwards from a
chosen base point of the
circuit

contributions of the dislocation cores it encircles (after parallel transporting each
contribution to the base point).

It follows that by changing d and 6 in Fig. 2, while keeping b = 2d sin(6/2)
fixed, we can obtain “the same” dislocation in different ways, in the sense that a
Burgers circuit around the dislocation core will not be able to distinguish between
the two. Nevertheless, the choice of d and 6 will be important from the viewpoint
of convergence of bodies with dislocations, as depicted in the sketch of the proof
below.

Main Result: Convergence in the Geometric Paradigm We now describe a
version of the main theorem of [21], stating that in the geometric paradigm, every
two-dimensional body with distributed dislocations is a limit of bodies with finitely
many dislocations.

Theorem 2 (Homogenization of Dislocations, Geometric Paradigm) For every
compact two-dimensional Weitzenbdck manifold (M, g, V) and parallel orthonor-
mal frame E, there exists a sequence of bodies with finitely many dislocations
M., gns V,fc) and parallel orthonormal frames E,, such that there exist homeo-
morphisms F,, : M, — M, whose restrictions to the smooth part of M, are smooth
embeddings, satisfying

ldFy o Ep — ElLe — 0. (10)

Note that an orthonormal parallel frame E contains all the geometric information
of the Weitzenbock manifold: since E : RY — TM is orthonormal, it induces g by
pushing forward the Euclidean metric on R? (as in (8)), and since it is parallel,
it induced the parallel transport of V (see (6)). Therefore, the notion of conver-
gence in Theorem 2, which is defined through the convergence of orthonormal
parallel frames, induces the convergence of the entire structure (M,,, gy, V,fc) —
(M, g, V) of the Weitzenbock manifolds.

We can also view Theorem 2 as a theorem about the convergence of manifolds
endowed with frame fields (M,,, E,,) — (M, E), where each of the manifolds



368 M. Epstein et al.

(M,,, E,) induces the structure of a body with edge dislocations as in Definition 7.
This viewpoint, while maybe somewhat less natural from a geometric perspective,
will be useful in the next section (convergence in the constitutive paradigm), when
we associate these manifolds with a fixed archetype and consider E, and E as
implant maps.

3.1 Sketch of Proof of Theorem 2

Theorem 2 is an approximation result: given a manifold (M, g, V), we approximate
it with a sequence of manifolds of a specific type (Definition 7).

Approximation by Disclinations Before we describe the main idea of this approx-
imation, it is illustrative to present a similar one, which is somewhat more
intuitive—the approximation of a Riemannian surface by locally flat surfaces with
disclinations. Given a surface (M, g), we approximate it as follows:

1. First, assume that M does not have a boundary. Take a geodesic triangulation
of the manifold—a set of points in M, connected by minimizing geodesics
that do not intersect, such that the resulting partition M consists of geodesic
triangles (such triangulations exist; see, for example, [3, Note 3.4.5.3]). If M has
a boundary, triangulate a subdomain M’ < M, such that the distance between
dM’ and 9M is small (of the order of the distance between the vertices).

2. Construct a manifold by replacing each triangle with a Euclidean triangle with
the same edge lengths. Since M is (generally) not flat, the angles of the original
geodesic triangles differ from the angles of their Euclidean counterparts (by the
Gauss—Bonnet theorem, the angles of each geodesic triangle generally do not
sum up to ).

This way we obtain a topological manifold which is smooth and flat everywhere
but at the vertices, which are cone singularities (disclinations)—the angles around
each vertex do not generally sum up to 27, since they differ from the angles of the
original geodesic triangulation. This approximation of the surface is similar to the
approximation of a sphere by a football (soccer ball), using triangles rather than
pentagons and hexagons.

By choosing finer and finer triangulations, say, triangulations in which the edge
lengths are of order 1/n for n > 1, it is clear (intuitively) that one obtains better
and better approximations of the original manifold; they converge as metric spaces
to the original manifold (see [12] for an explicit estimate) while the distribution-
valued curvatures converge to the smooth curvature of g (see [7]).

The Approximating Sequence for Theorem 2 The idea behind the proof of The-
orem 2 is very similar: Construct a fine geodesic triangulation of the Weitzenbock
manifold (M, g, V), and then replace each triangle with a locally flat one to obtain a
body with finitely many dislocations. The difference between the two constructions
is in the triangulation and in the type of locally flat replacements.
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1. Take a triangulation of (M, g, V) in which the edges are V-geodesics; those
differ generally from the Levi-Civita geodesics and are not even locally length-
minimizing. At the nth stage, we choose the triangulation such that the length
of each edge is between (say) 1/n and 3/2n, and all the angles are bounded
between § and 7 — § for some § > O independent of n (to ensure that all the
triangles are uniformly non-degenerate as n — 00). The existence of a geodesic
triangulation, based on a non-Levi-Civita connection, is not trivial; it is proved
in [21, Proposition 3.1]. Denote the skeleton of this triangulation (the union of
all the edges) by X,,.

2. Since the Gauss—Bonnet theorem holds for a metrically consistent connection
(see [21, Theorem B.1]), and since V is metrically consistent and has zero
curvature, the angles of each geodesic triangle sum up to 7. In other words, if a
geodesic triangle has edge lengths a, b, ¢ and angles «, 8, y,thena+B8+y = m;
the angles are however “wrong” in the sense that generally o # «g, 8 # Bo, and
y # Yo, where o, Bo, o are the angles of the Euclidean triangle having edge
lengths a, b, c. Since the geodesic triangles are uniformly regular, the angles do
not deviate much from the angle of the Euclidean triangle,

lo — aol, [B = Pol, [y —vol = O(1/n). an

See [21, Corollary 2.71.4

3. As stated above, the Euclidean triangle having side lengths a, b, ¢ does not have
angles «, B, y; however, if Condition (11) holds and « + 8 + y = 7, then there
exists a manifold containing a single dislocation (according to Definition 7),
whose boundary is a triangle whose edge lengths and angles are a, b, ¢ and
o, B, v [21, Proposition 3.3] (see Fig. 5). The only additional parameter entering
in this construction is the Burgers vector associated with the perimeter of the
triangle, and whose magnitude is of order O (1/ n?). The precise location of the
dislocation core inside the “triangle” is arbitrary (as long as it does not intersect
the boundary), as is the choice of the parameters 6 and d (see (9)).

4. The approximation of (M, g, V) is obtained by replacing each triangle in the
triangulation with a “dislocated” triangle having the same edge lengths and
angles. Denote the resulting manifold by (M,,, g,, V,fc), and the skeleton of the
triangulation on M,, by Y;,. Since the angles in each triangle in Y;, are the same as
in the corresponding triangle in X, it follows that the angles around each vertex
in Y, sum up to 27. In other words, there are no cone defects (disclinations) at
the vertices of the triangulation; the only singularities in M, are the dislocation
cores within each triangle. Hence, (M, g, V,fc) is a body with finitely many
dislocations according to Definition 7 (see Fig. 6)

4The estimate (11) does not appear in this corollary explicitly; it follows from its fourth part,
using the fact a small triangle on M with edges that are Levi-Civita geodesics is, to leading order,
Euclidean (this follows from standard triangle comparison results).
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Fig. 5 A triangle containing
a single edge dislocation.
Given angles o, 8, y adding
up to 7 and edge lengths

a, b, ¢, we construct a
defective triangle by
identifying the edges D F and
D'F',FE and F'E’, and EG
and E’'G’, such that
CG+G'B=a, AC =,
and AD+ D'B=c

Fig. 6 Approximating the smooth Weitzenbock manifold (M, g, V) by manifolds (M, g,, VnLC)
with singularities. Each V-geodesic triangle in (M, g, V) is replaced by locally Euclidean triangle,
having the same angles and side lengths, and containing a single dislocation (the core of each
dislocation is sketched here as a segment inside the triangle)

Convergence of the Approximating Sequence The next step is to show that
M., gns VnLC) converges to (M, g, V) in the sense of Theorem 2. That is, show that
given a V-parallel orthonormal frame E on M, there exist V,{‘C-parallel orthonormal
frames E,, on M,, and maps F}, : M,, — M such that (10) holds.

Given E, the construction of E,, is very natural: let {e, e;} be the standard basis
of R?. Let pn € M be a vertex in X, the nth triangulation of M, and let g, be
its corresponding vertex in Y. Each of the vectors E, (e1), Ep,(e2) is a g-unit
vector in T, M, which is uniquely defined by its angles with the V-geodesics in
X, emanating from p,,. Define (E,), (e;) to be the g,-unit vector in 7, M,, which
forms the same angles with the corresponding geodesics emanating from g,. This
defines E, everywhere by V,{‘C-parallel transport. Note that this relation between
Ep, (e;) and E,, (e;) actually holds for any vertex p, € X, C M and corresponding
vertex ¢, € Y, C M,. This follows from the construction, since X, consists of
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V-geodesics and Y, consists of V,-geodesics, and the angles in the corresponding
triangles match.

The construction of F, is more subtle. Since X, and Y, have the same graph
structure, and the lengths of its corresponding edges are the same, there is a natural
map between these skeletons (the isometry of their graph metric); it is natural
to define the restriction of F, to Y, to be this map. Next, note that at every
corresponding pair of vertices p, € M, g, € M,, the frame fields induce an
isometry A := E,, o ((Ey)g,) " : T;,M, — T, M. Define F, in a neighborhood
of g, by

F.(q) := explv," (A o (expgnn)_l(q)> .

By construction, this map respects the mapping of Y, to X,,, and moreover, dy, F,,
maps (Ey)g4, to Ep,, and hence |d Fy, o E, — E| is small near p,. In [21, Section 4], it
is proved that F;, can be extended in this way to a map that satisfies |[d F,0 E, — E| =
O (1/n) uniformly everywhere outside a small neighborhood, of diameter o(1/n), of
the dislocation core. Note that [21] aims at a slightly different notion of convergence
(compared to Theorem 2), hence this statement is not explicit in [21]; however, the
proof of Proposition 4.3 in [21] yields this result.

It remains to analyze the vicinity of a dislocation core. Recall that in the
construction of M,,, only the Burgers vector inside each triangle was taken into
account. For understanding the behavior of F; near the dislocation core, and only
there, the exact construction of the dislocation plays a role: in [21], a dislocation of
magnitude O(1/n?) is built using an arbitrary, but fixed, dislocation angle 6 =~ 1,
whereas the size of the dislocation core is d = O(1/ n2). In this case, extensions
of F, to the dislocation core only satisfy that |dF;,, o E,, — E| is bounded near the
core (an explicit construction can be seen in [19, Section 3.2]). This only yields L”
convergence in (10), for any p < oo, but not L°°, which is enough for the version of
Theorem 2 that appear in [21], but not to Theorem 2 as stated here (which is needed
for the next section). If however one takes 6 = o(1) and d = o(1/n) (such that the
dislocation magnitude (9) is as prescribed), F; can be extended to the dislocation
core such that (10) holds.?

5In [19, Section 3.2], choosing 0 = o(1), d = o(1/n) implies, in the notation of [19], nl« D«
1, which then implies L* convergence (see the proof of [19, Proposition 2]). The general case is
very similar, since we are only considering minuscule pieces of the manifolds, in which the only
geometry that plays a role is the structure of the singular points (everything else is uniformly close
to the trivial Euclidean plane). See also [20, Section 2.3.2, Example 2].
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4 Homogenization of Dislocations: Constitutive Paradigm

Our aim in this section is to prove a homogenization theorem for dislocations within
the constitutive paradigm, thus proving the third and final part of Theorem 1. To this
end, some assumptions about the archetype W : R? x RY — [0, 00) are required:

1. Growth conditions:
a(—=14]A17) <W(A) < g1 + |A]P), (12)

for some p € (1,00) and «, 8 > 0.
2. Quasiconvexity®:

W(A) < W(A +dp(x))dx  forevery ¢ € C2°((0, N?, RY).
(0,1)‘1

3. Solid symmetry group: G(W) < SO(d).

Remark 4 Tt is usual to assume that W is frame-indifferent and that W(A) = 0
iff A € SO(d), but both assumptions are not required for the theorem. Moreover,
quasiconvexity and (12) imply that W satisfies the p-Lipschitz property [8, Propo-
sition 2.32]:

IW(A) — W(B)| < C(1+ |AIP~" +|B|P"1)|A - B, (13)

for some C > 0 (and in particular W is continuous).

Example 4 We describe now two simple examples of archetypes W satisfying the
above hypotheses—one isotropic and one having a discrete symmetry group:

1. The isotropic archetype Wis,(A) = dist? (A, SO(d)) (as in Example 1) satisfies
all the hypotheses but for quasiconvexity. This can be rectified by replacing Wigo
with its quasiconvex envelope QWiso, Which is an isotropic archetype satisfying
all of the hypotheses. In two dimensions, we can write Q" Wi, explicitly for every
p =>21[11,34]:

dist”(A, SO(d)) w1+ p2 =1

QWiSO(A) = )
(1 —2det A)P? pp+pp <1,
where ;1 > |u2| > 0 are the signed singular values of A (i.e.,if o1 > 02 > 0
are the singular values, 1 = o1 and up = (sgndet A)o»). In higher dimensions,
OWis,o 1s not known explicitly; however, it is known that

5The quasiconvexity assumption is natural from a variational point of view, as it guarantees the
existence of an energy minimizer of the functional; see also Remark 6.
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cWiso < OWiso < Wiso

for some constant ¢ > 0 (see [22, Proposition 10]).
2. An example of an archetype having a discrete symmetry group is

d
Weubic(A) = Y Bi (|Aei| — 1),

i=1

where 8; > 0 are parameters and {e;} is the standard basis of R?. This energy
density penalizes stretching along each of the lattice directions ¢;. Once again,
this function is not quasiconvex, and its quasiconvex envelope is given by [29,
Lemma 4.1]

d
OWaubic(A) = Y Bi (|Aeil = )T,
i=1

where for f € R, f denotes the maximum between f and zero. While QW ypic
satisfies all the assumptions, it is somewhat non-physical. For example, it does
not penalize for compression (this is due to the fact that Wy, is invariant under
orientation reversal). By adding to W penalization for volume change (as in [22])
or simply by considering QWcupic + QWiso one obtains an archetype satisfying
all the hypotheses and having a discrete symmetry group.

Remark 5 The assumption W < oo excludes physically relevant archetypes in
which W(A) diverges as A becomes singular (see, e.g., [5, Theorem 4.10-2]). The
requirement W < oo is due to purely technical reasons that commonly appear in
I'"-convergence results in elasticity when the elastic energy is O(1).

In the rest of this section, it is easier to consider that M is endowed with an
orthonormal parallel frame field E rather than a flat connection V; as stated above,
this is completely equivalent modulo a global rotation of E.

Definition 8 Let W be an archetype satisfying the above conditions. Let (M, g, E)
be a Riemannian manifold with an orthonormal frame field E. The elastic energy
associated with (M, g, E) and W is

1<f>=/ W(df o EydvVolg  f € WHP OV RY).
M

Note that g is an intrinsic metric for this energy, and that the connection V, defined
by declaring E parallel, is a material connection.
As standard in these type of problems, we extend I to L? (M RY) by

i(f) — {IM W(dfo E) dVO]g f c Wl’p(M; le)

f e LPOV; R\ Whr(M; RY).



374 M. Epstein et al.

In order to define convergence of the energy functionals, each defined on a
different manifold M,,, we need a notion of convergence of maps f, : M,, — RY:

Definition 9 ()M, g) be a Riemannian manifold, and let M,, be topological mani-
folds. Let F,, : M,, — M be homeomorphisms. We say that a sequence of maps
fn i M, — R? converges to amap f : M — R? in L7 if

1fno Fyt = FllLoovemey = O-

Theorem 3 (/"-Convergence of Elastic Energies) Let W be an archetype satisfy-
ing the above assumptions. Let (M, g, E), (M, g, En) be Riemannian manifolds
with orthonormal frames. Let I, I,, be their associated elastic energies according to
Definition 8. If there exists Lipschitz homeomorphisms F,, : M,, — M such that

ldFy o Ey — EllL~ — 0, (14)

then I, — I in the sense of I'-convergence, relative to the convergence
induced by F,, as defined in Definition 9 (note that for Lipschitz maps,
dF, € L*(TM,, F,;;TM), hence the convergence is well defined).

Remark 6 1f 'W is not quasiconvex (but (13) holds), then it follows from slight
changes in the proof below that , converges to the functional associated with
(M, g, E) and the archetype QW, which is the quasiconvex envelope of W. Note
that it is still true that g is an intrinsic metric and that V is a material connection,
hence Fig. 1 still holds.

Combining Theorems 2 and 3, we conclude the proof of Theorem 1:

Corollary 2 Every two-dimensional body with a continuous distribution of dislo-
cations (M, g, E) is a limit of bodies with finitely many dislocations (M, g,, E»)
in the sense of Theorem 2 (equivalently (14)). Given an archetype W, the elastic
energies associated with (M, g,, E,) according to Definition 8 I"-converge to the
elastic energy associated with (M, g, E).

Remark 7 Note that we do not rescale the elastic energies of the bodies with
dislocations, that is, we are considering energies that are of order 1. This fits the
typical heuristics for energies of dislocations: that a dislocation with a Burgers
vector of magnitude ¢ will have a self-energy (or core energy) of order &2 log |¢|,
and that the interaction energy between two such dislocations will be of order &2
(see, e.g., [4, 16], which treats this in a linear case where &2 is factored out). Indeed,
in our case (M, g,, E,) contains an order of n? dislocations of order ¢ ~ n~2,
so the self-energy is of order n? - €2 log |¢| — 0, while the interaction energy is of
order n* - ¢2 ~ 1. To the best of our knowledge, this is the first rigorous framework
in which an order 1 energy limit of bodies of dislocations is obtained in non-linear
settings.



Limits of Distributed Dislocations in Geometric and Constitutive Paradigms 375

Note also that for coercive archetypes, that is, archetypes that satisfy Wis,(A) >
cdist? (A, SO(d)) for some ¢ > 0, the limiting energy associated with (M, g, E)
is bounded away from zero if g is non-flat, that is, there are no stress-free
configurations.

4.1 Proof of Theorem 3

Let I, be the I'-limit of a (not-relabeled) subsequence of I,. Such a subsequence
always exists by the general compactness theorem of I'-convergence (see Theo-
rem 8.5 in [9] for the classical result, or Theorem 4.7 in [28] for the case where
each functional is defined on a different space). It is enough to prove that Io=1.
Indeed, since by the compactness theorem, every sequence has a I'-converging
subsequence, the Urysohn property of I"-convergence (see Proposition 8.3 in [9])
implies that if all converging subsequences converge to the same limit, then the
entire sequence converges to that limit.
From (14) it follows that

1. dF, and dF,"! are uniformly bounded.
2. (Fy)«@n — ¢in L*, and in particular, (F;).dVolg, — dVolg in L.

Lemma 1 (Infinity Case) Let f € LP(M; RY) \ W12 (M; R?). Then,
Ino(f) = 00 = I(f).

Proof Suppose, by contradiction, that Ino( f) < oo. Let f, — f be arecovery
sequence, namely,

Jim 1 (f) = Ioo(f) < 00,

Without loss of generality we may assume that I,(f,) < oo for all n, and in
particular, f,, € W7 (M,, R%). The coercivity of W, implies that

sup/ |dful5, e dVolg, < oco.
n M,

Thus, f, is uniformly bounded in W' 7, and since d Fn_1 are uniformly bounded,
fu o E;!is also uniformly bounded in W7 (V; R?), hence weakly converges
(modulo a subsequence). By the uniqueness of the limit, this limit is f, hence
fewhrov; R?), which is a contradiction. O

Lemma 2 (Upper Bound) For every f € WhP(M; RY),

Ioo(f) < I(f).
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Proof Let f € WhP(OM; RY). Define f, = f o F, € WLP(M,,; RY). Trivially,
fn — fin L? according to Definition 9 and by the definition of the I"-limit,

Loo(f) < liminf I, (f,).

It follows from the uniform convergence d F;, 0 E, — E and (F;).dVolg, — dVolg,
using the p-Lipschitz property (13), that

lim £, (f) = 1),
that is

limf W(df odF, o E;)dVoly, = / W(df o E)dVolg. (15)
nJwm, M

Lemma 3 (Lower Bound) Forevery f € wlp (M [Rd),

Ioo(f) = I(f).

Proof Let f € WLP(M; RY), and let f, € L?(M; R?) be a recovery sequence for
f,thatis f, o F;' — fin L? and I,(f,) — Iso(f). In particular, it follows that
we can assume without loss of generality that f, € W7, and that f, are uniformly
bounded in W7 Therefore, f, 0 F, "' — f in W7 (M; R?). We need to show that

lim Iy (fa) = 1(/). (16)

Note that since f € wlrv; RY) and fn € Whe(M,,; RY), f(f) = I(f) and
I, (fn) = I,(fn). Since d F;, o E;, — E and (F}),.dVolg, — dVolg uniformly, and
dfyod Fn_1 are uniformly bounded in L?, the p-Lipschitz property (13) implies that

lim 1, (f,) = lim/ W(dfy o Ey)dVolg,
n n Mn
(I7)
= lim/ W(df, odF, " o E)dVolg = lim I (f, o F, ).
n Mn n

Since W is quasiconvex and satisfies (12), I (-) is lower semicontinuous with respect
to the weak topology of W7 (M; R?) [8, Theorem 8.11]. Since f; o F; ! converges
weakly to f in WhP(M; RY),
im I (fy 0 Fy') = 1(f),
n

which together with (17) implies (16). |
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5 The Role of Torsion in the Equilibrium Equations

In this section we analyze explicitly the equilibrium equations for a hyperelastic
solid body having a continuous distribution of dislocations, and in particular, we
address the role of torsion. We will explain why torsion does not enter explicitly
in the equilibrium of an isotropic body. Similar equations are derived in [36,
Section 12] (without the hyperelasticity assumption). Throughout this section we
use the Einstein summation convention.

Let W € C2(R? x R?) be a solid undistorted archetype, and let (M, W) be a
uniform solid material having W as an archetype with respect to an implant map
E = {Ep}pen. We denote the (matrix) argument of Wby B=(B;| ... |By),and
by 9W/3B; : R? x R? — R? the derivative of W with respect to the column B;
(this is a vector).

The implant map E is a parallel frame of a flat material connection V (defined
by (6)) and it defines a metric g via (8). E is a d-tuple of vector fields which we
denote by Ey, ..., Eg. Its co-frame E 1 . E9isthe d-tuple of one-forms defined
by E! (Ej) = 6; The torsion tensor of V is given by

T(E;, Ej) = —lEi, Ej] =: T};Ex,
as follows from the definition of the torsion tensor 7 (X, Y) = Vx Y —-Vy X —[X, Y],

since E; are parallel, which means VE; = 0.
The elastic energy functional corresponding to this elastic body is

I(f):/ W(df)dVolng W(df o EYE'A...AE4,
M M

defined on functions f : M — R?. The Euler—Lagrange equations corresponding
to this functional are, in a weak formulation,

A
/M g @ 0 B) - Ei(h)dVolg =0 Vh e CXOMRY),
1

where E;(h) = dh(E;) : M — R?, and - is the standard inner product in R?. The
strong formulation of the Euler-Lagrange equations is

E(2Nuror) + Muror dve =0
\op, “° op; ) 0BV EI=E

or more explicitly,

>W
0B;dB;

oW i
(df o E)EiE;(f)+ ﬁ(dfo E) divE; =0,
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where div E; is defined by the relation
d(tg;dVolg) = div E; dVolg,
where ¢ is the contraction operator. Using the fact that dVolg = E UALLUAEY,
tg;dVolg = (=) T EY AL A ETYAETI A LA EY,
hence
d(tg,dVolg) = (—1)1+! (dEl A ANETYAEH A ANET 4

o+ (=DFEV AL A B A /\.../\dEd).

By the definition of the exterior derivative, and the fact that E kE) = 8{‘,
dEN(E;, Ej) = E(EN(E))) — Ej(EN(E)) — EN(Ei, Ej) = T}, EN(E) = T}

and therefore d E¥ = Tl]; E' ANEJ,s0 d(1g,dVoly) simplifies to

d(tg,dVolg) = —T7, dVolg,

hence div E; = —Tjji. It follows that the Euler—Lagrange equations are
Wi o B By () - Ty o By =0
[e] 1 i — P o = V.
dB; B, Y YA

The trace of the torsion appears explicitly in the equations; however, the torsion also
appears, more implicitly, as the antisymmetric part E; E; — E;E; = Tl’; Ey of the
first addend.

If the solid is isotropic, then the equilibrium equations are independent of the
torsion. Isotropy means that

WBoR=WB for any R € SO(d).

Using polar decomposition, this implies that there exists a function W
Sym, (d) — R, where Sym, (d) is the set of positive-semidefinite d x d symmetric
matrices, such that

W(B) = W(BBT)
[5, Theorem 3.4-1] (if one allows B to be orientation reversing, then W also depends

on the orientation of B, but this does not affect the argument below and therefore
we ignore this subtlety). It follows that
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I(f):/ W (df) dVol, :/ W(df o E) dVol, :/ W((df oE)(df oE)T) dVoly.
M M M

Choosing coordinates on M, we can think of df and E as matrices. In this case,
since E is an orthonormal frame for g, EET = g*, the g-metric on 7*M (whose
coordinates are g'/). Therefore, in coordinates,

1) = /M Wdf, o g 0 dfT)/lgl(x) dx.

In a more abstract language,

I(f) = / W(fug®) dVolg.
M

where f,g* is the push-forward by f of the metric g* from 7*M to R?. Either
way, it is clearly seen that the energy (and therefore the equilibrium equations) only
depend on g and not on the frame E, and therefore not on the connection V and its
torsion which are derived from E.

Acknowledgements This project was initiated in the Oberwolfach meeting “Material Theories”
in July 2018. RK was partially funded by the Israel Science Foundation (Grant No. 1035/17), and
by a grant from the Ministry of Science, Technology and Space, Israel and the Russian Foundation
for Basic Research.

References

L.

2.

H.I. Arcos, and J.G. Pereira, Torsion Gravity: a Reappraisal, International Journal of Modern
Physics D 13 (2004), no. 10, 2193-2240.

B.A. Bilby, R. Bullough, and E. Smith, Continuous distributions of dislocations: A new
application of the methods of Non-Riemannian geometry, Proc. Roy. Soc. A 231 (1955), 263—
273.

. M. Berger, A panoramic view of Riemannian geometry, Springer, 2002.
. P. Cermelli and G. Leoni, Renormalized energy and forces on dislocations, SIAM journal on

mathematical analysis 37 (2005), no. 4, 1131-1160.

. P.G. Ciarlet, Mathematical elasticity, volume 1: Three-dimensional elasticity, Elsevier, 1988.
. D. Christodoulou and I. Kaelin, On the mechanics of crystalline solids with a continuous

distribution of dislocations, Advances in Theoretical and Mathematical Physics 17 (2013),
no. 2, 399-477.

. J. Cheeger, W. Miiller, and R. Schrader, On the curvature of piecewise flat spaces, Commun.

Math. Phys. 92 (1984), 405-454.

. B. Dacorogna, Direct methods in the calculus of variations, 2nd ed., Springer, 2008.
. G. dal Maso, An introduction to I'-convergence, Birkhduser, 1993.
. C. Davini, A proposal for a continuum theory of defective crystals, Arch. Rat. Mech. Anal. 96

(1986), 295-317.

. G. Dolzmann, Regularity of minimizers in nonlinear elasticity — the case of a one-well problem

in nonlinear elasticity, Technische Mechanik 32 (2012), 189-194.



380

12.
13.
14.
15.
16.
17.
18.
19.
20.

21.

22.

23.

24.

25.

26.

27.
28.

29.

30.

31.
32.

33.
34.

35.

36.

37.

M. Epstein et al.

R. Dyer, G. Vegter, and M. Wintraecken, Riemannian simplices and triangulations, Geometriae
Dedicata 179 (2015), 91-138.

M. Elzanowski, M. Epstein, and J. Sniatycki, G-structures and material homogeneity, Journal
of Elasticity 23 (1990), no. 2, 167-180.

M. Epstein and R. Segev, Geometric aspects of singular dislocations, Mathematics and
Mechanics of Solids 19 (2014), no. 4, 337-349.

, Geometric theory of smooth and singular defects, International Journal of Non-Linear
Mechanics 66 (2014), 105-110.

A. Garroni, G. Leoni, and M. Ponsiglione, Gradient theory for plasticity via homogenization
of discrete dislocations, J. Eur. Math. Soc. 12 (2010), 1231-1266.

K. Hayashi and T. Shirafuji, New general relativity, Physica D 19 (1979), 3524-3553.

M. O. Katanaev, Geometric theory of defects, UFN 175 (2005), no. 7, 705-733.

R. Kupferman and C. Maor, The emergence of torsion in the continuum limit of distributed
dislocations, J. Geom. Mech. 7 (2015), 361-387.

, Limits of elastic models of converging Riemannian manifolds, Calc. Variations and
PDEs 55 (2016), 40.

, Riemannian surfaces with torsion as homogenization limits of locally-Euclidean
surfaces with dislocation-type singularities, Proc. Roy. Soc. Edinburgh 146A (2016), no. 4,
741-768.

, Variational convergence of discrete geometrically-incompatible elastic models, Calc.
Var. PDEs 57 (2018), no. 2, 39.

R. Kupferman and E. Olami, Homogenization of edge-dislocations as a weak limit of de-
Rham currents, Geometric continuum mechanics. Advances in mechanics and mathematics
(R. Segev and M. Epstein, eds.), Springer, New York, 2020. https://doi.org/10.1007/978-3-
030-42683-5_6.

K. Kondo, Geometry of elastic deformation and incompatibility, Memoirs of the Unifying
Study of the Basic Problems in Engineering Science by Means of Geometry (K. Kondo, ed.),
vol. 1, 1955, pp. 5-17.

E. Kroner, The dislocation as a fundamental new concept in continuum mechanics, Materials
Science Research (H. H. Stadelmaier and W. W. Austin, eds.), Springer US, Boston, MA, 1963,
pp- 281-290.

, The physics of defects, Les Houches Summer School Proceedings (Amsterdam)
(R. Balian, M. Kleman, and J.-P. Poirier, eds.), North-Holland, 1981.

, Dislocation theory as a physical field theory, Meccanica 31 (1996), 577-587.

K. Kuwae and T. Shioya, Variational convergence over metric spaces, Trans. Amer. Math. Soc.
360 (2008), no. 1, 35-75.

M. Lewicka and P. Ochoa, On the variational limits of lattice energies on prestrained elastic
bodies, Difterential Geometry and Continuum Mechanics (G.-Q. G. Chen, M. Grinfeld, and
R. J. Knops, eds.), Springer, 2015, pp. 279-305.

W. Noll, A mathematical theory of the mechanical behavior of continuous media, Arch. Rat.
Mech. Anal. 2 (1958), 197-226.

J.E. Nye, Some geometrical relations in dislocated crystals, Acta Met. 1 (1953), 153-162.

A. Ozakin and A. Yavari, Affine development of closed curves in Weitzenbock manifolds and
the burgers vector of dislocation mechanics, Math. Mech. Solids 19 (2014), 299-307.

J.A. Schouten, Ricci-calculus, Springer-Verlag Berlin Heidelberg, 1954.

M. Silhavy, Rank 1 convex hulls of isotropic functions in dimension 2 by 2, Math. Bohem. 126
(2001), 521-529.

V. Volterra, Sur I’équilibre des corps élastiques multiplement connexes, Ann. Sci. Ecole Norm.
Sup. Paris 1907 24 (1907), 401-518.

C.-C. Wang, On the geometric structures of simple bodies, a mathematical foundation for the
theory of continuous distributions of dislocations, Arch. Rat. Mech. Anal. 27 (1967), 33-93.
R. Weitzenbock, Invariantentheorie, ch. X111, Sec 7, Nordhoff, Groningen, 1923.

. A. Yavari and A. Goriely, Weyl geometry and the nonlinear mechanics of distributed point

defects, Proc. Roy. Soc. A 468 (2012), 3902-3922.


https://doi.org/10.1007/978-3-030-42683-5_6
https://doi.org/10.1007/978-3-030-42683-5_6

On the Homogeneity of Non-uniform )
Material Bodies G

V. M. Jiménez, M. de Leon, and M. Epstein

Contents

I 6115 T L1175 o) s H N 382
B € (0] 1507 0 N 385
3 Lie AIZebroids.......ooooiiii 390
4 Characteristic Distribution ...............oiiiii i 395
5 Material Groupoid and Material Distribution..................ocoooiiiiiiii . 403
(O & (075010743113 1 N 407
T EXAMPIE et 412
REfEIeNCES ... 415

Abstract To any simple body with a given smooth constitutive equation, a
groupoid, known as the material groupoid, can be associated naturally. When the
body is non-uniform, however, the material groupoid is generally not differentiable.
In such cases, the analysis can be based on a new differential geometric con-
struct called the material distribution, to which we can associate other physically
meaningful objects, such as a material foliation, with the help of which we have
the possibility to study and rigorously classify non-uniform bodies. Thus, the
material distribution and its associated singular foliation result in a rigorous and
unique subdivision of the material body into strictly smoothly uniform sub-bodies,
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laminates, filaments and isolated points. Furthermore, the material distribution
permits us to define a measure of uniformity of a simple body as well as more
general definitions of homogeneity for non-uniform bodies.

1 Introduction

The multifaceted relation between continuum mechanics and differential geometry
has a rich history, particularly apparent since the turn of the last century. Various
theories of elastic beams and shells had already required the use of the classical
results of differential geometry of curves and surfaces embedded in a Euclidean
space. The astonishing work of the Cosserat brothers anticipated certain aspects of
modern differential geometry in the style of Cartan. But the more intimate kinship
between the two disciplines can be said to have started in earnest after the Second
World War, when continuum mechanics found its own mathematical bearings and,
thanks to the work of various groups of like-minded scholars, it established its
foundations on a rigorous basis.

The most obvious link is provided by the very use of the word ‘continuum’,
which, just as in general relativity, is a physicist’s way to allude to a differentiable
manifold. In general expository texts, a material body B (the material continuum)
is identified with a connected 3-dimensional manifold (without boundary) that
can be covered with a single coordinate chart. Moreover, the setting (the space-
time continuum) is implicitly identified with an affine bundle over the real line,
with R? as its typical fibre and the orthogonal group as its structure group. A
configuration is regarded as an embedding of B in R3. One of the achievements
of the modern formulation [16] consists in showing that most of these limitations
can be removed without substantially affecting the physical content of the theory. In
[16], moreover, a consistent theory of stress is shown to emerge from a setting that,
in some aspects, mimics the differential geometric approach to Classical Mechanics,
the configuration space being identified with the infinite-dimensional manifold of
configurations.

In this chapter, however, we would like to highlight a different facet of the
relation between differential geometry and continuum mechanics. While as early as
1907 Volterra, working on multiple connected elastic bodies, had already provided a
characterization of certain defects, which we now call dislocations and disclinations,
two generations passed before theories of continuous distributions of such defects
were attempted. Some of the pioneers in this field were Kondo, Kroener, Frank,
Bilby, Nye and Eshelby, to name but a few. All of these people were well acquainted
with differential geometry and also had a keen awareness of the experimental results
pertaining to the identification of dislocations and of their motion. The macroscopic
phenomenon of metal plasticity was, in fact, correctly attributed to these causes.
Various differential geometric constructs were proposed to represent different types
of defects with great success.

A different approach, based on the epistemological stance that in a genuinely
continuum mechanical theory all the information about the material response should
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be encoded in the constitutive laws and nothing else, was proposed by Noll [15]
and extended by Wang [20] and Bloom [1]. Although many of the results obtained
by this school of thought were the same as those of its predecessors, there were
significant differences. One of these is the role played in Noll’s theory by the
material symmetry group, which may be a continuous group. Indeed, if all the
information about the material constitution is gathered from macroscopic response
functionals, the discrete symmetry groups of the underlying crystal lattices may be
enough to guarantee larger groups for the macroscopic material response, such as
full isotropy or transverse isotropy.

The main idea behind Noll’s approach is contained in the definition of material
isomorphism. If W denotes a constitutive variable (such as the Cauchy stress, or
the elastic energy per unit mass) and if the material is simple (in the sense that
only the first gradient F of the deformation is the relevant independent variable
for the material response), the constitutive equation at a point X € B is of the
form W = W (F, X). The particular form of this function depends on the reference
configuration chosen to express the deformation and its gradient. This freedom of
choice manifests itself in the fact that a change of reference configuration results,
at most, in the right action of the general linear group GI(3, R) on the independent
variable F. We may, therefore, say that a material response can be identified with
a whole orbit (in some space of functions) generated by this right action. Given
a reference configuration and two points, X and Y, in B, we say that they are
materially isomorphic if their constitutive functions belong to one and the same
orbit. In other words, X and Y are materially isomorphic if there exists a linear map
Pxy : TxB — Ty B such that

W(F,Y)= W(FPxy, X), (1)

for all deformation gradients F. A body is materially uniform if all its points are
mutually materially isomorphic.

The material isomorphism Pyy is, in general, not unique. Indeed, if Gy is a
material symmetry at X, and if Pyy is a material isomorphism, so is Pxy Gx.
Moreover, the material symmetry groups at X and Y are mutually conjugate, the
conjugation being obtained precisely by any material isomorphism Pyy. On the
basis of these facts, assuming the body to be smoothly uniform, Noll introduced
the notion of material parallelisms and their associated curvature-free material
connections, a concept further generalized by Wang in [20]. The presence of defects,
in the case of a discrete symmetry group, is measured by the non-vanishing of the
torsion of the unique material connection, a result identical to that obtained by
earlier formulations. In Noll’s terminology, the absence of defects coincides with
the notion of local homogeneity of the body. The case of continuous symmetry
groups requires the identification of other obstacles to integrability. The work of
Elzanowski et al. [4] presents a formulation of these ideas in the terminology of
G-structures.

In later developments, for general (not necessarily uniform) bodies, groupoids
and smooth distributions [9, 11, 13] were shown to be useful tools to express
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in geometrical terms the structure implied by the constitutive law. The material
groupoid $2 (B) over B of a simple material consists of all material isomorphisms P
for all pairs of body points X, Y. It follows from this definition that B is (smoothly)
uniform if, and only if, £2 (B) is a transitive (Lie) subgroupoid of /T 1 (B, B), where
! (B, B), called the 1-jets groupoid on B, is the Lie groupoid over B of all linear
isomorphisms between the tangent spaces Tx B and Ty B, for X, Y € B.

The main results of this chapter can be summarized as follows: In the general case
of non-uniformity, £2 (B) is not a Lie subgroupoid of I7 1 (B, B), and, in particular,
an associated Lie algebroid is not available. Instead, we have introduced the material
distribution A2T (B) (see [11] or [13]). A2T (B) is generated by the (local) left-
invariant vector fields on I7' (B, B) which are in the kernel of the tangent map T W
of W . Due to the groupoid structure, we can still associate two new objects with
ART (B), denoted by A2 (B) and A2% (B), as defined by the following diagram:

T
m' 3,3 P e (s,3)

-1
AQ(B) -~ o

-
-

rad #
B - AQ(B) > P(TB)

Here P (E) defines the power set of E, € (X) is the identity map of TxB and « :
IT' (B, B) — B denotes the source map of the groupoid.

By construction, the distributions A$27 (B) and A% (B) are integrable (in the
sense of Stefan [17] and Sussmann [18]), and they provide two foliations, F on
IT! (B, B) and F on B, such that §2 (‘B) is union of leaves of F. As a consequence,
we have that B can be covered by a foliation of some kind of smoothly uniform
‘sub-bodies’, called material submanifolds." The material distribution is also a tool
apt to provide a general classification of smoothly non-uniform bodies and Ms the
possibility to distinguish various degrees of uniformity. In addition, homogeneity
may be generalized in such a way that any simple body can be tested to be
homogeneous. A first step in this direction was taken in [10] where the authors
give a homogeneity condition for bundles and laminated bodies.

Next, we consider a more general situation. We study the problem from a
purely mathematical framework, since we are convinced that this analysis should
be relevant not only for its applications to continuum mechanics, but also for the
general theory of groupoids.

So, let ' € I be a subgroupoid of a Lie groupoid I" = M; notice that we
are not assuming, in principle, any differentiable structure on I". Even in that case,

we can construct a generalized distribution AT over I' generated by the (local)

IThese submanifolds are not sub-bodies in the usual sense of continuum mechanics [21], because
their dimensions are not necessarily equal to the dimension of B.
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left-invariant vector fields on I” whose flow at the identities is totally contained in
T This distribution AT will be called the characteristic distribution of T. Again,
due to the groupoid structure, we can still associate two new objects with AFT,
denoted by AT and AT analogously to the above diagram.

The paper is structured as follows: Sects. 2 and 3 are devoted to a brief
introduction to groupoids and algebroids, respectively. In particular we show, as
an example, the groupoid of 1-jets of local automorphisms on a manifold M.
In the next section we study the characteristic distribution, a general smooth
distribution associated with any subgroupoid of a Lie groupoid. Here we present
new interesting results which could be applied to different fields. There are also
new results describing deeper the characteristic distribution. Thus, in Sect. 5 we
apply this construction to the theory of simple bodies, generating in this way the so-
called material groupoid and material distribution. By using these two mathematical
objects we introduce the concept of graded uniformity of a simple body. Section 6
proposes a new definition of homogeneity for non-uniform bodies which generalizes
the known definition for smoothly uniform bodies. Some characterizations are given
related to the integrability of the material groupoid and the material distribution.
Finally, we study an example of non-uniform body in which the homogeneity is
checked.

2 Groupoids

In this section, we shall give a brief introduction to Lie groupoids. The standard
reference on groupoids is [14].2

Definition 1 Let M be a set. A groupoid over M is given by a set I" provided
with the following maps: «, B : I" — M (source and target maps, respectively),
€ : M — I (identities map), i : I' — I (inversion map) and - : I'(py — I
(composition law) where for each k € N,

Ty =11, g eI a(@)=B@ir), i=1,....k—1},
satisfying the following properties:

(1) o and B are surjective and, for each (g, h) € I'(2), we have

a(g-h)y=a), B(g-h)=pB(.
(2) Associativity of the composition law, i.e.,

g-(h-k)y=1(g-h)-k, V(g h k)eIg).

2For a short introduction, see [19] (written in Spanish). Other recommended references are [6] and
[22].



386 V. M. Jiménez et al.

(3) Forallg e I',

g €(@(@)=g=€(B(g) g
In particular,
ao€coa=a, PoeoB =24

Since o and B are surjective we get
aoe=1dr, Boe=Idr.
(4) Foreachg e I',

i(g)-g=¢€(x(g), g-i(g)=€(B(g).
Then,

aoi=pf, Boi=uq.

These maps «, B, i, € will be called structure maps. In what follows, we will denote
this groupoid by I =% M.

If I' is a groupoid over M, then M is also denoted by I'¢y and it is often identified
with the set € (M) of identity elements of I". I" is also denoted by I{j). The map
(o, B) : I' = M x M is called the anchor of the groupoid.

Remark 1 For pictorial purposes, it is always useful to think of a groupoid as a
set I' of arrows. Each arrow g € I has a source (or tail) and a target (or tip),
both of which belong to a set M of objects. Two projection maps, designated by
o and B, assign to each arrow g its source w(g) € M and its target S(g) € M,
respectively. The composition operation (also called product) can be applied only to
those pairs whose arrows are joined in a tip-to-tail fashion. That is, if g, h € I", and
if B(h) = a(g), and only in this case, there is a well-defined composition g - &, as
shown in Fig. 1. For each object X € M, there is a (unique) identity of unit arrow at
X, denoted by € (X), satisfying a(e (X)) = B(e(X)). Pictorially, every unit is a loop-
shaped arrow. Whenever these unit elements can be composed with other elements,
on the left or on the right, they do not affect the result. Finally, for each arrow g,
there exists an inverse arrow g~ ! such that «(g) = B(g~") and B(g) = a(g™"), and
such that g - g~' = €(B(g) and g~ - g = e(a(g)).

Now, we define the morphisms in the category of groupoids.

Definition 2 If I'1 = M, and I, == M) are two groupoids, then a morphism from
I = M to I, = M, consists of twomaps @ : I'1 — I» and ¢ : M| — M; such
that for any g1 € I

(P (g)) =¢ (@1 (),  f2(P(g1) =9 (B1(g1), (@)
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g h
. o
D
| : . alB
I I : M
ofh) = olg-h)
B(g) = Bg-h)
B(h) = odg)

Fig. 1 Schematic representation of a groupoid

where «; and B; are the source and the target map of I; = M;, respectively, for
i =1, 2, and such that @ preserves the composition, i.e.,

D(g1-h)=D(g1) D (h1), Y(g1,h1) € U1 -

We will denote this morphism by (@, ¢) or by @ (because, using Eq. (2), ¢ is
completely determined by @).

Observe that, as a consequence, @ preserves the identities, i.e., denoting by ¢; the
section of identities of I; == M; fori = 1, 2, we have

Doe; =€00¢.

Using this definition we define a subgroupoid of a groupoid I’ = M as a
groupoid I’ = M’ such that M’ € M, I’ C I' and the corresponding inclusion
map is a morphism of groupoids.

Remark 2 There is a more abstract way of defining a groupoid. A groupoid is a
“small” category (the class of objects and the class of morphisms are sets) in which
each morphism is invertible.

If ' == M is the groupoid, then M is the set of objects and I is the set of
morphisms. In this sense, we can think about a groupoid as a set M of objects and
a set I of invertible maps between objects of M. Then, for eachmap g € I', o (g)
is the domain of g, B (g) is the codomain g and i (g) is the inverse of g. For all
X € M, € (X) is the identity map at X and, finally, the operation - can be thought as
the composition of maps.

A groupoid morphism is a functor between these categories, which is a more natural
definition.

Now, we present the most basic examples of groupoids.
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Example 1 A group is a groupoid over a point. In fact, let G be a group and e the
identity element of G. Then, G = {e} is a groupoid, where the operation of the
groupoid, -, is just the operation in G.

Example 2 For any set M, we can consider the product space M x M. Then M x M
has a groupoid structure over M such that

X, Y)-(Z,X)=(Z,Y),

for all X,Y,Z € M. The groupoid M x M = M is said to be the pair groupoid
of M.

Note that, if I" = M is an arbitrary groupoid over M, then the anchor (¢, ) : I’ —
M x M is a morphism from I" = M to the pair groupoid of M.

Next, we introduce the notion of orbits and isotropy group.

Definition 3 Let I” = M be a groupoid with « and § the source map and target
map, respectively. For each X € M, we denote

ry=p"'xna (),

which is called the isotropy group of I' at X. The set
o) =g X)) = (87 0),

is called the orbit of X, or the orbit of I" through X.

IfO(X) = M for all X € M, or equivalently if (o, 8) : I’ — M x M is a
surjective map, then the groupoid I" = M is called transitive.

Furthermore, the preimages of the source map « of a groupoid are called o-
fibres. Those of the target map B are called B-fibres. We will usually denote the
a-fibre (resp. B-fibre) at a point X by I'y (resp. I"X).

Definition 4 Let I” == M be a groupoid with o and § the source and target map,
respectively. We may define the left translation by g € I" as the map L, : re®
'B® given by

h— g-h.
Similarly, we may define the right translation on g, Rg : I'g(g) — Tu(g)-
Note that,
ldpx = Lex)- 3)

So, for all g € I', the left (resp. right) translation on g, L, (resp. Ry), is a bijective
map with inverse L;(g) (resp. R;(s)), where i : I" — I is the inverse map.

Different structures (topological and geometrical) can be imposed on groupoids,
depending on the context we are dealing with. We are interested in a particular case,
the so-called Lie groupoids.
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Definition 5 A Lie groupoid is a groupoid I" == M such that I" and M are smooth
manifolds, and all the structure maps are smooth. Furthermore, the source and the
target maps are submersions.

A Lie groupoid morphism is a groupoid morphism which is differentiable.

Definition 6 Let I" = M be a Lie groupoid. A Lie subgroupoid of I’ =% M is a Lie
groupoid I'" = M’ such that I’ and M’ are submanifolds of I" and M, respectively;
and the pair given by the inclusion maps jr : I'' < I' jy : M’ < M becomes a
morphism of Lie groupoids.

Observe that, taking into account that o« o € = Idy; = B o €, we conclude that € is
an injective immersion.

On the other hand, in the case of a Lie groupoid, Ly (resp. Rg) is clearly a
diffeomorphism for every g € I".

Example 3 A Lie group is a Lie groupoid over a point.
Example 4 Let M be a manifold. The pair groupoid M x M = M is a Lie groupoid.
Next, we will introduce an example which will be fundamental for our treatment.

Example 5 Let M be a manifold, and denote by I7 L (M, M) the set of all vector
space isomorphisms Lyy : TxM — TyM for X,Y € M or, equivalently, the
space of the 1-jets of local diffeomorphisms on M. An element of IT! (M, M) will
by denoted by j )l(’yl//, where ¥ is a local diffeomorphism from M into M such that

v (1)'([ )1 (_AZM) can be seen as a transitive groupoid over M where, forall X,Y e M
and j)l(’ylﬁ, j)l,’ztp e ! (M, M), we have
() @ (jkyv)=x
i) B(jky¥) =Y
(i) Jjy 9 Jxy¥ =Jxz (@o¥)
This groupoid is called the 1-jets groupoid on M. In fact, let (x') and (y/) be local

coordinate systems on M sets U, V € M. Then, we can consider a local coordinate
system on IT! (M, M) given by

m'w. vy (x v ). )
where, for each j}(’yw ern! u,v)
o x5 (ky¥) =5 (0,
o v (yv) = .

o (i) = 2020

X

Using these coordinates one can easily check that IT' (M, M) is a transitive Lie
groupoid.
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3 Lie Algebroids

3.1 Introduction

As an algebraic structure, a groupoid can be colourfully described as a group ‘on
steroids’. Indeed, a group can be regarded as the particular case of a groupoid
whose set of objects M is a singleton. All the elements of a group can be mutually
composed (multiplied) and there is a single, uniquely defined, unit element e. In
a general groupoid I" == M, however, M is an arbitrary set, but, except for the
totally intransitive case, I" is not just the union of its individual vertex groups. The
elements of I" are ‘arrows’ that may have different sources and targets. Arrows can
be composed only if they satisfy the extra condition of being in tandem, tip-to-tail
fashion. Moreover, rather than a single unit element, each element X of the set of
objects M carries its own (unique) unit € (X), an arrow in the form of a loop, so to
speak.

Recall that a Lie algebra is a vector space endowed with an antisymmetric binary
operation called a Lie bracket. Lie algebras are defined independently from groups,
but the fundamental work of Sophus Lie (1842-1899) demonstrated the intimate
connection that exists between Lie algebras and Lie groups, that is, groups that are
also manifolds in which the operations of multiplication and inversion are smooth.

The Lie algebra of a Lie group represents an infinitesimal version of the latter in
a precise sense. Its underlying vector space can be identified with the tangent space
of the Lie group at the unit element. The vehicle to this identification is provided by
the notion of left- (or right-) invariant vector fields on the Lie group. Similarly,
the concept of a Lie algebroid can be introduced independently and eventually
related to the notion of Lie groupoid. As an infinitesimal version of the latter,
however, it involves certain tangent spaces to the groupoid I" at each of its unit
elements. Again, these notions are intermediated via left- (or right-) invariant vector
fields on the groupoid. As everything else pertaining to groupoids, these notions
acquire a further degree of sophistication as compared with their group counterparts.
Although certainly premature for this introduction, we take the liberty of depicting,
in Fig. 2, a schematic drawing that may serve as an intuitive basis for a mental
representation of the concepts that will be advanced below in a more precise fashion.

Fig. 2 A preliminary mental
picture of the Lie algebroid 3
of a Lie groupoid I” (right) as

B-fibres of I

compared with the Lie e (M)
algebra g of a Lie group § Vs

(left). The B-fibre at X € M g

is the collection of all the e 3
arrows arriving at X 9
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3.2 Definition

Let 7 : A — M denote a vector bundle over a base manifold M, and let I" (A)
denote the space of its smooth global sections o : M — A. A Lie algebroid
structure on this vector bundle is obtained by specifying a bilinear bracket operation
[,-]: "' (A) xI" (A) - I' (A) and a vector-bundle morphism ff : A — T M, called
the anchor map. These maps must satisfy the following properties:

1. Skew-symmetry:

[p,0]=—lo, p] Vo,0 € I'(A). &)
2. Jacobi identity:
(o, lo, Tl + [z, [p,oll + [0, [T, p]] =0 Vp,o0,t €' (A). (6)
3. Consistency:
[p, 01 =[p*,0*]  Vp,0 €l (A). (7
4. Leibniz rule:
[0, fol=flp,ol+p"(f) o Vp,0 €l (A),fecC®M). ®)

Remark 3 The first two properties are self-explanatory. The third property can be
shown to be a consequence of the other ones. For compactness of notation, we have
indicated by p” the image fi (p) € I" (T M) of the section p € I" (A). Moreover, the
bracket appearing on the right-hand side of (7) is the ordinary Lie bracket of vector
fields in T M. The fourth property requires some further clarification, as it displays
the reason behind the need for an anchor map. In an arbitrary vector bundle, there is
in principle no canonical action of the vectors in the bundle on a smooth real-valued
function f € C°° (M) defined on the base manifold M. It is only in the tangent
bundle T M that such an action exists, providing us with the directional derivative
v (f) of f in the direction of v e TM.

A Lie algebroid is transitive if the anchor map f is surjective. It is fotally
intransitive if the anchor is the zero map (assigning to each vector in A the zero
tangent vector at the corresponding point of the base manifold). The reason for this
terminology will become apparent later.
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3.3 The Lie Algebroid of a Lie Groupoid
3.3.1 The B-Bundle

Consider the disjoint union " of all the B-fibres of a Lie groupoid I', that is,

™ — U rx. )

XeM

This set, which we call the S-bundle, can be regarded as a fibre bundle over the base
manifold M with projection . In terms of arrows, "™ looks like a spider colony,
each fibre I'X being a spider with legs arriving at X and issuing from some point
Y € M, as shown schematically in Fig. 3 [10]. Notice that the total set of this fibre
bundle is the same as the total set of the original transitive groupoid I". They both
consist of the set of all arrows.

3.3.2 Left-Invariant Vector Fields on a Lie Groupoid
Remember that, in any groupoid I" == M we can define the concept of left
translation. In fact, for each g, h € I" such that 8 (h) = « (g), the left translation of
h by g is given by
Lg (h) = gh. (10)
A vector field ® : I' — T 1T on I is left-invariant if
TLe(®(h) =06 (Lg (h)) Vg, hel. (11)

Of necessity, a left-invariant vector field must be B-vertical, that is, it must dwell on
the tangent spaces of the B-fibres of I' = M.

Fig. 3 The B-bundle I'¥ as a spider colony
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A left-invariant vector field on a Lie groupoid is completely determined by its
values at the unit elements € (X), for all X € M. Indeed, Eq. (11), we obtain

TL(O(coa(g)) =0 (Lg(coa(g)) =0 (gleca(®)=0(. (12

Recall that, given any smooth vector field ® on a manifold M, the fundamental
theorem of the theory of ODEs guarantees the existence and uniqueness of maximal
smooth integral curves defined at each point of M. If y, = yy (¢) is the integral
curve containing the point x € M, the curve parameter can be adjusted by a mere
translation such that y, (0) = x. By definition of integral curve, we have

dyx (1)

6 ()=~ .
t=0

(13)

Moreover, every smooth vector field acts as the infinitesimal generator of a local
flow go,@. For each t in a certain interval of R containing the origin, <p[@ is a
diffeomorphism of M defined by the prescription

0f (x) =y (1) (14)

Clearly, o = Idy and ¢%, = (¢? )71. Applying these concepts to Eq. (11) we
obtain the result of the following lemma:

Lemma 1 A (B-vertical) vector field ® on a Lie groupoid is left-invariant if, and
only if, its local flow commutes with left translations, that is,

Lgog® (W) =g oLy (h), (15)

forall g, h such that « (g) = B (h).

3.3.3 The Associated Lie Algebroid

After the foregoing properties of left-invariant vector fields on a Lie groupoid
I’ = M have been established, we introduce the vector bundle w : A’ — M
whose fibre at each X € M is the tangent space to the S-fibre of I" at the identity
€ (X). It is clear that a section of this vector bundle corresponds exactly to a left-
invariant vector field on I". Since each map L is a diffeomorphism between two
B-fibres, and since the left-invariant vector fields are tangent to these fibres, it
follows from Lemma 1 that the ordinary Lie bracket between two left-invariant
vector fields is again left-invariant. Therefore, given two sections of AI", we can
define a Lie algebroid bracket operation by considering the Lie bracket of the
corresponding vector fields in I" and then considering its value at the unit section.
To complete the determination of the Lie algebroid associated with the Lie
groupoid I, we declare the anchor map to be given by the restriction Ax of
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Fig. 4 Intuitive view of the Lie algebroid of a Lie groupoid. The identity € (X) is drawn as a solid
arrow, while elements in its vicinity are drawn as dashed arrows. The anchor map assigns to each
dashed arrow the Ming between its tail and X

Ta : TI' - TM to AI'. An intuitive idea of the anchor map (and of the meaning
of the Lie algebroid) can be gathered from Fig. 4. Starting from the identity loop-
like arrow at a point X € M, we explore its vicinity in I" by keeping the tip of the
arrow fixed at X, so as to stay always in the same S-fibre I'X. If we keep the tail
of the arrow also at X (that is, if we explore just the loop-like neighbours), we are
clearly moving within the vertex group at X. As a result, we recover the Lie algebra
of this vertex group. In the case of the material groupoid £2 (B) introduced above,
we obtain the Lie algebra of the material symmetry group at X.

Let us further explore the vicinity of the unit € (X) by considering an arrow h
with its tip at X, but with its tail elsewhere, at say X +d X. The differential projection
o (h) — o (e (X)) is precisely d X. Thus, intuitively enough, we see how the map A«
acts as the anchor of the algebroid. We see, moreover, that the Lie algebra of the
vertex group at X is precisely the kernel of the anchor at X. Finally, if A«x is a
surjective map, there are arrows between X and every point in an M neighbourhood
of X in M. This picture perfectly justifies the terminology introduced above for
transitive and totally intransitive algebroids. In the case of the material groupoid
£2 (B) we conclude that a smoothly uniform body has a transitive material Lie
algebroid.

Example 6 A Lie algebra is a Lie algebroid.
Example 7 Let M be a manifold. The tangent TM = M is a Lie algebroid.
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4 Characteristic Distribution

This section is devoted to construct the so-called characteristic distribution. This
object arises from the need of working with a groupoid which does not have a
structure of Lie groupoid. In fact, this object endows the groupoid with a kind of
‘differentiable’ structure. For a detailed study of the characteristic distribution, see
[13].

Let I' = M be a Lie groupoid and T" be a subgroupoid of I" (not necessarily a Lie
subgroupoid of I") over the same manifold M. We will denote by @, B, € and i the
restrictions of the structure maps of I" to I (see the diagram below),

M

.. . . . —T
where j is the inclusion map. Now, we can construct a distribution AI"" over the
manifold I" in the following way:

r

—T
gel > AT, <T,I,

such that AFZ is generated by the (local) left-invariant vector fields ® € X, (I')
whose flow at the identities is totally contained in T, i.e.,

(i) ® istangent to the B-fibres,
O(g) e Tgrﬁ(g)’

for all g in the domain of ®.
(i) @ is invariant by left translations,

O (&) = Te(a(e)Lg (O (e (@ (8)))) .

for all g in the domain of ©.
(iii) The (local) flow (p,@ of ® satisfies

0? (e (X)) €T,

forall X e M.

Notice that, the set of local vector fields on I" satisfying (i), (i1) and (iii) is not empty.
In fact, the zero vector field fulfils these conditions. It is remarkable that condition
(iii) is equivalent to the following:
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(i)’ The (local) flow ¢ of @ at g is totally contained in T, forall g € T.

Then, roughly speaking, AT is generated by the left-invariant vector fields whose
flows cannot cross . The distribution AT is called the characteristic distribution
of T.

For the sake of simplicity, we will denote the family of the vector fields which
satisfy conditions (i), (ii) and (iii) by C. The elements of C will be called admissible
vector fields.

By using the structure of groupoid of I' and I", we can construct a smooth

distribution AT on M and a generalized vector bundle AT such that for each
X € M, the fibres are defined by

— —T
Afgi( = Te(x)a (Afx) .

Therefore, the following diagram is commutative:

—T
r—AL ., o)
//7
€ AT, -~ To
AT

M ——— P(TM)

where P (E) defines the power set of E.

The distribution AT is called base-characteristic _distribution of T. It is
remarkable that both distributions are characterized by Al in the following way:

_T J—
ATy = TewgyLg (AT a(p) . V8 € T
Summarizing, associated with T, we have three mathematical objects AT, AFT

and AT Next, let us describe the importance of these objects. ,
Consider a left-invariant vector field ® on I whose (local) flow go,@ at the

. e . .= e —T . . .
identities is contained in I". Then, the characteristic distribution A" is invariant
by the flow <pl@, i.e., forall g € I and ¢ in the domain of gp? we have

—T —T
Top® (AFg) = ATy - (16)

Consider an arbitrary v, = 7 (g) € AF; with 7 € C. Then,
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6 0 9
Tooy” (v5) = oo (T (9) = 500 (e 000 @),

where ¢ is the flow of 7.
Let us consider the (local) vector field on I" given by

g ={(e) Ty =Tye 40 (T (6%, (W)).
Obviously, & € C (the flow of Z is given by (pt(') o (pr o (p?,). Furthermore,
ngot@ (vg) =& ((p—@t (g))

So, T,p? (AF?) c AF(Z@ (¢)- The other content is proved in an analogous way.

Thus, AT is invariant by the generating family of vector fields C. Now,
let us recall a classical theorem, due to Stefan [17] and Sussmann [18], which
characterizes the integrability of singular distributions.

Theorem 1 (Stefan—-Sussmann) Let D be a smooth singular distribution on a
smooth manifold M. Then the following three conditions are equivalent:

(a) D is integrable.

(b) D is generated by a family C of smooth vector fields, and is invariant with
respect to C.

(c) D is the tangent distribution DY of a smooth singular foliation F.

Hence, there exists a foliation JF on I' which integrates AFT, i.e., at each point
g € I the leaf F (g) at g satisfies that

= —=T
T,T () = AT ,.

The set of the leaves of F at points in I is called the characteristic foliation of T .
Note that the characteristic foliation of I" does not define a foliation on I" because

T is not necessarily a manifold.
We already have the following result:

Theorem 2 Let I' = M be a Lie groupoid and T be a subgroupoid of I" (not
necessarily a Lie groupoid) over M. Then, there exists a foliation I of I' such that
I’ is a union of leaves of J.

In this way, T, w_hich is not a manifold, has some kind of ‘differentiable’ structure
via the foliation .
Let us highlight the following assertions:

(i) Foreachg e T, then

?(g) C Fﬂ(g).
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(i) Foreach g, h € I such that @ (g) = B (h), we have
Flg-h=g-Fh.

(iii) Let @ € Xj,c (I') be a left-invariant vector field on I". Then, @ € C if, and
only if,

O € X(T®). (17)

for all g in the domain of ®

The construction of the characteristic distribution imposes some condition of
maximality.

Corollary 1 Let G be a left-invariant Jfoliation of I' such that T is a union of leaves
of G. Then, the characteristic foliation F is coarser than G, i.e.,

S(g) ST (g), VgeT.

Proof Let D be the family of (local) vector fields tangent to the foliation . Then,
restricting to the identities and generating by left invariance we obtain a new family
of (local) vector fields generating the tangent distribution to the foliation S. In fact,
this family is obviously a subset of C (the family of admissible vector fields).

Particularly, FX is a submanifold of I' for all X € M if, and only if, FX =
F (e (X)) forall X € M.

Analogously, the base-characteristic distribution AT is integrable. Its associated
foliation F of M will be called the base-characteristic foliation of T .

Let us apply these results to a particular example. Let M be a manifold and M x M
the pair groupoid (Example 2). Then, any transitive subgroupoid of M is the pair
groupoid N x N of asubset N € M. Then, using Theorem 2 we have the following
result:

Theorem 3 Let M be a manifold and N be a subset of M. Then, there exists a
maximal foliation F of M such that N is union of leaves.

Proof Let N x N =2 N be the transitive pair groupoid of N. We may consider
a (generally intransitive) subgroupoid [(M — N) x (M — N)]U[N x N] = M of
M x M = M,where M — N is the subset of M consisting of the points at M outside
N. So, we may consider F and 7 its characteristic foliation and base-characteristic
foliation, respectively.

Then, for each X € N we have that

F(X,X)C N x {X}.
In fact, it satisfies that

F(X,X)=TF(X) x {X}. (18)
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Hence, N is the union of the leaves of the base-characteristic foliation at points of
N and we already have our foliation. Let us now study the condition of maximality
of the foliation.

Let G be another foliation of M such that N is union of leaves. Then, for each
(X,Y) € M x M we may define

S(X,Y)=G(X) x {r}.

Then, the family § = {§ (X, V)}x,vyemxm defines a left-invariant foliation of
M x M such that [(M — N) x (M — N)] is union of leaves. Thus, the maximality
condition of the characteristic foliation (Corollary 1) ends the proof.

Notice that the maximal foliation given in Theorem 3 permits us to endow N with
differential structure which generalizes the structure of manifold. Indeed, N is a
submanifold of M if, and only if, N consists of just one leaf of the foliation.

Let ® be an admissible vector field of the subgroupoid [(M — N) x (M — N)] U
[N x N] = M. Then, the projection

=TaoBoe

on M is a vector field on M such that its flow at point of N is confined in N.
Conversely, any vector fields & whose flows at point of N is inside N may be lifted
to an admissible vector field ® by imposing that

OX,Y)=(0(X),0)e TxM x TyM, VX,Y € M. (19)

Thus, the foliation given in the Theorem 3 can be described by the vector fields on
M whose flow at points of N is contained in N.

Example 8 Let ~ be an equivalence relation on a manifold M, i.e., a binary relation
that is reflexive, symmetric and transitive. Then, define the subset O of M x M given
by

0:={X,Y) : X ~Y} (20)

Then, O is a subgroupoid of M x M over M. In fact, this fact is equivalent to the
properties of being reflexive, symmetric and transitive. For each X € M, we denote
by Ox to the orbit around X,

Ox:={Y : X~Y}
Notice that the orbits divide M into a disjoint union of subsets. However, these are
not (necessarily) submanifolds.
On the other hand, the base-characteristic foliation gives us a foliation F of M such

that

F(X) €Oy, VX € M.
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This foliation is maximal in the sense that there is no any other coarser foliation of
M whose leaves are contained in the orbits (see Theorem 4 and Corollary 4).

Another example give rise to the so-called material distributions. This example will
be presented in the next section.

Next, the groupoid structure is used to endow the leaves of J (X) with a Lie
groupoid structure. First, by using the foliated atlas associated with F and F, we
can prove the following result:

Proposition 1 Ler I' = M be a Lie groupoid and T be a subgroupoid of T’
with F and F the characteristic foliation and the base-characteristic foliation of
I, respectively. Then, for all X € M, the mapping

UFex)) Fe (X)) = F(X),

is a surjective submersion.
As an interesting consequence we have the next corollary.

Corollary 2 Let I' = M be a Lie groupoid and T be a subgroupoid of I'. Then,
the manifolds F (e (X)) N I'x are Lie subgroups of F)‘;{ forall X € M.

Another interesting consequence is that we can improve Corollary 1

Corollary 3 Let § be a foliation of I such that T is a union of leaves of G and
S cr’® vger.

Then, the characteristic foliation F is coarser than § ie.,
S ST, Vgel.

Proof Letus consider D as the family of (local) vector fields tangent to the foliation
9.Fix g € I and v, € T,G (g). We may assume that there exists & € D such that

O (g) = v,. 2D

By using Proposition 1, we may have a local section o, of % Feale)) - 8-

F(e (o (&) — F(x(g)) with og ( (g)) = g. So, we will define the following
(local) left-invariant vector field ¢ on g - F(e (o (2))) characterized by

T% (e (V) = Toy,(r) Loy vy (O (0 (V) - (22)

Thus, the flow of 7% is given by

o™ () = - (o () ™") - 0 (o (@ ()
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Hence, 7% generates an admissible vector field. Furthermore,
Y% (g) = O (g) = vy,

. —T
Le., vy € AFg.

Notice that, taking into account this result, we may “relax” conditions of the family
of admissible vector fields. In fact, the characteristic distribution is generated by the
(local) vector fields ® € Xj,. (I") such that

(1) O is tangent to the B-fibres,
O (g) € T I'P®,

for all g in the domain of ©.
(ii) The (local) flow ¢ of @ satisfies

o @ €T,
forallg e I.

Let us now construct an algebraic structure of a groupoid over the leaves of J.
We will ci)nsiger the groupoid I" (F (X)) generated by F (¢ (X)) by imposing that
forall g, h € F (e (X)),

geTEFW).

g8 L h
Notice that,
FeX)=F(h)=h-F(e(x(n))).
Therefore,
F(RT) =0T ) =T (e (@)
On the other hand, letbe 7 € F (¢ (a (h))). Then,

Fh-t)=h-F({)=h-F(e(x(h))) =T (eX).

ie., h-7 € F(e(X)) and, hence, 7 can be written as it g withg € F(e (X)).
Thus, we have proved that

F(e (a (k) c T (F (X)),
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forall i € F (e (X)). In fact, by following the same argument we have that
T (F (X)) = Ugeexy T (€ @ @))). (23)

i.e., I (F (X)) can be depicted as a disjoint union of fibres at the identities.

Let us now show that " (F (X)) is, in fact, a subgroupoid of T". Consider two
arbitrary elements g, h € T (¥ (X)) with & (1) = B (3). Then, we may assume
that we are in one of the following options:

(i) g.h € F(e (X)). Then,

Fh-g)=h-F@=h-FEX)=Th)=TF(X)).

ie,h-geF(e(X) CT (FX).
(i) g7, 7 € F(e (X)). Then,

Fh-g)=h-F@=h-FPB@)=TFh)=TF(X)).
So,i-g € F(e (X)) C T (F(X)).
(i) 3,7 € F(e (X)),

Fh-3)=h-F@=h-FeX)=F(h)=F(e(B(n))).

Hence, - g € F (e (B (h))) C T (F (X)) (see Eq. (23)).

It is important to note that T (F (X)) may be equivalently defined as the smallest
transitive subgroupoid of I" which contains J (e (X)). Observe that the B-fibre of
this groupoid at a point ¥ € F (X) is given by F (¢ (Y)). Hence, the a-fibre at Y is

F e (V) =ioF(e(Y)).
Furthermore, the Lie groups F(e(Y)) N Iy are exactly the isotropy groups of

T (F(X)). All these results imply the following one ([13]):

Theorem 4 For each X € M there exists a transitive Lie subgroupoid T (F (X))
of I" with base F (X).

Proof Letbeg € I (F(X)). Then, by Proposition 1, the restriction

g (51
BT (37') =T, (24)

) L ) —1 - ) ) :
is a surjective submersion, where F (g_l) =ioF (g_]). Using this fact, we will

endow with a differentiable structure to I" (F (X)). Letbe g € T" (F (X)). Consider

—1 . - _
og:U—->F (3 1) a (local) section of ;3'?71(?1) such that o5 (B (g)) = &.
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On the other hand, let {®;};_, be a finite collection of vector fields in € such that

[ (€ (o (3))}_, is a basis of AT,

! e(a(g))- Then, a local chart over g can be given
y

0 : WxU —Tcrl
Qr oL — s
(t1, .o tr, Z) > 0g (Z) - [9 009 (¢ (@ ()]

where (p,@l is the flow of ©@'. These local charts are enough to prove that the
restrictions of the source and target maps are submersions.

So, we have divided the manifold M into leaves JF (X) which have a maximal
structure of transitive Lie subgroupoids of I".

Corollary 4 Let G be a foliation of M such that for each X € M there exists a
transitive Lie subgroupoid I' (X) of I" over the leaf G (X) contained in I". Then,
the base-characteristic foliation F is coarser than G, i.e.,

FX)SGX), VX e M.
Furthermore it satisfies that
rX)cr FX)).

Proof Let G be a foliation of M in the condition of the corollary. Then, we consider
the family of manifolds given by the B-fibres I (X)X . Then, by left translations we
generate a foliation of I" into submanifolds. By using Corollary 3 we have finished.

As a particular consequence we have that: T is a transitive Lie subgroupoid of T’
if,andonly if, M = F (X)) and I' = I" (F (X)) for some X € M.

Remark 4 This construction of the characteristic distribution associated with a
subgroupoid I of a Lie groupoid I" generalizes the known correspondence between
Lie groupoids and Lie algebroids. Indeed, AT is the associated Lie algebroid with
T if T is a Lie subgroupoid of I".

5 Material Groupoid and Material Distribution

In this section we will apply the results of Sect. 4 to the case of continuum
mechanics. First, let us fix the fundamental notions.

A body B is a 3-dimensional differentiable manifold which can be covered with just
one chart. An embedding ¢ : B — R3 is called a configuration of B and its 1-jet
j )1( " X)¢> at X € B is called an infinitesimal configuration at X. We usually identify
the body with any one of its configurations, say ¢, called reference configuration.
Given any arbitrary configuration ¢, the change of configurations k = ¢ o ¢, Uis
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called a deformation, and its 1-jet j (;0( X),0(0)K is called an infinitesimal deformation
at ¢o (X).

In the case of simple bodies, the mechanical response of the material is characterized
by one function W which depends, at each point X € B, on the gradient of the
deformations evaluated at the point. Thus, W is defined as a differentiable map

W' (B, B) -V,

which does not depend on the final point with respect to the reference configuration,
ie,forall X,Y, Zc B

w (j}(,qu) —W (j}(’z (¢(;1 0Tz yodpo ¢))  Yikyd eI (B, B), (25

where V is a real vector space and T, is the translation map on R3 by the vector
v. This map is called mechanical response. There are other equivalent definitions
([4, 5, 9] or [12]) of this function . We will use this definition for convenience.
Now, consider a situation in which an M neighbourhood of a point ¥ € B
is diffeomorphic to an M neighbourhood of another point X € B such that the
diffeomorphism cannot be detected by a mechanical experiment. Then, roughly
speaking, we will say that ¥ and X are made of the same material. In the case when
this property is satisfied for any point in B we will say that the body is uniform.

Definition 7 A body B is said to be uniform if for each two points X, Y € B there
exists a local diffeomorphism v from an M neighbourhood U € B of X to an M
neighbourhood V C B of Y such that ¢ (X) = Y and

14 (j)lf,x(y)" ’ j}l(,Yw) =W (j)lf,;cw)") ) (26)

for all infinitesimal deformation j} (k- The 1-jet j)l( y ¥ is called a material
isomorphism.

Let us now consider the family of all material isomorphisms denoted by §2 (B). It
is a straightforward exercise to prove that §2 (B) has a natural groupoid structure by
using the composition of 1-jets as the composition law of the groupoid. A material
isomorphism from X to X is said to be a material symmetry. We will denote the
structure maps of the material groupoid $2 (B) by @, E, € and 7, which are, indeed,
the restrictions of the corresponding ones on IT! (B, B).

2 (B) is a subgroupoid of the Lie groupoid of the 1-jets IT' (B, B). However,
2 (B) is not necessarily a Lie subgroupoid of IT! (B, B) (see the examples below)
and, hence, we are in the conditions of Sect. 4.

Taking into account the continuity of the mechanical response W, we have that
for any X € B the group of material symmetries §2 (B)§ is a closed subgroup of
! (B, B)? So, it follows that:
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Proposition 2 Let B be a simple body. Then, for all X € B the set of all material
symmetries §2 (B)§ is a Lie subgroup of IT" (B, B)§.

Notice that this result does not imply that £2 (B) is a Lie subgroupoid of IT! (B, B).
This is a consequence of the fact that S-fibres of £2 (B) could have different
dimensions.

Now, let us express the uniformity as a known property of Lie groupoids.

Proposition 3 Let B be a body. B is uniform if, and only if, §2 (B) is a transitive
subgroupoid of IT' (B, B).

Next, we will consider another (slightly more restrictive) notion of uniformity.

Definition 8 A body 3B is said to be smoothly uniform if for each point X € B there
is a neighbourhood U around X such that for all Y € U and j}’ x® € £2 (B) there

exists a smooth field of material isomorphisms P at X from € (X) to j} @

Observe that a smooth field of material isomorphisms P at X is just a (local)
differentiable section of the restriction of @ to 2% (B)

X 2% (B) > B.

The existence of these smooth fields of material isomorphism can be equivalently
expressed by saying that @* is a surjective submersion. Immediately, we can prove
that smooth uniformity implies uniformity.

It is obvious that B is smoothly uniform if, and only if, for each two points X, Y € B
there are two M neighbourhoods U,V € B of X and Y, respectively, and P :
U xV — 2(B) € ' (B, B), asmooth section of the anchor map (, B). When
X =Y we can assume that U = V and P is a morphism of groupoids over the
identity map, i.e.,

P(Z,T)=P[R,T)P(Z,R),VT,R,Z e U.

So, we have the following corollary of Proposition 2:

Corollary 5 Let B be a body. B is smoothly uniform if, and only if, 2 (B) is a
transitive Lie subgroupoid of IT' (B, B).

Remark 5 Let © be an admissible left-invariant vector field on IT! (B, B) (see
Sect. 4), i.e., 9@ (e (X)) € 2 (B) for all X € B. Then, for all g € IT! (B, B),
we have that

0

— (W (¢ (9))

TW(O () = -

0

a
= o (W (e ¢ (@)

0

=0.

=5 W@|
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Therefore,
TW(®)=0. 27

The converse is proved in the same way.

So, the characteristic distribution A2 (B)” of the material groupoid is generated
by the left-invariant vector fields on I7! (B, B) which are in the kernel of TW.
This characteristic distribution will be called material distribution. The base-
characteristic distribution A2 (B)Ii will be called body-material distribution. Let
us recall that the left-invariant vector fields on IT! (B, B) which satisfy Eq. (27) are
called admissible vector fields and the family of these vector fields is denoted by C.

Denote by 5"(6 (X)) and F (X) the foliations associated with the material distri-
bution and the body-material distribution, respectively. For each X € B, we will
denote the Lie groupoid £2 (B) (F (X)) by £2 (F (X)).

Notice that, strictly speaking, in continuum mechanics a sub-body of a body
B is an M submanifold of B but, here, the foliation J gives us submanifolds of
different dimensions. So, we will consider a more general definition so that, a
material submanifold (or generalized sub-body) of B is just a submanifold of B.
A generalized sub-body P inherits certain material structure from B. In fact, we
will measure the material response of a material submanifold P by restricting W to
the 1-jets of local diffeomorphisms ¢ on B from P to P. However, it easy to observe
that a material submanifold of a body is not exactly a body. See [11] for a discussion
on this subject.

Then, as a corollary of Theorem 4 and Corollary 1, we have the following result:

Theorem 5 Forall X € B, 2 (F (X)) is a transitive Lie subgroupoid of IT' (B, B).
Thus, any body B can be covered by a maximal foliation of smoothly uniform
material submanifolds.

Notice that, in this case “maximal” means that any other foliation § by smoothly
uniform material submanifolds is thinner than &, i.e.,

(X)) S TF(X), VX € B.

Remark 6 Imagine that there is, at least, a 1-jet g € 2% (B) for some X € B such
that

g ¢ TF(e(X)).

Then, we are not including g inside any of the transitive Lie subgroupoids
£2 (F(X)). Thus, these material isomorphisms are being discarded.
Nevertheless

F(@ =g F(e(@(®)), (28)
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and, indeed,_?r (e (x (g))) is contained in £2 (F (« (g))), i.e., using Eq. (28), we can
reconstruct F (g).

Finally, using the body-material distribution, we will be able to define a more
general notion of smooth uniformity. This notion was introduced in [10]. We will
end up using the foliation by uniform sub-bodies to interpret it over the material
groupoid.

Definition 9 Let be a body B and a body point X € B. Then, B is said to be
uniform of grade p at X if A2 (B)g( has dimension p. B is uniform of grade p if it
is uniform of grade p at all the points.

Note that, smooth uniformity is a particular case of graded uniformity. In fact,
B is smoothly uniform if, and only if, B is uniform of grade n. Equivalently, B is
uniform of grade 3 if, and only if, A$2 (B)§( has dimension 3 for all X € B, i.e.,
there exists just one leaf of the material foliation equal to B. Hence, the material
groupoid £2 (B) is a Lie subgroupoid of IT! (B, B) whose B-fibres integrate the
material distribution.

Corollary 6 Let be a body B and let X € B be a body point. B is uniform of grade
p at X if, and only if, the uniform leaf ¥ (X) at X has dimension p.

Corollary 7 Let B be a body. B is uniform of grade p if, and only if, the body-
material foliation is regular of rank p.

It is important to highlight that the body-material foliation has certain condition
of maximality. In fact, suppose that there exists another foliation G of B by smoothly
uniform material submanifolds. Then, for all X € B we have that

S(X)CTF(X), VX € B.

So, we have the following results:

Corollary 8 Let be a body B and let X € B. B is uniform of grade greater or
equal to p at X if, and only if, there exists a foliation G of B by smoothly uniform
submanifolds such that the leaf' G (X) at X has dimension greater or equal to p.

Corollary 9 Let B be a body. B is uniform of grade p if, and only if, the body can
be foliated by smoothly uniform material submanifolds of dimension p.

6 Homogeneity

This section is devoted to deal with the definition of homogeneity. As we already
know, a body is uniform if the function W satisfies Equation (26). In addition, a
body is said to be homogeneous if we can choose a global section of the material
groupoid which is constant on the body. More precisely:
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Definition 10 A body 3B is said to be homogeneous if it admits a global configura-
tion v which induces a global section of («, 8) in £2 (B), P, i.e., foreach X,Y € B

P(X,Y) = jxy (1//_1 O Ty(N)—y(X) © W) 7

where Ty (y)—yx) : R? — R? denotes the translation on R? by the vector
¥ (Y) — ¢ (X). B is said to be locally homogeneous if there exists a covering of B
by homogeneous M sets. B is said to be (locally) inhomogeneous if it is not (locally)
homogeneous.

Notice that local homogeneity is clearly more restrictive than smooth uniformity.
In fact, in this case, the smooth fields of material isomorphisms (see Definition §) are
induced by particular (local) configurations. However, in a purely intuitive picture,
homogeneity can be interpreted as the absence of defects. So, it makes sense to
develop a concept of some kind of homogeneity for non-uniform materials which
measures the absence of defects and generalizes the known one. In the literature we
can already find some partial answer of this question ([2, 8] for FGM’s and [7, 10]
for laminated and bundle materials).

Recall that the material distributions are characterized by the commutativity of
the following diagram:

T
ms,3) P e rm (s,3)

-1
AQ(B) _-- o

-
-

- 4
B - AQ(B) > P(TB)

As we have proved in the previous section, the body-material foliation F divides
the body into smoothly uniform components.
Let us now provide the intuition behind the definition of homogeneity of a non-
uniform body. A non-uniform body will be (locally) homogeneous when each
smoothly uniform material submanifold J (X) is (locally) homogeneous and all the
uniform material submanifolds can be straightened at the same time.
Thus, we need to clarify what we understand by homogeneity of submanifolds of
B.

Definition 11 Let B be a simple body and N be a submanifold of B. N is said to be
homogeneous if, and only if, for all point X € N there exists a local configuration
Y of B onan M subset U C B, with N C U, which satisfies that

iz (lﬂ_l © Ty (Z)=y(¥) © 1/')
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is a material isomorphism for all Y, Z € U N N. We will say that N is locally
homogeneous if there exists a covering of N by M subsets U, of B such that U, "N
are homogeneous submanifolds of B. N is said to be (locally) inhomogeneous if it
is not (locally) homogeneous.

Notice that, the definitions of homogeneity and local homogeneity for smoothly
uniform materials (Definition 10) are generalized by this one whether N = B or N
is just an M subset of B.

Now, taking into account that I = {F (X)}xep is a foliation, there is a kind
of compatible atlas which is called a foliated atlas. In fact, {((X}),Us)}a is a
foliated atlas of B associated with & whenever for each X € U, € B we have

that U, := {—€ < X; < €,...,—€ < X; < €} for some € > 0, such that the
k-dimensional disk {X**! = ... = X3 = 0} coincides with the path-connected
component of the intersection of J (X) with U, which contains X, and each k-
dimensional disk {X’a€+1 = Cktls---, Xg = c¢3}, where ¢g41, ..., c3 are constants,

is wholly contained in some leaf of J". Intuitively, this atlas straightens (locally) the
partition F of B.

The existence of these kinds of atlases and the maximality condition over the
smoothly uniform material submanifolds  (X) induces us to give the following
definition:

Definition 12 Let B be a simple body. B is said to be locally homogeneous if, and
only if, for all point X € B there exists a local configuration ¥ of B, with X € U,
which is a foliated chart and it satisfies that

iz (I/f_l © TY(2)~Y(¥) © 1/f>

is a material isomorphism for all Z € UNJF (Y). We will say that B is homogeneous
if U = B. The body B is said to be (locally) inhomogeneous if it is not (locally)
homogeneous.

It is remarkable that, as we have said above, all the uniform leaves F (X) of a
homogeneous body are homogeneous. Therefore, the definition of homogeneity
for a smoothly uniform body coincides with Definition 10. Notice also that, the
condition that all the leaves F (X) are homogeneous is not enough in order to have
the homogeneity of the body B because there is also a condition of compatibility
with the foliation structure of JF.

Let us recall a result given in [4] (see also [5] or [20]) which characterizes the
homogeneity by using G-structures.
Denote by FB the frame bundle of B. An element of FB is called a linear frame
at a point X € B; it is a 1-jet of a local diffeomorphism f : R3 — B at 0 with
f (0) = X. Then, the structure group of F'B is the group of 3 x 3-regular matrices
in R, GI (3, R).
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A G-structure over B, denoted by wg (B), is a reduced subbundle of FB with
structure group G, which is a Lie subgroup of GI (3, R) (a good reference about
frame bundles is [3]).

So, fix g be a frame at Z € B. Then, assuming that B is smoothly uniform, the set

R(B)z-80:=18-80 : §€2(B)y},

where - defines the composition of 1-jets, is a £2 (B)%-structure over B.

Proposition 4 Let be a frame g, € F'B. If B is homogeneous, then the G-structure
given by 2 (B) - g is integrable. Conversely, 2 (B) - g is integrable implies that
B is locally homogeneous.

Thus, the next step will be to give a similar result for this generalized homo-
geneity. Because of the lack of uniformity we have to use groupoids instead of
G-structures.

Let S := {S(x) : x € R"} be a canonical foliation of R”, i.e., for all x =
(xl, . ..,x”) € R” the leaf S (x) at x

S (x) :={(yl,...,yp,xp+1,...,x”> : yi eR, i=1,...,p},

for some 1 < p <n.
Notice that for any foliation § on a manifold Q there exists a map

pg 0 —{0,...,dim (Q)},

such that for all x € Q

pg (x) =dim (G (x)) .

pg will be called grade of G. G is a regular foliation if, and only if, the grade of §
is constant.
It is important to remark that in the case of S the grade ps characterizes the foliation
S. Thus, with abuse of notation, we could say that the map ps is the foliation.

Let S be a canonical foliation of R” with grade p = ps. Thus, as a generalization
of the frame bundle of R", we define the p-graded frame groupoid as the following
subgroupoid of I7 1 (R™, R™),

my (R*R") = {j; ;¥ e T (R".R") : y e S(x)}.

Notice that the restriction of I7 11, (R*,R™) to any leaf S(x) is a transitive Lie
subgroupoid of IT! (R*, R") with all the isotropy groups isomorphic to GI (n, R).
However, the groupoid IT 11, (R",R™) is not necessarily a Lie subgroupoid of
7' (R”, R"). In fact, 1711, (R*, R") is a Lie subgroupoid of IT' (R”, R") if, and only
if, S is regular foliation.
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A standard flat G-reduction of grade p is a subgroupoid H(l; p(]R”,R”) of
7 ll, (R™, R™) such that the restrictions Hé’ » (S (x),S (x)) to the leaves S (x) are

transitive Lie subgroupoids of IT! (R”, R") on the leaf S (x). It is remarkable that
in this case all the isotropy groups of I7 é » (S (x), S (x)) are conjugated.

Clearly, all the structures introduced in this section can be restricted to any M subset
of R”.

Let  : U — U be a (local) configuration on U < B. Then, ¥ induces a Lie
groupoid isomorphism,

oy .- n'w,v)— m'(U,0)
ixy® =y (WogoyTh).

Proposition 5 Let B be a simple body. If B is homogeneous the material groupoid
is isomorphic (via a global configuration) to a standard flat G-reduction. Con-
versely, if the material groupoid is isomorphic (via a local configuration) to a
standard flat G-reduction, then B is locally homogeneous.

Notice that, in the context of principal bundles, a G-structure is integrable if, and
only if, there exists a local configuration which induces an isomorphism from the
G-structure to a standard flat G-structure.

Finally, we will use the material distribution to give another characterization of
homogeneity.

Let B be a homogeneous body with ¥ = (X') as a (local) homogeneous
configuration. Then, by using the fact that ¢ is a foliated chart, we have that the
partial derivatives are tangent to A2 (B)ﬁ, i.e., foreach X e U

€ AR (B): ,
8XL|X ( )X
forall 1 < L < dim (F (X)) = K. Thus, there are local functions A{‘L such that
for each L < K the (local) left-invariant vector field on IT! (B, B) given by
ad
— A
L I,L J
0X Y

is tangent to A2 (B)T, where (XI, Y7, Y,J) are the induced coordinates of (XI) in
IT' (B, B). Equivalently, the local functions A}’ ;. satisfy that

AW Y AL
XL Doyl

forall 1 < L < K. Next, since for each two points X, Y € U the 1-jet given by
j}( v (w_l O Ty (¥)—y(X) © 1//) is a material isomorphism, we can choose A{L =0.



412 V. M. Jiménez et al.

Proposition 6 Let B be a simple body. B is homogeneous if, and only if, for each
X € B there exists a local chart (X I ) on B at X such that,

ow

7 =0 (29)

forall L < dim (F (X)).

Notice that Eq. (29) implies that the partial derivatives of the coordinates (X ! ) up to
dim (F (X)) are tangent to the material distribution and, therefore, the coordinates
are foliated. So, Eq. (29) gives us an apparently more straightforward way to express
this general homogeneity.

7 Example

We will devote this section to study the notion of homogeneity given in Definition 12
for non-uniform bodies. In particular, we will present an example of a homogeneous
non-uniform material body.

Let B be a simple material body for which there exists a reference configuration
Yo from B to the 3-dimensional M cube By = (—1, 1)® in R that, in terms of the
Cauchy stress t, induces the following mechanical response:

t: 7' (Bg, Bo) — gl (3, R)
ixy® = f(XN(F-FT—1),

such that

1 if X! <0

r(x') =

where gl (3, R) is the algebra of matrices, F is the Jacobian matrix of ¢ at X
with respect to the canonical basis of R3 and [ is the identity matrix. Here, the
(global) canonical coordinates of R* are denoted by (X') and X = (X!, X2, X?)
with respect to these coordinates. In these coordinates, we allow the summation
convention to be in force regardless of the placement of the indices. We also
identify the coordinate system in the spatial configuration with that of the reference
configuration.

Notice that f is constant up to 0 and strictly increasing thereafter. For this reason,
one can immediately conclude that By is not uniform. In fact, there are no material
isomorphisms joining any two points (Xl, X2, X3) and (Yl, Y?, Y3) such that

r(v) 21 ()

1
l+e xT  ifX'>0



On the Homogeneity of Non-uniform Material Bodies 413

So, let us study the derivatives of t in order to find the grades of uniformity of the
points of the body B.> We obtain

91t _ N[si p/ 45/ Fi
@—f(x)[kFMﬂFM]
ot Af 4o
ax1 — ax! (F;fF’]( _8”)

ari/

— =0, for I >2.

ax1

We are looking for left-invariant (local) vector fields & on IT L (Bo, Bo) satisfying
® (z"-/ ) = 0. (30)

Let (XI, v, F}) be the induced coordinates of (XI) on IT' (By, By). A left-
invariant vector field ® can be expressed as follows:

o (x'.v' )= ((x".v".Fl).ox",0, FjsP}).
Hence, ® satisfies Eq. (30) if, and only if,
ij 1 i J i L p 9f i ij
6 (17) = £ (") (FLF), + F{Fiy) sPj; +8x W<FKFK ~s7) =o.
(31

Let us focus first on the open set given by the restriction X! < 0. Then, Eq. (31),
turns into the following:

(FiFJ{;[ + FLjF,’h) SPL =0 Vi, j=1273 (32)

for every Jacobian matrix F = ( F Z of a local diffeomorphism ¢ on By. Since

the bracketed expression is symmetric in L and M for every i and j, it follows
that § P is a skew-symmetric matrix. We remark that this condition does not impose
any restriction on the components §X/ of the admissible vector fields on the base
vectors 3/dX . In other words, any family of local functions {§X’, §PL} on the
open restriction {X' < 0} of the body By, such that P = (8PL) is a skew-
symmetric matrix, generates a vector field

o (x". v/ Fl) = ((x".v" Fl).6x".0. FsPl).

3The grades of uniformity for this example were first studied in [11], where the components of the
Cauchy stress were identified, less precisely, with those of the second Piola—Kirchhoff stress.
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which satisfies Eq. (30). It follows that the body characteristic distribution of the
sub-body (—1, D3N{X' <0}isa regular distribution of dimension 3. Therefore,
this sub-body is uniform, as one would expect from the constancy of the function
f thereat. Note also that the part lost when projecting the characteristic distribution
onto the body, namely the skew-symmetric matrices § P, consists precisely of the
Lie algebra of the orthogonal group. This is nothing but the manifestation of the
fact that our sub-body is isotropic.

Next we will study the open subset of By such that X' > 0. For this case, Eq.
(30) is satisfied if, and only if,

£ (x") (FiF) + F{Fiy) Pl + 5x! 83;; (FkFi) =ox' af .63

The function on the left-hand side of this equation is homogeneous of degree 2 with
respect to the matrix coordinate F, but the function on the right-hand side does not
depend on F. Consequently, Eq. (33) can be identically satisfied if, and only if,

' af

8
ax!

=0. (34)

Notice that, the map f is strictly monotonic (and, hence, a submersion) at the open
subset given by the condition X! > 0. Then, for any point X in this open subset we
have that

T (£ (X')) = Ker (Txp).

i.e., the tangent space of the level set f~! (f (X)), which is the plane Y! = X!,
consists of vectors V = (V!, V2, V3) such that

vl af

axt|, ~ %
X

In this way, a vector field @ satisfies Eq. (30) if, and only if, § P is skew-symmetric
and the projection Tar o @ o € is tangent to the vertical planes Y! = C. Therefore,
for each point X = (X D'CHD ¢ 3) with X! > 0, the uniform leaf is given by the
plane Y! = X'. As a consequence, the uniform leaf at the points satisfying X! = 0
is, again, the plane Y! = 0.
We conclude that the body is uniform of grade 3 for all points X = (X!, X2, X?) €
Bg such that X! < 0, and it is uniform of grade 2 otherwise. It should be remarked
that the plane X! = 0 is uniform of grade 2, even though its points are materially
isomorphic to those in the subset with X! < 0.

Finally, the material body Bgo is homogeneous. In fact, let us consider the
canonical (global) coordinates (X i) of R3 restricted to By. Then,
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aris 3

9X2  9x3

)

i.e., by using Proposition 6, By is homogeneous and the coordinates (X’) are
homogeneous coordinates.
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