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Preface

Aging is an inevitable part of life and is becoming a worldwide social, economic, 
and health problem. This is mainly due to the fact that the increasing proportion of 
individuals in the advanced age category has a higher probability of developing age- 
related disorders, such as type II diabetes mellitus, cardiovascular disorders, sarco-
penia, and neurodegenerative conditions. New therapeutic approaches are still in 
need to decrease or slow the effects of such diseases in this advanced age category. 
Advances in “omic” technologies such as genomics, transcriptomics, proteomics, 
and metabolomics have significantly enhanced our understanding of disease in mul-
tiple medical areas along with the analysis of multiple molecular networks to pro-
vide a more integrated view of healthy and disease pathways. It is hoped that 
emerging hits from these analyses might be prioritized for further screening as 
potential novel drug targets for increasing the human healthspan in line with the 
lifespan. In turn, this will lead to new therapeutic strategies as well as drug develop-
ment projects by the pharmaceutical industry.

This book presents a series of reviews describing studies, which have resulted in 
identification of potential new drug targets for age-related disorders. Much of this 
information has come from “omic” comparisons of healthy and disease states or 
from testing the effects of potential new therapeutic approaches. The authors in this 
series come from five of the six habitable continents from countries such as 
Australia, Brazil, Canada, Chile, China, Germany, India, Iran, Italy, Russia, Ukraine, 
the United Kingdom, and the United States. This underscores the keen interest in 
this topic throughout the world.

Chapter 1 discusses the closely linked relationship between reactive oxygen spe-
cies, autophagy, and apoptosis in cancer therapy. Chapter 2 looks at the effects of 
micronutrient supplementation on immune function during aging. Chapter 3 
describes how methods designed to restore bioactive lipids to normal levels can 
prevent age-related disorders and enhance longevity and health. Chapter 4 shows 
how modifications in the intestinal levels of short-chain fatty acids are linked with 
age-related pathologies including metabolic diseases and type 2 diabetes, hyperten-
sion, cardiovascular and neurodegenerative diseases, and cancer. Chapter 5 looks at 
the evidence of the rejuvenating effects of youthful systemic milieu on the aging 
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processes in the nervous system, skeletal muscle, heart, liver, and other organs. 
Chapter 6 focuses on physical exercise as a strategy to reduce skeletal muscle loss 
during aging. Chapter 7 describes how a combined intervention of polyphenols and 
regular physical exercise provides cognitive benefits for the aging brain. Chapter 8 
presents a strategy involving identification and implementation of biomarker tests 
for diagnosis during the prodromal or early stages of Alzheimer’s disease for better 
clinical outcomes. Chapter 9 looks at how understanding age-related changes in the 
circadian clock and minimizing circadian dysfunction may be crucial components 
to promote healthy aging. Chapter 10 highlights the etiology of depression in 
patients affected by Alzheimer’s disease and speculates on more appropriate and 
alternative therapeutics. Chapter 11 describes how essential oils or formulations 
that contain terpenoids as major components may serve as important aromathera-
peutics for relief of anxiety and depression. Chapter 12 summarizes the current 
knowledge of nutrition-based therapies for counteracting the effects of sarcopenia. 
Finally, Chap. 13 discusses the latest research on the use of the antidiabetic drug 
metformin as a potential intervention to reduce the risk of age-related disorders.

The book will be of high interest to researchers in the areas of aging and chronic 
disease, as well as to clinical scientists, physicians, and major drug companies since 
it gives insights into the latest ideas and technologies enabling progress in the area 
of healthy aging. It will provide important information on disease mechanisms 
related to the aging process, as each chapter will be presented in the context of spe-
cific chronic diseases or different therapeutic strategies.

Campinas, Brazil  Paul C. Guest

Preface
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Chapter 1
Targeting ROS-Mediated Crosstalk 
Between Autophagy and Apoptosis 
in Cancer

Lixia Gao, Jenni Loveless, Chloe Shay, and Yong Teng

1  Introduction

Reactive oxygen species (ROS) are generated as a by product in cellular oxidative 
metabolism processes (Fig. 1.1) [1–3]. The superoxide (O2−), hydroxyl (OH•), per-
oxy1 (RO2•) and hydroperoxy1 (HO2•) radicals belong to oxygen radicals, while the 
non-radical oxidizing agents are hydrogen peroxide (H2O2), hypochlorous acid 
(HOCl), and ozone (O3). Under specific conditions, the non-oxygen radicals can 
easily convert to radicals [4, 5]. This redox-balanced environment is maintained by 
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various enzymes such as superoxide dismutase (SOD), catalase and glutathione 
peroxidase, as well as substances such as ascorbate and α-tocopherol [6]. When a 
cell is in a state of dynamic equilibrium, it increases the release of ROS to exert 
important influence on body metabolism [7]. ROS not only participate in normal 
metabolism for enzyme reaction, mitochondrial electron transfer, signal transduc-
tion, and gene expression, but also contribute to some diseases, such as the occur-

Fig. 1.1 ROS generation and regulation. The mitochondria and membrane bound NADPH oxi-
dases (NOXs) are the two main sources to produce ROS. SOD is rapidly converted O2− into H2O2. 
In the cytosol, H2O2 promotes the production of OH• by reacting with metal ions (Fe2+ or Cu+). 
This process often induces the oxide stress to damage DNA, lipids, and proteins. H2O2 can be 
converted into H2O and O2 by cellular antioxidant proteins, such as peroxiredoxins (PRx), gluta-
thione peroxidase (GPx), and catalase (CAT), as well as controlling cell signaling through protein 
thiol oxidation to regulate the homeostasis, differentiation and proliferation

Fig. 1.2 A double-edged sword of ROS in cancer cells. Normally, under conditions of hypoxia, 
oncogene activation or tumor suppressor loss, metabolic activity is enhanced and low glucose will 
produce ROS in cancer cells. To maintain optimal ROS levels, cancer cells will use catalase, per-
oxiredoxins, superoxide dismutases, glutathione peroxidases and NADPH to remove excess 
ROS.  The balance between ROS production and clearance has important effects in signal 
transduction

L. Gao et al.
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rence and development of tumors (Fig. 1.2). One of the main reasons is because an 
excess of ROS in the mitochondria might induce oxidative stress and metabolic 
disorders, leading to damaged organelles, cell death and inflammation [8–10].

Typically, ROS participate in the interplay between autophagy and apoptosis by 
its ability to mediate the redox signaling pathways [11–13]. This triggers an autoph-
agy response, which further induces oxidative stress when the autophagy function is 
disrupted. The elevated ROS created by oxidative stress eventually leads to apopto-
sis. Interestingly, autophagy and/or apoptosis in cancer cells can be triggered by 
ROS under various stressors [14, 15]. In this review, we focused on the importance 
and regulatory role of ROS in the interplay of autophagy and apoptosis in cancer 
therapy.

2  The Function of ROS in Cancer Development 
and Treatment

ROS as signaling molecules have an important role in physiological and pathology 
processes [16]. When compared to normal cells, recent studies have found elevated 
levels of ROS in cancer cells [17, 18]. This finding suggests that the levels of ROS 
are associated with the development of cancer. The physiological or optimal levels 
of ROS promote proliferation and differentiation in cancer cells [19], while the 
pathology or high levels of ROS cause oxidative damage of lipids, proteins and 
DNA in tandem with inducing cancer cell senescence and cell death [2, 10]. 
Oxidative stress is an important factor in both tumor development and cancer ther-
apy [20]. Many signaling pathways are linked to tumorigenesis by regulating the 
metabolism of ROS through direct or indirect mechanisms. Weinberg and his col-
leagues reported the role of mitochondrial metabolism and ROS generation in Kras- 
mediated tumorigenicity [21]. Their study indicated that ROS generated from the 
mitochondrial metabolism regulated the extracellular signal-regulated kinase/
mitogen- activated protein kinase (ERK/MAPK) signaling pathway in the process of 
Kras-induced anchorage-independent growth in the HCT116 human colon cancer 
cell line.

Interestingly, increased ROS can also promote cancer cells oncogenic mutations, 
leading to loss of tumor suppressor genes and accelerate cellular metabolism [22, 
23]. At this point, the production of ROS is beneficial for cancer proliferation and 
differentiation. Takahashi et  al. explored how ROS induced Transient receptor 
potential cation channel, subfamily A, member 1 (TRPA1) activation leading to 
Ca2+ influx is a defensive mechanism in cancer cells that promotes anti-apoptotic 
signalling [24]. They established that TRPA1 functioned to resist oxidative stress in 
cancer cells and revealed that TRPA1 oxidization differs from the ROS scavenging 
antioxidant defense program, as it can induce Ca2+ flux into cells to promote cancer 
cell survival under high levels of ROS. TRPA1 promotes cancer cell survival through 

1 ROS Interplays Between Autophagy and Apoptosis
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the upregulation of Ca2+-dependent anti-apoptotic pathways, which have no asso-
ciation with increased antioxidant capacity of cancer cells.

In addition, ROS stimulate numerous genetic mutations, epigenetic changes and 
alter cell sensitivity to anticancer drugs [25, 26], leading to intrinsic and acquired 
resistance in cancer cells. Ye et al. showed that mitochondrial serine hydroxymeth-
yltransferase (SHMT2) catabolism can be favorable for tumor growth by regulating 
the mitochondrial reduction-oxidation (redox) balance [27]. They found that 
 knockdown of SHMT2 affected the cellular reduced/oxidized ratio of nicotinamide 
adenine dinucleotide phosphate (NADPH/NADP+) in Myc-dependent cells along 
with ROS levels, resulting in hypoxia-mediated cell death. This finding indicates 
that mitochondrial serine catabolism contributes to the maintenance of mitochon-
drial redox balance and cell survival. Our group recently showed that extremely low 
ROS levels in hepatocellular carcinoma (HCC) cells are one compelling mechanism 
that underpins how HCC cells escape from sorafenib-induced apoptosis [28]. Thus 
far, many studies have confirmed the positive correlation between excessive ROS 
and cancer cell death [29, 30]. Lee’s group found that a dual stimuli-responsive 
hybrid anticancer drug, QCA, can preferentially kill cancer cells by amplifying oxi-
dative stress in vitro and in vivo [31]. QCA activates H2O2 and acidifies pH to gener-
ate antioxidant reduced glutathione (GSH)-depleting quinone methide (QM) and 
ROS generating cinnamaldehyde, respectively. This novel drug inhibits antioxidant 
systems and increases ROS stressors to induce cancer cell death. Ge et al. reported 
that a natural chemical, deoxypodophyllotoxin (DPT), triggers glioma cell death by 
generating excessive ROS [32]. They found that DPT promoted up-regulation of 
poly (ADP-ribose) polymerase 1 (PARP-1), cytoplasmic accumulation of PAR 
polymer, and nuclear translocation of apoptosis-inducing factor (AIF). Moreover, 
DPT not only induced glioma cell death in vitro, but also inhibited the growth of 
xenograft glioma in  vivo. This phenomenon disappeared though when using the 
PARP-1 inhibitor, 3AB, to treat glioma cells. Along with this finding, the antioxi-
dant NAC inhibited the excessive ROS production by DPT, suggesting that DPT 
triggers cell death in glioma cells due to the generation of excessive ROS.

3  ROS-Mediated Cancer Cell Autophagy

Accumulation of ROS induces autophagy and, in turn, autophagy serves to reduce 
ROS levels. ROS and autophagy have a similar function in cancer cell survival and 
cell death. This is why some of the current treatment strategies have been developed 
based on one or both of these factors. In general, ROS are targeted in two contra-
dicting manners in cancer therapy: (i) inhibition of ROS formation to promote the 
cellular survival signaling pathway and (ii) induction of ROS formation to trigger 
the death signaling pathway. Similarly, autophagy has two targeted pathways: (i) 
blockade of autophagy inhibiting its cytoprotection and (ii) induction of high levels 
of cellular autophagy increasing cellular death. Thus, the interaction and the bal-
ance between ROS and autophagy can be a key part of regulating cellular homeo-

L. Gao et al.
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stasis. It is well established that both ROS and autophagy are strongly associated 
with cancer development and progression, but clarifying the functional relationship 
of the two mechanisms seems to be difficult because of their dual role in cancer 
processes [33–35].

Autophagy is a lysosomal degradation pathway that is essential for survival, 
differentiation, development, and homeostasis. The various stages of autophagy are 
regulated by the autophagy signaling molecule transcription factor EB (TFEB), the 
mechanistic target of rapamycin complex 1 (mTOR1) and lysosomes. Zhang’s 
group reported that lysosomes regulate the response of autophagy to oxidative 
stress by the TFEB and mTOR1 pathways [36]. They provided evidence that the 
mitochondrial ROS levels can induce Ca2+ release through activation of the tran-
sient receptor potential cation channel, mucolipin subfamily, member 1 (MCOLN1), 
leading to activation of the TFEB nuclear translocation to induce autophagy. This 
is a good example that ROS have the ability to regulate autophagy by the MCOLN1- 
lysosome Ca2+-TFEB pathway. Recently, related studies have shown that the 
autophagy-related protein 4 (ATG4) is regulated by changes in redox potential 
under different conditions and in specific subcellular microenvironments [37]. 
Elazar et al. mainly described the role of ROS as signaling molecules in starvation 
induced autophagy [38]. In a state of starvation, the cancer cells prefer to produce 
ROS, especially H2O2. This oxidation process is necessary because it can affect the 
formation of autophagosomes. They further showed that hydrogen peroxide can 
induce the cysteine protease HsAtg4 and activate a cysteine residue located near 
the HsAtg4 catalytic site. This demonstrated that regulating the expression of 
HsAtg4 may be a molecular mechanism for redox regulation of autophagy 
processes.

Mitochondria are a significant source of pathological ROS production as well as 
the sites in which ROS-activated signaling pathways converge [33]. However, how 
mitochondria mediate autophagy under stress through controlling ROS levels and 
status remains to be elucidated. Perez et al. described mitochondrial DNA regu-
lated cell autophagy by the ROS-AMPK-ULK1 signaling pathway [35]. When 
chemical hypoxia was induced in Human SK-Hep-1 wild-type and mtDNA 
depleted (Rho) cells, they found that chemical hypoxia can cause down-regulation 
of hypoxia inducible factor-1α-dependent autophagy and suppression of Bcl-2 and 
mTOR signaling, whereas the AMPK/ULK1-mediated pro-autophagy pathway 
was activated in wild-type cells. They also found that chemical hypoxia could 
induce the lower levels of ROS in Rho cells in comparison to wild-type cells. 
Mitochondrial dysfunction can reduce the ROS in cancer cells and affect the 
autophagy process.

ROS accumulation in cancer cells can induce oxidative stress, whereas the 
autophagy pathway responds to oxidative stress in cells. If the autophagy is unable 
to recover from the oxidative stress, they will have to face the fate of death. 
Expression of ATG5 expression as an autophagy target gene can influence the level 
of autophagy and cell death by the amount of ROS involved. Agostinis’s group 
studied the role of ROS and autophagy in regulating immunogenic cell death (ICD) 
by hypericin-mediated photodynamic (Hyp-PDT) [39], which induced ROS-based 

1 ROS Interplays Between Autophagy and Apoptosis
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endoplasmic reticulum stress and triggered ICD. Based on this work, ATG5 knock-
down cancer cells were developed for exploration of the autophagy signaling path-
way. This work indicated that autophagy-attenuated cancer cells can express 
enhanced ecto-CALR induction and immunogenic cell proliferation under Hyp- 
PDT. This study suggested that ROS-induced autophagy has an important function 
between dying cancer cells and the immune system.

4  ROS-Mediated Cancer Cell Apoptosis

ROS are mainly produced endogenously by mitochondrial damage or exogenously 
in cells exposed to oxidative stressors [40, 41]. Regulation of apoptosis is compli-
cated as there are two apoptotic pathways, the death receptor pathway and the 
mitochondrial pathway. Although these regulatory pathways are defined sepa-
rately, their pathways are interactive [42]. As far as we know, the mitochondria can 
release cytochrome c, which activates caspases. Therefore, the mitochondria play 
a regulatory role in metabolic-redox in the ROS-mediated cancer cell apoptosis 
[12]. ROS are generated mainly from the electrons leaking out of mitochondrial 
electron transport chain, and reverse ROS could damage mitochondrial function 
[43]. This has been described as “a double-edged sword” in cancer therapy [44]. 
On the one hand, high levels of ROS can induce cancer apoptosis. On the other 
hand, ROS can negatively influence the genetic stability resulting in cancer drug 
resistance [45]. The occurrence of chemotherapy drug resistance is the main rea-
son for the prognosis of cancer treatment, and it is also a problem that has been 
plaguing researchers.

Some anticancer drugs were reported to induce apoptosis by ROS-mediated pro-
cesses [46, 47]. Ouyang’s group investigated the anticancer ability of Baicalin and 
its mechanism in human osteosarcoma cells [48], showing that Baicalin induced 
apoptosis through a ROS-mediated mitochondrial pathway. Zinc oxide (ZnO) 
nanoparticles have been widely used in cosmetics and sunscreen products. However, 
whether or not it is toxic to the human body has yet to be explored. To solve this 
puzzle, Dhawan et al. studied the effect of ZnO nanoparticles in human HCC HepG2 
cells [49]. When ZnO nanoparticles (14–20 μg/mL) were treated for 12  h, they 
found that these nanoparticles induced apoptosis in the HepG2 cells through upreg-
ulation of cellular oxidative damage. In the study, ROS decreased the mitochondrial 
membrane potential and increased the ratio of the apoptotic markers Bax/Bcl-2, 
leading to cell apoptosis.

When cancer cell apoptosis fails, ROS activate drug resistance [50, 51]. In our 
previous work, we investigated the regulatory function of ROS involved in the fibro-
blast growth factor 19/fibroblast growth factor receptor 4 (FGF19/FGFR4) signal-
ing pathway in order to sensitize resistance of HCC cells to sorafenib [28]. FGFR4 
has the ability to regulate ROS levels upon FGF19 signaling in HCC cells. We found 
that over-expression of FGF19 led to a defensive mechanism against oxidative 
stress from ROS and apoptosis in the HCC cells. Either loss of FGF19 or FGFR4 

L. Gao et al.
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expression counteracted these phenotypes. We further demonstrated that inhibition 
of FGFR4 by the pan-FGFR inhibitor ponatinib or the FGFR4 selective inhibitor 
BLU9931 can overcome sorafenib-induced resistance through enhancing ROS- 
induced apoptosis in HCC cells (Fig. 1.3) [28, 52]. The results from our study may 
lead to a novel anticancer strategy to improve the therapeutic efficacy of sorafenib 
in patients with HCC. We also showed that the proto-oncogene B-Raf (BRAF)V600E 
inhibitor, PLX4032, can induce generation of O2− and nitric oxide (NO) in 
BRAFV600E mutant A375 cells [33]. Coinciding with this finding, we also found that 
PLX4032 reduced mitochondrial membrane potential in human malignant 
melanoma- derived A375 cells. These observations suggest that PLX4032 induces 
apoptosis in part by accumulation of ROS production in melanoma cells.

5  ROS-Mediated Complex Interplay Between Autophagy 
and Apoptosis in Cancer Cells

The relationship between apoptosis and autophagy is extremely complex in cancer 
cells. Under certain environmental conditions, autophagy and apoptosis can exert 
synergistic effects, whereas in other conditions, autophagy and apoptosis can inhibit 
each other [53–55]. The molecular mechanisms between autophagy and apoptosis 

Fig. 1.3 FGFR4-mediated ROS is involved the sorafenib-induced HCC cell apoptosis. (a) In 
sorafenib-resistant (Sora-R) HCC cells, overactivity of FGFR4 inhibits ROS, which in turn blocks 
its mediated apoptosis. (b) Inactivation of the FGF19-FGFR4 axis by inhibition of (a) FGF19 
expression or (b) suppression of FGFR4 phosphorylation can overcome the resistance of HCC 
cells to sorafenib by enhanced ROS-dependent apoptosis

1 ROS Interplays Between Autophagy and Apoptosis
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in cancer are always the focus of researchers [55, 56]. These include the discussion 
of the different effects of autophagy on apoptosis [57], and the finding that Licarin 
A induces autophagy and apoptosis by ROS in non-small cell lung cancer cells [58]. 
In addition, chemotherapeutic agents, such as cisplatin or 5FU, have been reported 
to induce autophagy in HCC cells [59]. When autophagy was blocked by treatment 
with 3-methyladenine (3-MA) or depletion of Beclin 1, chemotherapy-induced 
apoptosis was enhanced in the HCC cells. Further studies revealed that the combi-
nation of an autophagy inhibitor (chloroquine, CQ) and chemotherapy significantly 
increased cell apoptosis and inhibited tumor growth in a mouse xenograft tumor 
model [59]. The tumor suppressor gene of p53 plays an important role in the process 
of tumor development. According to some reports, p53 involves ROS-dependent 
autophagy and apoptosis in cancer cells. Moreover, some drugs have the potential to 
induce cell apoptosis and autophagy by the ROS/c-Jun N-terminal kinase (JNK) 
signaling pathway [60, 61]. In addition, we explored CYT997, a novel microtubule- 
disrupting agent. When CYT997 is in combination with the autophagy inhibitor, 
hydroxychloroquine (HCQ), it can enhance the anticancer capacity by modulating 
the levels of ROS in head and neck squamous cell carcinoma (HNSCC) (Fig. 1.4) 
[62]. CYT997 triggered autophagy in HNSCC cells by accumulating ROS levels as 
evidenced by appearance of numerous autophagic vacuoles and increased levels of 

Fig. 1.4 The importance of ROS in crosstalk between autophagy and apoptosis in CYT997 treat-
ment. (a) Upregulation of autophagy by mTOR-dependent pathways appears to have a cytoprotec-
tive role in preventing apoptosis by inhibiting CYT997-induced excessively high levels of ROS. 
(b) Blockade of autophagy using HCQ sensitizes HNSCC cell to CYT997 through enhancing 
apoptosis

L. Gao et al.
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autophagy-related protein 7 (ATG7). Our investigation also uncovered that upregu-
lation of autophagy was mTOR-dependent, which played a cytoprotective role in 
preventing apoptosis in CYT997 treatment (Fig. 1.4). Blockade of autophagy using 
HCQ increased sensitivity of HNSCC cells to CYT997 through inhibition of 
CYT997-induced excessively high levels of ROS. Similar results were obtained in 
the xenograft mouse model of HNSCC. Therefore, we suggest that the addition of 
autophagy blockade may have potential in enhancing the therapeutic outcomes of 
microtubule-targeting drugs in the treatment of HNSCC.

6  Conclusions

Autophagy and apoptosis are two distinct self-destructive processes that influence 
the normal clearance of dying cells. The disruption of the relationship between 
autophagy and apoptosis has important pathophysiological consequences, including 
affecting oncogenesis at multiple stages ranging from transformation to metastasis. 
Control of the crosstalk between autophagy and apoptosis in tumor cells may 
remove a critical barrier to comprehensive and efficacious cancer treatment. It is 
clear that ROS play a pivotal role in regulating the balance between autophagy and 
apoptosis. Therefore, how to tightly control ROS levels in cancer cells can have a 
significant influence on the response of cancer cells to cancer therapy. In the future, 
antioxidants, autophagy inhibitors and apoptosis inducers will be a potential thera-
peutic strategy during the course of treatment of cancer patients.

Competing Interests The authors declare no competing financial interests.

References

 1. Apel K, Hirt H (2004) Reactive oxygen species: metabolism, oxidative stress, and signal trans-
duction. Annu Rev Plant Biol 55:373–399

 2. Reczek CR, Chandel NS (2015) ROS-dependent signal transduction. Curr Opin Cell Biol 
33:8–13

 3. Rabinovitch RC, Samborska B, Faubert B, Ma EH, Gravel SP, Andrzejewski S et al (2017) 
AMPK maintains cellular metabolic homeostasis through regulation of mitochondrial reactive 
oxygen species. Cell Rep 21(1):1–9

 4. Bayir H (2005) Reactive oxygen species. Crit Care Med 33(12 Suppl):S498–S501
 5. Di Meo S, Reed TT, Venditti P, Victor VM (2016) Role of ROS and RNS sources in physi-

ological and pathological conditions. Oxidative Med Cell Longev 2016:1245049. https://doi.
org/10.1155/2016/1245049

 6. Fruehauf JP, Meyskens FL Jr (2007) Reactive oxygen species: a breath of life or death? Clin 
Cancer Res 13(3):789–794

 7. Lobo V, Patil A, Phatak A, Chandra N (2010) Free radicals, antioxidants and functional foods: 
impact on human health. Pharmacogn Rev 4(8):118–126

1 ROS Interplays Between Autophagy and Apoptosis

https://doi.org/10.1155/2016/1245049
https://doi.org/10.1155/2016/1245049


10

 8. Busciglio J, Yankner BA (1995) Apoptosis and increased generation of reactive oxygen species 
in Down’s syndrome neurons in vitro. Nature 378(6559):776–779

 9. Irani K (2000) Oxidant signaling in vascular cell growth, death, and survival: a review of the 
roles of reactive oxygen species in smooth muscle and endothelial cell mitogenic and apoptotic 
signaling. Circ Res 87(3):179–183

 10. Schumacker PT (2006) Reactive oxygen species in cancer cells: live by the sword, die by the 
sword. Cancer Cell 10(3):175–176

 11. Scherz-Shouval R, Elazar Z (2007) ROS, mitochondria and the regulation of autophagy. 
Trends Cell Biol 17(9):422–427

 12. Circu ML, Aw TY (2010) Reactive oxygen species, cellular redox systems, and apoptosis. Free 
Radic Biol Med 48(6):749–762

 13. Simon HU, Haj-Yehia A, Levi-Schaffer F (2000) Role of reactive oxygen species (ROS) in 
apoptosis induction. Apoptosis 5(5):415–418

 14. Chen Y, McMillan-Ward E, Kong J, Israels SJ, Gibson SB (2008) Oxidative stress induces 
autophagic cell death independent of apoptosis in transformed and cancer cells. Cell Death 
Differ 15(1):171–182

 15. Li HY, Zhang J, Sun LL, Li BH, Gao HL, Xie T et al (2015) Celastrol induces apoptosis and 
autophagy via the ROS/JNK signaling pathway in human osteosarcoma cells: an in vitro and 
in vivo study. Cell Death Dis 6:e1604. https://doi.org/10.1038/cddis.2014.543

 16. Finkel T (2011) Signal transduction by reactive oxygen species. J Cell Biol 194(1):7–15
 17. Tong L, Chuang CC, Wu S, Zuo L (2015) Reactive oxygen species in redox cancer therapy. 

Cancer Lett 367(1):18–25
 18. Schumacker PT (2015) Reactive oxygen species in cancer: a dance with the devil. Cancer Cell 

27(2):156–157
 19. Mittler R (2017) ROS are good. Trends Plant Sci 22(1):11–19
 20. Gorrini C, Harris IS, Mak TW (2013) Modulation of oxidative stress as an anticancer strategy. 

Nat Rev Drug Discov 12(12):931–947
 21. Weinberg F, Hamanaka R, Wheaton WW, Weinberg S, Joseph J, Lopez M et  al (2010) 

Mitochondrial metabolism and ROS generation are essential for Kras-mediated tumorigenic-
ity. Proc Natl Acad Sci U S A 107(19):8788–8793

 22. Dixon SJ, Stockwell BR (2014) The role of iron and reactive oxygen species in cell death. Nat 
Chem Biol 10(1):9–17

 23. Panieri E, Santoro MM (2016) ROS homeostasis and metabolism: a dangerous liason in cancer 
cells. Cell Death Dis 7(6):e2253. https://doi.org/10.1038/cddis.2016.105

 24. Takahashi N, Chen HY, Harris IS, Stover DG, Selfors LM, Bronson RT et al (2018) Cancer 
cells co-opt the neuronal redox-sensing channel TRPA1 to promote oxidative-stress tolerance. 
Cancer Cell 33(6):985–1003.e7. https://doi.org/10.1016/j.ccell.2018.05.001

 25. Pelicano H, Carney D, Huang P (2004) ROS stress in cancer cells and therapeutic implications. 
Drug Resist Updat 7(2):97–110

 26. Priya LB, Baskaran R, Huang CY, Padma VV (2017) Neferine ameliorates cardiomyo-
blast apoptosis induced by doxorubicin: possible role in modulating NADPH oxidase/
ROS-mediated NFκB redox signaling cascade. Sci Rep 7(1):12283. https://doi.org/10.1038/
s41598-017-12060-9

 27. Ye J, Fan J, Venneti S, Wan YW, Pawel BR, Zhang J et al (2014) Serine catabolism regulates 
mitochondrial redox control during hypoxia. Cancer Discov 4(12):1406–1417

 28. Gao L, Wang X, Tang Y, Huang S, Hu CA, Teng Y (2017) FGF19/FGFR4 signaling contributes 
to the resistance of hepatocellular carcinoma to sorafenib. J Exp Clin Cancer Res 36(1):8. 
https://doi.org/10.1186/s13046-016-0478-9

 29. Reczek CR, Chandel NS (2017) The two faces of reactive oxygen species in cancer. Annu Rev 
Cancer Biol 1(1):79–98

 30. Nogueira V, Hay N (2013) Molecular pathways: reactive oxygen species homeostasis in cancer 
cells and implications for cancer therapy. Clin Cancer Res 19(16):4309–4314

L. Gao et al.

https://doi.org/10.1038/cddis.2014.543
https://doi.org/10.1038/cddis.2016.105
https://doi.org/10.1016/j.ccell.2018.05.001
https://doi.org/10.1038/s41598-017-12060-9
https://doi.org/10.1038/s41598-017-12060-9
https://doi.org/10.1186/s13046-016-0478-9


11

 31. Noh J, Kwon B, Han E, Park M, Yang W, Cho W et al (2015) Amplification of oxidative stress 
by a dual stimuli-responsive hybrid drug enhances cancer cell death. Nat Commun 6:6907. 
https://doi.org/10.1038/ncomms7907

 32. Ma D, Lu B, Feng C, Wang C, Wang Y, Luo T et al (2016) Deoxypodophyllotoxin triggers 
parthanatos in glioma cells via induction of excessive ROS. Cancer Lett 371(2):194–204

 33. Gao L, Jauregui CE, Teng Y (2017) Targeting autophagy as a strategy for drug discovery and 
therapeutic modulation. Future Med Chem 9(3):335–345

 34. Sena LA, Chandel NS (2012) Physiological roles of mitochondrial reactive oxygen species. 
Mol Cell 48(2):158–167

 35. Marin JJG, Lozano E, Perez MJ (2016) Lack of mitochondrial DNA impairs chemical hypoxia- 
induced autophagy in liver tumor cells through ROS-AMPK-ULK1 signaling dysregulation 
independently of HIF-1alpha. Free Radic Biol Med 101:71–84

 36. Zhang X, Yu L, Xu H (2016) Lysosome calcium in ROS regulation of autophagy. Autophagy 
12(10):1954–1955

 37. Scherz-Shouval R, Shvets E, Fass E, Shorer H, Gil L, Elazar Z (2007) Reactive oxygen 
species are essential for autophagy and specifically regulate the activity of Atg4. EMBO J 
26(7):1749–1760

 38. Scherz-Shouval R, Sagiv Y, Shorer H, Elazar Z (2003) The COOH terminus of GATE-16, an 
intra-Golgi transport modulator, is cleaved by the human cysteine protease HsApg4A. J Biol 
Chem 278(16):14053–14058

 39. Garg AD, Dudek AM, Ferreira GB, Verfaillie T, Vandenabeele P, Krysko DV et al (2013) ROS- 
induced autophagy in cancer cells assists in evasion from determinants of immunogenic cell 
death. Autophagy 9(9):1292–1307

 40. Shadel GS, Horvath TL (2015) Mitochondrial ROS signaling in organismal homeostasis. Cell 
163(3):560–569

 41. Zorov DB, Juhaszova M, Sollott SJ (2014) Mitochondrial reactive oxygen species (ROS) and 
ROS-induced ROS release. Physiol Rev 94(3):909–950

 42. Igney FH, Krammer PH (2002) Death and anti-death: tumour resistance to apoptosis. Nat Rev 
Cancer 2(4):277–288

 43. Guzy RD, Hoyos B, Robin E, Chen H, Liu L, Mansfield KD et al (2005) Mitochondrial com-
plex III is required for hypoxia-induced ROS production and cellular oxygen sensing. Cell 
Metab 1(6):401–408

 44. Liou GY, Storz P (2010) Reactive oxygen species in cancer. Free Radic Res 44(5):479–496
 45. Okon IS, Zou MH (2015) Mitochondrial ROS and cancer drug resistance: implications for 

therapy. Pharmacol Res 100:170–174
 46. Chen B, Cao X, Lu H, Wen P, Qi X, Chen S et al (2018) N-(3-oxo-acyl) homoserine lactone 

induced germ cell apoptosis and suppressed the over-activated RAS/MAPK tumorigenesis via 
mitochondrial-dependent ROS in C. Elegans. Apoptosis 23(11–12):626–640

 47. Moon DO, Kim MO, Choi YH, Hyun JW, Chang WY, Kim GY (2010) Butein induces G(2)/M 
phase arrest and apoptosis in human hepatoma cancer cells through ROS generation. Cancer 
Lett 288(2):204–213

 48. Wan D, Ouyang H (2018) Baicalin induces apoptosis in human osteosarcoma cell through 
ROS-mediated mitochondrial pathway. Nat Prod Res 32(16):1996–2000

 49. Sharma V, Anderson D, Dhawan A (2012) Zinc oxide nanoparticles induce oxidative DNA 
damage and ROS-triggered mitochondria mediated apoptosis in human liver cells (HepG2). 
Apoptosis 17(8):852–870

 50. Shen Y, Yang J, Zhao J, Xiao C, Xu C, Xiang Y (2015) The switch from ER stress-induced 
apoptosis to autophagy via ROS-mediated JNK/p62 signals: a survival mechanism in 
methotrexate- resistant choriocarcinoma cells. Exp Cell Res 334(2):207–218

 51. Chen Z, Teo AE, McCarty N (2016) ROS-induced CXCR4 signaling regulates mantle cell 
lymphoma (MCL) cell survival and drug resistance in the bone marrow microenvironment via 
autophagy. Clin Cancer Res 22(1):187–199

1 ROS Interplays Between Autophagy and Apoptosis

https://doi.org/10.1038/ncomms7907


12

 52. Gao L, Shay C, Lv F, Wang X, Teng Y (2018) Implications of FGF19 on sorafenib-mediated 
nitric oxide production in hepatocellular carcinoma cells – a short report. Cell Oncol (Dordr) 
41(1):85–91

 53. Cheng Y, Zhang Y, Zhang L, Ren X, Huber-Keener KJ, Liu X et al (2012) MK-2206, a novel 
allosteric inhibitor of Akt, synergizes with gefitinib against malignant glioma via modulating 
both autophagy and apoptosis. Mol Cancer Ther 11(1):154–164

 54. Kang R, Zeh HJ, Lotze MT, Tang D (2011) The Beclin 1 network regulates autophagy and 
apoptosis. Cell Death Differ 18(4):571–580

 55. Mariño G, Niso-Santano M, Baehrecke EH, Kroemer G (2014) Self-consumption: the inter-
play of autophagy and apoptosis. Nat Rev Mol Cell Biol 15(2):81–94

 56. Moscat J, Diaz-Meco MT (2009) p62 at the crossroads of autophagy, apoptosis, and cancer. 
Cell 137(6):1001–1004

 57. Jain MV, Paczulla AM, Klonisch T, Dimgba FN, Rao SB, Roberg K et al (2013) Interconnections 
between apoptotic, autophagic and necrotic pathways: implications for cancer therapy devel-
opment. 1. J Cell Mol Med 17(1):12–29

 58. Maheswari U, Ghosh K, Sadras SR (2018) Licarin A induces cell death by activation of 
autophagy and apoptosis in non-small cell lung cancer cells. Apoptosis 23(3–4):210–225

 59. Guo XL, Li D, Hu F, Song JR, Zhang SS, Deng WJ et al (2012) Targeting autophagy potenti-
ates chemotherapy-induced apoptosis and proliferation inhibition in hepatocarcinoma cells. 
Cancer Lett 320(2):171–179

 60. Wang G, Zhang T, Sun W, Wang H, Yin F, Wang Z et al (2017) Arsenic sulfide induces apopto-
sis and autophagy through the activation of ROS/JNK and suppression of Akt/mTOR signaling 
pathways in osteosarcoma. Free Radic Biol Med 106:24–37

 61. Wang H, Zhang T, Sun W, Wang Z, Zuo D, Zhou Z et al (2016) Erianin induces G2/M-phase 
arrest, apoptosis, and autophagy via the ROS/JNK signaling pathway in human osteosarcoma 
cells in vitro and in vivo. Cell Death Dis 7(6):e2247. https://doi.org/10.1038/cddis.2016.138

 62. Gao L, Zhao X, Lang L, Shay C, Andrew Yeudall W, Teng Y (2018) Autophagy blockade sen-
sitizes human head and neck squamous cell carcinoma towards CYT997 through enhancing 
excessively high reactive oxygen species-induced apoptosis. J Mol Med (Berl) 96(9):929–938

L. Gao et al.

https://doi.org/10.1038/cddis.2016.138


13© Springer Nature Switzerland AG 2020
P. C. Guest (ed.), Reviews on New Drug Targets in Age-Related Disorders, 
Advances in Experimental Medicine and Biology 1260, 
https://doi.org/10.1007/978-3-030-42667-5_2

Chapter 2
Micronutrients that Affect 
Immunosenescence

Behnaz Abiri and Mohammadreza Vafa

1  Introduction

Over the past few decades, longevity has significantly elevated and, as a result, the 
health system is currently facing the growing emergence of age-related diseases [1]. 
Food itself is a cause of age-related disease since the production of reactive oxygen 
species (ROS), advanced glycation end products, advanced lipoxidation end prod-
ucts and inflammatory mediators lead to multiple tissue damage (Fig. 2.1) [2]. In 
addition, it has been repeatedly reported that a normal nutritional status is essential 
for optimal immune function. However, the prevalence rate of malnutrition is gener-
ally higher among the elderly, especially in community-dwelling and nursing home 
residents [3]. It is believed that malnutrition or insufficient intake of certain nutri-
ents found in the elderly constitutes another adverse factor further contributing to 
the dysregulation of immune function developed with aging. On this basis, in free- 
living elderly individuals, aging is characterized by low-grade inflammation, the 
so-called “inflammaging”, which may evolve toward a chronic inflammatory condi-
tion when the accumulation of metabolic products becomes excessive, thus aggra-
vating tissue damage (Fig. 2.2) [4]. Immunosenescence reflects the decrease with 
age of the immune response in humans and abnormal immunity contributes to the 
complications of age-related diseases. Immune abnormalities in the elderly have 
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been found in both the innate and the adaptive immune system. In particular, dys-
function of granulocytes, monocytes/macrophages (Mθ) and natural killer (NK) 
cells has been reported. On the other hand, changes in both T and B lymphocytes 
have been indicated in senescence. Further details on immune cells will be dis-
cussed in this chapter. Easier access of pathogens into the aged host plays a patho-
genic role in the aggravation of inflammatory and dysmetabolic states (obesity and 
diabetes), atherosclerosis and neurodegeneration [5]. Moreover, in the elderly, 
imbalanced immune networks can account for the elevated frequency of autoim-
mune disease and cancer, thus justifying therapeutic efforts to correct impaired 
immunity in the elderly [6]. In this chapter, an overview of the major changes of the 
immune system in the elderly will be provided. In addition, treatment of age-related 
disease by micronutrients and their mechanisms will be discussed. Thus, novel ther-
apeutic attempts to correct the aged immune responsiveness with micronutrients 
will be described.

2  The Immune System in Aging

As the body ages, so does the immune system [7] and most people over the age of 
60  years experience some immune dysregulation that makes them less able to 
respond to immune challenges [8, 9]. Immune cells are continually renewed from 
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hematopoietic stem cells but these mature with age and become less able to generate 
lymphocytes. Furthermore, the total amount of hematopoietic tissue declines [9, 
10]. A loss of immune cells and a reduction in the number of circulating lympho-
cytes are characteristic in the immune systems of older people [11], consistent with 
decreased production of T cells in the involuted thymus, as well as diminished func-
tion of mature lymphocytes in secondary lymphoid tissues [9, 12]. Alterations in the 
innate immune system also occur with advancing age. Skin and mucous mem-
branes—the first line of defense against invading pathogens—become less effective 
as skin cell replacement reduces and dermal and subcutaneous atrophy occurs [13]. 
After 60 years of age, there is a reduction in secretory IgA, which forms part of the 
first line of defense against pathogens that manage to invade the mucosal surfaces 
[14]. In elderly people, functional activity of immune cells including phagocytes 
and the intracellular respiratory burst necessary to kill pathogens are decreased [13]. 
Indeed, a longer inflammatory process is induced in elderly people [15]. Increased 
levels of circulating pro-inflammatory cytokines such as tumor-necrosis factor 
alpha (TNF-α), interleukin (IL)-1, and IL-6 characterize low-grade chronic inflam-
mation in elderly people, a process known as inflammaging [13]. Inflammaging is a 
physiological response to lifelong antigenic stress and, if kept under control by anti- 
inflammatory cytokines such as IL-10 [13], represents an efficient defense 

Fig. 2.2 The association between inflammaging and immunosenescence/adaptation
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mechanism in older people. Elevated production of anti-inflammatory molecules is 
an important counter-regulatory process in aging, as inflammaging would otherwise 
be damaging [16]. Many of the most common chronic diseases related to aging, 
such as atherosclerosis, Alzheimer’s disease, osteoporosis and diabetes [13], are 
associated with low-grade inflammation [7]. Oxidative stress also has a role in 
inflammaging, emphasizing the role of oxidative stress in the complex mechanisms 
of aging [16]. Immune cells, which contain a high percentage of polyunsaturated 
fatty acids in their plasma membrane and so are inclined to lipid peroxidation, are 
particularly sensitive to alterations in the oxidant–antioxidant balance [17]. Hence, 
oxidative damage can compromise the integrity of immune cell membranes and 
change transmission of signals both within and between various immune cells, 
resulting in an impaired immune response [17]. It has been proposed that, in elderly 
people, many immune markers of immunosenescence may actually be more associ-
ated with prolonged exposure to antigen stimulation and to oxidative stress involv-
ing the production of reactive oxygen species, rather than to “aging” of the immune 
system [10–12].

An extensive set of receptors is involved in the phagocytic process, such as com-
plement receptors, toll-like receptors (TLRs), fragment crystallizable receptors and 
scavenger receptors in response to pathogens and autologous apoptotic cells [18]. In 
older people, both polymorphonuclear cells (PMN) and Mθ demonstrate impaired 
phagocytosis and oxidative burst [19]. In elderly humans, dendritic cells also exhib-
ited a decreased capacity to phagocytose apoptotic cells in vitro [20]. The above- 
mentioned abnormalities may justify the high frequency of infectious events (such 
as winter infections) in aging. On the other hand, decreased phagocytic clearance of 
apoptotic cells may result in accumulation of debris which, in turn, triggers inflam-
mation or autoimmune reactions in the aged host [21]. With regards to NK cells, 
evidence has been reported that these cells undergo age-associated alterations, 
which may explain the increased incidence of viral infections in the elderly [22]. 
Also, in the case of T regulatory (Treg) cells, some changes have been shown in 
aging [23]. All of these modifications may account for an elevated incidence of 
autoimmune diseases, cancer and infections in the elderly, even if their mechanisms 
of action require more detailed evaluations. Indeed, the tuning of Treg cell-mediated 
immune suppression in aging is very delicate and its imbalance may shift from a 
protective impact (anti-inflammatory activity) to a detrimental status of disease out-
come. Th17 cells polarize the immune response toward an inflammatory profile and 
have an important effect in the development of autoimmune and chronic inflamma-
tory disease, hence overcoming the anti-inflammatory impacts exerted by Treg 
cells. Th17 cells are elevated in aging with a decrease of Treg cells [24]. However, 
after activation the Th17/Treg cell ratio tends to reduce with an elevation in fork-
head box (Fox)P3 and IL-10. Thus, this ratio may represent an important target for 
controlling autoimmune and inflammatory disease in the elderly. The decrease in 
murine B cell lymphopoiesis with increasing age appears to depend on the inability 
of hemopoietic stem cells to generate B cells, thus leading to a lack of early B cell 
lineage precursors [25]. In addition, IL-7 production by stromal cells of the bone 
marrow is decreased with advancing age, thus retarding B cell development in the 
early phase with a significant decrease of pre-B cell numbers. In humans aged 
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CD19+ B cell number reduces [26], while the aging-related B cell (ABC) subset can 
be detected in peripheral blood [27]. In in vitro studies, ABCs have been indicated 
to respond to innate stimuli with polarization toward Th17 cells and secretion of 
autoantibodies.

Genetic and environmental factors (such as nutritional status) may play a role in 
immune function throughout aging, but these have yet to be described.

3  Intake of Micronutrients in the Elderly

The daily intake of micronutrients is often inadequate in the elderly, owing to many 
causes, such as poor socio-economic states, loss of appetite, lack of teeth, changed 
intestinal absorption of food and low requirement of energy [28]. The important 
micronutrients with immunomodulating properties will be discussed later.

3.1  Micronutrient Requirements and Reported Deficiencies

Although the recommended dietary allowances (RDAs) for elderly people demon-
strate that their energy requirements are lower than their younger counterparts, 
micronutrient needs are mostly the same [29]. Many older people have chronic 
health states needing hospitalization live in care homes, or tend to eat less and make 
different food choices [30, 31]. An inadequate intake of micronutrients in elderly 
people has been reported both in the community and at a higher prevalence rate in 
long-term care facilities [32], while lower food intake has been related to lower 
intakes of calcium, iron, zinc, B vitamins and vitamin E in elderly people [31]. In 
addition, menopause influences utilization of micronutrients. For example, vitamin 
C gradually reduces as menopause advances, associated negatively with body mass 
index [33]. As in younger adults, a sufficient supply of antioxidants such as, vitamin 
C, selenium, and zinc is required to counteract the oxidative stress that is an impor-
tant factor in immune dysregulation in elderly people. However, older people lose 
their ability to generate endogenous antioxidants compared with younger adults 
[34]. The skin of older adults is less able to synthesize vitamin D, and synthesis is 
approximately 75% slower in people aged over 65 years than in younger adults [35].

3.2  Clinical Effects of Micronutrient Deficiencies 
and Supplementation

An insufficient intake of micronutrients at any stage of life impacts various func-
tions within the immune system, manifesting as reduced resistance to infections and 
an increase in the severity of symptoms. For example, zinc deficiency can elevate 

2 Micronutrients Affect Immunosenescence



18

thymic atrophy, reduce lymphocyte number and activity, and elevate oxidative stress 
and inflammation by changing cytokine production [36, 37]. As a result, the risk of 
all types of infection (bacterial, viral, and fungal but particularly diarrhea and pneu-
monia) is elevated [38]. A low vitamin C condition also elevates susceptibility to 
infections such as pneumonia [39], probably due to low levels of antioxidants such 
as vitamin C being unable to combat the observed oxidative stress [40]. Elevated 
production of ROS during the immune response to pathogens may reduce vitamin C 
levels further [41]. Vitamin D deficiency elevates the risk of infection and autoim-
mune diseases such as multiple sclerosis and diabetes, possibly associated with the 
activity of vitamin D receptors, which are present throughout the immune system 
[42, 43].

Given the importance of micronutrients in immunity, and the fact that many peo-
ple of all ages have single or multiple micronutrient deficiencies that can have 
adverse immunological impacts, there is a rationale for micronutrient supplementa-
tion to restore concentrations to recommended levels, particularly after an infection, 
and to support immune function and maintenance. To avoid any unwanted side 
effects, it is of course necessary to ensure that supplementation does not exceed 
recommended tolerable upper intake levels, the highest level of daily nutrient intake 
that is likely to pose no risk of detrimental health impacts in most people [29]. As 
no single biomarker exists that accurately reflects the impacts of supplementation 
on the immune response, clinical outcomes are instead used to estimate the effec-
tiveness of supplementation [38, 44]. Damaged immunity in older people, often 
resulting from multiple micronutrient deficiencies, is evident in the elevated inci-
dence and severity of common infections that impact the upper and lower respira-
tory tracts, as well as the urinary and genital tracts [8, 45]. Supplementation with 
modest amounts of a combination of micronutrients can have advantageous effects 
[8]. Higher levels of CD4+ and CD8+ T cells and an increased lymphocyte prolif-
erative response to mitogens have been reported with vitamin A, C and E supple-
mentation [46], while micronutrient supplementation with higher levels of vitamins 
C, E and beta-carotene elevated the number of various subsets of T-cells, increased 
lymphocyte response to mitogens, enhanced IL-2 production and NK-cell activity, 
elevated the response to the influenza virus vaccine, and led to fewer days of infec-
tion [47]. Supplementation with a complex micronutrient combination in older 
people enhanced the number of different types of immune cells, such as total lym-
phocytes [48]. Multiple micronutrient supplementations in elderly people may also 
decrease antibiotic usage and result in higher post-vaccination immune responses 
[8]. Marginal zinc deficiency is prevalent in older people, as their dietary intakes are 
generally lower and plasma zinc levels decrease with age, possibly due to impaired 
absorption, changes in cellular uptake, and epigenetic dysregulation of DNA meth-
ylation or the methionine/transsulfuration pathway [36].

Adequate vitamin C is also important in elderly people, who are at risk of vita-
min C deficiency, particularly females [49]. Sufficient vitamin C intakes can opti-
mize cell and tissue concentrations and help to protect against respiratory and 
systemic infections, while higher levels are needed during infection to compensate 
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for the enhanced inflammatory response and metabolic requirement induced by the 
pathogen, and hence help to decrease the duration and severity of symptoms [50].

Vitamin E supplementation in older people has been shown to significantly ame-
liorate NK cytotoxic activity, neutrophil chemotaxis and the phagocytic response, 
and increase mitogen-related lymphocyte proliferation and IL-2 production [51]. 
Vitamin E can also ameliorate T-cell-mediated immunity and enhance the produc-
tion of antibodies in response to the hepatitis B and tetanus vaccines [52]. As a 
lipid-soluble antioxidant, vitamin E plays an important role in protecting the integ-
rity of cell membranes from oxidative damage. Since vitamin E is especially 
enriched in the membranes of immune cells, it is not surprising that vitamin E defi-
ciency harms both humoral and cell-mediated immune functions [53, 54]. Vitamin 
E supplementation has an advantageous impact on the immune system, particularly 
in aged individuals who have compromised immune function. It has been found that 
vitamin E supplementation enhanced lymphocyte proliferation [55, 56], IL-2 pro-
duction [55], and delayed type hypersensitivity (DTH) response in old mice [55]. In 
addition, old mice had a damaged response to infection such as decreased NK cell 
activity and neutrophil recruitment [57], as well as the related higher viral titers 
[58], which are all restored by vitamin E supplementation. Given the observed 
effectiveness of vitamin E in restoring cell-mediated immunity as well as ameliorat-
ing innate immunity in aged animals, several clinical trials have been carried out to 
investigate these impacts in the elderly. In one study, short-term (1 month) supple-
mentation of vitamin E with 800  mg/day significantly ameliorated the DTH 
response, T cell proliferation and IL-2 production, while reducing plasma lipid per-
oxide and prostaglandin E2 (PGE2) production in healthy subjects (≥60 years) [59]. 
Another study which administered lower doses for a longer period (4.5 months) 
showed that supplementation with vitamin E at 200 mg/day compared to 0, 60 or 
800 mg/day was the most effective in enhancing DTH response and antibody titers 
to hepatitis B and tetanus vaccine in free living, healthy elderly individuals 
(≥65 years) [52].

The risk of upper respiratory tract infections, particularly common cold, was 
significantly lower after vitamin E supplementation in nursing home residents, 
although there was no evident impact on lower respiratory tract infections [58]. 
However, not all studies have reported beneficial impacts on respiratory tract infec-
tions with vitamin E supplementation in older people [36].

The working mechanisms underlying the immuno-modulating impact of vitamin 
E have been investigated mainly with experiments in cell cultures and animal mod-
els. As a whole, vitamin E can increase T cell-mediated function by directly impact-
ing membrane integrity and signal transduction in T cells or indirectly, by decreasing 
production of suppressive factors such as PGE2 [60, 61].

Results from murine infection models have extended our understanding of how 
aging influences immunosenescence with clinical implications and how vitamin E 
functions during the process. Upon infection with influenza A/Port Chalmers/1/73 
(H3N2), old mice exhibited higher lung viral titers [58, 62] and damaged IL-2 
response [62], all of which were ameliorated by vitamin E supplementation (500 mg/
kg diet) for 8  weeks. It seems that the protective impact of vitamin E against 
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influenza virus may be associated with an increase in Th1 cytokine production. Bou 
Ghanem et al. showed that old mice were more vulnerable to Streptococcus pneu-
monia than young mice, along with higher pulmonary bacterial burden, lethal sep-
ticemia, and lung inflammation, which were decreased by vitamin E supplementation 
(500  mg/kg diet) for 4  weeks [57]. These findings suggest that vitamin E can 
increase resistance of aged mice to bacterial pneumonia by improving the innate 
immune response.

However, the results from clinical studies of vitamin E supplementation thus far 
have been discrepant or even contradictory. This may in part be due to the different 
conditions in vitamin E administration regimen and subject characteristics. On the 
subject side, both baseline vitamin E condition and the individual’s specific genetic 
background should be considered. It has been shown that polymorphisms of genes 
including apolipoprotein E, SR-BI scavenger receptor, α-tocopherol transfer pro-
tein, CD36 scavenger receptor, and lipoprotein lipase, may affect the bioavailability 
and cellular activity of vitamin E [63]. Hence, it is probable that the polymorphisms 
of the genes associated with vitamin E bioactivity may influence the impacts of 
vitamin E supplementation. As such, the interaction of vitamin E with genes associ-
ated with its bioactivity and immune response should be further investigated in the 
elderly population, which may help to provide a better understanding of vitamin E’s 
effectiveness in restoring age-related immune response.

Like vitamin E, Vitamin D is a lipid-soluble vitamin. However, unlike vitamin E, 
vitamin D is primarily produced in the skin during sun exposure rather than absorbed 
from the food. 1,25-(OH)2D circulates to different target tissues to exert its endo-
crine effects that are mediated by the vitamin D receptor (VDR). A long-recognized 
role of 1,25-(OH)2D involves calcium homeostasis and bone health. However, 
extraskeletal effects of vitamin D have been shown along with the discovery of the 
VDR in tissue and cells that are not involved in maintaining mineral and bone 
homeostasis. One of the most prominent impacts is in immune cells. Thus, higher 
circulating 25-(OH)D concentrations are likely needed for optimal intracrine effects 
of 1,25-(OH)2D, whereas inadequate vitamin D concentrations may be related to 
dysregulated immune function and probably infectious diseases. Vitamin D inade-
quacy is prevalent in community-dwelling elderly and more so among the institu-
tionalized elderly [64].

Several in vitro studies have suggested a major role of vitamin D as an important 
modulator in both innate and adaptive immunity. For example, 1,25-(OH)2D stimu-
lates differentiation of precursor monocytes to mature phagocytic MΦ [65, 66]. In 
particular, 1,25-(OH)2D supplementation can elevate production of the antimicro-
bial peptides cathelicidin by MΦ [67] and β-defensin by endothelial cells [68]. 
However, 1,25-(OH)2D suppresses T cell proliferation [69], in particular T helper 1 
(Th1) cells, which are a subset of CD4+ effector T cells capable of producing IL-2 
and IFN-γ and activating MΦ [70]. Thus, vitamin D may help to limit the potential 
tissue impairment related to Th1 cellular immune response. Investigations found 
that 1,25-(OH) 2D can inhibit pro-inflammatory Th17 cells [71] while enhancing 
Treg [72], which may be a pivotal mechanism for the potential of vitamin D in miti-
gating autoimmune disorders.
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The immunosuppressive mechanism of vitamin D on T cells may be in part 
described by its impacts on dendritic cells (DCs). 1,25-(OH)2D was found to sup-
press the maturation of monocyte-derived DCs, thereby inhibiting their capacity to 
present antigens to T cells [72]. According to these cellular studies, it seems that 
vitamin D can stimulate innate immune responses, which can help remove invading 
bacteria and viruses, whereas the regulatory impact of vitamin D on T cells can be 
advantageous under a number of states such as T cell-mediated autoimmune inflam-
matory diseases. Since elderly people are at higher risk for poor vitamin D status, 
mainly because of limited sunlight exposure, decreased ability of the skin to pro-
duce vitamin D, and decreased vitamin D intake [73–75], it is plausible that low 
vitamin D status in older people may also contribute to their compromised immune 
response and their enhanced prevalence of infection, which can be relieved by suf-
ficient intake of vitamin D.

Epidemiological studies have indicated a relationship between low 25-(OH)D 
levels and chronic diseases such as infections [76, 77]. One study in 34 healthy 
females over 60 years-old found that those with high 25-(OH)D levels (>75 nM) 
had a higher percentage of effector CD8+ T cells, suggesting that enhanced vitamin 
D may hasten CD8+ T cell senescence. However, 25-(OH)D status impacted neither 
the T cell proliferative response nor the serum concentrations of the inflammatory 
cytokines IL-1, IL-6, and IL-17, as well as the Th2 cytokine IL-4 [78]. Another 
study found no relationship between 25-(OH)D levels and humoral immune 
responses against seasonal influenza, vaccines, or alterations in subpopulations of 
immune cells, and cytokine/chemokine response in adults ≥50 years-old [79].

As mentioned above, vitamin D has an impact on multiple aspects of immune 
system, enabled by expression of the VDR and the enzyme 1α-hydroxylase present 
in most immune cells [67, 80, 81]. Vitamin D has been demonstrated to increase 
numerous innate immune functions necessary for combating against microbial 
infections. Local synthesis of 1,25(OH)2D plays an important role in respiratory 
infection. Upon infection, pathogen-associated molecular patterns (PAMPs) on 
pathogens trigger pathogen recognition TLRs in the host [82]. TLRs when triggered 
lead to induction of the gene for 1α-hydroxylase (CYP27B1), which in turn induces 
local generation of 1,25-(OH)2D. Importantly, 1,25-(OH)2D is a direct inducer of 
antimicrobial peptide gene expression [67, 68]. Moreover, it has been proposed that 
vitamin D’s useful impact in infection may be associated with its anti-inflammatory 
properties. Vitamin D has been shown to suppress the production of pro- inflammatory 
cytokines (IL-6, IL-8, IL-12, IFN-γ, TNF-α) in the innate immune response, and in 
the adaptive immune response, it inhibits T-cell activation and modulates CD4+ 
T-cell differentiation by favoring polarization toward Th2 and Treg phenotypes 
while inhibiting Th1 and Th17 differentiation [71, 83–86]. Another probable mech-
anism suggested involves direct suppression of pathogen replication by vitamin D 
in the host, but there is no solid evidence supporting this hypothesis. Also, an in vitro 
study showed no direct impact of vitamin D on rhinovirus replication in epithelial 
cells [87].

Since vitamin D regulates immune function via the VDR, genetic variants in this 
receptor could influence its function, which would alter the biological impacts of 
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vitamin D. The current recommendations for vitamin D intake are primarily based 
on bone health and mortality, but not for infection prophylaxis. More specifically, 
clinical trials are required to definitively characterize the impact of vitamin D sup-
plementation on immune function and risk of infection in the elderly with different 
basal serum levels of 25- (OH)D and to investigate optimal doses for achieving 
sustained sufficiency in vitamin D status.

Before such information is available and due to the high prevalence of vitamin D 
deficiency/insufficiency and well-established relationship between vitamin D defi-
ciency and infection incidence, vitamin D intake should be raised to 1000 IU/day 
for the majority of people in order to achieve circulating levels >50 nmol/L as pro-
posed [88, 89]. Regardless of the baseline levels, the dose of 1000 IU/day should be 
considered safe given the large distance from the current tolerable upper intake level 
of 4000 IU/day.

Zinc is a trace element essential for DNA synthesis, membrane integrity, and cell 
proliferation, as well as being an important micronutrient for cell performance in 
the immune system [90, 91]. Since there is no specialized zinc storage system in the 
body, zinc deficiency can rapidly deplete the zinc supply to immune cells leading to 
compromised immune function [92]. It has been demonstrated that zinc deficiency 
can profoundly change immuno-homeostasis which involves both innate and adap-
tive immunity, causing damaged phagocytosis and intracellular killing activity of 
phagocytes, reduced NK cell activity, thymus involution and reduced thymic output, 
and reduced lymphocyte proliferation, IL-2 production, DTH response, and anti-
body response to vaccines [93–96]. All of these manifestations are similar to those 
observed in the aged immune system. Consistent with these findings, reduced zinc 
intake and low zinc conditions have been reported in older people [97–100], and a 
low zinc status in the elderly has been shown to contribute to age-related dysregula-
tion of the immune response [101].

In a study, institutionalized healthy elderly (>70 years) individuals who received 
1 month of daily supplementation with 440 mg zinc sulfate had a significant eleva-
tion in the proportion of circulating T cells, DTH response, and anti-tetanus toxin 
IgG titers, all of which depend on T cell response [102]. Similarly, 60  mg zinc 
acetate supplementation for 4.5 months significantly increased plasma zinc levels 
and ameliorated the DTH response in zinc deficient elderly persons who showed an 
anergic response to skin antigen tests [103]. In contrast, Bogden et al. did not find 
any difference in DTH response nor lymphocyte proliferation between the placebo 
and zinc-supplemented groups [104]. A number of studies that have evaluated the 
effect of zinc on immune cell phenotype have been inconclusive. For example, free- 
living elderly persons receiving zinc at 10 mg/day for 7 weeks showed a decrease in 
activated (CD25+) CD4+ T cells [105], whereas institutionalized healthy elderly 
individuals who consumed 25 mg/day zinc for 3 months showed an enhancement in 
the number of activated (HLA-DR+) CD4+ T cells and cytotoxic T cells [106]. In 
another study, the number of circulating T cells were enhanced in a group of zinc 
deficient nursing home elderly persons (serum zinc <70 μg/dL) who had been sup-
plemented with 30 mg zinc for 3 months, and this was accompanied by elevated 
lymphocyte proliferation with T cell stimulants [107]. Since participants with serum 
zinc ≤60 μg/dL failed to obtain sufficient concentrations of serum zinc (≥70 μg/dL) 
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despite supplementation [107], those with low a zinc status may require a larger 
dose or longer duration of supplementation to achieve higher zinc levels sufficient 
to reverse T-cell immunosenescence.

Supplementation with low to moderate doses of zinc in healthy elderly people 
can help to restore thymulin activity, enhance the number of cytotoxic T cells, 
decrease the number of activated Th cells and elevate the cytotoxicity of NK cells 
[36]. Such changes are immunologically advantageous that help to decrease the 
incidence of infections such as common cold, cold sores and influenza [108], as 
well as the incidence rate and morbidity of pneumonia [109]. There are some reports 
that a sufficient zinc supply could prevent degenerative age-associated diseases 
including infection and cancer [110].

Copper (Cu) actively contributes to a series of reactions enhancing growth and 
development and an important source of this metal in food is meat [111]. The basal 
storage of Cu is in the liver, where it is contained in a membrane-bound form as 
metallothioneins. Ceruloplasmin, a blood protein synthesized by the liver, contains 
multiple molecules of Cu, hence this protein represents a biomarker of Cu status in 
the body [112].

Reduced Cu in older adults appears to be associated with a decreased intake of 
food and beverages, particularly milk, which increases Cu absorption at the intesti-
nal level along with glucose [113]. Cu obtained via dietary sources is not only dis-
tributed in the body but also accelerates iron (Fe) metabolism [114]. Dietary Cu 
deficiency results in a variety of immune abnormalities. In this regard, neutropenia, 
damage of Mθ and NK cell functions and decreased IL-2 production have been indi-
cated in Cu deficiency [115]. A full recovery of immune functions was obtained 
following Cu supplementation in Cu-deficient subjects [116]. Since pro- inflammatory 
cytokines manage synthesis and secretion of Cu-containing molecules by the liver, 
enhanced plasma Cu levels have been found in some age-related diseases including 
atherosclerosis and Alzheimer’s disease [117]. On the other hand, in the case of 
severe Cu deficiency, a damaged immune response as well as disturbed anti-oxidant 
activity and altered metabolism have been found in elderly subjects, and Cu supple-
mentation appears to be essential for recovery of cellular functions [118].

Fe is another essential micronutrient for the proliferation and differentiation of 
cells. In addition to oxygen transport, Fe is mostly involved in the catalyzation of 
hydroxyl radical formation, which are impacted by the activity of transcription 
agents such as hypoxia inducible factor-1 or nuclear factor kappa-light-chain- 
enhancer of activated B cells (NF-κB) [119]. Fe deficiency leads to a number of 
immune dysfunctions in the elderly and this state is related to anemia [120]. Thymic 
atrophy, depletion of T cells and NK cells with polarization toward Th2 cells have 
been reported in Fe-deficient subjects [121]. Thus, Fe supplementation in anemic 
elderly subjects appears to be essential for maintenance of immune homeostasis and 
prevention of degenerative diseases. Clinical trials in healthy elderly participants 
have shown that Fe supplementation is useful in Fe-deficiency anemia and the asso-
ciated chronic inflammation and oxidative impairment in age-related diseases [122].

Selenium (Se) has anti-oxidant activities via its incorporation into selenoproteins 
which, in turn, control ROS and redox status as well as inflammation and immune 
responses [123]. In view of the enhancement in oxidative damage in senescence, Se 
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has been administered as a supplement in the elderly. In aged people, Se supplemen-
tation alone or in combination with beta-carotene, caused an increase of CD4+ T 
cells that persisted for 2  months following discontinuation of the administration 
regimen [124]. In other studies of aged people, the Se concentration was positively 
associated with an enhancement in the number of NK cells. In addition, a relation-
ship was found between low levels of Se and severity of IL-6-mediated inflamma-
tion [125]. Moreover, in aged individuals, several nutritional markers were 
investigated for their relationship with proliferation of peripheral blood lympho-
cytes. Se was one of the four nutrients that was positively associated with lympho-
cyte proliferation [126].

The effects of micronutrient deficiency and supplementation are summarized in 
Table 2.1.

Table 2.1 Effects of micronutrient deficiency and supplementation on immune function

Micronutrient Effects of deficiency Effects of supplementation

Vitamin C Increased oxidative damage, 
increased incidence and severity of 
infections, reduced resistance to 
infections, reduced DTH response 
[38–40]

Protected against oxidative stress, 
reduced duration and incidence of 
pneumonia and common cold symptoms 
[36, 39, 41]

Vitamin A Influences immune functions, and 
vulnerability to infections [36]

Reduced risk of morbidity and mortality 
from infectious disease. Not 
advantageous in pneumonia [36, 39]

Vitamin E Impairs humoral, B and T cell 
function [36]

Improved DTH response and T cell 
proliferation [59]

Vitamin D Increased vulnerability to infections, 
increased morbidity and mortality, 
increased risk of autoimmune 
diseases [36, 38]

Enhanced immune function in infectious 
disease [82]

Zinc Reduced lymphocyte number and 
function, enhanced thymic atrophy, 
changed cytokine production toward 
oxidative stress and inflammation, 
increased infectious diseases [36, 39]

Enhanced number of T cells, reduced 
incidence of infections, enhanced natural 
killer cell cytotoxicity [36, 39]

Copper Abnormal low levels of neutrophil, 
increased vulnerability to infections 
[36]

Decreased antibody production in 
response to influenza vaccine [14]

Iron Decline in immune response, reduced 
lymphocyte bactericidal activity [38]

Theoretically increase immunity to 
infections, but untargeted 
supplementation may increase 
availability of iron for pathogen growth 
[39]

Selenium Suppression of immune function, 
damaged humoral and cell-mediated 
immunity [36, 38]

Ameliorates cell-mediated immunity and 
increases immune response in 
individuals with deficiency, but may 
deteriorate allergic asthma and damage 
the immune response to parasites [36]

DTH delayed type hypersensitivity
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4  Conclusions

Aging-associated damage in the immune system is well established and is a main 
factor contributing to the elevated morbidity and mortality related to infection in the 
elderly. Optimal immune function depends on a normal, well-balanced nutritional 
state, although the prevalence of malnutrition is generally greater among the elderly, 
which further damages the aged immune system. Hence, nutritional intervention 
may have a promising potential in mitigating the negative influence of aging on 
immune function, hence ameliorating resistance to infection in the elderly popula-
tion. Although epidemiological studies have proposed a relationship between cer-
tain nutrients and dietary components with risk of mortality and morbidity associated 
with infections, the results of interventional studies have been discrepant and lim-
ited success has been achieved in this regard. This demonstrates that effective nutri-
ents and dietary components may work together generating additive and synergistic 
impacts, which cannot be obtained by taking single nutritional supplements. Thus, 
it is advised that intake of nutrients should focus first on consumption of a sufficient 
and balanced daily diet. However, it is worth emphasizing that higher amounts of 
certain nutrients above the currently recommended intake levels may be required 
for elderly people, particularly for those who are ill, on medication, or in a lower 
socioeconomic status. The available clinical data proposes that micronutrient sup-
plementation can decrease the risk and severity of infection and support a faster 
recovery. However, more research is needed into the impact of micronutrient sup-
plementation on immune functions and on clinical outcomes. Nevertheless, current 
knowledge regarding the importance of micronutrients on immune function, the 
impact of micronutrient deficiencies on the risk and severity of infections, and the 
worldwide prevalence rate of an insufficient micronutrient state form a basis for the 
use of a targeted multiple micronutrient supplement program to support immune 
function throughout a person’s lifetime.
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Chapter 3
Bioactive Lipids in Age-Related Disorders

Undurti N. Das

1  Introduction

Aging is inevitable but can be slowed. As we age, cells, tissues, organs and systems 
are bound to become senile and develop several health-related issues that may ulti-
mately affect the health and lead to the onset of various diseases. But aging can be 
healthy so that disease occurrence and progression can be prevented, postponed or 
altogether avoided. Despite the fact that aging is believed to be a genetically pro-
grammed event, understanding the biochemical changes that predispose to the 
development of various disorders associated with aging may lead to development of 
strategies that keep the human organism healthy. Several studies in the field of aging 
have been performed with specific reference to changes in gene expression and their 
proteins, alterations in the activity of various enzymes and consequently alterations 
in the cellular functions that results in the aging process.

There are two dominant theories of aging: damage-based and programmed. The 
damage-based theory suggests that aging results from a continuous process of dam-
age, presumably to DNA, which leads to alterations in several metabolic pathways. 
This theory implies that DNA damage occurs throughout the entire lifespan induced 
by byproducts released during the normal cellular process or a consequence of inef-
ficient repair systems. In contrast to this, the programmed theory of aging argues 
that aging is a genetically-regulated process but not as a result of random or stochas-
tic events. Although both the theories appear different, the underlying mechanism is 
in both is damage to DNA that results in altered gene(s) expression or alterations in 
gene expression as a programmed process. Thus, in theory, it is possible to stop, or 
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even reverse aging provided that the altered gene(s) expressions can be identified 
and restored to normal. In essence both theories have a strong genetic component. 
It can be said that the damage-based theory of aging suggests that genetic factors 
such as defensive or protective genes, have a role in aging while the programmed 
theory does recognize that some forms of damage to DNA contribute to aging and 
that environmental factors have a significant role in the aging process. So the differ-
ence between these two theories lies in the underlying mechanism. Damage-based 
theories of aging argue that aging is predominantly a result of interactions with the 
environment and/or damage from chemical reactions, while the programmed theo-
ries argue that aging is predetermined and occurs on a fixed schedule triggered by 
genetic programs. Other theories of aging include: (i) extrinsic or intrinsic factors 
that cause an accumulation of damage; and (ii) changes in gene expression that are 
either programmed or derived from DNA structural changes. It is apparent that there 
is a certain amount of overlap between all of these theories of aging.

In essence, aging is unavoidable and influenced by various endogenous and 
exogenous factors that result in gradual cellular deterioration. Studies have revealed 
that certain interventions can increase life expectancy and inhibit the aging process 
[1]. For instance, aging can be postponed or delayed (i) in mice, worms and fruit 
flies by inhibiting the insulin/IGF-1 axis that results in a transcription factor 
(DAF-16 in C. elegans, FoXo in mice) entering the nucleus to stimulate the expres-
sion of genes encoding survival-promoting proteins such as the Klotho protein; (ii) 
scavenging the highly toxic reactive oxygen species (ROS) produced mainly in the 
mitochondria, whose accumulation leads to DNA, lipid and protein changes (that 
results in cell dysfunction and aging); (iii) preventing shortening of the telomeres by 
enhancing telomerase activity; and (iv) correcting defective autophagy that uses 
lysosomes to destroy altered proteins to retain cell homeostasis. Studies of geneti-
cally mediated aging disorders such as progeria have revealed the importance of 
laminins (intermediate nuclear filaments) which fail to mature causing accelerated 
aging and premature death. It is agreed that there is no single biological marker of 
aging but measuring a combination of markers of specific diseases associated with 
aging may be of help in preventing or at least prevent or postpone some disorders of 
aging. For example, measurement of Nt-proBNP, troponin I, C-reactive protein and 
cystatin that are increased in atheroma and cardiovascular diseases may help in 
preventing these diseases by employing suitable remedial measures. Different 
organs age in different ways. Vessel walls become rigid due to protein glycation and 
develop atheroma, the heart is invaded by fibrosis, the brain suffers from neurofibril-
lar degeneration and senile plaques (responsible for Alzheimer’s disease), the retina 
undergoes macular degeneration, renal function declines due to a gradual decrease 
in the nephron pool, and immune defenses become less effective due to the func-
tional degradation of B and T lymphocytes and thymus involution, resulting in the 
development of cancer or autoimmune disorders. Despite all of the advances made 
in molecular and biochemical understanding of cell function(s), the only two mea-
sures that are known to slow the aging process are physical exercise and dietary 
restriction in the form of reduced calorie intake.
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Recent studies by us and others showed that there are some distinct changes in 
the metabolism of bioactive lipids (BALs) that may predispose to the development 
of age-related disorders such as obesity, type 2 diabetes mellitus, hypertension, ath-
erosclerosis, coronary heart disease (CHD), immune dysfunction and cancer. This 
implies that abnormalities in BAL metabolism can lead to the occurrence of these 
disorders at an early age and rectifying BAL metabolism could form a novel thera-
peutic approach for these disorders. Since most of these disorders are common with 
advancing age, restoring BALs to normal may have implications in preventing 
aging itself or may aid in healthy aging. It is possible that occurrence of some of 
these disorders is an indication of premature aging. This suggests that plasma levels 
or specific tissue levels of various BALs could be used as a measure of aging. It is 
interesting to note that both physical exercise and diet restriction enhance BAL 
metabolism such that inappropriate inflammation and imbalance in the immune sys-
tem are restored to normal.

2  Essential Fatty Acid Metabolism

Our dietary essential fatty acids (EFAs): cis-linoleic acid (LA, 18:2 n-6) and alpha- 
linolenic acid (ALA, 18:3 n-3) are converted to their long-chain metabolites by the 
action of delta-6- desaturase and delta-5-desaturase and elongases. Thus, LA is con-
verted to gamma-linolenic acid (GLA, 18:3 n-6), dihomo-gamma-linolenic acid 
(DGLA, 20:3 n-6) and arachidonic acid (AA, 20:4 n-6) whereas ALA is converted 
to eicosapentaenoic acid (EPA, 20:5 n-3) and docosahexaenoic acid (DHA, 22:6 
n-3) by the same set of enzymes (Figs. 3.1 and 3.2; for EFA metabolism). It is note-
worthy that several vitamins, minerals and trace elements influence EFA metabo-
lism (Fig. 3.2) and deficiencies in these can result in the formation of higher amounts 
of pro-inflammatory and a decrease in the synthesis of anti-inflammatory metabo-
lites. It is noteworthy that vitamins B1, B6, B12 and C are needed for adequate 
synthesis of GLA, DGLA, AA, EPA and DHA, precursors that in turn are needed 
for the formation of prostaglandin E1 (PGE1), prostacyclin (PGI2), lipoxins, 
resolvins protectins and maresins, which have potent anti-inflammatory, vasodila-
tor, anti-platelet anti-aggregator and cytoprotective actions [2–11]. AA is the pre-
cursor of 2 series PGs, thromboxanes (TXs) and 4 series leukotrienes (LTs) whereas 
EPA is the precursor of 3 series PGs, TXs and 5 series LTs. PGs, TXs and LTs have 
pro-inflammatory actions. It is noteworthy that 3 series PGs, TXs and 5 series LTs 
are also pro-inflammatory in nature but are less potent compared to 2 series PGs 
TXs and 4 series LTs. Hence the suggestion that PGs, TXs and LTs formed from 
EPA have anti-inflammatory actions is not correct. AA, EPA and DHA are also 
metabolized by cytochrome P450 enzyme system to form various products that 
have been outlined in Figs. 3.3, 3.4, 3.5 and 3.6 in addition to the action of COX and 
LOX enzymes. In general, more detailed studies have been performed on the meta-
bolic products formed by the action of COX and LOX enzymes compared to the 
cytochrome P450 enzymes system. One needs to consider P450 products formed 
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from AA, EPA and DHA while studying the actions of various metabolites of EFAs 
and PUFAs.

In contrast to the pro-inflammatory actions of PGs, LTs and TXs, certain specific 
anti-inflammatory products can also be formed from AA, EPA and DHA. These 

Fig. 3.1 Scheme showing metabolism of EFAs (LA and ALA) and also the metabolism of n-7 and 
n-9 fatty acids. Although all fatty acids are important for normal health, n-3 and n-6 seems to be 
more critical. It is to be noted that “n” is same as “ω”. A simplified version and other products 
formed from EFAs are given in Fig. 3.2
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include lipoxins from AA, resolvins of E series from EPA and resolvins of D series 
and protectins and maresins from DHA (Fig.  3.3). Hence, it is likely that under 
physiological conditions a balance is maintained between pro- and anti- inflammatory 
compounds formed from GLA, DGLA, AA, EPA, DPA and DHA. The production 
of various PGs, TXs, LTs, lipoxins, resolvin, protectins and maresins from their 
respective precursors depends on the concentrations of GLA, DGLA, AA, EPA, 
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Fig. 3.2 Scheme showing effect of vitamins on metabolism of essential fatty acids and their role 
in various diseases
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DPA and DHA in the cell membrane lipid pool of these fatty acids released by the 
action of the enzyme phospholipase A2 (PLA2). It is known that PLA2 is activated 
by various stimuli including injury, infection, LPS (lipopolysaccharide), IL-6, TNF- 
α, IL-1, IL-2, IL-4, HMGB1 and other inciting agents that are capable of perturbing 
the cell membrane. It is predicted that PLA2 is able to activate in a specific and 
coordinated fashion such that the release of GLA, DGLA, AA, EPA, DPA and DHA 
from the cell membrane is determined based on the context and necessity of the 
local events either to initiate and perpetuate inflammation and/or suppress inflam-
mation and initiate resolution of inflammation and restore homeostasis. Thus, the 
release of PGs, TXs, LTs, lipoxins, resolvins, protectins and maresins appears to 
occur in a deliberately coordinated and smooth manner to shift the local events from 
pro-inflammatory status to resolution of the inflammation phase. How this occurs is 
not completely clear. However, it is known that local factors play a significant role 
in this sequence of events. Some of these local factors that may have the ability to 
regulate the production of BALs include pH, lactate, potassium, sodium, magne-
sium, and glucose and its metabolite concentrations. It is noteworthy that EFAs and 
PUFAs and other BAL molecules are capable of altering the function of mechano-
sensitive channels such as PIEZO-1 and PIEZO-2 and TRPV and thus, regulate the 
structure and functions of various receptors located on the cell membrane. In addi-
tion, local infiltrating leukocytes, T cells, NK cells and macrophages including 

Fig. 3.3 Metabolism of AA, EPA and DHA by COX and LOX enzymes in the presence of aspirin 
that leads to the formation of lipoxins, resolvins, protectins and maresins
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endothelial cells, fibroblasts and cellular milieu are also capable of influencing the 
activity of PLA2, desaturases, elongases, COXs, LOXs, PG synthase, 15-PGDH 
(15-prostaglandin dehydrogenase) and other eicosanoid catabolic enzymes that can 
alter local concentrations of EFAs, PUFAs, PGs, LTs, TXs, lipoxins, resolvins, pro-
tectins and maresins. Thus, the formation of actions of BALs are complex. At the 
same time, in view of their large number of actions, EFAs and BALs are capable of 
influencing a number of cellular events and thus participate in a number of disorders 
that include inflammatory, immunological and degenerative disorders as discussed 
below. Understanding the various actions of EFAs and BALs and their role in vari-
ous diseases opens a new window of opportunity to exploit these as potential drug 
targets for various disorders.

Note that the term EFAs is used for LA and ALA, PUFAs refer to GLA, DGLA, 
AA, EPA, DPA and DHA and BAL refers to EFAs, PUFAs and lipoxins, resolvins, 
protectins and maresins in the present discussion.
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3  Actions of Bioactive Lipids

BALs have several important actions that may explain their involvement in many 
cellular functions and biological processes and disorders. Some of these significant 
actions of BALs include: (i) participation in inflammatory processes; (ii) modula-
tion of the immune response in cancer other immunological disorders; (iii) influenc-
ing the actions of ion channels including Piezo1 and Piezo 2 and voltage gated ion 
channels such as the transient receptor potential cation channel subfamily V mem-
ber 1 (TrpV1) in the cell mitotic process, cell signaling, cell cycle progression, and 
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cell volume regulation; (iv) altering cell membrane fluidity, influencing the struc-
ture and composition of intermediate filaments and their multiple binding partners 
involved in cellular mechanics and gene regulation; (v) and regulating mitochon-
drial processes, telomerase activity; and G-protein–mediated signal transduction.

4  Inflammation

It is interesting to note that GLA, DGLA, AA, EPA, DPA and DHA have potent 
anti-inflammatory actions by themselves without the necessity of formation of their 
respective metabolites: PGs, TXs, LTs, lipoxins, resolvins, protectins and maresins. 
GLA, DGLA, AA, EPA and DHA inhibit the formation of pro-inflammatory cyto-
kines interleukin-6 (IL-6), tumor necrosis factor-α (TNF-α), IL-1, and HMGB1 
(high mobility group box-1) [12–22]. Since both AA and EPA form precursors to 
pro-inflammatory PGs, LTs, TXs and anti-inflammatory lipoxins and resolvins, it is 
likely that their concentrations in the cell membrane, the amount(s) of each of these 
fatty acids that are released in response to PLA2 activation, their conversion to the 
respective metabolites (PGs, LTs, TXs vs lipoxins and resolvins), and their 
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Fig. 3.6 Scheme showing metabolism of AA by the cytochrome P450 enzyme system. Both EPA 
and DHA also undergo similar metabolism by the cytochrome P450s. AA is metabolized by cyto-
chrome P450 mono-oxygenases to ω- and ω-1-hydroxyeicosatetraenoic acids (HETEs), epoxye-
icosatrienoic acids (epoxides, EETs), and dihydroxyeicosatrienoic acids (diols, DHTs). 20-HETE 
and 5,6-EET can be converted by COX to analogues of PGs
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degradation determines the final outcome of the inflammatory process. Thus, it is 
anticipated that there is a delicate balance between the pro- and anti-inflammatory 
products of AA and EPA. Hence, it is likely that inflammation is triggered and per-
petuated if the pro-inflammatory PGs, LTs and TXs are produced in excess whereas 
inflammation is suppressed, and resolution ensues if the production of lipoxins and 
resolvins are formed in adequate amounts. It is noteworthy that lipoxins and 
resolvins are capable of suppressing the production and antagonizing the actions of 
PGs, LTs and TXs and thus, inhibiting inflammation and initiating inflammation 
resolution processes [2, 23–29]. DHA, the precursor of resolvins of D series, pro-
tectins and maresins have anti-inflammatory, cytoprotective and wound healing 
properties [1, 23, 30, 31]. It is also evident that lipoxins and maresins are capable of 
reducing inflammatory edema, neuropathic pain, and enhancing tissue regeneration 
partly by acting on the TRPV1 channels [31]. Our studies revealed that both AA and 
LXA4 (lipoxin A4) not only inhibit inflammation by decreasing the production of 
IL-6 and TNF-α but also suppress NF-kB and COX-2 expression and enhance the 
proliferation of pancreatic β cells [32, 33]. The beneficial actions of AA appear to 
be due to formation of LXA4. Surprisingly, we observed that experimental animals 
treated with EPA, DHA and other fatty acids also showed enhanced levels of LXA4 
despite the fact that LXA4 is derived from AA. This suggests that fatty acids other 
than AA when administered can displace AA from the cell membrane lipid pool and 
this displaced AA could be converted to LXA4. The other possibility is that there is 
a crosstalk among lipoxins, resolvins, protectins and maresins such that they are 
able to augment the production of each other as the situation demands. If this is true, 
it is not clear why this crosstalk needs to occur. The fact that lipoxins, resolvins, 
protectins and maresins that have similar anti-inflammatory, inflammation resolu-
tion and wound healing properties but are produced from different precursors sug-
gests that there are more well-designed but separate actions that are critical for 
wound healing and other beneficial actions. In this context, it is noteworthy that 
lipoxins, resolvins, protectins and maresins also show cytoprotective and cell prolif-
eration regulatory actions in addition to their anti-inflammatory role. This suggests 
that lipoxins, resolvins, protectins and maresins may have more selective, specific 
and beneficial actions in addition to their action on inflammation. Such an assump-
tion is supported by the observation that LXA4 has more potent anti-diabetic action 
compared to resolvins (unpublished data). Similarly, LXA4 is more potent that the 
resolvins in suppressing the production of IL-6 and TNF-α in alloxan and 
streptozotocin- induced type 1 and type 2 diabetes mellitus animal models. Thus, 
although lipoxins, resolvins, protectins and maresins show anti-inflammatory 
actions, their potency is variable. No studies have been performed to assess such 
variations in their potency but some preliminary predictions are possible as shown 
in Fig. 3.7. In this context, the role of PLA2 in inflammation and formation of PGs, 
LTs, TXs and lipoxins, resolvins, protectins and maresins needs attention.
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Fig. 3.7 Scheme showing the relationship among pro- and anti-inflammatory cytokines, PGs, 
LTs, lipoxins, resolvins, protectins and maresins and steroids. Metabolism and actions of AA are 
shown as a representative of various PUFAs (DGLA, EPA and DHA). For further details see the 
text. RSVs resolvins, PRTs protectins; MaRs maresins. During the inflammatory process it is 
expected that there will be activation of desaturases, COX-2 and LOX enzymes depending on the 
stage and duration of inflammation. The proposed levels of anti-inflammatory lipoxins (LXA4), 
RSVs, PRTs and MaRs, and pro-inflammatory PGE2 can be as follows (it needs to be noted that 
PGE2 is depicted as a representative of all pro-inflammatory lipids and the relationship among 
cytokines and the bioactive lipids is given in Fig. 3.8): 24 h: PGE2↑↑↑↑; LXA4↑; RSVs↔; PRTs↔; 
MaRs↔. 48 h: PGE2↑↑↑; LXA4↑↑; RSVs↑; PRTs↑; MaRs↑. 72 h: PGE2↑↑; LXA4↑↑↑; RSVs↑↑; 
PRTs↑↑↑; MaRs↑↑↑. 96 h: PGE2↑; LXA4↑↑; RSVs↑↑↑; PRTs↑↑↑; MaRs↑↑↑↑. >96 h: PGE2↑; 
LXA4↑; RSVs↑↑; PRTs↑↑; MaRs↑↑↑. The actions of these compounds in the inflammation and 
wound healing process can be as follows: LXA4 →  anti-inflammatory >resolution >protection 
>proliferation; RSVs → resolution > anti-inflammatory >protection >proliferation; PRTs → pro-
tection > resolution > anti-inflammatory > proliferation; MaRs → proliferation > protection > reso-
lution > anti-inflammatory. Resolution refers to resolution of inflammation. Protection refers to 
protection of normal cells/tissues from injurious agents. Proliferation refers to proliferation of 
stem cells and other cells in order to replace damaged cells/tissues. Despite the fact that all com-
pounds have similar and overlapping actions and possess anti-inflammatory properties, each lipid 
may show one particular action more compared to the other actions
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5  Bioactive Lipids and the Immune Response

It is likely that under normal physiological conditions, a balance is maintained 
between pro-inflammatory PGS, TXs, LTs and IL-6, TNF-α, IL-1β, HMGB1 and 
other pro-inflammatory cytokines and anti-inflammatory lipoxins, resolvins, protec-
tins and maresins and anti-inflammatory cytokines IL-4, IL-10, TGF-β. It is note-
worthy that once the inflammatory process reaches its peak, the anti-inflammatory 
pathway is stimulated and the formation of anti-inflammatory lipoxins, resolvins, 
protectins and maresins and the needed anti-inflammatory cytokines occurs. These 
events are likely to be accompanied by suppression of ROS (reactive oxygen spe-
cies) generation and increase in the much-needed antioxidant defences. These 
events trigger the initiation of the inflammation resolution process and healing of 
the wound to restore homeostasis. Lipoxins, resolvins, protectins and maresins 
inhibit PMNLs (polymorphonuclear leukocytes) trans-endothelial migration, reduce 
leucocyte infiltration, and suppress dendritic cell (DC) migration and IL-12 produc-
tion in order to suppress inflammation and enhance the anti-inflammatory process. 
Lipoxins, resolvins, protectins and maresins have the ability to augment the expres-
sion of antiinflammatory genes and attenuate LTB4-stimulated proinflammatory 
signals [2, 23].

It is known that an interaction exists among pro- and anti-inflammatory cyto-
kines and PUFA metabolism. Proinflammatory cytokines IL-1, IL-6, TNF-α and 
IFN-γ are known to activate phospholipases, augment ROS generation [34–38], and 
enhance the activities of COX-2 and LOX enzymes that are needed for the produc-
tion of PGE2, TXA2 and LTs to initiate and perpetuate inflammation and subse-
quently to suppress inflammatory process as and when the purpose of inflammation 
is achieved. The precursors that are common (especially AA and EPA) for the for-
mation of both pro-inflammatory (PGs, LTs TXs from AA and EPA) and anti- 
inflammatory (lipoxins from AA and resolvins from EPA and DHA and protectins 
and maresins from DHA) lipids are derived from the cell membrane pool by the 
activation of phospholipase A2 (PLA2). This implies that there could be two waves 
of release of PUFAs especially AA, EPA and DHA from the cell membrane lipid 
pool. The first one to enhance the formation of pro-inflammatory PGs, LTs and TXs 
and the second to trigger the formation of lipoxins, resolvins, protectins and mares-
ins by their respective and specific phospholipases (Fig. 3.8).

The three classes of phospholipases that regulate the release of PUFAs are cal-
cium independent PLA2 (iPLA2), secretory PLA2 (sPLA2), and cytosolic PLA2 
(cPLA2). Each class of PLA2 is further divided into isoenzymes for which there are 
10 for mammalian sPLA2, at least 3 for cPLA2, and 2 for iPLA2. The first wave of 
release of PUFAs from the cell membrane is due to the action of iPL2 that results in 
the formation of pro-inflammatory PGE2, TXA2 and LTB4. The second wave of 
release of PUFAs is due to the action of sPLA2 and cPLA2 that occurs at the time 
of initiation of resolution of inflammation. This results in the formation of lipoxins, 
resolvins, protectins and maresins that suppress inflammation, initiate resolution of 
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the inflammatory process, cytoprotection of surrounding normal cells/tissues and 
regeneration of normal cells to replace the dead and damaged cells and tissue to 
restore homeostasis. It is noteworthy that adequate amounts of PGE2 are needed to 
induce optimal inflammation and also trigger initiation of resolution of inflamma-
tion. Thus, the inflammatory stimuli that induces the release of PUFAs by activating 
iPLA2 are utilized for the synthesis of pro-inflammatory PGs, TXs and LTs. In 
contrast, PUFAs released from the same cell membrane stores by the action of 
sPLA2 and cPLA2 at the time of initiation of resolution of inflammation are directed 
to form lipoxins, resolvins, protectins and maresins. This delicate yet and impercep-
tible and orderly switch over from pro-inflammatory to anti-inflammatory mole-
cules seems to be determined by the type of PLAs that are activated and the activities 
of COX-2 and 5-, 12- and 15-LOX enzymes. Thus, a close co-operation, association 
and interaction(s) among PLAs, COX-2, LOX enzymes and various cytokines is 
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Fig. 3.8 Scheme showing the relationship among pro- and anti-inflammatory cytokines, PGs, 
LTs, lipoxins, resolvins, protectins and maresins and steroids. Metabolism and actions of arachi-
donic acid is shown as a representative of various PUFAs (GLA, DGLA, EPA, DPA and DHA). For 
further details see the text. (+) Indicates increase in the synthesis/action or positive effect. (−) 
Indicates decrease in the synthesis/action or negative effect
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needed for the appropriate inflammation to occur and to induce a gradual, smooth 
and orderly onset of anti-inflammatory events, resolution of inflammation and res-
toration of homeostasis [2]. Any defects in this process (dysfunction of cytokines, 
PLAs, COX, LOX enzymes, cell membrane stores of PUFAs, etc.) can lead to per-
sistance of inflammation and damage to the target tissues as seen in autoimmune 
diseases, chronic infections such as tuberculosis and in aging (Figs. 3.2, 3.7 and 
3.8). With advancing age, there is a decrease in the activities of desaturases, an 
increase in COX-2 activity and a change in the expression of 5-, 12-, and 15-LOX 
enzymes that can result in a decrease in the concentrations of GLA, DGLA, AA, 
EPA and DHA in the cell membrane pool, an increase in the formation of PGE2 and 
decreased synthesis and release of lipoxins, resolvins, protectins and maresins 
(Figs. 3.7, 3.8 and 3.9) [39–54]. A similar relationship exists between pro- and anti- 
inflammatory cytokines and any imbalance in their concentrations can lead to inap-
propriate inflammation (Figs. 3.7 and 3.8).

A significant inverse correlation was noted between age and the LXA4/LTs ratio 
suggesting that aging is associated with a dramatic change in AA (and possibly also 
of GLA, DGLA, EPA and DHA) metabolism such that LXA4 (and other anti- 
inflammatory lipid molecules) levels are decreased whereas those of LTs (a pro- 
inflammatory molecule) is increased and may contribute to the development of 
diseases that are common in the elderly such as type 2 diabetes mellitus, hyperten-
sion, coronary heart disease (CHD), atherosclerosis, cancer, Alzheimer’s disease, 
depression and immune dysfunction. This may also include other inflammatory and 
immunological disorders such as disc prolapse, lupus and arthritis, osteoporosis and 
tendon tears. It is noteworthy that all these are inflammatory conditions and have an 
immunological component in the form of an increase in the local and/or systemic 
concentrations of pro-inflammatory cytokines IL-6, TNF-α, IL-1β and HMGB1 and 
a concomitant change in bioactive lipids seen as low plasma or tissue levels of GLA, 
DGLA, AA, EPA and DHA (one or more of these fatty acids or all) and an increase 
in pro-inflammatory molecules PGE2, LTs, TXs and a deficiency of lipoxins, 
resolvins, protectins and maresins [2, 6–13, 23–27, 30–33, 46–85]. Thus, bioactive 

Fig. 3.9 (continued) It should be noted that suppression of inflammation is not equal to resolution 
of inflammation. To suppress inflammation, LXA4 inhibits leukocyte infiltration. While resolvins 
are needed for resolution of inflammation (such as removing the debris of a wound, phagocytosis 
of dead leukocytes, etc.); protectins may perform the important function of protecting normal 
cells/tissues from further damage and thus, maintain tissue integrity. Maresins may act on stem 
cells (to induce their differentiation) for the repair process to occur and restore tissue homeostasis. 
The figure also shows how this sequence of orderly activation and deactivation of PLA2, COX-2 
and formation of PGE2 and LXA4 are likely to get deranged in the face of failure of resolution of 
inflammation processes. Patients with hypertension, diabetes mellitus and advanced age have low-
grade systemic inflammation as a result of sustained activation of COX-2 and formation of PGE2 
and failure of formation of adequate amounts of LXA4 and other anti-inflammatory compounds. 
Failure of the inflammation resolution process may lead to the onset of age-associated disorders 
such as hypertension, type 2 diabetes mellitus, atherosclerosis, CHD, cancer, osteoporosis and 
sarcopenia and when this inflammatory process is severe it can lead to the onset of sepsis and 
septic shock, which are common in the elderly
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Fig. 3.9 Scheme showing possible relationship among PGE2, LXA4 and various PLA2 enzymes, 
as seen in inflammation and inflammation resolution processes.  PGE2;  LXA4;  
iPLA2;  sPLA2;  cPLA2;  COX-2. All of these concentrations and activities of 
enzymes are presented as expected to behave during normal inflammatory process (which finally 
resolve spontaneously).  PGE2 when inflammation persists;  COX-2 when inflamma-
tion persists;  LXA4 when resolution of inflammation is defective. Possible changes that may 
occur in the activities of various PLA2s are not shown in the figure, they are likely to behave in 
tune with the concentrations of PGE2 and LXA4. Despite the fact that LXA4, resolvins, protectins 
and maresins have anti-inflammatory actions, there could be subtle differences in their major and 
minor actions with some amount of overlap in their anti-inflammatory actions (Fig. 3.7). Although 
the role of nitrolipids is not shown, it is expected to behave similarly to LXA4. As already dis-
cussed in the text and shown in Figs. 3.7 and 3.8, there are two waves of release of AA (and other 
PUFAs). The first one occurs in the early period of inflammation (within the first 24 h due to 
activation of iPLA2) which predominantly leads to the formation of PGE2 and other pro-inflam-
matory molecules. Once the concentrations of PGE2 reach the optimum level (say by the end of 
24–48 h), a second wave of AA release occurs (due to activation of sPLA2 and cPLA2) that results 
in the formation of LXA4 (resolvins, protectins and maresins from EPA and DHA), capable of 
inducing resolution of inflammation. The activation of cPLA2 occurs around 48–72 h to initiate 
and accelerate the resolution of inflammation. The activation of iPLA2 and formation of PGE2 are 
closely associated with the activation of COX-2. In this process of inflammation and resolution of 
inflammation, there is a critical role for the PGDH enzyme needed for catabolism of PGE2. It is 
noteworthy that LXA4, resolvins, protectins and maresins are anti-inflammatory molecules but 
may have slight but critically important differences in their actions to resolve the inflammation and 
enhance wound healing. For instance, LXA4 is needed to induce anti-inflammatory events. 
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lipids seem to have a significant role in many inflammatory and immune-mediated 
disorders that are common in the elderly. This implies that occurrence of these 
inflammatory and immune-mediated diseases such as obesity, type 2 diabetes mel-
litus, hypertension, atherosclerosis, coronary heart disease, lupus, cancer and osteo-
porosis is a sign of aging. In essence, all these evidences suggest that an increase in 
pro-inflammatory PGs, LTs and TXs and cytokines and a decrease or deficiency of 
LXA4, resolvins protectins and maresins and anti-inflammatory cytokines occur in 
many diseases associated with aging. This implies that restoring the balance between 
pro- and anti-inflammatory cytokines and BALs may form a novel approach in the 
prevention and management of several inflammatory and immunological disorders 
as summarized previously (Fig. 3.10) [47].

6  IL-6, TNF-α and Corticosteroids Induce a Bioactive Lipid 
Deficiency State

It is interesting to note that IL-6, TNF-α, HMGB1 and other pro-inflammatory cyto-
kines and corticosteroids suppress desaturase activity that leads to decreased forma-
tion of metabolites of EFAs (LA and ALA) such as GLA, DGLA, AA, EPA and 
DHA. Due the presence of decreased concentrations of GLA, DGLA, AA, EPA and 
DHA, their metabolites such as PGE1 (from DGLA), PGI2 and LXA4 (from AA), 
resolvins (from EPA and DHA), protectins and maresins (from DHA) form in low 
amounts due to precursor deficiency but ironically excess formation of PGs, LTs 
and TXs occurs [2, 23, 55]. In contrast, IL-6 and TNF-α and other pro-inflammatory 
cytokines activate PLA2, COX-2 and LOX enzymes whereas corticosteroids sup-
press them. Thus, corticosteroids are potent anti-inflammatory molecules since they 
(i) suppress desaturases, (ii) inhibit PLA2 activity, and (iii) block COX and LOX 
enzymes. As a result of these actions, (i) decreased conversion of LA and ALA to 
their long-chain metabolites such as GLA, DGLA and AA from LA and EPA and 
DHA from ALA (due to suppression of desaturases) and hence, a deficiency of 
GLA, DGLA, AA, EPA and DHA, occurs in the cells; (ii) decreased formation and 

Fig. 3.10 (continued) PUFAs can give rise to FAHFAs (fatty acid hydroxy fatty acids) that have 
anti-inflammatory properties and enhance the formation of NO, CO and H2S, and mediate exercise-
induced anti-inflammatory actions. PUFAs and lipoxins, resolvins, protectins and maresins sup-
press IL-6, TNF-α and PG, LT and TX production. It is not yet known but possible that FAHFAs 
suppress tumor cell growth and inhibit inflammatory events in hypothalamus. Although the role of 
p53 in aging and diseases is not discussed in detail here, it may be noted that p53 is the guardian of 
the genome. PUFAs and their metabolites, cytokines, NO, CO, H2S, ROS, GDF-11, GnRH and 
NAE may modulate the action of p53. For instance, exercise reduces the incidence of cancer, pos-
sibly by augmenting the production of IL-6 and TNF-α that are cytotoxic to tumor cells either by 
their direct action and/or by their ability to enhance the production of ROS that are tumoricidal. 
Exercise enhances the expression and action of p53 that leads to apoptosis of cancer cells. PUFAs 
have tumoricidal action by enhancing the production of free radicals and accumulation of toxic 
lipid peroxides in tumor cells
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Fig. 3.10 Scheme showing aging and its associated disorders and their relationship to hypothala-
mus, oxidative stress, PUFA metabolism, CO (carbon monoxide), NO (nitric oxide), H2S (hydro-
gen sulfide) and telomere length. High calorie diet stimulates ROS generation that may overwhelm 
the antioxidant system in adipose and other tissues, enhance the synthesis of pro-inflammatory 
cytokines, and decrease the formation of anti-inflammatory cytokines, leading to the onset of low- 
grade systemic inflammation, induction of DNA damage and aging. These events cause aging of 
endothelial cells, shorten telomere length, and inhibit p53 expression. They also induce endothelial 
dysfunction and insulin resistance that leads to the development of hypertension, type 2 diabetes 
mellitus, atherosclerosis, CHD and aging. A high calorie diet, insulin resistance and lack of exer-
cise suppress D6 and D5 desaturases leading to reduced formation of GLA, DGLA, AA, EPA and 
DHA, the precursors of lipoxins, resolvins, protectins and maresins and other anti-inflammatory 
products. Deficiency of these molecules impairs resolution of inflammation, DNA damage persists, 
telomere shortening occurs, p53 dysfunction sets in, and stem cell function becomes inappropriate, 
leading to the onset and progression of aging and age-associated disorders. These events will result 
in decreased CO, NO and H2S production. PUFAs and their metabolites influence stem cell biology 
and thus, affect the aging process and age-associated disorders including Alzheimer’s disease. 
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release of PGs, LTs and TXs is seen due to substrate deficiency; (iii) as a conse-
quence of inhibition of COX and LOX enzymes reduced formation of PGs, LTs and 
TXs occurs; and (iv) due to the inhibitory action of corticosteroids on PLA2 activity 
there is a decrease in the release of GLA, DGLA, AA, EPA and DHA from the cell 
membrane lipid pool and so, the availability of precursors of PGs, LTs and TXs is 
significantly low. Thus, in the short-term corticosteroids are potent anti- inflammatory 
compounds. However, in the long-run they induce an EFA and PUFA deficiency 
state leading to continuation of the inflammatory state and failure of resolution of 
the injury/inflammation as a result of decreased formation of lipoxins, resolvins, 
protectins and maresins that are needed for wound healing and restoration of homeo-
stasis. This deficiency of anti-inflammatory lipids is due to their precursor (GLA, 
DGLA, AA, EPA, DPA and DHA) deficiency. It is paradoxical to know that cortico-
steroids inhibit both LXA4 and LTB4 synthesis but have a much lower effect on 
LTB4 that results in a pro-inflammatory status [86]. This proposal is further sup-
ported by the observation that supplementation of AA during active inflammatory 
process when PGs, LTs and TXs are being synthesized in excess, actually results in 
an increase in the formation of LXA4 (and possibly, resolvins, protectins and mares-
ins) with little change in the concentrations of PGE2, tilting the balance more 
towards an anti-inflammatory status that results in suppression of the inflammation 
[2, 55, 87, 88]. However, unlike IL-6 and TNF-α that activate PLA2 and COX-2 and 
thus, enhance the formation of pro-inflammatory PG2, LTs and TXs, corticosteroids 
block the expression of PLA2 and COX-2 and thereby block the formation of PGE2, 
LTs and TXs that may explain their (corticosteroids) anti-inflammatory action com-
pared to the pro-inflammatory actions of IL-6 and TNF-α (Figs. 3.7 and 3.8). These 
results imply that EFAs, PUFAs, and other bioactive lipids are the mediators of the 
actions of corticosteroids and IL-6 and TNF-α and paradoxically both corticoste-
roids and IL-6 and TNF-α induce an EFA (PUFA)-deficiency state by their ability to 
block the activities of desaturases. These results imply that co-administration of 
PUFAs along with corticosteroids may sustain their anti-inflammatory actions (by 
enhancing the formation of lipoxins, resolvins, protectins and maresins) and, when 
PUFAs are administered in conjunction with IL-6 and TNF-α, may potentiate their 
anti-cancer action by augmenting ROS generation in tumor cells (Fig. 3.8) [2, 61, 
62]. It is interesting that corticosteroids and pro-inflammatory cytokines that have 
physiologically opposite actions seem to mediate their actions through the same 
molecules, namely BALs. This speaks of the pleiotropic actions of BALs.

It is noteworthy that IL-1β that is markedly increased during inflammation is 
capable of inducing PG biosynthesis and also up regulating the formation of LXA4 
and maresins that are necessary for the inflammation resolution process [55]. LXA4, 
resolvins, protectins and maresins are potent down-regulators of PGE2 production. 
Increased 15-prostaglandin dehydrogenase (15-PGDH) expression enhances the 
formation of LXA4, resolvins, protectins and maresins and augments the regenera-
tion of tissues to reestablish tissue homeostasis [2, 23, 55, 57, 72, 89–93]. Thus, 
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IL-1β and PGE2 have both pro- and anti-inflammatory actions depending on the 
context (Fig. 3.8). This suggests that in order to suppress both acute and chronic 
inflammation and inhibit the production of pro-inflammatory IL-6 and TNF-α, one 
needs to employ AA/EPA/DPA/DHA, LXA4, resolvins, protectins and maresins in 
combination with corticosteroids. Similarly, when IL-6 and TNF-α are co- 
administered along with GLA, DGLA, AA, EPA, DPA and DHA it could be possi-
ble to eliminate tumor cells selectively with little or no side effects of cytokines on 
normal cells since BALs suppress inappropriate production and action of pro- 
inflammatory cytokines [61, 62]. The relationship between bioactive lipids and cor-
ticosteroids suggests that Cushing’s syndrome that is due to excess production of 
cortisol can be considered as an EFA deficiency state since it inhibits desaturase, 
PLA2, COX and LOX enzymes resulting in low plasma and tissue concentrations of 
GLA, DGLA, AA, EPA, DPA and DHA, and altered levels of PGs, LTs, TXs, 
LXA4, resolvins, protectins and maresins. Since BALs have a role in obesity, hyper-
tension, type 2 diabetes mellitus, inflammation and immune function., it is reason-
able to suggest that several features seen in Cushing’s disease can be considered as 
a disorder of altered bioactive lipids and this offers a critical insight into the actions 
of BALs (Fig. 3.11). This also explains the Cushingoid-like features seen in many 
patients with metabolic syndrome implying that there could be a relative cortisol 
excess in these subjects.

7  Bioactive Lipids Modulate Immune Response

Aging is associated with a decrease in immunity and increased susceptibility to 
infections that could lead to sepsis. This increased susceptibility to infections can be 
ascribed to increased generation of pro-inflammatory PGE2 and LTs and decreased 
production of LXA4 with advancing age [52–54]. PGE2 suppresses the prolifera-
tion of T cells, immunosuppressive in nature, and inhibits the production of IL-6 
and TNF-α that are needed to induce the generation of ROS by leukocytes and 
macrophages to kill bacteria and other invading organisms. Furthermore, lipoxins, 
resolvins, protectins and maresins are capable of enhancing the anti-bacterial action 
of leukocytes and macrophages and possibly that of other immunocytes [94–98]. 
Hence, their deficiency due to corticosteroid therapy and in aging may lead to 
increased incidence of infections and sepsis. Previously, it was also shown that sev-
eral PUFAs and EFAs such as LA and ALA have anti-microbial actions [99–104]. 
This suggests that leukocytes, macrophages, T cells, NK cells and other immuno-
cytes including endothelial cells may release EFAs, PUFAs, lipoxins, resolvins, 
protectins and maresins on exposure to microorganisms and tumor cells to inactive 
the microbes and kill tumor cells, respectively. The ability of EFAs and PUFAs and 
their metabolites to selectively induce apoptosis of tumor cells is particularly inter-
esting since the incidence of cancer increases with age.
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8  Bioactive Lipids in the Immune Response and Cancer

Antigen-presenting cells (APCs) present antigen on their class II MHC molecules 
(MHC2s). Helper T cells recognize these, with the help of their expression of CD4 
co-receptor (CD4+). The activation of the helper T cell causes it to release cytokines 
and other stimulatory signals that stimulate the activity of macrophages, killer T 
cells and B cells. The stimulation of B cells and macrophages drives the prolifera-
tion of T helper cells. The activated T cells, B cells and macrophages produce vari-
ous BALs including PGE2, LTs, LXA4, resolvins, protectins and maresins, ROS, 
NO and cytokines that ultimately either eliminate the invading microorganisms, 
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Fig. 3.11 The various symptoms of Cushing’s disease are shown. Most of these can occur as a 
result of an EFA/PUFA deficient state. The development of hypertension, type 2 diabetes mellitus 
features, obesity, osteoporosis, cardiac hypertrophy, depression and irritability, and erective dys-
function, may all occur due to EFA/PUFA deficiency [3, 4, 6, 7, 10, 11, 13, 32, 33, 63, 64, 66–
68, 70, 71]
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intracellular pathogens and/or cause autoimmune diseases depending on the regula-
tion or inappropriate function of T suppressor cells. This is an over-simplification of 
the events that occur when the immunocytes are exposed to various antigens. The 
actual interactions are much more complex compared to what has been described in 
Fig. 3.12.

Whenever there is tissue injury due to endogenous or exogenous agents, close 
interactions occur among various immunocytes and macrophages and their products 
and growth factors (including cytokines) that is modified by BALs, as shown in 
Fig. 3.13. The importance of the immune system is evident when its optimal func-
tion is needed to prevent cancer and autoimmune diseases. Thus, immunosurveil-
lance and immunoediting become important in the context of cancer and autoimmune 
diseases. It is noteworthy that aging is associated with decreased immunosurveil-
lance and increased incidence of cancer. An increase in PGE2 and a decrease in 
LXA4 (and possibly, that of resolvins, protectins and maresins) levels, defective 
immunosurveillance due to an increase in exhausted CD8+ T cells that show 
increased expression of Tim-3 (T-cell immunoglobulin mucin domain-3, an exhaus-
tion marker) on aged T cells, especially CD8(+) T cells, and increased expression of 
inhibitory receptors, such as programmed cell death protein 1 (PD-1), in the T cells 
of aged subjects may explain the decreased immunosurveillance seen with aging 
[105–108].
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Fig. 3.12 Scheme showing interactions of various T and B cells and macrophages and their asso-
ciation with various diseases. The possible role of PUFAs in these events is outlined. PUFAs and 
their metabolites PGE2, LXA4, resolvins (RSVs), protectins (PRTs), and maresins (MaRs) may 
activate/inhibit macrophages and other immunocytes depending on the type of metabolite formed, 
as well as the context, concentration and duration of exposure to the target
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In this context it is noteworthy that PGE2 plays a critical role in the development 
of TH17 cells and impair CTL function in co-ordination with PD-1. PGE2 is a pro- 
inflammatory molecule but is also a potent immunosuppressor [13, 109–121]. The 
immunosuppressive action of PGE2 may be responsible for the immunosuppression 
seen in cancer and its ability to limit the functions of NK cells, CD4 and CTLs [122, 
123]. PGE2 induces the generation of IL-10, Treg cells and myeloid-derived sup-
pressor cells and suppresses the proliferation and cytotoxicity of CTLs and their 
ability to produce IFN-γ [11, 110, 124–126]. In view of these immunosuppressive 
actions of PGE2, it is likely that increased production of PGE2 and a simultaneous 
decrease in LXA4, resolvins, protectins and maresins generation seen with aging 
may be responsible for the increase in the incidence of infections, persistence of 
infections, inflammatory events and high incidence of cancer in aged subjects 
(Figs. 3.14 and 3.15). Cancer may be considered as a non-resolving/non-healing 
wound that could be due to increased production of PGE2 and decreased levels of 
LXA4 [127–145]. Hence, the increased production of PGE2 by tumor cells and 
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Fig. 3.13 Scheme showing interactions among various immunocytes and macrophages and their 
products and growth factors (including cytokines) in response to both endogenous and exogenous 
stimuli and insults. Most of these events could be modified by BALs. The modulatory actions of 
BALs on various events depicted in the figure include their ability to influence TH1 and TH2 cells, 
macrophages, NF-kB and the capacity of T cells and macrophages to secrete their respective cyto-
kines or other soluble mediators. Thus, BALs may have both positive and negative influences on 
various immunocytes and their actions
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infiltrating macrophages will enable tumor cells to avoid immune surveillance, 
enhance their proliferation, augment tumor angiogenesis and ultimately enable 
them to grow faster and also metastasize. Furthermore, PGE2 is an inhibitor of 
TNF-α and IL-6 production [146–153], and also that of IFN-γ [153], which are pro- 
inflammatory molecules and known to possess tumoricidal actions. This is yet 
another action of PGE2 that help tumor cells to avoid immune surveillance. In addi-
tion, PGE2 modulates NO generation [154] and NO, in turn, alters PGE2 synthesis 
[154–163]. PGE2 enhances IL-10 production [164, 165], which is an anti- 
inflammatory cytokine.
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Fig. 3.14 Factors controlling formation of different subsets of T helper cells. LXs lipoxins, RSvs 
resolvins, PRTs protectins, MaRs maresins. Naive CD41T cells differentiate into subsets of T 
helper cells: TH1, TH2 and TH17. TGF-β, converts naive T cells into FOXP3-expressing induced 
Treg (iTreg) cells. Each T helper cell differentiation programme needs specific transcription fac-
tors as master regulators (T-bet, GATA3 and ROR-γt). Terminally differentiated T helper cells 
produce specific combinations of effector cytokines that bring about specific and distinct effector 
functions of the adaptive immune system. TGF-β, retinoic acid or cytokines (IL-6, IL-1, IL-23 or 
IL-27) provided by cells of the innate immune system (immature or activated dendritic cells (DCs), 
respectively) dictate whether a naive T cell develops into a FOXP31 Treg cell, a TH17cell or oth-
erwise. Prostaglandin E2 (PGE2), through its receptor EP4 on T cells and dendritic cells, facilitates 
TH1 cell differentiation and amplifies IL-23–mediated TH17 cell expansion and EP4-selective 
antagonists decrease accumulation of both TH1 and TH17 cells and suppress progression of auto-
immune encephalomyelitis or contact hypersensitivity in experimental animals. Although the role 
of PUFAs and their various metabolites is not discussed in detail, it is known that GLA, AA, EPA, 
DHA, lipoxins, resolvins, protectins, maresins and prostaglandins, leukotrienes and thromboxanes 
can influence macrophage and other immunocytes’ phagocytosis, motility and ability to alter ROS 
generation and the final outcome of the inflammation and immune response

3 Bioactive Lipids in Age-Related Disorders



56

?

(+)

IL-17

IL-23 PGE2

PLA2

Release of PUFAs

Arachidonic acid

EPA

DHA

IL-6, TNF-α, HMGB1

BDNF

LXA4

Resolvins of E series

Resolvins of D series. 
Protectins and Maresins

PD-1 & PD-L1

Cancer Autoimmune diseases

DGLA PGE1

Piezo1 TRPV1

TRPV1

Fibrosis

IL-
36γMØ

F1 and 
F2 MØ

R1 
and 
R2 
MØ

Fig. 3.15 Scheme showing potential relationship and interactions among cytokines, bioactive lip-
ids, BDNF and PD-1 and PD-L1 and their potential role in cancer and autoimmune diseases. IL-17, 
IL-23 and PGE2 act together to induce a pro-inflammatory status in autoimmune diseases. Cytokines 
IL-17, IL-23, IL-6, TNF-α and HMGB1 activate phospholipase A2 to induce the release of PUFAs 
(especially DGLA, AA, EPA and DHA) that form precursors to PGE1, PGE2/LXA4, resolvins, 
protectins and maresins as shown in the figure. DGLA, AA, EPA and DHA suppress the production 
of IL17, IL-23, IL-6, TNF-α and HMGB1 and thus have a negative feedback control on the forma-
tion of pro-inflammatory cytokines. IL-17 enhances resistance to PD-1 and PD-L1 blockade. LXA4, 
resolvins, protectins and maresins inhibit inflammatory processes and thus, are useful in protection 
against autoimmune diseases such as RA, lupus, inflammatory bowel disease and multiple sclerosis. 
In addition, LXA4, resolvins, protectins and maresins inhibit proliferation of tumor cells. Similar 
and more potent anti-cancer action is shown by DGLA, AA, EPA and DHA and these induce apop-
tosis of various types of tumor cells. PUFAs may also suppress the expression of PD-1 and PD-LI 
and thus, may assist in overcoming immunosuppression seen in cancer. Furthermore, these PUFAs 
can act on Piezo1 channel which is capable of mediating mechanoelectrical transduction that, in 
turn, regulates several crucial cellular processes including cell migration. This action of PUFAs on 
Piezo1 could be attributed to their ability to change cell membrane fluidity. Similarly, PUFAs can 
regulate the other ion channel, namely TRPV1. There seems to be an interaction between Piezo1 
and TRPV1 channels. Thus, PUFAs by their ability to alter the properties of Piezo1 and TRPV1 
channels, can regulate membrane voltage changes which can alter cell adhesion, cell volume, apop-
tosis and angiogenesis. Since many cancer cells over-express K+, Na+, Ca2+ and Cl- channels, it is 
likely that incorporation of various PUFAs into the cell membrane can effectively alter these chan-
nels leading to changes in their mitotic and other properties. This could be one of the many actions 
of PUFAs/BALs to result in the arrest of growth of cancer cells and their eventual apoptosis. 
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Thus, PGE2 has actions on IL-17, TNF-α, IL-6, IFN-γ, Treg cells, CTL and NO, 
and may mediate the resistance of tumor cells to anti-VEGF therapy through its 
ability to enhance IL-17 secretion [164–178]. This may ultimately result in tumor 
cell proliferation, angiogenesis and metastasis (Figs. 3.14 and 3.15). Our studies 
have revealed that PGE1, PGE2, LTD4, LXA4, resolvins and protectins inhibit 
growth of IMR-32 cancer cells [179]. These and other studies have led to the sug-
gestion that the balance between various metabolites formed from PUFAs and the 
cellular content and the surrounding milieu content of various PUFAs, determines 
the final outcome of whether tumor cells are induced to proliferate or inhibited from 
further growth. Consistent with this, we and others have noted that GLA, DGLA, 
AA, EPA and DHA have potent growth inhibitory action on several types of tumor 
cells both in vitro and in vivo [180–197]. Based on these findings, it is reasonable to 
propose that altered EFA/PUFAs metabolism can usher in a low-grade systemic 
inflammatory status, impair the immune surveillance system and thereby lead to 
higher incidence of cancer, type 2 diabetes mellitus, hypertension, osteoporosis, 
sarcopenia and accumulation of abdominal fat with advancing age. This implies that 
aging is an inflammatory condition [47].

9  Cancer and Auto-immune Diseases Are Two Sides 
of the Same Coin

Both cancer and autoimmune diseases are pro-inflammatory conditions although 
there are some distinct differences between them. Each autoimmune disease has its 
own distinct features despite the fact that the underlying mechanism(s) may be simi-
lar if not identical. For instance, bones and synovial membranes are predominantly 
involved in RA (rheumatoid arthritis), skin, blood vessels and kidney (sometimes 
brain) are involved in lupus and neurons in MS (e.g., multiple sclerosis). It is not 
known why joint deformities occur in RA but not in lupus, or why renal involve-
ment is common in lupus but not in RA and why only brain and other neurological 
structures are involved in MS with no involvement of other tissues. This suggests 
that local inflammatory events are more important than systemic inflammatory 
changes despite the presence of systemic signs and symptoms such as fever, leuko-
cytosis, loss of appetite, etc., in all of these diseases. On the other hand, in cancer 
both local and systemic manifestations are not uncommon and sometimes systemic 
events such as cachexia and immunosuppression are more dominant and can result 
in morbidity and mortality. But, paradoxically, in both autoimmune diseases and 

Fig.  3.15 (continued) Not many studies have been performed on the action of PGs, LTs, TXs, 
lipoxin A4, resolvins, protectins, and maresins on ion channels, especially on Trpv 1 and Piezo1. 
However, it is likely that these bioactive lipids can also alter the behavior of various ion channels. 
For instance, it has been shown that PGE2 activates Ca2+ channels. It is likely that other bioactive 
lipids may also have similar actions on various ion channels and Trpv1 and Piezo1
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cancer, inflammation is present. In autoimmune diseases, the local inflammatory 
events are more dominant as a result of recognition of self as foreign whereas, in 
cancer the immune system fails to recognize cancer cells as foreign. Despite the 
failure of recognition of cancer cells as foreign, some amount of inflammation 
occurs at the site of cancer. Despite these seemingly striking differences between 
autoimmune diseases and cancer, it is noteworthy that cancer is not uncommon in 
subjects with autoimmune diseases. With the recent development of immune check 
point inhibitor (ICI) therapy for cancer, it has been recognized that patients treated 
with this can develop autoimmune diseases. Thus, both autoimmune diseases and 
cancer can be considered as two sides of the same coin.

IL-17, IL-6, TNF-α and PGE2, LTs and TXs seem to have a role in the autoim-
mune diseases RA and lupus. Similarly, there is a significant role for IL-17, IL-6, 
TNF-α and other pro-inflammatory cytokines and PGE2 in cancer. Thus, these same 
molecules seem to participate both in cancer and autoimmune diseases suggesting 
that similar approaches in their management can be attempted. In Table 3.1, simi-
larities and contrasting features between cancer and autoimmune diseases are given. 
It is evident from this table that some overlapping features can be seen between 
autoimmune diseases and cancer. In both cancer and autoimmune diseases, increased 
levels of IL-6, TNF-α and IL-17 are seen although, in autoimmune diseases an 
increase in the plasma levels of these cytokines is more common whereas in cancer 
they are predominantly seen at the site of the malignancy. This suggests that autoim-
mune diseases are predominantly systemic diseases whereas cancer is a more local-
ized disease (at least in the initial stages). However, it needs to be noted that lupus, 
RA and other autoimmune diseases may start locally in a specific tissue or organ 
and later spread to the whole organ, system or body. For instance, RA may start in 
one joint and later may involve several other joints. Similarly, lupus may start as 
non-specific skin rash, or arthralgia and later show more systemic manifestations. 
Thus, at the molecular/biochemical level there seem to be a role for the same cyto-
kines in both these diseases. One would expect decreased expression of PD-1 and 
PD-L1 in autoimmune diseases whereas in cancer their expressions are increased to 
escape the immune surveillance. It is evident from the details given in Table 3.1 that 
there are many similarities between autoimmune diseases and cancer, implying that 
same therapeutic strategies could be useful in the prevention and management of 
both diseases.

Plasma, synovial fluid and urinary levels of IL-6, TNF-α and IL-17 are increased 
with low plasma concentrations of anti-inflammatory cytokine IL-10 in those with 
active RA and lupus [198, 199]. In addition, RA and lupus patients have increased 
plasma, urinary and synovial fluid levels of PGE2 and TXA2 levels and decreased 
plasma levels of DGLA, AA, EPA and DHA [200–209]. Recent studies have shown 
that patients with lupus and RA and other rheumatological (and autoimmune) con-
ditions have low plasma and urinary levels of lipoxin A4 (LXA4) [13, 72, 210–214]. 
Restoring LXA4 levels and COX-2 activity to normal may resolve arthritis, espe-
cially in RA.  Blocking COX-2 activity and consequently reducing PGE2 levels 
seems to perpetuate inflammation in contrast to the expectation that reducing PGE2 
levels is needed for resolution of inflammation. Subsequently it was reported that 
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repletion of PGE2 attenuated inflammation by enhancing the formation of LXA4, a 
lipoxygenase metabolite formed from AA, implying that PGE2 may actually trigger 
initiation of the inflammation resolution process. These results also indicate that 
there is a close relationship between COX-LOX pathways and PGE2 has a negative 
feedback control on the inflammation process. This is supported by the observation 
that inhibition of 15-PGDH that results in a two-fold increase in PGE2 levels in 
several tissues such as bone marrow, colon, and liver, gives a response to partial 
hepatectomy with a greater than two-fold increase in hepatocyte proliferation and 
are resistance to chemical-induced colitis. 15-PGDH inhibition also accelerated 
recovery of erythropoiesis after bone marrow transplantation [91] suggesting that 
this enzyme, and possibly PGE2, may have a regulatory role in regeneration and 

Table 3.1 Comparison between autoimmune diseases and cancer with regard to their biochemical, 
immunological and management aspects

Parameter Auto-immune diseases Cancer

Systemic inflammation More common↑↑↑ Less common - expect in late 
stages↑

Local inflammation Common↑↑↑ More common than systemic 
inflammation↑

Systemic manifestations of 
disease such as loss of 
appetite, loss of weight, 
fever, etc.

More common↑↑↑ Less common but seen in late 
stages of disease↑

Plasma PGE2 levels ↑↑↑ ↑
Plasma IL-17 ↑↑↑ ↑
Plasma IL-6 ↑↑↑ ↑
Plasma TNF-α ↑↑↑ ↑
Plasma LXA4 ↓↓ ↓local levels at the site of cancer 

is more common than systemic 
levels

Plasma PUFAs (especially 
AA, EPA and DHA)

↓↓↓ ↓

Autoantibodies +++ ±
Immunosuppression Unlikely except when 

administered 
immunosuppressive drugs as 
part of treatment

Common

Self and 
non-self-recognition:
PD-1 and PD-L1 expression

Immune system attacks 
self-antigens and produces 
disease.
PD1 and PD-L1 expression 
decreased (abnormal)

Immune surveillance fails.
PD-1 and PD-L1 expression is 
increased. immune check point 
inhibitor use may lead to the 
development of autoimmune 
diseases

Management Immunosuppressive drugs 
used include anti-cancer 
drugs methotrexate, 
cyclophosphamide, etc.

Most anti-cancer drugs are 
immunosuppressors
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repair in several tissues including bone marrow, colon and liver. It is possible that 
15-PGDH inhibition and the consequent increase in PGE2 levels may induce 
increased formation of LXA4, possibly by redirecting AA metabolism towards 
LXA4 formation. These results raise the interesting possibility that depending on 
the context, PGE2 may have both pro- and anti-inflammatory actions. Based on 
these findings, it is proposed that enhanced levels of PGE2 may serve as a signal for 
redirecting AA metabolism towards increased formation of LXA4. Thus, both 
PGE2 and LXA4, derived from AA, seem to be critical not only in resolving inflam-
mation but also by enhancing tissue regeneration. In this context, it is important to 
note that oral supplementation of AA does not affect PGE2 levels but enhances 
LXA4 formation [87, 88]. We observed that oral supplementation of AA suppresses 
inflammation by inhibiting the formation of IL-6, TNF-α and the expression of 
NF-kB [32, 33]. The anti-inflammatory cytokines IL-4 and IL-10 seem to trigger the 
conversion of AA, EPA and DHA to lipoxins, resolvins, protectins and maresins, 
suggesting a mechanism by which they are able to suppress inflammation [72, 215].

Both in autoimmune diseases and cancer, an increase in IL-17 levels have been 
described [216–224]. It is noteworthy that IL-17 not only promoted lung cancer 
growth but also contributed to the resistance to PD-1 blockade and promoted inflam-
mation, factors that worsen prognosis of cancer [224]. IL-17 interacts with PGE2, 
IL-23, IL-6, TNF-α and the immune check point inhibitors (PD-1 and PD-L1) and, 
thereby, may facilitate tumor cell growth.

Thus, there are many overlapping features between autoimmune diseases (espe-
cially RA and lupus) and cancer implying that both could be managed by same, if 
not identical, therapeutic strategies. In view of these observations, it is tempting to 
propose that oral or intravenous administration of AA, EPA, DHA, GLA, DGLA, 
vitamin C, B1, B6, B12 in conjunction with immunosuppressive drugs such as cor-
ticosteroids and cyclophosphamide, methotrexate, and cyclosporine may be effec-
tive against RA, lupus and cancer. Both PUFAs and vitamin C may serve as 
antioxidants with regard to autoimmune diseases and as pro-oxidants in cancer to 
eliminate tumor cells as shown in Fig. 3.16. The big question is why the same com-
pounds, BALs, vitamin C and anti-cancer drugs such as cyclophosphamide, metho-
trexate, and cyclosporine when given together serve as pro-oxidants in tumor cells 
but as antioxidants in normal cells. This could be attributed to the differences in 
antioxidant defences of the cells. When normal cells are exposed to vitamin C and 
BALs, the pro-oxidant action of these compounds stimulates their antioxidant 
defences, whereas tumor cells fail to do so since they have a defective antioxidant 
system. Thus, normal cells are able to protect themselves whereas tumor cells fail to 
do so and undergo apoptosis. Taken together, these findings support the idea that the 
same regimen of administering vitamin C and BALs with or without immunosup-
pressive drugs would be useful in cancer and lupus and RA.
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Fig. 3.16 An overview of the actions of PUFAs, vitamin C and conventional anti-cancer drugs on 
ROS generation, GPX4 activity and accumulation of lipid peroxides and ferroptosis/apoptosis in 
normal and tumor cells and their possible role in rheumatological conditions. When normal cells 
and tumor cells are exposed to chemotherapy and radiation there will be increased generation of 
free radicals (ROS), accumulation of lipid peroxides and decreases in the activity of the potent 
endogenous antioxidant GPX4. This leads to death (apoptosis and ferroptosis) of both normal and 
tumor cells. However, when vitamin C and PUFAs are administered to normal cells, they function 
as antioxidants and so quench ROS and prevent accumulation of lipid peroxides and protect the 
cells. In the case of tumor cells, both vitamin C and PUFAs act in conjunction with chemotherapy 
and radiation to generate more ROS and enhance accumulation of toxic lipid peroxides and 
decrease GPX4 that ultimately leads to their apoptosis and ferroptosis. This causes the elimination 
of the cancer cells. Our studies have shown that these differential actions of vitamin C and PUFAs 
in normal and tumor cells are a result of changes in the synthesis of PGE2 and LXA4 as shown in 
the figure. Vitamin C, PUFAs/BALs and immunosuppressive drugs are given in rheumatological 
conditions, which may lead to elimination of diseased cells and protection of normal cells and 
increase the generation of LXA4/resolvins/protectins/maresins and decrease in PGE2/LTs/TXs. 
This can result in the remission of diseases such as RA and lupus
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10  Ion Channels and Bioactive Lipids

Another action of BALs that is relevant to their tumoricidal activities is their ability 
to modulate the properties of ion channels by altering cell membrane fluidity when 
they are incorporated into the membrane as shown in Fig. 3.17. PUFAs can modify 
the properties of the TRPV group of transient receptor potential family of ion chan-
nels and Piezo1 and Piezo2 channels. There is a close interaction between Piezo 
channels and TRPV ion channels. It is possible that this property of PUFAs (and 
possibly for various PGs, LTs, TXs, LXA4, resolvins, protectins and maresins 
including lipid peroxides) on various ion channels may explain many of the BAL 
actions including their role in inflammation, resolution of inflammation, immune 
response, fibrosis, tissue regeneration, epithelial to mesenchymal transition, and 
induction of apoptosis, ferroptosis and necrosis of tumor cells.

Depending on the type and amount of fatty acids in the cell membrane, the mem-
brane can be fluid or rigid. The nature of the cell membrane determines the expres-
sion and function of various membrane receptors. If the cell membrane is fluid, due 
to the incorporation of higher amounts of PUFAs, the number of receptors, such as 
the insulin receptor, will be higher. In contrast, if the membrane is rigid due to 
higher amounts of saturated fatty acids the number of insulin receptors will decrease. 
The cell membrane also contains several ion channel voltage-gated ion channels 
(VGIC) that allow the diffusion of ions such as K+, Ca2+, Cl−, Na+. These ion chan-
nels control rapid bioelectrical signaling including action potentials and/or contrac-
tion, cell mitotic signaling, cell cycle progression, as well as cell volume regulation. 
Thus, they play a critical role in cancer cell proliferation. In addition to the VGIC, 
there are two other ion channels namely TrpV1 and Piezo1.

Phosphatidylserine (PS) is a phospholipid and an important constituent of the 
cell membrane. It plays a key role in cell cycle signaling including the apoptosis 
pathway. PS consists of two fatty acids attached via an ester linkage to the first and 
second carbon (C) of glycerol and serine attached through a phosphodiester linkage 
to the third carbon of the glycerol. Most phospholipids have a saturated fatty acid on 
C-1 and an unsaturated fatty acid on the C-2 position of the glycerol backbone. The 
fatty acid distribution at the C-1 and C-2 positions of glycerol within phospholipids 
is continually in flux, owing to its continuous degradation and remodeling. PS car-
ries a net charge of −1 at physiological pH. PS mostly has palmitic or stearic acid 
on C-1 and a long chain unsaturated fatty acid (such as 18:2, 20:4 and 22:6) on C-2. 
However, this composition of PS is amenable to alteration depending on the diet, 
supplementation, state of the cell, environment and stimuli to which the cell is 
exposed.

TrpV1 is a member of the TRPV group of transient receptor potential family of 
ion channels. The function of TRPV1 is detection and regulation of body tempera-
ture and provision of a sensation of scalding heat and pain. Piezo1 and Piezo2 are 
nonselective Ca2+-permeable cation channels that interact with Trpv1 [225]. 
Changes in the cell membrane lipid composition leads to alterations in the activities 
of all of these channels which, in turn, can affect cell proliferation, volume and 

U. N. Das



63

Fig. 3.17 Scheme showing possible relationship among ion channels, fatty acids and cell prolif-
eration or apoptosis. (Modified from Accardi [227])

motility and, thus, metastasis in cancer. Plasma membrane depolarization can 
induce reorganization of PS and phosphatidylinositol 4,5-bisphosphate that can lead 
to amplification of K-Ras–dependent mitogen-activated protein kinase (MAPK) 
signaling. In contrast, plasma membrane repolarization disrupts K-Ras 
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nanoclustering and inhibits MAPK signaling. Thus, changes in cell membrane com-
position can induce changes in VGIC, TrpV1 and Piezo1, which can either enhance 
or suppress cellular mitosis or cause apoptosis [226, 227]. It is envisaged that under 
normal physiological conditions, the cell membrane will contain a balanced ratio 
between saturated fatty acids and PUFAs (Fig. 3.17) resulting in PS appearing in 
small clusters that localize to K-Ras and so low activation of RAF-MAPK pathway 
occurs. Cancer cells contain more saturated fatty acids and lower amounts of poly-
unsaturated fatty acids that results in an increase in the rigidity of the cell membrane 
leading to clustering of PS and K-Ras such that promotion of RAF-MAPK signal-
ing occurs. This leads to uncontrolled proliferationof cancer cells. When tumor cells 
are supplemented with PUFAs, the cell membrane becomes more fluid and accumu-
lation of excess of toxic lipid peroxides occurs, which results in disruption of PS 
and K-Ras clustering and its inactivation which results in their mitotic arrest and 
apoptosis. Changes in cell membrane fluidity and composition can affect PS com-
position, and changes in the expression and function of various ion channels includ-
ing Trpv1 and Piezo1 as shown in Fig. 3.17. In turn, this results in perturbation of 
ion transmission across the channels and the membrane leading to cell apoptosis. 
Lipid peroxides that accumulate in the cell as a result of PUFA supplementation 
may inactivate various ion channel receptors, block K-Ras and the MAPK pathway 
or suppress it. Furthermore, changes in lipid composition of the cell membrane can 
also alter T cell proliferation, activation, and local response of T cells to the tumor 
cells [228].

It is possible that K+ and other ions leak from the cancer cells into the surround-
ing milieu and act on infiltrating macrophages, T cells and suppress the immune 
response and, thus, aid in the escape of tumor cells from immune surveillance sys-
tem [229]. AA and other PUFAs activate potassium channels [230, 231] and thereby 
enhance the T cell responses by removing excess potassium from the tumor cell 
milieu. In addition, KATP channels are inactivated by high glucose concentrations 
[232] that may explain why tumor cells have aerobic glycolysis. GABA (gamma- 
aminobutyric acid) inhibits KATP channels [232] and therefore neurons and local 
nerves may regulate tumor growth [233, 234]. Cancer cells form synaptic connec-
tions with neurons facilitated by cell adhesion proteins neurexins and neuroligins 
[235]. Through these synaptic connections neurotransmitters such as glutamate may 
be released that bind and activate AMPA and NMDA receptors that facilitates posi-
tively charged ions to enter the cells through the receptors to cause depolarization 
leading to a rise in intracellular positive charge. As a result, cancer cell migration 
and proliferation may occur [229–234]. Potassium leakage from cells activates 
Ca2+-independent phospholipase A2, which enhances cleavage of pro-IL-1β by the 
IL-1 converting enzyme capsase-1 [236, 237]. This action of potassium on the IL-1 
converting enzyme can be prevented by other monovalent cations such as sodium. 
High intracellular concentrations of potassium suppress apoptosis [238]. Thus, 
higher potassium concentration seen in the tumor microenvironment may suppress 
the immune response [229] such that immunosuppression against tumor cells may 
persist for a longer time. In addition, it will also lead to apoptosis of T cells since the 
concentration of potassium is higher in the tumor microenvironment compared to 
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intracellular levels of T cells. Furthermore, phospholipase A2 induces the release of 
PUFAs from the cell membrane lipid pool and PUFAs activate potassium channels 
[230, 231]. Thus, there is a close interaction of local and intracellular concentrations 
of Ca2+and other ions such as K+, Ca2+, Cl−, Na+; phospholipase A2 activity, IL-1 
and possibly other cytokines, glutamate, GABA and other neurotransmitters, with 
tumor growth. Thus, the tumor milieu, including the intra- and extracellular glucose 
concentration, contributes to tumor cell proliferation. Furthermore, there could be a 
close interaction among various ions within themselves and with intracellular and 
extracellular glucose concentrations. Glucose can activate or suppress the activity of 
phospholipase A2 depending upon its local concentration and thereby influence 
lipid peroxide formation.

11  Connecting the Cell Membrane to the Nucleus

All of the stimuli to which the cell gets exposed need to be transmitted to the respec-
tive genes to elicit an adequate and appropriate cellular response. How this occurs 
is not precisely known. One possibility is that membrane fluidity can influence the 
structure and composition of intermediate filaments and their multiple binding part-
ners to regulate both cellular mechanics and gene(s) expression. The intermediate 
filaments, actin and microtubules form distinct cytoskeletal systems, and are critical 
in the dynamic interplay between these networks. Intermediate filaments provide 
structural support for the cells, and play a major role in cellular responses to exter-
nal mechanical forces. It is known that tensional force-induced reinforcement of 
actin stress fibers requires the interaction of the RhoA-targeting Rho-guanine nucle-
otide exchange factors Solo/ARHGEF40 with keratin intermediate filaments to acti-
vate RhoA signaling, which promotes stress fiber formation and keratin network 
organization. These results illustrate the importance of keratins to enable cells to 
adapt to mechanical stress [239]. The interaction of desmoplakin with keratin fila-
ments at desmosomes supports intercellular force transmission, traction force gen-
eration, and cell stiffness that ultimately alters the expression of several genes 
concerned with mitosis and apoptosis [240–242].

2-methoxy-oestradiol (2-ME), PUFAs, thalidomide, TNF, ILs and many anti- 
cancer drugs, radiation and protoporphyrin derivatives (used in photodynamic ther-
apy) enhance free radical generation and augment the lipid peroxidation process. 
This leads to accumulation of lipid peroxides in the cells, resulting in apoptosis of 
tumor cells [243–250]. PUFAs are cytotoxic to tumor cells, possess anti-angiogenic 
action and enhance free radical generation in the tumor cells and regress the growth 
of human gliomas with few side-effects [180–188, 245–252]. It is likely that PUFAs 
and lipid peroxides alter or disrupt the intermediate filaments, actin and microtu-
bules and cytoskeletal filament systems partly by altering cell membrane fluidity 
and to some extent by their direct action on the cytoskeleton.
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12  Polyunsaturated Fatty Acids and Bioactive Lipids Are 
Involved in Mitochondrial Processes

Dietary or supplementation of PUFAs are absorbed from the gut and then distrib-
uted to cells where they enrich various cellular membranes. This influences not only 
cell metabolic processes and survival but also modulates mitochondrial processes 
[253, 254]. In addition, n-3 PUFAs protect ischemic myocardium [255] especially 
against oxidative-induced damage due to their ability to modulate mitochondrial 
ROS production [256].

These results are supported by the observation that fat-1 transgenic mice which 
synthesize n-3 fatty acids at the cost of AA showed a decrease in ROS production 
from electron transport complex (ETC)-I suggesting that EPA and DHA are able to 
reduce oxidative stress in the mammary tissue when exposed to the carcinogen 
7,12-dimethyl benz(α)anthracene (DMBA) [257].

In contrast, tumor cells exposed to PUFAs were found to produce enhanced 
amounts of ROS and accumulation of toxic lipid peroxides leading to apoptosis in a 
caspase-dependent manner, involving both the intrinsic and extrinsic pathways 
[179, 258–262].

On the other hand, we observed that GLA, AA, EPA and DHA can protect pan-
creatic β cells against alloxan and streptozotocin-induced cytotoxicity and prevent 
the development of both type 1 and type 2 diabetes mellitus in experimental animals 
by suppressing free radical generation, and of NF-kB, IL-6 and TNF-α [32, 33].

Based on this data, it can be suggested that PUFAs seem to be metabolized dif-
ferently by normal and tumor cells such that normal cells are protected and tumor 
cells get exposed to increased oxidative stress [183]. This differential action and 
metabolism of PUFAs by normal and tumor cells implies that PUFAs can be 
employed to selectively eliminate tumor cells and may also be useful to prevent 
diabetes mellitus [5, 11, 32, 33, 183, 246–250, 263–285]. This cytoprotective action 
of PUFAs is possibly mediated by their products: PGE1, lipoxins, resolvins, protec-
tins and maresins [11, 263, 266, 267]. Thus, the beneficial actions of PUFAs can be 
ascribed to their products such as PGE1, PGI2, lipoxins, resolvins, protectins and 
maresins and their ability to enhance NO and alter the expression of NF-kB, IkB, 
caspases, cytochrome C, Ras, Myc, Fos, Fas, p53, COX-2, and LOX, and by altera-
tion of telomerase activity (Figs. 3.7, 3.10 and 3.16).

13  Bioactive Lipids Modulate G-Protein-Mediated Signals

BALs modulate G-protein–mediated signal transduction [286] and mobilize Ca2+ 
from intracellular stores [287]. This can induce apoptosis [288] especially of tumor 
cells, activate PKC and augment NADPH oxidase activity in macrophages [289], 
which can result in enhanced O2

−. generation. GLA, AA, EPA and DHA decreased 
Bcl-2 and increased Bax in tumor cells [33, 290] in addition to their action on p53 
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[291]. DHA has been reported to enhance p27, inhibit cyclin-associated kinase, 
reduce pRb phosphorylation and induce apoptosis of melanoma cells [291]. BALs 
such as PUFAs inhibit cell division by blocking translation initiation [292]. PUFAs 
were found to induce free radicals in tumor cells that can directly activate heterodi-
meric Gi and G0 (small G proteins) [293], which are critical signaling molecules. 
Thus, BALs such as PUFAs and their metabolites have actions that are detrimental 
to the survival of tumor cells.

14  Age-Related Disorders Are Inflammatory Conditions 
and Can Be Modulated by Bioactive Lipids

With advancing age, there is a tendency to accumulate abdominal fat, decrease in 
muscle and skeletal mass (osteoporosis), with development of insulin resistance, 
type 2 diabetes mellitus, hypertension, and an increase in the incidence of cancer, 
CHD and atherosclerosis, Alzheimer’s disease and depression, and increased 
chances of having disc prolapse, osteoarthritis, and tendon tears. These are all 
inflammatory conditions. There is reasonable evidence to suggest that in all these 
conditions, there is a critical role for BALs (Fig. 3.2). Based on the preceding dis-
cussion it is evident that efforts directed to restore the altered BAL abnormalities to 
normality could be of benefit in all these disorders. The various actions of BALs as 
outlined above, such as the ability to alter cell membrane fluidity, influence ion 
channels, act on G protein coupled receptors, regulate inflammation, immune 
response and stem cell biology, telomerase activity, mitochondrial processes, cyto-
skeletal system and participate in resolution of inflammation and wound healing, 
are some of the crucial actions that are relevant to their involvement in these age- 
related disorders. Hence, analyzing the plasma and tissue concentrations of various 
BALs in these conditions may give clues as to the type of abnormalities that need to 
be corrected. In general, it is likely that the plasma tissue concentrations of GLA, 
DGLA, AA, EPA, DPA, DHA, lipoxins, resolvins, protectins and maresins and anti- 
inflammatory cytokines are likely to be low and accompanied by a deficiency of 
NO, H2S, CO and an increase in pro-inflammatory PGs, LTs, TXs and cytokines 
with a concomitant decrease in antioxidants. Although it is unlikely that all of these 
molecules will be abnormal in these disorders, measuring all of them together may 
give clues to the specific alterations in their concentrations so that the underlying 
pathophysiology could be deciphered to plan relevant interventions.

15  Conclusions and Future Perspectives

One of the questions that should be answered is how BALs could have a role in 
many conditions. It should be mentioned here that it is the local actions of BALs 
that make them suitable candidates for a critical role in these conditions. Thus, it is 
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suggested that abnormalities in the BAL system in vascular endothelial cells may 
lead to hypertension, in the pancreatic β cells to diabetes mellitus, in adipose tissue 
to obesity, in the skeletal muscles to sarcopenia, in the osteoclasts and osteoblasts to 
osteoporosis, in the coronary vascular endothelial cells to atherosclerosis, in neuro-
nal cells to Alzheimer’s disease and depression, in the intervertebral disc to pro-
lapsed, herniated, or extruded intervertebral disc (PIVD) and in specific cells to 
relevant cancers. If this proposal is true, it implies that administration of various 
PUFAs and/or lipoxins, resolvins, protectins and maresins in appropriate amounts 
and in a timely manner will lead to relief from these age-related disorders. Since 
lipoxins, resolvins, protectins and maresins are highly unstable and have short half- 
lives, they may not be suitable for clinical use. I propose that oral or intravenous 
administration of GLA, DGLA, AA, EPA, DPA, DHA and various co-factors such 
as vitamins B1, B6, B12, and C, zinc, magnesium, and folic acid should be provided 
to achieve their beneficial actions (Fig. 3.2). It should be noted that it may be neces-
sary to administer other co-factors to optimize the synthesis and action of other 
relevant endogenous molecules such as NO.  This could include provision of 
L-arginine, tetrahydrobiopterin and other minerals and trace elements to obtain the 
much-needed beneficial actions. By providing all these precursors, it is presumed 
that cells and tissues will utilize these raw materials to form the much needed and 
relevant BALs, NO, H2S, CO and anti-inflammatory cytokines to boost the antioxi-
dant defences. Since all these above-mentioned factors are endogenous to natural 
substances in our bodies, it is anticipated that their administration is unlikely to have 
any side effects. In some conditions such as tendon tears and PIVD, perhaps it is 
relevant to administer BALs locally, either using a transdermal approach or via local 
injections. For patients with cancer, BALs could be administered in conjunction 
with conventional anti-cancer drugs and immune check point inhibitors, as pro-
posed previously [61, 62]. In our preliminary study, it was noted that administration 
of PUFAs along with conventional chemotherapeutic drugs can induce remission 
with few side effects, and reverse drug resistance to standard chemotherapy. In fact, 
it was noticed that co-administration of BALs and high doses of vitamin C blunted 
the side effects of chemotherapeutic drugs and induced full remission in one of our 
stage IV drug-resistant Hodgkin’s disease patients. We observed that BALs can be 
administered with corticosteroids and other immunosuppressive drugs in cases of 
lupus and RA, to induce full remission in some cases with no recurrence of the dis-
ease. Some of these patients have been on follow up for more than 10 years and are 
still in full remission despite stoppage of all drugs. These preliminary results are 
encouraging and are in support of the proposals made here. Obviously, more thor-
ough and in-depth studies are needed to bring BAL-based therapeutics to the main-
stream, but are certainly encouraging. Based on these results, it is tempting to 
suggest that prophylactic administration of various PUFAs and their co-factors may 
aid in the prevention, postponement or delay of the aging process itself. In this con-
text, it is noteworthy that exercise and calorie restriction, the two interventions that 
are known to delay aging, also modulate EFA/PUFA metabolism [47].

In general, it is believed that stem cells are essential for healing and regeneration 
of tissues and thus have a critical role in recovery from various diseases. In this 
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context, it is interesting to note that stem cells seem to bring about their beneficial 
actions by secreting LXA4 [294], which appears to regulate stem cell proliferation 
and differentiation [295]. Therefore, it is proposed that BALs may serve as the 
mediators of the beneficial actions of stem cells. Perhaps, a combination of stem 
cells and BALs may form a new therapeutic approach to several disorders associ-
ated with aging.
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Chapter 4
Effect of Short Chain Fatty Acids  
on Age- Related Disorders

Mariane Font Fernandes, Sarah de Oliveira, Mariana Portovedo, 
Patrícia Brito Rodrigues, and Marco Aurélio Ramirez Vinolo

1  Introduction

The microbiota is formed by an astonishing variety of microorganisms including 
bacteria, fungi, archaea, virus and some protozoa that colonize host tissues, mainly 
at sites in direct contact with the external environment such as skin, gastrointestinal, 
respiratory and urogenital tracts. These microorganisms contribute to the mainte-
nance of host homeostasis by different mechanism such as providing nutrients and 
defense against pathogens [1].

Our comprehension of the microbiota relevance, composition and of its mecha-
nisms of interactions with host cells have drastically changed over the last 20 years 
with the use of next-generation sequencing technologies, metabolomic analyses, 
gnotobiotic models and several other tools [1, 2]. These approaches have led to the 
discovery of new functions of microbiota such as biotransformation of drugs and 
food contaminants [3, 4], and to extension of the knowledge regarding the type of 
molecules produced by the microbiota and the molecular targets activated in the 
host [5].

The intestinal tract is the most densely colonized site of our body. Studies have 
estimated that there are between 1013 and 1014 bacteria in the human gastrointestinal 
tract with the highest density of these microbes in the colon [6]. Most of the bacteria 
in the human intestine belong to Firmicutes and Bacteroidetes phyla, but other 
phyla such as Proteobacteria, Verrumicrobia, Actinobacteria, Fusobacteria and 
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Cyanobacteria are also relevant in this site [7]. The composition of the microbiota 
varies within and between individuals. Factors affecting individual composition of 
the microbiota include the anatomical site of analysis, the type of food ingested and 
intake of antibiotics [8, 9]. The inter-individual variation of microbiota is dependent 
on the host genetics, which surprisingly seems to shape only a minor part of the 
microbiome, and environmental factors including the diet, drug intake, exercise and 
anthropometric parameters [9, 10].

The mechanisms by which the microbiota and host cells communicate are start-
ing to be deciphered. The bi-directional and complex host-microbiota interactions 
depend on several signals derived from microbes including microbe-associated 
molecular patterns (MAMPs), modified host molecules and microbe metabolites 
that can interact with components of the microbiota itself and with host cells [11]. 
The host produces and secretes several types of molecules that regulate microbiota 
numbers and composition such as antimicrobial peptides and immunoglobulins. 
These bi-directional interactions are essential for the establishment of the individu-
al’s equilibrium between host and microbiota and may be a key factor influencing 
health and disease in the host (Fig. 4.1).

Fig. 4.1 Microbiota and host interactions are important for the maintenance of homeostasis. 
Microbiota derived signals including short-chain fatty acids (SCFAs), succinate, tryptophan 
metabolites, secondary bile acids and microbial-associated molecular patterns (MAMPs) are 
examples of molecules that shape the host immune system, which actively produce a broad range 
of molecules that contribute to the compartmentalization and regulation of the microbiota compo-
sition including mucin, antibodies such as immunoglobulin A (IgA) and antimicrobial peptides 
(i.e. defensins and cathelicidins) that regulate the composition of the microbiota
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One group of microbe-derived metabolites that participate in host-microbe inter-
actions are short-chain fatty acids (SCFAs). These are small carboxylic acids pro-
duced by bacterial components of the microbiota, mainly in the colon, from the 
process of fermentation of complex carbohydrates that reach this site almost undi-
gested [12, 13]. The main SCFAs found in the intestinal tract are acetic, propionic 
and butyric acids, which are normally found in their deprotonated forms (acetate, 
propionate and butyrate) [12, 13]. A recent study indicated that pentanoate, a SCFA 
found in lower concentrations compared to other SCFAs in the colon, may also have 
relevance in the context of immunomodulation by the microbiota [14].

Short-chain fatty acids are abundant in the colon (mM range). Epithelial cells 
take these metabolites up and use some of them (especially, butyrate) for generation 
of adenosine triphosphate (ATP). In addition, SCFAs also reach the blood circula-
tion from where they can interact and mediate systemic effects of the microbiota. 
These molecules have an important homeostatic role in the gut but also may be 
important in disease states. In this context, we and other research groups have dem-
onstrated that they have an impact in both intestinal [15–17] and extraintestinal 
infections [18–20].

Some of the most described effects of these metabolites include their capacity to 
regulate host metabolism and immune cells, as previously reviewed [11, 12, 21]. 
These actions are attributed to their ability to activate different cellular pathways 
including: (i) G-protein-coupled receptors (GPCRs) - the free fatty acid receptors 
(FFAR), FFAR2 (also known as GPR43) and FFAR3 (or GPR41) and the hydroxy-
carboxylic acid receptor 2 (HCA2), also known as niacin receptor 1 (NIACR1) or 
GPR109A [12, 21]; (ii) regulation of protein acylation state, an effect mainly linked 
to their inhibitory effect on histone deacetylases (HDACs) [12, 21, 22]; (iii) modifi-
cations (direct or indirect) of the cellular metabolism [23, 24]; and (iv) regulation of 
the activity/stability of transcription factors such as peroxisome proliferator–acti-
vated receptor (PPAR-y) and hypoxia inducible factor-1 (HIF-1) [25, 26].

Considering the effects of microbiota-derived SCFAs on metabolism and immune 
cell function, it is not surprising that several research groups have tested their asso-
ciation with the development of age-related diseases. In the next sections, we will 
discuss recent evidence of this relationship for some age-related diseases including 
metabolic diseases and type 2 diabetes mellitus (T2DM), hypertension, cardiovas-
cular and neurodegenerative disease. We also highlight their impact on the develop-
ment of cancer.

2  SCFAs and Metabolic Diseases

The prevalence of metabolic diseases such as T2DM and obesity are rising world-
wide, especially in middle- and low-income countries [27]. T2DM occurs when the 
tissues become insulin resistant or the pancreas does not produce enough insulin to 
prevent hyperglycemia. This disruption in glucose homeostasis is a major risk factor 
to development of comorbidities such as cardiovascular diseases (CVDs) [28].

4 Microbiota Metabolites in Age-Related Disorders



88

Changes in lifestyle and dietary patterns are major factors behind the increased 
prevalence of T2DM and its related metabolic disorders [29]. Currently, around 
8.8% of adults have T2DM and this disease is responsible for 9.9% of all-cause 
mortality globally [27]. Low-grade systemic inflammation is considered the hall-
mark of metabolic diseases and many therapeutic interventions targeting inflamma-
tory pathways are currently under investigation [30, 31].

Evidence has led to the suggestion that the human microbiota and its metabolites 
contribute to obesity since fecal transplantation of gut microbiota from obese indi-
viduals leads to increased adiposity in germ-free mice and reduced content of fecal 
SCFA [32]. On the other hand, fecal transplantation of gut microbiota from lean 
humans exerts beneficial effects in individuals with metabolic syndrome and its 
effects are associated with increased content of butyrate-producing bacteria [33]. 
Furthermore, increased production of butyrate is associated with improved insulin 
sensitivity in humans [34].

Mechanistic studies in mice have revealed that butyrate supplementation 
improves body weight loss by increasing energy expenditure and fat oxidation [35]. 
Butyrate has also been found to reduce recruitment of inflammatory cells for white 
adipose tissue leading to an attenuation of inflammation in this tissue and the liver 
[36]. Acetate and propionate also act in high-fat diet-fed mice improving body 
weight loss and insulin sensitivity [37]. In obese humans, propionate supplementa-
tion also leads to weight loss [38]. Although it is well established that dietary fiber 
consumption is associated with several health benefits such as improved insulin 
sensitivity and body weight control, the mechanism of action of the microbiota in 
this context has still not been elucidated. Several of these mechanisms are associ-
ated with the action of SCFA in host cells, like appetite control, increased energy 
expenditure and improved metabolic function [35, 38, 39]. The concentration of 
SCFAs in plasma is a marker of metabolic health, since it is directly associated with 
insulin sensitivity and inversely correlated with body mass index (BMI) [40].

SCFAs are capable of stimulating production of satiety hormones such as 
glucagon- like peptide-1 (GLP-1) and peptide YY (PYY) by intestinal enteroendo-
crine cells in a FFAR2-dependent manner [38, 39]. The secretion of these hormones 
results in the stimulation of proopiomelanocortin (POMC)-secreting neurons and 
suppression of neuropeptide Y (PPY)-producing neurons, therefore promoting sati-
ety signals [41].

Interestingly, the effects of SCFA in appetite are not restricted to their direct 
effects in intestinal epithelial cells since acetate is capable of crossing the blood- 
brain barrier [42]. Also, propionate stimulates leptin production by adipose tissue 
[43]. Besides acting in appetite control, SCFA increases thermogenesis-related 
genes in brown adipose tissue, therefore increasing energy expenditure [35].

Another important aspect of SCFAs in metabolic diseases is the prevention of 
low-grade inflammation through different mechanisms, including decreased pro-
duction of inflammatory cytokines, improvement of the intestinal barrier and pre-
vention of endotoxemia and upregulation of regulatory T (TREG) cells [44–46]. 
Although the link between the modulation of the immune system and inflammatory 
response during metabolic diseases by SCFAs is promising, most of the studies have 
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only been performed in murine models. In addition, there are controversial findings 
that need to be addressed. For example, although acetate can act in the brain to sup-
press food intake, its metabolism is dysregulated in high-fat diet-induced obese 
mice. There is an increased acetate turnover in this model which, in turn, leads to 
parasympathetic nervous system activation and insulin resistance [47]. Also, the 
FFAR2-mediated effect of acetate in pancreatic beta cells promotes inhibition of 
insulin secretion. Interestingly, this effect does not affect glucose homeostasis in 
healthy mice. On the contrary, in diabetic mice with increased pancreatic and sys-
temic acetate levels, the deletion of FFAR2 and FFAR3 enhances insulin secretion 
and glucose tolerance [48].

In summary, SCFAs act in host cells to modulate its metabolism, immune func-
tion and to control appetite. SCFA supplementation can improve metabolic status 
especially in murine models by targeting inflammatory pathways and controlling 
food intake and energy metabolism. However, more clinical studies are needed to 
support the therapeutic findings of SCFAs in obesity, T2DM and other metabolic 
disorders.

3  SCFAs and Hypertension and CVDs

CVDs are disorders involving the heart or blood vessels and include high blood 
pressure (AH), stroke, peripheral vascular disease, coronary heart disease, and other 
heart diseases [49]. For the past 15 years, CVD has been the leading cause of death 
worldwide. In 2016, CVDs were responsible for 15.2 million deaths [50]. Moreover, 
CVDs contributed significantly to increased health care costs by causing physical 
disability and invalidity.

Therapy through dietary and lifestyle modifications is an important tool used in 
clinical practice for cardiovascular and metabolic diseases. These interventions are 
known to impact the gut microbiota composition and function. There are many 
interactions between the changes in the intestinal microbiota and its metabolites 
with susceptibility to CVD, which makes the microbiome a potential new therapeu-
tic target [51, 52].

The intestinal microbiota may act to promote or prevent CVD. Atherosclerotic 
patients have intestinal dysbiosis with a characteristic increase of Enterobacteriaceae 
and Streptococcus spp., which has been suggested to be associated with inflamma-
tory status, thus contributing to atherosclerosis [53–55]. However, due to the use of 
different drugs during CVD, it is still unknown whether or not these associations are 
secondary to the use of medications and further investigation in cohort studies is 
required.

Data from experimental and human studies have demonstrated that increased 
blood pressure levels are associated with intestinal microbiota dysbiosis. In the 
analysis of the microbiota richness, diversity and uniformity of spontaneously 
hypertensive rats, an increase in the Firmicutes/Bacteroidetes ratio was observed 
with a reduction in acetate and butyrate luminal levels. In the same study, the authors 
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found the same dysbiotic pattern in hypertensive patients and antibiotic treatment 
rebalanced the dysbiotic hypertension gut microbiota by reducing the Firmicutes/
Bacteroidetes ratio and attenuating high blood pressure [56].

Consumption of probiotics in combination with standard drugs could offer addi-
tional benefits for patients with heart failure, for example by reducing the severity 
of heart failure after a heart attack. In a classic murine model for CVD, the sponta-
neously hypertensive rat (SHR), the treatment with different Lactobacillus strains 
reduced the number of Bacteroidetes spp. and Clostridium spp. in the cecum, and 
attenuated systolic pressure levels and the vascular inflammatory state [56]. In 
humans with stable coronary artery disease, oral supplementation with Lactobacillus 
plantarum 299v improved vascular endothelial function and inflammation by medi-
ating changes in circulating metabolites leading to increased bioavailability of nitric 
oxide, an important vasodilator [57].

The intestinal microbiota has been considered a new endocrine organ for the host 
due to its important role in converting nutritional signals into hormone-like signals 
that affect both normal physiology and host disease [58]. SCFAs from intestinal 
microbial metabolism, as well as the host receptors that recognize them, are directly 
involved in this communication, which has been identified as an important factor in 
the control and prevention of CVD [59–61].

Butyrate may play an important role in regulating blood pressure. In a study with 
the SHR rat, not only butyrate plasmatic levels were reduced, the expression of 
receptors activated by this metabolite in the region of the central nervous system 
responsible for regulating blood pressure was also decreased [61]. In this study, 
butyrate administration directly in the hypothalamus led to a reduction in blood 
pressure in the hypertensive rats [61]. Propionate and acetate have been appointed 
as blood pressure regulators. The activation of GPR41 has been shown to reduce 
blood pressure, while the activation of Olfr78 antagonizes this effect [62]. Further 
advances in the development of strategies that combine classic therapies in the treat-
ment of CVD and the regulation of microbiota and its metabolites require well- 
controlled intervention studies in humans.

4  SCFAs and Neurodegenerative Disease

The diversity of the intestinal microbiota is known to be essential not only for the 
homeostasis of tissues but also for the correct physiological functioning of the ner-
vous system. Dysbiosis can have a major impact on brain development and func-
tion, especially if we consider that the brain is dependent on metabolic products of 
the intestinal microbiota, like SCFAs [63, 64]. Changes in intestinal bacterial niches 
may alter the blood-brain barrier permeability, which contributes to a chronic neu-
roinflammatory state, increasing the risk of developing neurodegenerative diseases 
(NDs) [65–67].

NDs are disorders that are becoming increasingly prevalent in the population due 
to the increasing proportion of the older population. Examples of major diseases are 
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Parkinson’s disease (PD), Alzheimer’s disease (AD), Huntington’s disease (HD), 
Amyotrophic lateral sclerosis (ALS) and spinocerebellar ataxias (SCA) [68]. These 
diseases have unique pathophysiological mechanisms, in part because some may 
cause memory loss and cognitive impairment, and others may affect a person’s abil-
ity to move, speak, and breathe. The prevalence of such diseases is noticeable 
between 55 and 80 years old with an average of 3 to 17 cases per 100,000 people. 
The most common diseases are AD and PD, In the case of AD, the incidence rate 
doubles every 5 years, with the yearly risk ranging from 0.5% in individuals between 
65 and 69 years old to 6% in those more than 85 years old [69]. In PD, the incidence 
is high with an average of 8 to 18 cases per 100,000 persons and curiously men have 
1.5–2.0 times higher prevalence and incidence than women. After diagnosis PD 
patients have a mean survival of 15 years [69].

A dysbiotic change can be observed in patients with PD and this fact could trig-
ger inflammation-induced misfolding of α-synuclein (Syn), contributing to the 
development of PD pathology. One of the links between dysbiosis and inflammation 
is the impairment of intestinal barrier function, which may initiate immune activa-
tion [70]. These changes in microbiota can also be associated with PD symptoms, 
since the abundance of Enterobacteriaceae has been linked with the motor pheno-
type in these patients [71].

Some fecal markers can be used to identify intestinal inflammation and increased 
intestinal permeability such as calprotectin for inflammation and alpha-1- antitrypsin 
and zonulin for increased intestinal permeability. The levels of these are signifi-
cantly elevated in PD patients, although they are not disease-specific [72].

A significant reduction of acetate, propionate and butyrate levels in fecal samples 
of PD patients have been reported [73]. Interestingly, sodium butyrate, a histone 
deacetylase inhibitor (HDACi) can protect dopaminergic neurons through the 
upregulation of genes related to DNA damage response, thus preventing motor 
impairment when used in a toxin-induced Drosophila model of PD [74–76]. Other 
effects attributed to sodium butyrate are the attenuation of motor deficits, oxidative 
stress and neuroinflammation markers, and it has been found to increase striatal 
dopamine levels [77]. Gut microbiota signals have also been associated with 
microglia activation and α-Syn aggregation. A recent study showed that SCFAs can 
accelerate both processes impacting on neuroinflammation and motor dysfunction 
[78]. Thus more studies are needed to explore and understand the role of microbi-
ota in PD.

In AD, tau hyperphosphorylation and amyloid β-peptide overproduction are key 
aspects of the pathology. A study with AD mouse model showed that valproic acid, 
a molecule that has a structure similar to butyrate and which also acts as inhibitor of 
HDAC, attenuated senile plaques and neuronal loss, improved behavioral deficits, 
modified synaptic structure and accelerated neurite outgrowth by inhibiting the 
activity of GSK-3b [79]. It has been suggested that the dysregulation of histone 
acetylation is involved in the onset of age-associated memory impairment in AD, so 
prolonged treatment with the HDAC inhibitor sodium butyrate improved associa-
tive memory, even when administered at an advanced stage of pathology [80].
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In addition to mouse models, some studies have employed Drosophila models 
for the study of neurogenerative diseases like AD. Results obtained using this model 
indicate that gut microbiota dysregulation may participate in AD pathogenesis. The 
diversity of gut microbiota was increased in an AD Drosophila model with a 
decrease in the proportion of Acetobacter and Lactobacillus spp., thus resulting in a 
marked decrease of acetate levels [81]. However, in a specific model of AD 
(APPSWE/PS1ΔE9) the ABX antibiotic cocktail treatment appeared to alter the 
microbiome in ways to attain states of host-microbiome interactions that affect 
immune response systemically, preventing the natural progression of disease by 
regulating β amyloid deposition [82].

HD is a genetic disorder caused by a trinucleotide repeat expansion in the 
Huntingtin (HTT) gene. The elongated huntingtin protein accumulates within cells 
forming aggregates that are toxic and cause dysfunction and death of specific neu-
rons. This neurodegenerative disease is clinically associated with motor, cognitive 
and psychiatric disturbances [83]. As described for other diseases, there is also 
some evidence indicating that the changes in intestinal microbiota are present in 
HD. A recent study identified a significant difference in intestinal microbiota com-
position in HD mice at 12 weeks of age. More specifically, the authors found an 
increase in Bacteriodetes and a proportional decrease in Firmicutes, suggesting that 
microbiota may also influence the development of this disorder [84].

An impaired gut-neuromuscular crosstalk may actively contribute to progression 
and pathogenesis of neurodegenerative diseases, such as ALS. In a mouse G39A 
model that presents motor neuron degeneration, the mice showed an imbalance in 
the gut bacterial profile with a reduced population of butyrate-producing bacteria 
and increased intestinal permeability (leaky gut). Remarkably, after administration 
of 2% butyrate, the mice with ALS exhibited a delay in the onset of symptoms and 
a prolonged life span. This suggests that butyrate administration can be used for 
restoration of the microbiota and gut homeostasis [85].

In the case of SCA type 3, it has been suggested that butyrate alleviates the 
symptoms of transgenic mice by inhibiting HDAC activity. One problem of this 
disease is the cerebellar transcriptional repression by the hypoacetylation of his-
tones H3 and H4. However, through the intraperitoneal administration of sodium 
butyrate, it was possible to delay the onset of ataxic symptoms and to ameliorate 
various phenotypes through HDAC inhibition [86].

In summary, research related to brain-gut microbiome interactions is still scarce 
but already indicates the existence of significant crosstalk between these compo-
nents. These interactions may be relevant for the development of several patholo-
gies and also present the possibility that by changing the microbiota or avoiding the 
“pathological” shift of the microbiota, we may be able to delay the development of 
neurodegenerative diseases.
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5  SCFAs and Cancer

Cancer is a disease promoted by genetic and epigenetic changes that may evolve 
depending on environmental signals [87, 88]. The numbers of cases and deaths 
associated with cancer worldwide are high. In 2018, 18.1 million cases were diag-
nosed and there were 9.6 million deaths associated with cancer [89]. Aging is a 
well-known risk factor for cancer development. Indeed, more than 50% of the cases 
appeared in individuals older than 70 years [90]. Other factors that may contribute 
to the increasing numbers of cases involve unhealthy lifestyle including physical 
inactivity, excess alcohol consumption and poor diet [91], all of which are known 
modifiers of microbiota-composition. There are numerous reports on microbiota 
changes associated with cancer development and even cancer therapy. These topics 
are beyond the scope of the chapter and will not be discussed, although we highlight 
recent reviews on this subject [92, 93].

Fiber consumption and SCFAs have been studied in the context of different types 
of tumoral diseases, especially, colorectal cancer (CRC). This type of cancer is one 
of the main causes of death by cancer, presenting a high worldwide incidence of 
almost 1.8 million cases each year [89]. The progression of this disease is marked 
by disturbed innate immunity responses [94], dysbiotic microbiota [95], decreased 
SCFA concentrations and increased pH of the faeces [96].

Despite the controversies in the literature, epidemiological and experimental 
data indicate that increased fiber consumption is associated with prevention and 
suppression of colorectal cancer development. The mechanisms proposed for these 
effects are variable and dependent on the type of fiber. For insoluble fiber, a general 
protective effect is the increased mobility of colon, which helps to minimize the 
exposure of colonocytes to ingested carcinogens [97]. For soluble fibers, the increase 
in SCFA-producing bacteria and SCFA colonic levels appear to be relevant [97, 98].

Some reports suggest the use of butyric acid derivatives or other molecules that 
have the same mechanisms of action, as therapeutic interventions for colon cancer 
treatment and prevention [99–102]. Butyrate administered via enema is known to 
ameliorate inflammatory bowel diseases (IBD) symptoms in vivo [97] and could be 
tested for CRC therapy. However, considering the point that SCFAs are quickly 
metabolized by the colonocytes [100] and that long term application of this treat-
ment is not viable for prevention, it would be better to develop approaches involving 
prodrugs of butyrate or synthetic molecules that have the same effect of butyrate but 
with increased half-life.

The use of tributyrin, a prodrug of butyrate, is an option that has already been 
explored by different groups [103]. Tributyrin is composed of glycerol and three 
molecules of butyrate that can reach the colon tumour and release butyrate for a 
considerable time after metabolism [104]. In vivo treatment with tributyrin or a 
high-fibre diet was found to reduce DNA damage, tumour growth and pro- 
inflammatory cytokine production, in addition to increased apoptosis and hyper-
acetylation of histone 3 via HDAC inhibition [105–107]. Positive results were also 
reported with the use of tributyrin in experimental studies involving other types of 
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cancer including liver [108] and prostate [109]. However, it is important to mention 
that there are some studies which have indicated that tributyrin or fiber supplemen-
tation do not have any effect on tumour development or can even make it worse [110].

Several different mechanisms have been described for the effect of SCFAs, espe-
cially butyrate, on tumoural cells including the inhibition of HDAC, activation of 
GPCRs, induction of autophagy and expression of miRNAs, as discussed below.

Some cells acquire resistance and restore a normal cell cycle progression in an 
environment with chronic exposure to butyrate [111]. Cancer cells capable of 
metabolizing butyrate, similar to normal colonocytes, are butyrate-resistant and 
protected against its effect as an HDAC inhibitor. Once butyrate does not accumu-
late in the cytoplasm or nucleus, aggressive cancer cells are selected since they are 
able to maintain use of butyrate as a source of carbon to incorporate into long chains 
fatty acids and provide energy [112]. This effect can also be related to different 
degrees of Wnt attenuation [104] or regulation of the Bcl-2 family of proteins, 
cyclin D1 and p21Waf1/Cip1 [111], once ERK1/2 activation results in Bim degra-
dation via the proteasome, protecting cells from death [113]. When ERK is also 
followed by protein kinase D activation, SphK2 is translocated from the nuclei to 
the cytoplasm to promote survival of CRC cells [114, 115]. Butyrate-resistant cells 
express high levels of matrix metallopeptidase (MMP)-2, MMP-9, and the α2 and 
α3 integrins, and low levels of E-cadherin, suggesting invasive and metastatic 
behaviour that confirms their aggressive profile [112].

Another way to promote cancer cell protection is through autophagy [116]. This 
catabolic process transfers the cytoplasmic contents into vesicles, called autophago-
somes, that fuse with a lysosome to break down and recycle old intracellular pro-
teins or damaged organelles in order to maintain cellular homeostasis, sustain 
bioenergetics and promote cell survival [117]. In cancer, the degradation of defec-
tive mitochondria by autophagy could prevent the release of proapoptotic factors 
[117], impairing the efficacy of propionate and butyrate-induced cell death [118]. 
Autophagy promoted by propionate is dependent on reduction of mTOR activity, 
which is related to hyper-phosphorylation of the AMP-activated protein kinase 
(AMPK)-α activated by an increased AMP/ATP ratio and reactive oxygen species 
(ROS) accumulation [117]. This catabolic process can also be induced by butyrate 
via activation of the liver kinase B (LKB)-1-AMPK signalling pathway and is capa-
ble of resulting in cell cycle arrest and tumour growth inhibition [119]. At low doses 
(2 mM), butyrate promoted autophagy in HCT-116 tumour cells mediated by endo-
plasmic reticulum (ER) stress. However, at high doses (5 mM) butyrate induced- 
autophagy is reduced, while apoptosis occurs [116].

Acetate has been reported as one of the alternative fuels for cancer cells [120], 
being capable of maintaining neoplastic cell proliferation and survival in different 
types of cancer, including glioblastoma [121], hepatocellular carcinoma, prostate 
[122] and breast cancer [123]. However, depending on the local environmental con-
ditions, acetate can also inhibit tumour cell survival [123, 124]. Similar to acetate, 
butyrate can act in different ways on the colon, providing energy for normal cells 
and also inhibiting proliferation of cancerous cells [104, 125–127]. This event, 
known as the “butyrate paradox”, can be explained by the availability of this SCFA 
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in the environment. The use of butyrate by colonocytes close to the lumen leads to 
reduction in butyrate levels at the crypts, where the stem cells are located, protecting 
the turnover in the deep base from suppression [128]. Patients with colorectal can-
cer have elevated pro-inflammatory cytokines including tumour necrosis factor- 
alpha (TNF-α) and IL-1β, which are capable of reducing the oxidation of butyrate 
[129]. In addition, the epithelium morphology of the patients is modified, thus con-
tributing to higher concentrations of SCFAs reaching the bottom of the crypts and 
inhibiting stem cell proliferation [104].

Another possible explanation for butyrate paradox is the Warburg effect, in 
which cancerous cells preferentially carry out aerobic glycolysis to obtain the 
energy required [96, 104] and reduce the uptake of butyrate by the sodium-coupled 
monocarboxylate transporter 1 (SMCT-1), thus reducing the effect of this 
SCFA. However, the monocarboxylate transporter 1 (MCT-1), which is also involved 
in maintenance of glycolytic metabolism [130] can also mediate butyrate uptake, 
leading to SCFA accumulation within the cells [96]. As a result, butyrate triggers 
apoptosis and inhibits proliferation possibly by inhibiting HDAC activity [96].

Epigenetic mechanisms have an important role in carcinogenesis. As one of the 
effects of butyrate, the inhibition of HDAC3 can significantly block both activation 
of Akt1 and ERK1/2, which impairs metastatic properties of cancer, such as migra-
tion and invasion of CRC cells [131]. However, SCFAs not only act as HDACis at 
high concentrations [125], but are also metabolized to acetyl-CoA, which is a sub-
strate for histone acetyltransferase (HAT), thus contributing to the increase in the 
histone acetylation [94, 132]. Histone hyperacetylation improves p21 expression in 
HCT116 cells, exacerbating the negative role of p21 as a tumour suppressor [133]. 
Another post-translational modification, known as DNA methylation, can be pro-
moted in cancerous cells in the regulation of apoptosis. One factor that mediates this 
modification is the protein arginine methyltransferase 1 (PRMT1), which is upregu-
lated in colon cancer at early stages [134]. Propionate treatment downregulates 
PRMT1 and induces apoptosis by inhibiting phospho-p70 S6 kinase in the HCT116 
cell line [135]. Butyrate combined with docosahexaenoic acid (DHA) reduced pro-
moter methylation of five proapoptotic genes (CIDEB, DAPK1, TNFRSF25, 
BCL2l11, and LTBR), and butyrate alone decreased global methylation and pro-
moter methylation of BCL2l11, known as an apoptosis inducer [134].

Butyrate can also influence cancer development via alterations in microRNA 
(miRNA) profiles. MiRNAs are non-coding RNAs with approximately 22 nucleo-
tides that can target tumour suppressors or oncogenes [136]. The suppression of the 
miR-106b family, which includes miR-17, miR-20a/b, miR-93, and miR-106a/b, 
and inhibition of HDAC can reduce cell proliferation through the expression of p21 
induced by butyrate [136]. Butyrate can also decrease the expression of the onco-
genic miR-17-92a cluster that promotes colon cancer cells, via reduction of the 
c-Myc protein and up-regulation of p57 [137]. Other studies have revealed that 
butyrate could upregulate the expression of miR-203 in CRC cells [96], as well as 
miR-200 family members, known as potential metastasis suppressors that down-
regulate BMI-1, EZH2, and ZEB1 [138]. Both miRNAs consequently inhibit cell 
proliferation, invasion and growth.
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Anticarcinogenic effects are also promoted by SCFAs through FFAR2 and 
GPR109A activation [104]. FFAR2 is highly expressed in normal colon cells, rela-
tively reduced in benign colon tumours, but downregulated in colon carcinoma 
cells, suggesting that a decrease in expression of this receptor may contribute to 
cancer development [139]. Restoration of FFAR2  in cancer cells (HCT8 and 
SW480) results in more sensitivity to SCFAs (propionate and butyrate), triggering 
apoptosis with reduced anti-apoptotic proteins (Bcl-2 and survivin) and upregulated 
pro-apoptotic protein Bad, while p21 expression decreases cyclin D3, CDK1 and 
CDK2 levels and inhibits growth through G1/G0 cell cycle arrest in a p53- 
independent manner [139]. The SCFA-FFAR2 axis improves barrier functions via 
modulation of innate and adaptive immune responses, as well as increasing the 
expression of the genes for occludin (OCLN) and ZO-1 (TJP1) [140]. However, this 
receptor does not seem to have a significant role in controlling the microbiota in 
colorectal cancer [140].

GPR109A is also highly expressed in normal human colon tissue on the apical 
membrane, where it has access to luminal contents and can be activated by nicotin-
ate (niacin) and butyrate without inducing cell death [100, 141]. In contrast, this 
receptor is silenced via DNA methylation by DNA (cytosine-5)-methyltransferase 1 
(DNMT1) in colon cancer cell lines. When expressed and activated in these cells, 
GPR109A has a suppressor function, leading to apoptosis over the inhibition of 
Bcl-2, Bcl-xL, cyclin D1 and activation of the death receptor signalling pathway 
[141]. The same function can be seen in breast cancer cells, where the GPR109A- 
SCFA axis blocks colony formation and tumour growth in mice [142].

In addition to the signalling pathways already presented in this chapter, SCFAs 
can also cause apoptosis via the upregulated expression of metabolic enzymes iso-
citrate dehydrogenase 1 (IDH1) and pyruvate dehydrogenase (PDH), promoting the 
generation of α-ketoglutarate and acetyl-CoA that enter the nucleus and act as epi-
genetic modifiers, resulting in demethylation and acetylation of the mismatch repair 
genes, MLH1 and MSH2 [143]. Moreover, activation of the c-Jun N-terminal kinase 
(JNK) pathway promoted by butyrate causes reduction of mitochondrial transmem-
brane potential with decreased Bcl-2 and increased Bax translocated into the mito-
chondria by JNK promotion, resulting in the stimulation of caspase-3 and 9 [144]. 
The hyperactivation of Wnt signalling induced by butyrate also leads to enhanced 
transcription of proteins related to colon cancer cell apoptosis [125, 145]. At the 
same time, healthy colon cells that metabolize butyrate at higher rates as an energy 
source are usually less susceptible to apoptosis induction [96].

As presented in this section, the microbiota and their metabolites may be relevant 
for tumour development and progression. However, more studies are needed to 
clarify the differences observed in both epidemiological and experimental studies 
involving fiber consumption as well as those regarding other strategies that increase 
SCFA production and/or induce microbiota changes which may be beneficial for 
the host.
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6  Conclusions

This chapter has described how changes in microbiota composition and function are 
associated with the development of different age-related diseases. We have also 
discussed how several prophylactic and therapeutic strategies used in these condi-
tions such as changes in diet, chemotherapy and use of other types of drugs, are 
known to impact the microbiota and possibly the production of SCFAs. Therefore, 
further studies in this area are critical for understanding the relevance of the micro-
biota and their metabolites in these diseases and for assessing the effects of inter-
ventions that may block negative changes in the microbiome and, consequently, in 
host-microbiota interactions. Such studies may reveal new prophylactic and thera-
peutic interventions for attenuating the age-associated changes and reducing or 
delaying the development of metabolic, neurodegenerative and tumoral diseases 
which are commonly associated with aging.
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Chapter 5
The Effects of Parabiosis on Aging 
and Age-Related Diseases

Vasily V. Ashapkin, Lyudmila I. Kutueva, and Boris F. Vanyushin

1  Introduction

Parabiosis, from the Greek ‘para’ (next to) and ‘bios’ (life), refers to the union of 
two living individuals that can occur either spontaneously as in the case of joined 
twins or may be produced by surgical operation in which two organisms are joined 
and develop a shared circulatory system. During the hundred and fifty years since 
the parabiosis technique was introduced as a research tool, it has been employed in 
many countries and for diverse experiments [1]. Most fruitful results have been in 
the fields of pituitary-gonad endocrinology, but it has generally proved to be a useful 
tool in any problem which involves humoral transmission. The most significant 
result obtained by the use of parabiosis in the study of pituitary-gonad relations is 
the demonstration of the existence of a feedback regulation loop: gonadectomy 
induces gonadotrophic hypersecretion and the administration of gonadal hormones 
can suppress this hypersecretion. The effect of constant hyperglycemia on pancre-
atic secretion was studied by making one of two parabiont rats diabetic with alloxan. 
Approximately 50% of the diabetic rats showed a reduction in hyperglycemia. 
Exogenous insulin given to the non-diabetic partner reduced the hyperglycemia of 
the diabetic one, indicating that insulin crosses between the parabiotic pair. The 
parabiosis technique has also been used to study the factors which control successful 
skin homografting. If a part of the skin of one animal remained attached to its part-
ner after separation of a parabiont pair, it usually persisted. The success of skin 
homografts depended to a large extent on the genetic relationship between the host 
and recipient, with the best results being obtained between young littermates. 
Parabiosis has been used to determine whether or not resistance to transplanted 
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tumors is dependent upon the presence of circulating antibodies. The union of sus-
ceptible and resistant strains of rats or mice has generally shown no alteration in the 
rate of tumor growth. It was shown that the complete nephrectomy of one parabiont 
partner was enough to induce hypertension in that partner, whereas the blood pres-
sure of the other remained normal. The parabiotic technique has been successfully 
used to determine the role of the bloodstream in transmitting the stimulus to the 
mitotic activity which initiates hepatic regeneration. A high rate of mitosis in the 
liver of partners of partially hepatectomized rats was observed, whereas a low rate 
of mitosis is characteristic of the normal adult liver. Numerous research publications 
describe the use of parabiosis for studies of allergy and immunity. In homogenous 
parabiont pairs, induced immunity in one partner was usually transferred readily to 
the other. Important contributions by the parabiosis method were obtained in irradia-
tion studies and other fields.

The experimental technique to establish parabiosis in animals was first intro-
duced by the French physiologist Paul Bert in the 1860s using white albino rats in 
an attempt to understand and facilitate organ transplantation. Although mice are 
being used preferentially today, the surgical procedure still follows Bert’s initial 
descriptions. In general, skin incisions extending along the adjoining flanks of two 
mice are made, and adjacent skin flaps are sutured between the animals. In current 
protocols, the incisions typically extend along the whole body flank. The perito-
neum is also incised and sutured together to form a common peritoneal cavity. As a 
result of revascularization of the injured tissue, blood vessels between the two ani-
mals join to form anastomoses and establish a joint vascular system. The animals 
used in the parabiosis experiment are genetically identical to preclude the ‘tissue’ 
rejection [2]. Parabiosis, therefore, enables researchers to ask whether or not trans-
missible factors in the blood of one parabiont, have physiological effects on its 
partner. In other words, parabiosis allows researchers to explore whether circulating 
factors in the bloodstream can alter tissue function. This procedure enables a holis-
tic approach to study biological processes and diseases where there are known 
organism-wide changes, such as those associated with diet and aging [2]. 
Heterochronic parabiosis, pairing together a young and aged organism, provides a 
unique experimental design to assess the effects of the systemic environment on 
age-related processes and longevity [3]. In the first heterochronic grafting together 
of young and old rats, the older heterochronic parabiont had an extended life span 
compared with aged isochronic counterparts [4]. This effect, especially pronounced 
in female rats, provided the first evidence of the possible rejuvenation by the youth-
ful systemic milieu. This experimental approach to study the aging processes at the 
whole organism level underwent a renaissance recently, with several studies demon-
strating the rejuvenating effects of youthful systemic milieu on aging processes 
throughout the body.
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2  Organ and Tissue Rejuvenation via Heterochronic 
Parabiosis

2.1  Liver

Heterochronic parabiosis, the parabiotic pairing of two animals of different ages, 
has been extensively used for the last 15 years as an experimental system to test the 
effects of systemic milieu on the process of aging at the cell, tissue, and organismal 
levels. In young isochronic parabionts, the levels of basal hepatocyte proliferation 
were two- to three-fold higher than in non-parabiosis controls [5]. The proliferation 
of hepatocytes in old isochronic parabionts was less than in young isochronic para-
bionts, consistent with the known age-related decline in the basal rate of hepatocyte 
proliferation. Parabiosis to young mice significantly increased hepatocyte prolifera-
tion in aged partners. Moreover, a small reduction of progenitor cell proliferation 
was detected in the livers of young parabiont partners. In addition, as in muscle, the 
enhancement of hepatocyte proliferation in aged mice was due to resident cells and 
not the engraftment of circulating cells from the young partner. The age-related 
decline in hepatocyte proliferation is due to the formation of an age-specific com-
plex between the chromatin remodeling factor Brm and CCAAT/enhancer-binding 
protein alpha (cEBP-α) that inhibits E2F transcription factor-driven gene expres-
sion. This inhibitory complex was detected in liver extracts from old isochronic 
parabionts but not in young isochronic parabionts. The formation of the cEBPα–
Brm complex was diminished in liver extracts from old heterochronic parabionts. 
The complex was present at elevated levels in young heterochronic parabionts com-
pared with young controls, consistent with the modest inhibition of hepatocyte 
proliferation.

2.2  Skeletal Muscle

Heterochronic parabiosis was found to restore the activity of the Notch signaling 
pathway, as well as the proliferative and regenerative capacity of the aged skeletal 
muscle satellite cells [5]. After muscle injury in young mice, activation of satellite 
cells leads to proliferative myoblasts that ultimately fuse to form nascent myotubes. 
Robust regeneration of muscles in young mice have been found to occur 5 days after 
injury in both isochronic and heterochronic parabiont pairs. In contrast, in old iso-
chronic parabionts, the injured muscle was found to regenerate poorly, typical of 
aged animals. This loss of muscle regeneration with age is due at least partially to 
an age-related impairment in the upregulation of the Notch ligand Delta after mus-
cle injury. In heterochronic parabiosis with young mice, the regeneration of muscle 
in the old partners significantly increased. The appearance of nascent myotubes in 
these old mice was similar to that seen in young mice. Importantly, this increased 
regeneration was due to the activation of resident, aged satellite cells, not to the 

5 Heterochronic Parabiosis



110

engraftment of circulating progenitor cells from the young partner. Notably, satellite 
cells from the aged partners of heterochronic parabionts showed a marked upregula-
tion of Delta, comparable to that found in their young partners and control young 
mice. There was also a weak inhibition of Delta in satellite cells from the young 
partners. Further studies of muscle aging have shown that decrease of the Notch- 
pathway activity and increase of the Wnt- and transforming growth factor beta 
(TGF-β) pathway activity play a significant role in phenotypic manifestations of 
aging and that the rejuvenating effects of heterochronic parabiosis may be due to 
restoration of a more “youthful” balance between their activities [5–7]. These data 
show that the young systemic environment restores a younger profile of molecular 
signaling to the aged progenitor cells. Likewise, the young stem cells adopt a more 
aged molecular and functional state in these heterochronic parabiotic pairings [6, 8]. 
Thus, age-related decline of progenitor cell activity could be modulated by systemic 
factors that change with age.

The reduced regenerative capacity of satellite cells in muscles of aged animals 
could be explained at least partially by the finding that in clonal myogenesis assays, 
these cells form fewer colonies by up to four-fold compared with cells from young 
animals [9]. In single-cell gel electrophoresis assays, freshly sorted satellite cells 
showed a marked increase in DNA damage with age; ~60% of the aged cells exhib-
ited severely compromised DNA integrity. Likewise, ~60% of the satellite cells in 
aged muscle showed increased immunoreactivity for the phosphorylated form of 
histone H2AX – a known marker of DNA damage foci. In contrast, young satellite 
cells were mostly devoid of detectable DNA damage and rarely contained more than 
two phosphorylated H2AX foci. Satellite cells from aged (22 months-old) joined to 
young (2 months-old) mice in the heterochronic pairs showed improved colony- 
forming activity and restored genomic integrity, with DNA damage scores indistin-
guishable from those of young-isochronic mice and reduced numbers of 
phosphorylated H2AX foci, as compared with aged-isochronic mice. After 4-weeks 
of daily intraperitoneal injections of aged mice with recombinant growth differen-
tiation factor 11 (rGDF11; 0.1 mg/kg), satellite cell frequency and the number of 
satellite cells with intact DNA were significantly increased compared with aged 
mice that received vehicle injections. The percentage of satellite cells with severely 
damaged DNA was reduced by a factor of 4.

In contrast, young mice similarly treated with rGDF11 showed no changes in 
satellite cell frequency, myogenic colony formation, or DNA damage. When a 
cohort of rGDF11-treated mice was subjected to cryoinjury to the anterior tibialis 
muscle, myofiber caliber in regenerating muscle in aged mice was increased to 
92% of the level seen in young control mice. However, this rGDF11 supplementa-
tion did not alter the myofiber caliber of uninjured muscles in young or aged ani-
mals. Although no alterations in gross anatomy, body weight, fat mass, or muscle 
mass were seen in the GDF11-treated aged animals, immunofluorescence analysis 
demonstrated increases in the size of neuromuscular junctions, while electron 
microscopy of uninjured muscle revealed striking improvements of myofibrillar 
and mitochondrial morphology. Treated muscles showed a reduction of atypical 
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and swollen mitochondria, reduced accumulation of vacuoles, and restoration of 
regular sarcomeric and interfibrillar mitochondrial patterning. Consistent with 
these ultrastructural improvements, the levels of peroxisome proliferator-activated 
receptor gamma coactivator 1-alpha (PGC-1α), a master regulator of mitochon-
drial biogenesis, were increased in the muscle of aged GDF11-treated mice. In 
addition, increased basal levels of autophagosome markers were observed. 
Collectively, these data suggest that enhanced autophagy/mitophagy and mito-
chondrial biogenesis likely explain the cellular remodeling of muscle fibers in 
GDF11-treated aged mice. Furthermore, improvements in muscle ultrastructure 
and mitochondrial turnover in GDF11-treated aged mice correlate with improved 
physical function in exercise endurance and grip-strength analyses.

Since the testosterone level is known to decline with aging progressively and to 
be associated with loss of muscle mass strength, its possible role as a factor mediat-
ing effects of heterochronic parabiosis was investigated [10]. Serum testosterone 
level and gastrocnemius muscle mass were found to be significantly higher in young 
(5 months-old) male mice compared with their aged counterparts (22–23 months- 
old). Old mice from ‘castrated young with testosterone implants’ – old pairing had 
a significantly higher level of serum testosterone and increased gastrocnemius mus-
cle mass compared with those from ‘castrated young’ – old pairing. Changes in 
gastrocnemius muscle mass were significantly (r = 0.92; P < 0.02) and positively 
correlated with changes in testosterone levels. Muscle fiber histology in old mice in 
the young-old or ‘castrated young’ – old pairing was indistinguishable from that in 
old controls. Notably, the ‘castrated young with testosterone implants’ – old pairing 
resulted in an increase in muscle fiber size in old mice to values similar to those in 
young controls. Gastrocnemius muscle from the young mice exhibited normal 
architecture under transmission electron microscopy with abundant normal-looking 
mitochondria, no intramyofibrillar lipid (IML) accumulation, and no tubular aggre-
gation (TA). In contrast, varying degrees of abnormalities were noted in aged mus-
cle, including mitochondrial swelling with broken cristae, mitochondrial 
vacuolization, increased IML accumulation, and presence of TA.  The young-old 
pairing partially reversed these changes in old mice, whereas no evidence of such 
reversion was seen in the ‘castrated young’ – old pairing. In striking contrast, the 
‘castrated young with testosterone implants’  – old pairing showed remarkable 
improvement in muscle ultrastructure. The ultrastructural appearance of muscle in 
these old parabionts was similar to that seen in young mice. Western blotting analy-
sis showed a significant decrease in Notch-1 levels in gastrocnemius muscles from 
old mice when compared with young animals. The young-old or ‘castrated young 
with testosterone implants’  – old pairing muscle from old parabionts exhibited 
increased Notch-1 expression in comparison to old controls. No such upregulation 
was detected in old mice from ‘castrated young’ – old pairing. These results indicate 
that testosterone may be one of the serum factors necessary for muscle growth seen 
in aged mice in the heterochronic parabiosis model. It is tempting to speculate that 
testosterone may restore the aged systemic milieu to its youthful state via stimula-
tion of Notch signaling.
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2.3  Nervous System

Like most mammalian tissues, the central nervous system experiences a declined 
efficiency of regeneration with aging, including reduced remyelination. Partially it 
occurs due to changes in the environmental signals but also reflects epigenetic 
changes within aging oligodendrocyte precursor cells, which decrease their ability 
to differentiate into remyelinating oligodendrocytes. The impact of blood-borne 
factors on remyelination activity in aged mice was evaluated in a heterochronic 
parabiosis study [11]. The number of proliferating oligodendrocyte precursor cells 
was significantly increased, and remyelination improved significantly in 
heterochronic- old animals compared with isochronic-old controls. These data dem-
onstrate that exposure of aged animals to a youthful systemic environment promotes 
oligodendrocyte precursor cell proliferation and restores their ability to form mature 
remyelinating oligodendrocytes to levels indistinguishable from those of young 
animals.

In mice, adult neurogenesis occurs in local neurogenic niches known as the sub-
ventricular zone of the lateral ventricles and the subgranular zone of the hippocam-
pus. Importantly, these neurogenic niches are localized around blood vessels, 
allowing for potential communication with the systemic milieu. Therefore, the 
decline in neurogenesis and cognitive functions observed with aging could be due 
to changes in the systemic milieu composition [8]. In the heterochronic parabiosis 
pairs of mice, the number of newly born neurons and progenitors decreased in 
young and increase in old parabionts. Thus, global age-dependent changes of the 
systemic milieu can modulate neurogenesis in both the young and aged neurogenic 
niches, potentially contributing to the decline in regenerative capacity in the normal 
aging brain. When plasma isolated from young or old mice was intravenously 
injected into young mice, the number of newly born neurons in the dentate gyrus 
decreased in animals that received old plasma compared to animals that received 
young plasma. Therefore, some soluble factors present in the old blood inhibit neu-
rogenesis. By a proteomic approach, seventeen proteins were identified whose lev-
els increased with aging in plasma of normal mice and correlated with decreased 
neurogenesis. Six of these factors, CCL2, CCL11, CCL12, CCL19, haptoglobin, 
and β2-microglobulin (B2m), were also elevated in young heterochronic parabiont 
mice. CCL11 is a chemokine involved in allergic responses. It was not previously 
linked to aging, neurogenesis, or cognition. An age-related increase in CCL11 was 
detected in plasma and cerebrospinal fluid of healthy human individuals between 20 
and 90 years of age. Intraperitoneal injection of CCL11 in young adult mice signifi-
cantly decreased the number of newly born neurons in the dentate gyrus. Therefore, 
increasing the systemic level of CCL11 partially recapitulates the inhibitory effects 
observed with aging and heterochronic parabiosis. Similar results were obtained in 
a more detailed study of B2m [12]. Collectively, these data link molecular changes 
in the systemic milieu observed with aging to the age-related decline in adult neu-
rogenesis, synaptic plasticity and cognitive functions.
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Genome-wide microarray analysis of hippocampi from aged (18  months-old) 
isochronic and heterochronic parabiont mice revealed specific differences in gene 
expression profiles [13]. A gene ontology category most enriched in heterochronic 
parabionts was synaptic plasticity regulation. Likewise, in silico analysis using the 
Ingenuity Pathway Analysis software detected the plasticity-related signaling path-
ways, such as Creb, in the top-signaling network. Increased numbers of cells 
expressing the immediate early genes Egr1 and c-Fos and an increase in phosphory-
lated Creb were detected in the dentate gyrus of heterochronic compared with iso-
chronic parabionts. Also, the dendritic spine number on granule cell neurons in the 
dentate gyrus increased, and synaptic plasticity improved in heterochronic parabi-
onts. At the cognitive level, repeated injections of young blood plasma into aged 
mice improved age-related cognitive impairments. Structural and cognitive enhance-
ments elicited by exposure to young blood are mediated, in part, by activation of the 
Creb in the aged hippocampus.

Two distinct strategies for reversing aging brain phenotypes could be used. The 
first one is the introduction of “pro-youthful’ factors from young blood to reverse 
age-related impairments in the brain. The second one is the abrogation of “pro- 
aging” factors in aged blood to counteract aging-associated impairments. Of course, 
these two possibilities are not mutually exclusive and could be combined to combat 
the effects of aging successfully.

Deterioration of blood vessels with a consequent reduction in blood flow in the 
neurogenic stem cell niche could be the leading cause of reduced neuroplasticity 
and impaired cognition in aged animals. Whether or not extrinsic signals from 
young blood can restore these age-related impairments was investigated in a mouse 
heterochronic parabiosis model [14]. Heterochronic parabiosis between aged 
(15 months-old) and young (2 months-old) mice for 5 weeks significantly increased 
the numbers of proliferative Ki67+ cells, Sox2+ stem cells, and Olig2+ transit- 
amplifying progenitor cells in the subventricular zone of the aged parabiont mice 
compared with age-matched mice from isochronic parabiotic pairs. Notably, these 
cell populations were unaffected in the young parabiont mice from heterochronic 
parabiotic pairs, an apparent contradiction with the detrimental effects of old blood 
on hippocampal neurogenesis in young animals described above [8]. This discrep-
ancy could reflect the differences between the subventricular zone and the hippo-
campus stem cell niches or just the fact that younger animals were used as aged 
parabionts in the current study. Indeed, in heterochronic parabiont pairs between 
21- and 2-month-old mice, decreased numbers of proliferative Ki67+ cells and 
Sox2+ stem cells were observed in the young parabiont mice compared with age- 
matched mice from isochronic parabiont pairs. Thus, age-dependent accumulation 
of factors in the blood of older mice does interfere with neurogenesis in both the 
hippocampus and the subventricular zone. When cultured as neurospheres, neural 
stem cells from aged mice of heterochronic parabiont pairs showed increased abil-
ity to proliferate and differentiate into neurons compared with aged mice from 
isochronic parabiont pairs. Volumetric analysis of the 3D reconstructions of the 
blood vessels showed that aging causes a decrease in blood vessel volume, whereas 
heterochronic parabiosis reversed this decline, increasing blood vessel volume by 
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87% and blood vessel branching by 21%. Similar vascular remodeling in the aged 
heterochronic parabiont mice was observed in other neurogenic areas such as the 
hippocampus and non-neurogenic areas such as the neocortex. Notably, this 
remodeling of the aged cerebral vasculature in response to young systemic factors 
increased cerebral blood flow to levels seen in young animals. Thus, circulating 
factors have diverse positive effects in aging mice, including enhancing neurogen-
esis and improving the vasculature in the cortex and other parts of the brain. 
Collectively, the data described above show that the balance of positive and nega-
tive circulating factors changes with aging. Since the blood from 15 month-old 
mice does not have a detrimental effect on young mice, whereas older blood 
(21 months-old) decreases neural stem-cell activity in the young brain, there is an 
age at which “pro-aging” circulating factors accumulate to a significant level, and 
the “pro-youthful” factors are reduced.

Since the circulating factor GDF11 (a member of the BMP/TGF-β family) has 
been shown to reproduce many of the beneficial effects of heterochronic parabiosis 
on aging hypertrophic cardiac muscle [15] (to be discussed in detail lower), its pos-
sible effects on the age-related decline in neurogenesis has also been investigated 
[14]. The volume of blood vessels in 21- to 23 month-old mice treated with daily 
injections of recombinant GDF11 (0.1 mg/kg body weight) for 4 weeks increased 
by 50% and the population of Sox2+ stem cells increased by 29% compared with the 
age-matched phosphate-buffered saline (PBS)-treated mice. Therefore, GDF11 also 
increases blood flow and neurogenesis in aged mice, although its effects are not as 
large as those of heterochronic parabiosis.

It has been shown that the age-dependent decrease in adult neurogenesis in 
mouse hippocampus and concomitant cognitive impairment could be caused by loss 
of Tet2 activity and reduced hm5C levels [16]. An increase of Tet2 has been found 
in older parabionts after exposure to young blood compared with age-matched iso-
chronic parabionts exposed to old blood. Hypermethylation of promoter-associated 
CpG islands in genes encoding transcription factors is a prevailing feature of the 
aged brain methylome [17]. Thus, reactivation of Tet2 DNA demethylase appears to 
be relevant to brain rejuvenation.

2.4  Endocrine Pancreas

The replicative potential of pancreatic β-cells declines dramatically with age in both 
rodents and humans. In a heterochronic parabiosis study, the frequency of β-cell 
replication was found to be significantly increased in old heterochronic parabiont 
mice compared with age-matched isochronic and non-parabiont mice [18]. Recent 
studies have suggested that the age-related decline in β-cell replication results from 
increased expression of cell-cycle inhibitors, particularly p16/INK4A [19]. 
However, the mRNA levels of p16/INK4A have not been found to be changed on 
the exposure of old mice to a young circulation. Thus, the systemic factor regulating 
the decline in β-cell proliferation with age is unlikely to act through this pathway. 
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The potential contributions of insulin and insulin-like growth factor 1 (IGF-1) were 
also examined. Serum levels of these factors did not change in heterochronic para-
biosis. Further studies are needed to identify circulating factors that regulate the 
proliferation of β-cells and which are altered with the aging process.

2.5  Heart

Among the diseases and disorders associated with advanced age, heart failure is 
one of the most prevalent. Cardiac hypertrophy is a prominent pathological feature 
of age-related diastolic heart failure. Cardiac aging in C57Bl/6 mice recapitulates 
human cardiac aging, including the development of age-related cardiac hypertro-
phy, and therefore was used as a model to study the role of systemic circulation 
factors in age-related heart failure in the heterochronic parabiosis paradigm [15]. 
Four weeks after joining the effects of the young (2 months-old) milieu on old 
(23 months-old) hearts were readily visible. Hearts of old mice were noticeably 
smaller than the hearts of identically aged isochronic parabiont (old–old) mice. A 
morphometric analysis of cardiac histological sections revealed a concomitant 
reduction in myocyte size. Thus, exposure to a young milieu reversed the hypertro-
phic cellular phenotype of aged hearts to the morphologic phenotype typical of a 
young adult mouse. Atrial natriuretic peptide (ANP) and brain natriuretic peptide 
(BNP) are molecular markers of cardiac myocyte hypertrophy. Both appeared to be 
significantly reduced at the transcript level in the hearts of old mice exposed to a 
young circulation, as compared to the isochronic age-matched controls. Therefore, 
young circulating factors modify discrete molecular pathways associated with car-
diac myocyte hypertrophy. In an attempt to identify circulating molecules that 
might account for the regression of cardiac hypertrophy in old heterochronic para-
biont mice, metabolomic profiling of amino acids, amines, and lipids was carried 
out. However, no significant differences were detected between the heterochronic 
and isochronic parabiont mice. A broad-scale proteomic analysis using aptamer-
based technology further revealed 13 analytes that were present at significantly 
different levels between young and old mice, of which GDF11, a member of the 
activin/TGF-β super family, showed differential abundance in the blood plasma 
between isochronic-old and isochronic-young mice and a more youthful profile in 
old- heterochronic animals. GDF11 appeared to be widely expressed in a range of 
tissues and cell populations, with the spleen showing the highest levels of GDF11 
mRNA. Significantly decreased levels of GDF11 mRNA and protein were detected 
in the spleens of old compared with young mice. Daily injection of old mice with 
recombinant GDF11 for 30 days led to lower heart weight, smaller cardiomyo-
cytes, and reduced BNP and ANP compared with age-matched saline-injected con-
trols. Thus, GDF11 could be involved in heterochronic parabiosis effects on 
age-related cardiac hypertrophy, but the participation of other factors cannot be 
excluded.
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2.6  Bone

Bone repair and related processes, such as osseous integration of implants, occurs at 
a slower pace in older than in younger patients. Likewise, in vitro differentiation of 
bone marrow stromal cells (BMSCs) to osteoblasts is less effective in cultures from 
older compared to younger patients. Exposure to a young circulation in a heteroch-
ronic parabiosis paradigm was found to rejuvenate in vivo bone-fracture repair and 
in vitro osteoblast differentiation in old parabiont mice [20]. Heterochronic parabio-
sis led to the rejuvenation of both fracture repair phenotype and osteogenic potential 
in 20 month-old mice. Fracture calluses from old mice in heterochronic pairings 
contained twice the bone tissue and substantially less fibrotic tissue than fracture 
calluses from age-matched mice in isochronic parabiotic pairings. BMSC cultures 
from old mice in heterochronic pairs contained more osteoblastic colonies and pro-
duced higher levels of mineralization than their isochronic counterparts. Rescue of 
the aged phenotype was successful when osteoblasts were ablated from the young 
parabionts in heterochronic pairings but failed when old mice in these pairings were 
depleted of osteoblasts. Young mice in heterochronic pairings showed no significant 
changes in bone repair or in vitro osteogenic potential. These data indicate the exis-
tence of a circulating youth factor able to rejuvenate fracture repair and osteogenic 
potential in older mice. This rejuvenation is not dependent on osteoblasts residing 
in the parabiont partner, but rather arises from a circulating cell or molecule able to 
influence the endogenous, aged osteoblasts during this repair process. Engraftment 
of young bone marrow rescued fracture repair and osteogenic potential in aged ani-
mals to a similar degree, as seen in heterochronic parabiosis. Similar to the findings 
in parabiosis, the ablation of osteoblasts in host animals led to complete loss of 
fracture repair and osteogenic potential, while ablation of donor osteoblasts had no 
effect. Interestingly, 100% of the cells engrafted into the bone marrow space were 
CD45+ hematopoietic cells. Media conditioned by young BMSC cultures were able 
to rescue the age-related decrease in osteogenic potential of old BMSC cultures. 
The transferred media did not contain cells or particulate materials, but centrifugation- 
based isolation confirmed the rejuvenation factor to have a molecular weight greater 
than 10 kDa. Heat denaturation of the media abolished rejuvenation. Hence, young 
BMSC cultures secrete a dissolved, transferable, heat-sensitive molecule that can 
rejuvenate the osteoblast differentiation capacity of old BMSC cultures. The flow 
cytometry identification showed that as much as 50% of cells in the BMSC cultures 
were CD45+ hematopoietic cells. Thus, young CD45+ cells are likely to be the 
source of the transferable factor that can rejuvenate aged osteoblastic differentia-
tion. Mice in which the aged fracture repair was rejuvenated through heterochronic 
parabiosis showed a reduced level of total β-catenin, activated β-catenin and a 
β-catenin target gene Axin2 transcript in the fracture calluses. In the rejuvenated old 
BMSC cultures, β-catenin levels were lower than in the control old cultures and 
similar to the young cultures. Together, these data show that fracture repair in aged 
mice can be rejuvenated through the modulation of β-catenin activity by exposure 
to a youthful circulation.
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One cell type that might be responsible for the rejuvenation effect of young 
hematopoietic cells may be of the monocyte/macrophage lineage. After tissue 
injury, macrophages are recruited to areas of trauma, where they undergo pheno-
typic and functional changes coordinating tissue repair. During fracture, healing 
macrophages are found at the fracture site, and when depleted, fractures will not 
heal effectively. In addition, macrophage population and phenotype can change 
with aging.

3  Looking for a “Silver Bullet”

3.1  GDF11: A Controversial Hero

The specific rejuvenating role of GDF11 has been questioned in subsequent studies. 
In the skeletal muscle, the best-studied inhibitor of muscle growth is the closest 
homolog (90% identity) of GDF11, myostatin, also called GDF8. It inhibits muscle 
differentiation and causes differentiated myotubes to undergo atrophy [21]. GDF11 
and myostatin function through the same receptor complex – type II activin recep-
tor, which induces activation of type I receptors ALK4 or ALK5. Their activation 
induces the phosphorylation and activation of the transcription factors SMAD2 and 
SMAD3 that repress genes involved in muscle differentiation. The expression pat-
tern of GDF11 is different from myostatin, however when added to muscle, GDF11 
elicits identical signaling patterns to induce myotube atrophy and inhibit differen-
tiation [21, 22]. In the serum and muscle of rats, the GDF11 level does not decrease 
but rather increases with age [22]. It was found that GDF11 detection methods used 
in previous studies [10, 15] did not distinguish between GDF11 and myostatin and 
that the much more abundant myostatin was actually measured [22, 23]. Concerning 
the ability of GDF11 to improve muscle regeneration, this was retested and the 
opposite results were obtained. At the doses that the prior reports used, no effects on 
skeletal muscle regeneration were seen, whereas at higher doses, GDF11 inhibited 
muscle regeneration [22]. These findings were independently supported by other 
authors [24]. On the other hand, the rejuvenation effects of GDF11 on the regenera-
tive capacity and cognitive functions of the aged brain have not been contested [14]. 
When the aged (22 months-old) mice were subjected to daily intraperitoneal injec-
tions with recombinant GDF11 (1 mg/kg) for 1 week, the average value of blood 
GDF11 was about 400 pg/mL – equal to that in control young mice (saline-injected, 
3–4 months-old), whereas the intrinsic circulating GDF11 could not be detected in 
saline-injected aged control mice [25]. Since the specificity of the enzyme-linked 
immunoadsorbent assay (ELISA) used for GDF11 measurements has been con-
firmed by using recombinant myostatin, which was not detected at any concentra-
tion, these results showed that intraperitoneal injection at 1 mg/kg in aged mice 
increased the blood GDF11 to a youthful level. After 1 week of daily injections, 
GDF11-treated old mice were significantly leaner than age-matched controls, with 
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an average reduction of 8% of their initial body weight. No further weight loss 
occurred after an additional 2 weeks of GDF11 treatment, and GDF11-treated aged 
mice remained as lean as young mice and maintained a statistically significant 
weight difference compared to aged control mice. Visceral (epididymal) white adi-
pose tissue was significantly reduced in old mice after 3 weeks of GDF11 treatment, 
whereas the tibial muscle mass was not changed. Moreover, no morphological dif-
ferences in muscle were observed between the two aged groups. In the brain sub-
ventricular zone of aged mice, increased neurogenic capacity was observed after 
GDF11 treatment, suggesting a simultaneous role for GDF11 in both brain rejuve-
nation and weight loss. Interestingly, these mice maintained the same significantly 
reduced weight 3 weeks after the GDF11 injections were stopped. Therefore, sys-
temic GDF11 administration triggers changes in organismal physiology that have a 
long-lasting effect. Interestingly, calorie-restricted (CR) aged mice showed 
increased levels of circulating GDF11 compared with their ad libitum fed aged 
counterparts. Aged GDF11-treated mice that underwent fasting exhibited a signifi-
cant decrease in insulin levels, whereas no significant change was observed in fed 
mice. Likewise, plasma IGF-1 levels were significantly decreased in old GDF11- 
treated compared to old control mice. Adiponectin, an adipose-secreted hormone, is 
known to induce appetite-independent weight loss, is inversely correlated with adi-
pose mass, and increased by CR. Elevated levels of adiponectin were observed in 
aged GDF11-treated mice. These results demonstrate that systemic GDF11 admin-
istration in aged mice affects metabolic pathways by inducing sustainable hormonal 
changes similar to those activated in CR. The insulin/IGF-1 axis of aging is also 
affected in CR and IGF-1 levels are inversely correlated with obesity and aging. 
GDF11 treatment led to a 27% reduction in serum levels of IGF-1, similar to the 
effects of CR, together with a decrease in fasting insulin levels. Given that reduced 
levels of IGF-1 and insulin are tightly linked to increased longevity, it would be 
interesting to examine whether or not longer GDF11 treatment could increase lon-
gevity. Lastly, it is essential to note that the CR-like phenotype induced by GDF11 
is correlated with a rejuvenation phenotype in the brain, suggesting that GDF11 
treatment might reverse brain dysfunctions related to aging along with a pleiotropic 
effect on whole-body metabolism.

In humans, circulating GDF11 levels vary between 0.4 and 0.6 ng/mL and are 
not statistically different between variously aged (21–93 years-old) subjects of both 
genders, as measured by a GDF11-specific liquid chromatography tandem mass 
spectrometry (LC-MS/MS) assay [26]. Myostatin levels are highest in men in their 
twenties (about 6 ng/mL) and slightly decline throughout subsequent decades (to 
about 4 ng/mL). In females, myostatin levels are lower than in men (about 3.5 ng/
mL) and do not change with age. Severe aortic stenosis is an age-associated condi-
tion and the most common form of valvular cardiovascular disease in developed 
countries. In an extensively characterized cohort of older adults undergoing surgical 
valve replacement for the treatment of severe aortic stenosis, plasma GDF11 levels 
ranged from 0.224 to 0.841 ng/mL, and plasma myostatin concentrations ranged 
from 0.64 to 6.27 ng/mL. When the participants were stratified into low, middle, and 
high GDF11 or MSTN tertiles, increased circulating GDF11 was associated with a 
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higher proportion of study participants who had diabetes and a history of previous 
cardiac conditions, including coronary artery bypass. Participants with the highest 
GDF11 levels at surgery had a significantly higher predicted risk of mortality. In 
contrast to GDF11, no statistically significant associations were found between 
myostatin and comorbid conditions or mortality risk. Individuals who were rehos-
pitalized at least once post-operation had significantly higher GDF11 levels at base-
line than non-rehospitalized counterparts. Moreover, participants that experienced 
multiple adverse health outcomes had higher baseline GDF11 levels than those with 
only one or no post-operative health complications. These data show that GDF11 
could be a biomarker of impaired organismal resiliency to surgical stress but not a 
reliable indicator of chronological aging. Therefore, GDF11 is not likely to be a 
magic ‘silver bullet’ to combat aging or age-related diseases.

3.2  Other Contenders

About 70 circulatory proteins from young parabiont mice were found in muscle tis-
sue of old parabiont mice [27]. Many of these proteins possess rejuvenating pro- 
myogenic properties and are expected to synergize when reaching the old muscle 
tissue simultaneously. LIF-1 has been shown to enhance the repair of the injured 
muscle. Cripto and cerberus1 act as antagonists of TGFβ1, which increases with age 
and inhibits regeneration of old muscle. GDF5 is a TGFβ family member that pro-
motes muscle innervation known to decline with age. Follistatin might counteract 
the effect of myostatin known to inhibit muscle stem cell proliferation. Cerberus1 
and DKK-1 antagonize the age-elevated Wnt pathway activity. These “young” pro-
teins also have known beneficial effects on other tissues. Of particular note, leptin 
was identified as one of these “young” proteins, and it broadly regulates hormonal 
networks, including those controlling reproduction and metabolism, and it has 
numerous anti-aging effects. Leptin interacts with oxytocin in its positive effects on 
the health of muscle, bone, brain and in the reduction of obesity. Moreover, since 
both leptin and oxytocin activity decline with aging, the increase of the leptin/oxy-
tocin axis might represent a key event in mammalian aging that is rescued by heter-
ochronic parabiosis.

Heterochronic parabiosis studies exploiting young mice in which macrophages 
can be depleted, and fractionated bone marrow transplantation experiments have 
shown that young macrophages rejuvenate bone fracture repair, whereas old macro-
phage cells slow healing in young mice [28]. Proteomic analysis of the macrophage 
secretomes identified differential proteins between old and young macrophages, 
such as low-density lipoprotein receptor-related protein 1 (Lrp1) produced by young 
macrophages. Depleting Lrp1 in young mice abrogated the ability to rejuvenate 
fracture repair, while in old mice, recombinant Lrp1 improved fracture repair. 
Notably, when β-catenin was depleted at the fracture site in old mice, Lrp1treatment 
no longer affected fracture repair. Therefore, the rejuvenating effect of Lrp1 on bone 
repair appears to be mediated by modulation of the β-catenin pathway activity.
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4  Conclusions

Heterochronic parabiosis studies have addressed some of the most fundamental 
questions about the systemic regulation of cell and tissue aging. Recent advances in 
omics techniques have opened new avenues of research in this area, of which the 
identification of “pro-aging” or “anti-aging” factors that are carried in the circula-
tion are the most important. Effectors of the Wnt and TGF-β signaling pathways and 
cytokines with direct actions on stem cells are likely to be among these factors, but 
many others remain to be identified. Application of the heterochronic parabiosis 
paradigm to mouse strains with genetically altered signal pathways would allow for 
direct tests of their role in regulating cell and tissue aging. Heterochronic plasma 
and blood transfusion studies hopefully will help in the identification of circulating 
factors that regulate aging at the cell, tissue, and organismal levels. Studies of het-
erochronic parabiosis could provide an experimental means of understanding the 
epigenetic regulation of aging. Molecular changes that have been induced in parabi-
ont animals are known to persist for some time when the treatment has stopped, 
which indicates an epigenetic reprogramming occurs in vivo in response to changes 
of systemic milieu. However, this does not involve the loss of cellular differentiation 
and is therefore distinct from the epigenetic reprogramming that occurs in induced 
pluripotent stem cells. The cells keep their identity as before parabiosis, but their 
regenerative performance becomes rejuvenated by the young blood milieu. 
Therefore, heterochronic parabiosis allows for the dissociation of “dedifferentia-
tion” from “rejuvenation.” Heterochronic parabiosis experiments have shown that, 
at the organismal level, aging can not only be slowed down but also reversed to a 
significant extent, at least in some organs. Therefore, further research is warranted 
to study the epigenetic profiles of cells exposed to a heterochronic parabiosis para-
digm. As a powerful experimental system to study aging at various levels, heteroch-
ronic parabiosis shows considerable promise, especially when applied to the 
epigenetics of aging and rejuvenation. The ultimate aim is to discover new ways of 
reducing the effects of age-related diseases to help people live longer healthier lives.
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Chapter 6
Skeletal Muscle Aging Atrophy: 
Assessment and Exercise-Based Treatment

Gabriel Nasri Marzuca-Nassr, Yuri SanMartín-Calísto, Pablo Guerra-Vega, 
Macarena Artigas-Arias, Andrea Alegría, and Rui Curi

1  Introduction

In 2019, there were 703 million persons aged 65 years or over in the world. In 2050, 
the number of older persons will double to 1.5 billion. From 1990 to 2019, the num-
ber of people aged 65 years or over increased from 6% to 9%. This proportion will 
increase to 16%, meaning that one in six people in the world will be aged 65 years 
or over in 2050 [1].

Aging is associated with high cell damage occurrence. Aging leads to a decrease 
in physical and mental capacity and a growing risk of disease. These changes, how-
ever, are neither linear nor consistent, and they are only loosely associated with a 
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person’s age in years. While some 70 year-olds enjoy perfect health and function-
ing, other 70 year-olds are frail and require significant help from others [2].

With aging, there is a loss of skeletal muscle mass (skeletal muscle atrophy 
called sarcopenia) that decreases muscular strength and physical performance, that 
also influences cognitive status. Assessing these changes becomes vital in an older 
adult. In this line, there are several strategies which have been proposed to combat 
skeletal muscle atrophy due to aging, such as physical exercise, nutritional supple-
ments, or drugs. Although some researchers showed the combination of these strate-
gies, we will focus in this chapter only on the physical activity methods. This 
chapter aims to demonstrate the most used existing test/machines to evaluate the 
loss of skeletal muscle mass due to aging and, consequently, the decrease in muscle 
strength and physical performance. It will also propose physical exercise as an 
“effective drug” to counteract the effects produced by the loss of muscle mass and 
its consequences due to aging.

2  Skeletal Muscle Aging Atrophy

A young person has 48% muscle mass, 19% fat, and 33% non-muscle fat-free mass 
(FFM) at the age of around 22 years-old. On the other hand, a subject near the age 
of 78 years-old has a body composition of 25% muscle mass, 35% fat, and 40% of 
non-muscle FFM [3].

This decrease in global skeletal muscle mass (mainly reflected in the lower 
extremities) related by aging may be the product of a reduction in the synthesis 
pathways and through an increase in the degradation pathways of skeletal muscle 
proteins. In protein synthesis, the primary signaling networks that been investigate 
are the insulin-like growth factor 1 (IGF-1) axis and the protein kinase B/mamma-
lian target of rapamycin/ribosomal S6 kinase (Akt/mTOR/S6) pathway. On the 
other hand, in protein degradation, there are several systems such as apoptosis, cal-
pains, autophagy, ubiquitin-proteasome and oxidative stress. Also, there is interplay 
between sarcopenia and chronic inflammation [4–8].

At the level of muscle fibers, there are many cellular and molecular changes that 
contribute to muscle aging. For instance, reduced number of satellite cells, decreased 
number of muscle fibers (predominantly type II), reduced myosin protein content, 
reduced number of mitochondria, increased inter- and intra-muscular adipose tis-
sue, disruption of excitation-contraction coupling, and others [9]. According to all 
of these changes in skeletal muscle due to aging, an older person shows a blunted 
muscle protein synthetic response to anabolic stimuli like amino acid administration 
and physical activity when compared with the effects seen in young persons. This 
condition is known as anabolic resistance [10]. Therefore, an older person will have 
to have a more significant anabolic stimulus to obtain beneficial responses at the 
muscular level.

The decrease in skeletal muscle mass loss due to aging is called sarcopenia. 
Irwin H. Rosenberg was the first to propose the sarcopenia term at a meeting in 
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1988. The sarcopenia Greek meaning is sarx for flesh and penia for loss [11]. 
Initially, the concept of sarcopenia was coined for the decrease of muscle mass and 
function [11], although most people associate it with only skeletal muscle mass loss.

Cruz-Jentoft and Sayer presented a reasonable timeline on the international defi-
nition of sarcopenia [12]. In 2010, the EWGSOP (European Working Group on 
Sarcopenia in Older People) defined sarcopenia using muscle mass, muscle strength, 
and physical performance (cut-offs not specified). In 2011, the International 
Working Group on Sarcopenia and Society of Sarcopenia, Cachexia, and Wasting 
Disorders (SSCWD) defined the disease using muscle mass and physical perfor-
mance, with defined cut-offs. The SSCWD used the phrase sarcopenia with limited 
mobility. In 2014, the Asian Working Group on Sarcopenia gave the same definition 
as the EWGSOP and also defined cut-offs for Asia. In the same year, the Foundation 
for the National Institutes of Health described the disease using muscle mass and 
muscle strength, and also defined cut-offs, using physical performance as an out-
come. The EWGSOP updated its definition in 2019 (EWGSOP2) with cut-offs 
determined, using physical performance to assess the severity of the condition [12].

3  Basic and Instrumental Activities of Daily 
Living Assessment

The geriatric assessment allows knowing the baseline situation of the subjects, eval-
uates the impact of diseases, and establishes specific treatments. The evaluation of 
the health condition of the older people includes assessment scales of basic Activities 
of Daily Living (ADL) and Instrumental Activities of Daily Living (IADL), physi-
cal and functional assessment scales, and instruments that assess the cognitive state 
(Table 6.1) [25].

3.1  Barthel Index

Mahoney and Barthel created this index in 1955 [13]. They measured the evolution 
of subjects with neuromuscular and skeletal muscle processes in a hospital for 
chronic patients in Maryland and published the results 10 years later. This was mod-
ified in 1979. The fundamental change occurs in the item of transfer by wheelchair 
to bed, which changes to the transfer of armchair to bed [13]. This index comprises 
10 elements in their original version, with each item receiving a score of zero if the 
subject is unable to perform the task or a variable score between 5, 10, and 15 
points, which reflect independence or intervals of relative autonomy for tasks. The 
values assigned to each activity are based on the time and amount of physical help 
required if the patient cannot perform that activity. Full credit is not granted for an 
activity if the subject needs help and/or minimal supervision [13].
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Table 6.1 Valuation instruments in older people

Instrument Parameters to evaluate Interpretation

Barthel Index [13] Basic Activities of 
Daily Living (ADL)

100 Independency
≥60 Slight dependency
40–55 Moderate dependency
20–35 Severe dependency
<20 Total dependency

Katz Index [14] Instrumental Activities 
of Daily Living (IADL)

6 = High (patient independent)
0 = Low (patient very dependent)

Lawton & Brody [15] Instrumental Activities 
of Daily Living (IADL)

0 Dependent
8 Independent

Grip Strength [16] Grip strength In accordance with EWGSOP2∗, values 
<27 kg in men and <16 kg in women is 
associated with sarcopenia

Gait Speed [16] Gait speed In accordance with EWGSOP2∗, ≤0.8 m/s 
indicates low functional performance and 
association with sarcopenia

Timed Up and Go 
[17]

Dynamic balance ≤10 segments normal
11–19 segments slight risk of falls
> 20 segments high risk of falls

Unipedal stance [18] Dynamic balance ≥ 5 segments high risk of falls
Tinetti [19] Dynamic balance 12 Independence

Gait 16 Independence
Short Physical 
Performance Battery 
[20]

Static balance
Dynamic balance
Lower+ body strength

0–3 Severe limitations
4–6 Moderate limitations
7–9 Mild limitations
10–12 Minimal limitations
The sum of the subtests has a maximum score 
of 12, indicates functional independence

Senior Fitness Test 
[21]

Lower body strength
Upper body strength
Aerobic capacity
Superior train flexibility
Superior train flexibility

Presents reference values by age range for 
each subtest

Mini Mental State 
Examination [22]

Cognitive state 30–35 Normal cognitive status
25–29 Slight deficit
20–24 Mild cognitive impairment
15–19 Moderate cognitive impairment
0–14 Severe cognitive impairment, dementia

Pfeffer Scale [23] Cognitive state 0–2 errors: normal mental functioning
3–4 errors: mild cognitive impairment
5–7 errors: moderate cognitive impairment
8–10 errors: severe cognitive impairment

Geriatric Depression 
Scale [24]

Geriatric depression 0–5 Normal
6–9 Probable depression
10 or more established depression

aEWGSOP2: European Working Group on Sarcopenia in Older People 2
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Environmental conditions can influence the index score since if the subject has 
special requirements to perform their ADL and the corresponding adaptations are 
not available, and therefore their score will be lower when they cannot be per-
formed. Examples of this are the bars or handles in the bathroom, tub, and toilet. If 
needed and not available, the subject will not be able to perform the activity [13, 26].

Some authors have proposed reference scores to facilitate their interpretation. 
For example, it has been observed that an initial rating of more than 60 is related to 
a shorter duration of hospital stay and a higher probability of reintegrating into the 
community after discharge. This score seems to represent a limit [27–29].

The Barthel Index is a handy instrument in rehabilitation. Because of its validity 
and reliability, it is easy to apply and interpret. Its application is low cost and is use-
ful for monitoring the evolution of subjects. It takes between 2 and 5 min, while the 
self-assessment is done in approximately 10 min. It can be applied by rehabilitation 
professionals or by other health professionals and by trained interviewers, who are 
trained in times requiring no longer than 1 h. It can also be self-administered, valued 
by third parties, or through a telephone interview [26].

3.2  Katz Index

The multidisciplinary team led by S. Katz created this index in 1958 at the Benjamin 
Rose Hospital in Ohio [30]. The purpose was to delimit dependence of subjects with 
hip fractures. It was published in 1959 under the name of the Index of Independence 
in Activities of Daily Living.

The purpose was to measure functionality in chronic patients and aging popula-
tions. It is a tool used to obtain important information about the prognosis and dis-
ability associated with aging [14]. In addition, it allows clinicians and researchers to 
assess the need for health care and determine treatment effectiveness, and it can be 
used as a therapeutic guide [25, 31].

The index considers performance in six essential activities: bathing, clothing, use 
of toilet, mobility, continence, and food consumption [30]. According to the assigned 
performance scores of A, B, C, D, E, F, or G, A is the most independent grade of the 
scale, and G is the most dependent grade. Through questions and/or observations, 
the evaluator forms a mental image of the patient’s ADL status. The assessor deter-
mines if the patient performed his activities alone, with active personal assistance, 
directive assistance, or if he/she required supervision [31].

The Katz index describes a similarity between the patterns of loss and recovery 
of functions with the development of the infant, ordering dependence and the resto-
ration of independence, and inverse processes, where the first capacity to recover is 
that of feeding and the latest are the ability to dress and bathe [30, 31].
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3.3  Lawton and Brody Scale

The Lawton and Brody scale was first published in 1969 [15]. It was initially used 
at the Philadelphia Geriatric Center to evaluate physical autonomy and IADL in 
older people who may or may not be institutionalized. It is a widely used instrument 
internationally for IADL measurement, with the advantage of allowing analysis of 
each individual score used in the scale. It also allows evaluation of therapeutic plans 
used for older people, being sensitive in the detection of the first and most minimal 
signs of functional deterioration in this age group [15].

This index evaluates the functional capacity in 8 items: (i) use of the telephone, 
(ii) purchasing, (iii) ability to prepare food, (iv) home care, (v) doing laundry, (vi) 
use of means of transport, (vii) responsibility for medicines and (viii) management 
of economic affairs [15, 32]. The information is obtained by directly asking the 
subject or his/her usual caregiver. Each item is assigned a score of 0 if there is 
dependence and 1 point if there is independence for that activity. The total sum of 
points varies between 0 corresponding to maximum dependence and 8 points, which 
corresponds to complete independence for the operations [33].

4  Physical Performance Assessment

4.1  Grip Strength Test

The grip strength test is the simplest and recommended method for the evaluation of 
muscle strength in clinical practice due to its strong association with lower limb 
muscle strength [34]. This parameter is the maximum isometric contraction force 
generated around a dynamometer measured in kilograms, Newtons, pounds, or mil-
limeters of mercury [34]. Older people commonly have difficulties with the opera-
tion of the hands and manual dexterity in tasks that require a delicate and precise 
grip, and the loss of the strength of the hands can affect simple everyday actions 
[35]. Impaired hand function occurs as a result of healthy aging and established 
disorders frequently found in older people, such as osteoporosis, osteoarthritis, and 
rheumatoid arthritis [35, 36].

For more details on this evaluation method, please see Sect. 6.2 in the hospital 
context.”

4.2  Gait Speed Test

The gait is an intrinsic function in the human being, which is the reason why its 
deterioration determines the loss of dependence. The alteration in the gait speed in 
older people is also an indicator of increased risk of falls, fractures, and more sig-
nificant morbidity and mortality [37]. Walking speed predicts the state of health and 
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risk of future functional decline, including hospitalization and institutionalization 
[38]. This parameter requires a comparison with reference values that vary between 
0.6 and 1.70 m/s. There is no standardized assessment consensus to evaluate this 
parameter. However, there are several physical performance assessment batteries 
that include the parameter “Short Physical Performance Battery and Senior Fitness 
Test”, which is described below.

4.3  Timed Up and Go Test

In the beginning, the Getup and Go test was used, which was designed as a screen-
ing instrument to detect balance changes in the population. The subject had to get 
up from a chair with armrests, walk 3 m, turn on himself, step back 3 m, and sit 
down again [39]. To make the measurement more objective, Podsiadlo and 
Richardson, in 1991, made a modified and timed version of the test, now called 
Timed Up and Go [17]. The time starts when the participant takes off from the 
straight back of the chair and ends when, after traveling, the circuit returns to the 
starting position. For its realization, the participant will use his usual or necessary 
technical help and will walk at a rapid pace, without running, walking at a light but 
safe speed [40].

Adults without neurological problems, who are independent in the natural bal-
ance and mobility tasks, perform the test in less than 10 s. Meanwhile, older people 
who need between 11 and 19 s to complete the activity present a slight risk of falls, 
and a high risk if they require more than 20 s to complete it [17].

4.4  Unipedal Stance Test

The Unipedal Stance test is used to assess static balance. For its realization, the 
older person must stand with his arms crossed on his chest, resting hands on shoul-
ders, performing triple flexion of one leg at 90°, keeping in this position for as long 
as possible, to a maximum of 30 s. This activity is repeated 3 times, alternating the 
lower limb of support, considering the best time obtained [18]. An older person has 
a high risk of falls if he/she fails to maintain the position for a time shorter than or 
equal to 5 s [18, 41].

4.5  Tinetti Scale

The Tinetti scale was made in 1986 to assess the mobility of older people. Its main 
objective is to detect subjects with a high risk of falls, based on the two domains of 
gait and balance, composed of nine and seven items, respectively [42]. A zero score 
is assigned if the person does not achieve or maintain stability in position changes 
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or has an inappropriate gait pattern according to the parameters established in the 
scale (considered abnormal). A score of 1 indicates that the individual achieves 
changes in position or gait patterns with compensations (the adaptive condition). A 
score of 2 indicates that the subject does not present difficulties for the different 
activities of the scale (the average condition). The maximum balance score obtained 
is 16 points, and the maximum gait score corresponds to 12 points. The sum of both 
tests provides a maximum total score of 28, with which the risk of falls is deter-
mined. Between 19 and 28 points is considered to represent a minimum risk of falls, 
while a score lower than 19 is regarded as a high risk of falls [19]. This instrument 
is mainly used in older people who live in the community and institutionalized, to 
assess the risk of falls and their consequent relationship with the functional altera-
tions of each subject [43].

4.6  Short Physical Performance Battery

The Short Physical Performance Battery (SPPB), developed by Guralnik in 1994, is 
an instrument to be used safely in older people with or without underlying acute 
pathologies [20]. The SPPB consists of three tests: balance, gait speed, and getting 
up and sitting in a chair five times. In the first balance test, the subject must maintain 
three positions: feet together, semi-tandem, and tandem, following a hierarchical 
order of difficulty, for at least 10 s to obtain the full score of the item [20, 44]. The 
gait speed test is carried out so that the subject walks at his usual speed for a dis-
tance of 4 m twice, recording the shortest time. Finally, for the test to get up from 
the chair, the subject is asked to cross his arms over his chest and get up. If success-
ful, the time is recorded from the moment when the subject stands for the first time 
until he sits at the fifth time. Each test is awarded a score in favor of the time used 
for each activity, where 0 corresponds to the worst performance and 4 to the best 
performance. A global test battery score ranging from 0 to 12 points is obtained. 
The low scores on this instrument have a high predictive value for a considerable 
amount of health consequences, including disability in the AVD, loss of mobility, 
disability, hospitalization, length of hospital stay, admission to nursing facilities, 
and mortality [45].

4.7  Senior Fitness Test

In 2001, Rikli and Jones designed the Senior Fitness Test battery to address the need 
to create tools that allow assessment of the physical condition of older people resid-
ing in the community [21]. It applies to older people from 60 years-old and over 
with different levels of physical and functional abilities. It does not require equip-
ment or sophisticated spaces to be realized [46]. The tests that make up the battery 
include various components of functional capacity, this being the particularity of 
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existing batteries that focus on only one component. It is composed of differentiated 
tests or evaluations: chair stand, arm curl, 6 min walk, 2 min step, chair-sit and 
reach, back scratch, foot up and go and body mass index [21, 47].

The chair stand test starts with the evaluation subject sitting in a chair with a 
straight back, feet flat on the floor and arms crossed on the chest. The subject should 
rise fully and return to the initial position as many times as possible during 30 s. It 
is essential for the examiner to consider the demonstration of the correct movement 
before starting the test and ask the subject to replicate it to ensure their understand-
ing [21].

In the arm curl test, the participant starts sitting in a chair with a straight back, 
feet flat on the floor, with an extended elbow and then lifts a weight of 5 pounds in 
the case of women and 8 pounds in the case of men in the dominant hand, which is 
oriented towards the body. From that position, an elbow flexion and supination of 
the forearm is performed, and then the forearm returns to the initial position by 
extending the elbow and rotating the wrist. The score is assigned with the number 
of complete moves made in 30 s [21].

The 6 min walk test is used to evaluate aerobic endurance. This particular test 
requires ample space for its realization (30-m corridor). Ideally, it is done after fin-
ishing the other tests. The participant will walk as quickly as possible for 6 min in a 
marked circuit, and a score will be assigned to each return he/she makes. For each 
elapsed min, the subject will be informed of the remaining evaluation time associ-
ated with the pace of walking. The participant will stand sideways performing leg 
lift movements alternately at the end of the 6 min [21].

Before starting the 2 min step test, it is necessary to measure the height at which 
the participant should raise the knee. The average distance between the iliac crest 
and the upper part of the patella is calculated, thus marking the midpoint of the thigh 
corresponding to the height of the knee while walking. To visualize this mark, it 
must be transferred to the wall so that the participant has a reference. Start the test 
when the signal is given, and the subject begins to march in place as many times as 
possible for 2 min. Both knees must reach the indicated height. The number of times 
the right knee reaches the reference height is considered. If it does not reach the 
stated level, the speed should be reduced so that the test is valid without stopping the 
time. The final score will be awarded according to the number of steps taken and the 
right knee has reached the set height [21].

The chair-sit and reach test assesses the flexibility of the lower extremities, 
mainly the biceps femoris. The participant sits in the chair with the gluteal fold at 
the front edge of the chair. One leg will be with the knee in flexion and the foot rest-
ing on the ground, while the other leg will be extended forward as much as possible. 
With the arms extended and the hands together, the participant will flex the hip 
slowly to touch the tip of the foot with both middle fingers or beyond this point. If 
the extended leg begins to flex, the subject should return to the starting position. The 
score is assigned according to the remaining cm to reach the tip of the foot or the 
amount by which it is exceeded [21].

The back scratch test evaluates the flexibility of the upper body, mainly shoul-
ders. The participant starts standing with his favorite hand on the same shoulder 
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with the palm facing down. In this position, he/she will bring the hand towards the 
middle of the back as far as possible while keeping the elbow towards the ceiling. 
The other arm is located on the back around the waist, trying to take it as far as pos-
sible, trying to touch both hands. The middle fingers should be oriented as close as 
possible, and the distance between them or, failing that, the number of cm that are 
exceeded is measured [21].

The foot up and go test assesses agility and dynamic balance. The participant 
will be placed in a chair with a straight back, hands on the thighs and feet resting on 
the floor with one more advanced. At the signal, the subject will rise from the chair 
without supporting their hands to push themselves and will quickly walk towards a 
cone located at an established distance and then return to sit down and position 
themselves in the initial position [21].

The body mass index of each subject is measured using the formula: body weight 
(kg) divided by height (m2).

Finally, the scores obtained in each of the tests that make up the battery are added 
to a standardized record sheet and are compared with the existing reference values 
for each age group within the elderly population [47].

5  Cognitive Assessment

5.1  Mini Mental State Examination

The Mini Mental State Examination (MMSE) is an instrument created in 1975 to 
assess cognitive status systematically and thoroughly. It consists of 11 questions 
that analyze areas of cognitive functioning, including orientation, registration, 
attention, calculation, memory, and language. This tool requires 5 min of applica-
tion, so it is considered practical in its administration in older people [22]. The 
performance of this evaluation has variables, which may or may not influence the 
final result. Among these variables, we can find the educational level of the partici-
pant and the sensory deficit, such as difficulty in hearing or sight [48]. The maxi-
mum score is 19 points, and a value less than or equal to 13 points is considered 
suggestive of cognitive deficit [49].

5.2  Pfeffer Scale

The Pfeffer scale has been used since 1982 and applies to the companion of the 
older person who obtained a score less than or equal to 13 in the MMSE. It is used 
to complement the assessment of cognitive status with information obtained from a 
relative or caregiver of the participant [22, 23]. This scale measures the ability to 
perform IADL, designed for studies in the community in individuals with good 
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health or with mild alterations. The instrument evaluates 11 functional activities 
scored on a scale of 0–33 points, with score of 0 being an ideal performance [50]. 
This instrument has a high correlation with the Lawton and Brody scale [15].

5.3  Geriatric Depression Scale

Brink and Yesavage created this instrument in 1983 to assess depression in older 
people with or without cognitive impairment and as a measure of symptom evolu-
tion [24]. It can be used in older people who have an optimal state of health, with 
medical illness, and in those with mild to moderate cognitive impairment. The scale 
is a self-report, brief, and dichotomous (yes/no). It has 30 questions, although there 
is an abbreviated version with 15 questions to avoid fatigue and loss of concentra-
tion that are sometimes associated with longer instruments. The score is the sum of 
all positive responses with a cut-off point of 11. A score from 0 to 11 is considered 
healthy, while a score between 21 and 30 is associated with moderate to severe 
depression [24, 51].

6  Skeletal Muscle Atrophy: Aging 
and Hospitalization Combined

The process of skeletal muscle atrophy in the context of hospitalization, a conse-
quence of bed rest, disuse, and decreased physical activity, is a critical factor that 
relates to the deterioration of functionality in hospitalized patients [52, 53]. In this 
context, and as compared to their state of fragility before hospital admission, older 
patients have a high risk of loss of autonomy, worsening of their physical capacity, 
and a decrease in their primary and instrumental ADL [54]. Additionally, hospital 
stay leads to a reduction of muscle strength and aerobic capacity. In this sense, the 
presence of skeletal muscle atrophy is associated with an increase in the days of 
mechanical ventilation (MV), stay in intensive care units (ICUs), stay in hospital, 
and risk of mortality [55–57]. In the short-term, the hospitalization effects of older 
people have a more significant negative impact on the generation of strength and 
skeletal muscle mass loss compared to young adults. This fact suggests a higher 
vulnerability of the older age groups, especially in variables such as functional inde-
pendence [58, 59]. This latter is an indicator of short-term disability and, conse-
quently, a high risk in the deterioration of the quality of life of these patients after 
the hospitalization stage [60].
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6.1  Sarcopenia and Costs Associated with Hospitalization

Due to the increased prevalence in the development of sarcopenia, its effects signifi-
cantly affect older adults causing an increased risk of suffering a disability, more 
significant functional impairment, high risk of falls, a high incidence of hospitaliza-
tion, and a high mortality rate compared to a healthy older adult. The above varies 
according to age from 4.6% between 70 and 74  years to 31.9% in people over 
85 years [61, 62]. For these purposes, the costs associated with this condition in the 
home environment, outpatient care, and in-hospital services should be considered. 
In European countries, the total costs related to sarcopenia were estimated at € 
1125.3 ± 1367.2 compared to € 561.4 ± 762.6 for non-sarcopenic older people. This 
has led us to consider sarcopenia as a public health problem [62, 63]. Also, this 
condition is associated with multiple comorbidities such as osteoporosis, obesity, 
and type 2 diabetes mellitus, so the economic impact is probably even higher than 
reported. Older adults with sarcopenia significantly increase their hospital stay 
compared to non-sarcopenic older adults (13.4 days versus 9.4 days, respectively) 
[64]. Along the same lines, the average costs per day of hospitalization reach € 68 
for people with sarcopenia and € 40 for those who do not suffer from the syndrome, 
which equals total expenses during hospital stays of € 11,294 and € 6878, respec-
tively [65]. Currently, in the health systems of the USA, data are reported showing 
a total hospitalization cost of USD 40.4 billion in individuals with sarcopenia, an 
average of USD 260 per person, and for those over 65 years old, the cost was USD 
19.1 billion [66].

6.2  Decrease in Skeletal Muscle Mass and Strength: Clinical 
Evaluation in the Hospital Context

There is a series of factors to be considered when selecting an element for the evalu-
ation of the decrease in skeletal muscle mass and strength in older people. The fac-
tors include: A) the purpose of the measurement, B) the clinical utility that represents 
decision making, C) the patient’s ability to collaborate in the procedure, and D) the 
validity properties of each instrument [67]. Thus, researchers have made several 
recommendations based on the tools that provide accurate information regarding 
the evaluation in the hospital setting of the skeletal muscle mass loss in older 
patients. The tools to assess skeletal muscle mass and volume are: ultrasonography, 
computed tomography (CT) or magnetic resonance imaging (MRI). Assessment of 
muscle strength requires the Medical Research Council sum-score scale (MRC-SS), 
and grip strength through dynamometry [67–69].

The current changes in the definition of sarcopenia include the loss of muscle 
function associated with a skeletal muscle mass loss. The management of this con-
dition needs to identify preventive interventions that may delay, improve, reverse, or 
eliminate the changes produced in muscle strength, muscle mass, and quality. This 
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will allow us to define and to standardize parameters that include a large percentage 
of the population [70]. In ICUs, the skeletal muscle mass loss occurs between 25% 
and 40% in adult patients who are under mechanical ventilation for periods longer 
than 48 h, with a percentage of skeletal muscle atrophy that reaches 21% during the 
first 10 days of hospitalization. Additionally, in a study conducted in Asia, the entire 
hospitalized older adult population showed a severe decrease in muscle strength, 
and all recorded values located below the cut-off score for the diagnosis of sarcope-
nia. Currently, the prevalence of sarcopenia in hospitalized older adults reaches 
between 22% and 26% [68, 69, 71, 72].

Regarding the evaluation methodology, the moment of the measurements should 
be considered [70]. Accordingly, a delayed measure could mean errors in the actual 
identification of skeletal muscle atrophy [73]. In this regard and considering the rate 
of skeletal, muscular atrophy in hospitalized patients, researchers have proposed 
serial evaluation during the first weeks of hospitalization. During days 1, 3, 5, 7, and 
10, it has been proposed to collect quantitative and qualitative dates of the muscle 
state, standardize the measurements and be able to guide the decision-making 
regarding specific therapeutic behaviors [74, 75].

 MRC-SS

The MRC-SS scale has become the main measuring instrument in hospitalized 
patients to assess muscle strength [76]. For the application of this scale, there must 
be an active patient collaboration, both to understand the therapist’s instruction and 
to perform the requested movement. This degree of cooperation is measured by 
applying the Standardized 5 Questions (S5Q) scale, in which the patient must be 
able to answer 3 of 5 questions favorably to determine an adequate cognitive state 
[67–73, 77]. The MRC-SS scale has been used mainly in critically ill patients for 
the assessment and diagnosis of ICU-acquired weakness (ICUAW). The scores have 
a range between 0 (complete paralysis) and 60 (normal force) points and a cut-off 
score below 48 points sets the basis for diagnosis [78]. The scale has an excellent 
level of reliability in the total sum of scores at the time of assessing all muscle 
groups. However, it may vary depending on the context of the patient hospitalized 
in the ICU, or surgical medical services [79].

Regarding the correlation degree with functional scales, the MRC-SS scale 
obtains adequate correlation degrees with the Barthel index and the elderly mobility 
scale [80]. Besides, those patients that have a measurement below 48 points, the use 
of mechanical ventilation could be more prolonged, or the individual could have a 
more extended stay in the ICU and hospital, and even higher mortality after hospital 
discharge [79, 81–83].

The MRC-SS scale has predictive value and a higher score in the sum of muscle 
forces is associated with better physical performance [76]. Due to this, the latest 
reports include the MRC-SS scale within the tools for assessing muscle strength, 
which has allowed a therapeutic approach to the physical performance of the sub-
ject [84].
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 Grip Strength in the Hospital

The assessment of grip strength, using dynamometry, is aimed at assessing isomet-
ric grip performance in patients who can collaborate and who have a score > 3 on 
the MRC-SS scale [85]. It is a straightforward application tool with essential clini-
cal utility. The cut-off values for weakness in adult patients hospitalized in ICU, 
with high levels of sensitivity and specificity, are 7 kg for women and 11 kg for men. 
In addition, grip strength shows a high level of correlation with the MRC scale [84]. 
Along the same lines, hospitalized adults with grip strength value less than 5 kg 
have a high percentage of mortality in the ICU. In addition, it is considered as an 
independent variable associated with more days of connection to MV, increased 
hospital stay, and death [83–86]. On the other hand, for patients hospitalized in 
medicine-surgery services, values lower than 11.52 kg for women and 13.89 kg for 
men during hospital stay is related to a longer hospitalization time and may be used 
to predict the degree of functional capacity impairment in older adults after dis-
charge [87].

Regarding the ways to evaluate grip strength, there is a standardized form of 
evaluation which often uses the right hand, the dominant hand or both sides [49]. 
However, the ideal way to perform the test consists of having a seated patient, with 
the elbow at 90°, and the prehensile effort made must be maintained for at least 3 s 
and with a 30 s pause between each attempt. The best value of three tries is the final 
record [88–90]. Therefore, grip strength could help to identify potential candidate 
patients for intervention to mitigate the exposure risk. According to the above, the 
use of this evaluation technique has advantages over the evaluation of the global 
strength in limbs, since it uses less time, and it is not necessary to reposition the 
patient for the measurements and deliver a more objective numerical value [87].

In general, in the context of the older patients hospitalized in medical-surgical 
units, the assessment of grip strength has been used to determine variables such as 
mortality, survival, disability, hospital complications, and increased hospital stay 
[87–91]. In clinical practice, the assessment of grip strength is an easy and quick 
method to execute, which means that it is an excellent tool for the recognition and 
diagnosis of skeletal muscular atrophy. This makes it a potential gold standard for 
measurement for assessment of this medical condition [92].

 Ultrasonography

Ultrasonography allows confident quantification of skeletal muscle atrophy. This 
exam is a validated tool to determine the changes in skeletal muscle mass in the 
hospital context [93]. This includes the measurement of muscle thickness as well as 
quality concerning the degree of echogenicity. The association between muscle 
thickness and strength has not demonstrated with an adequate correlation in this 
method [94, 95]. The ultrasound image does not have the necessary information 
regarding the neuromuscular properties. The ultrasound image underestimates the 
strength loss in critical patients [73]. Despite the above, the application of this 
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technique has an excellent level of reliability in variables such as echogenicity, inde-
pendent of the level of experience of the evaluator. It gives added value in the quan-
tification of skeletal muscle atrophy [96].

The measurement of the quadriceps muscle and its rectus femoris and vastus 
lateral portions, in addition to being performed in full extension position, can be 
executed in 10°, 50° and 115° knee flexion, in semi-Fowler position, seated position 
with knee and hip flexion at 90°, and even in a standing position. Before measure-
ment, the subject should remain at rest for 30 min and preferably the same amount 
of time in the position where the test will be performed, and the muscle should be 
completely relaxed [97].

On the other hand, in older hospitalized patients in units of low complexity, the 
reality regarding skeletal muscular atrophy does not differ concerning the data 
obtained in the ICU. The incidence in the development of sarcopenia is higher in 
those who remain in the hospital for an average 5 days of bed rest. In hospitalized 
older adults, the use of ultrasound allows us to measure parameters such as muscle 
architecture and its association with functional capacity. This tool gives advantages 
when identifying patients at risk of disability and also to prescribe rehabilitation 
programs during hospitalization. Thus, it avoids the deterioration of physical capac-
ity, the increase in falls, and even a decrease in the quality of life [98, 99]. The 
quantification of skeletal muscle atrophy through the use of ultrasonography also 
allows identification of stages of sarcopenia. Varying degrees of echogenicity and 
decreased quadriceps muscle thickness relate to physical performance, specifically 
with the decrease in gait speed and lower limb strength [80].

In summary, ultrasonography is a tool that allows clinicians and researchers to 
detect changes in skeletal muscle mass before and after intervention programs. It is 
easy to apply, will enable examinations next to the patient bed, and does not gener-
ate damage associated with the measurement technique. It has a high degree of 
validity and reliability when comparing the measurements with more specific tools 
such as CT and MRI, and even with the electrical bioimpedance technique (methods 
described in Sect. 7) [68, 69].

7  Techniques of Skeletal Muscle Mass Assessment

Changes in body composition occur as part of the normal aging process and are 
associated with important effects on health and function [100]. The decrease in age- 
related skeletal muscle mass is widely known as one of the main components for the 
diagnosis of sarcopenia [16]. As mentioned earlier, the main aspects of interest in 
body composition during the aging process are the content and distribution of body 
fat and FFM [100]. It is necessary to use valid, precise, and accurate methods to 
identify high-risk groups of age-related muscle loss and monitor the potential effi-
cacy of health interventions. The methods for the analysis of the body composition 
are fundamental for an in-depth assessment of the body state [101].
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7.1  Body Composition

Wang et  al. developed a widely accepted five-level model of body composition 
research [101]. They divided the human body into different compartments using the 
following levels: atomic, molecular, cell, tissue system, and the whole body. This 
model provides a structural framework to explain the relationships between the 
main compartments of the body.

7.2  Multi-compartment Model

The atomic level is characterized by 11 main elements that comprise more than 99% 
of body mass including oxygen, carbon, hydrogen, nitrogen, calcium, phosphorus, 
potassium, sulfur, sodium, chlorine, and magnesium [101]. On the other hand, the 
molecular level is the most studied level in the field of body composition research. 
The classic two-component model consisting of fat and FFM is a molecular level 
model. The molecular level is one level above the atomic scale in body composition 
and, therefore, has close links with the elements of the nuclear level. Some units of 
the molecular level such as proteins, fats, bone minerals and water are, in turn, com-
posed of elements of the atomic level such as nitrogen, calcium, carbon, and oxygen 
[102]. Also, the cellular level consists of three main components: cells, extracellular 
fluids, and extracellular solids. The extracellular solids component is mainly com-
posed of bone minerals and, to a lesser extent, other solid components such as col-
lagen. This level has been critical in physiological studies [103]. The multi-component 
model of the tissue system includes adipose tissue and its subcomponents. It also 
includes various organs such as the brain, heart, liver, kidneys, spleen, lung, and 
skeletal muscle [104].

7.3  Body Imaging Techniques

Multiple and varied technological evaluation methods have been developed to mea-
sure the quantity and quality of skeletal muscle mass, which have revolutionized the 
current understanding of abnormalities in body composition. Imaging technologies 
used to detect skeletal muscle mass loss include MRI, CT, and dual-energy x-ray 
absorptiometry (DXA). These methods differ in terms of costs, reliability, radiation 
exposure, and availability. Qualitative changes in muscle fibers can only be investi-
gated by histochemical analysis and microscopy using invasive quantification tech-
niques, such as skeletal muscle biopsy.

The following sections describe the main characteristics of the imaging tech-
niques used to assess skeletal muscle mass loss.
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 MRI

MRI is an imaging technique that estimates the volume of body components. The 
main advantage of MRI over other technologies is that it does not involve exposure 
to ionizing radiation and is based on the interaction between hydrogen nuclei in the 
human body [105]. Data acquisition is based on the generation of a magnetic field 
that focuses on the alignment of hydrogen nuclei. Then, a radiofrequency pulse is 
applied, which leads to the absorption of energy by hydrogen protons, which release 
energy as the pulse goes off. Then, the protons return to the original position. A 
receiver detects the energy released in the form of a radio frequency signal used to 
create whole-body or regional images [106].

Using analysis software, the images generated in grayscale can be determined 
based on the voxel information (volume and pixels) and the area (calculated based 
on cm2). Using specific configurations, the sizes of the whole body and/or regions 
can be calculated based on a three-dimensional formula that represents the area of 
the tissue, the thickness of the cut, the distance between consecutive images, and the 
number of images [106]. The tissue mass (kg) can be calculated based on the 
assumed constant density values for skeletal muscle (1.04 g/cm3) and adipose tissue 
(0.92 g/cm3) [105].

From the skeletal muscle point of view, MRI has been a powerful non-invasive 
technique with which the structure and function of the skeletal muscle has been 
evaluated in vivo. Beyond the evaluation of the anatomical characteristics of the tis-
sue using conventional MRI techniques, biochemical and physiological properties 
of the tissue have been studied [107], such as the presence of intramuscular lipids 
[108], the presence of edema and changes in the mitochondrial metabolism [109]. 
This latter makes muscle MRI a potent tool in the diagnosis and follow-up of 
patients with muscle disorders/conditions such as aging [110].

 CT

CT is based on an X-ray beam that crosses the body. The intensity of X-ray output 
transmission is controlled by a series of detectors, which results in the visual pro-
duction of cross-sections of approximately 10 mm thick. The output transmission is 
used to calculate the average attenuation coefficient along the length of the X-ray 
beam. Attenuation coefficients occur in terms of Hounsfield units (HUs), in which 
bone and other dense materials are equal to +1000, water is equal to zero, and the 
air is equivalent to −1000 [111]. Visceral organs, bone, skeletal muscle, and adipose 
tissue have ranges of specific HUs, allowing their identification in cross-sectional 
images [106, 112].

CT has been used to measure the quality of several tissues, particularly skeletal 
muscle tissue. CT analysis of latter can distinguish between different types of tis-
sues based on their attenuation characteristics, which in turn can be presented 
according to tissue density and chemical composition. A typical density for skeletal 
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muscle is defined as having attenuation values in a range of 40–100 HUs [113]. Low 
mean values of attenuation will have higher lipid infiltration into the muscle [114].

Typical anatomical locations for measurements of skeletal muscle mass with CT 
are the thigh, the proximal femur, and the trunk [115]. However, the abdominal area 
at the level of the third lumbar vertebra is commonly used in most studies, as it 
relates well to the skeletal muscle mass throughout the body [116]. Also, research-
ers have used a single-slice CT of the total transverse psoas muscle area to identify 
sarcopenia [105].

 DXA

One of the popular techniques today for estimating body composition is DXA. The 
principle of using DXA to measure body composition at the molecular level is based 
on the notion that when an X-ray beam is passed through a complex material, the 
beam is attenuated in proportion to the composition of the material [117]. The DXA 
scanner emits two X-ray beams composed of photons at two different energy levels 
and, as a result of the interaction within the human body, the energy of the X-ray 
photon undergoes an attenuation that is directly related to the specific chemical 
compounds with which interacts. By knowing how many photons are transmitted 
with respect to the detected number, the amount of mineral can be determined, as 
well as soft tissues (fat mass and FFM) at the level of the whole body or body region 
(although it does not distinguish visceral and subcutaneous fat in the abdominal 
region) [118]. Skeletal muscle and adipose tissue mainly consist of water and 
organic compounds, which restrict the flow of X-rays less than bone [111], so DXA 
will reflect changes in hydration as a change in lean tissue [100].

The radiation dose varies by model and manufacturer, but is generally small, 
which makes DXA a safe option for repeated measurements of body composition 
[119]. In addition, DXA allows the measurement of three compartments of body 
composition and can provide regional estimates for each of them. This last property 
has been used to estimate the mass of the appendicular skeletal muscle (ASM) by 
measuring the amount of lean soft tissue in the upper and lower extremities, which 
is mainly skeletal muscle [118]. ASM is largely used in the study of sarcopenia and 
a low ASM is one of the parameters on which all available definitions of sarcopenia 
are based [16].

However, one should be aware that DXA does not measure skeletal muscle mass 
directly since some percentage of the mass identified as lean is not muscular and 
probably includes connective or fibrotic tissue, water and organic mass [120]. There 
are many ways to represent body composition, but a popular approach in recent 
years has been the use of indexes normalized by height of the subject. Such as the 
lean mass index (LMI: total lean mass/height2), appendicular lean mass (ALM: 
arms lean mass  +  legs lean mass) and skeletal muscle mass index (SMI: ALM/
height2) [121, 122]. These have been proposed as parameters for the evaluation of a 
reduction in skeletal muscle mass which, in turn, is critical in the sarcopenia 
diagnosis.
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 Bioelectrical Impedance Analysis (BIA)

The use of BIA to measure the composition is based on the notion that tissues rich 
in water and electrolytes are less resistant to the passage of an electric current com-
pared to adipose tissue, which is rich in lipids. The accuracy of the estimation of 
BIA muscle mass is specific to the device and the test population [123]. The best 
results are obtained when the equation is validated for both the BIA device and the 
population. The most used equation for the estimation of skeletal muscle was devel-
oped by Janssen et al. and is presented below [124]:
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The SMI (kg/m2) is obtained by dividing the absolute muscle mass by the squared 
height [125], being used as a variable for the diagnosis of sarcopenia [126]. However, 
it has been shown that BIA results are confused by fluid retention. Hydrostatic 
abnormalities, peripheral edema, and the use of diuretic medications may affect the 
validity of BIA measurements in older people [127].

The main concern about this tool is that BIA does not measure any compartment 
of the body and is considered a doubly indirect method. BIA does not measure any-
thing beyond impedance or its two components, resistance and reactance [128]. By 
using these variables, in combination with other covariates such as sex, weight and 
height, BIA can estimate several body compartments that are used as a substitute 
measure of skeletal muscle mass, according to the reference method used to develop 
the equations/algorithms [129].

 Anthropometry

The imaging equipment mentioned above is not available in low-income clinical 
settings, such as primary health care centers, which represent the first point of 
access for the majority of older people with muscle disorders [130]. In such situa-
tions, the estimation of body composition and skeletal muscle mass through anthro-
pometric measurements may allow a safe and effective initial evaluation [131]. 
Anthropometry is a technique that offers excellent portability, applicability, and 
economy in its use for various environments, being also a non-invasive tool with 
which the health professional can evaluate size, proportions, and body composition. 
In contrast to some body imaging techniques, it does not employ ionizing radia-
tion [132].

The inherent errors overshadow the clear advantages of anthropometric tech-
niques. These errors at the level of the evaluator, the instrument, and changes in the 
body composition of the tissue. The evaluator mistake can be minimized by proper 
training and by performing several measurements on the same subject. On the other 
hand, to reduce the error of the instrument, it is necessary to use high quality 
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measuring devices, developed for anthropometric purposes. Regarding changes in 
the composition or physical properties of tissues, alterations in muscle tone or fluc-
tuations in hydration are factors that can alter the results [132]. Changes in body 
water lead to changing the proportion of muscle area, such as can occur in the arm 
[133]. These same effects are caused by the infiltration of fat or connective tissue in 
lean mass [132].

Among the anthropometric measurements that can be found to measure skeletal 
muscle mass are arm circumference and calf circumference (CC) [134]. CC has 
been recommended for several years [135, 136] as a more sensitive measure than 
other anthropometric measurements (e.g., arm circumference) to assess the global 
muscle mass loss in the elderly. The first studies that used the measurement of CC 
reported a correlation between the decrease in CC and the decrease in physical 
activity, as well as the fact that CC has a significant relationship with the FFM in the 
elderly [135].

The World Health Organization (WHO) published a report in 1995 developed by 
a committee of experts in which it describes the use and interpretation of anthro-
pometry. These reinforce the idea of previous studies recommending CC as the most 
sensitive measure of skeletal muscle mass in older people, capable of indicating 
changes in FFM that occur with aging and by decreased physical activity [137].

At present, this measurement has been widely investigated around the world, 
obtaining a significant variability of values in terms of ethnicity and geographical 
distribution. A correlation between CC and the appendicular skeletal muscle mass 
index (ASMI) [138] and skeletal appendicular muscle mass [139] has been 
described. It is also used in the diagnosis of sarcopenia [138–141].

7.4  Invasive Evaluation of Skeletal Muscle Mass

 Skeletal Muscle Biopsy

The percutaneous biopsy technique is used to obtain skeletal muscle samples, this 
being a minimally invasive and relatively safe procedure. Most subjects undergoing 
skeletal muscle biopsy report few changes in their ability to perform their daily liv-
ing activities [142]. Duchenne was the first to build a needle with a trocar to obtain 
a skeletal muscle sample from living subjects through a percutaneous biopsy [143]. 
In the 1960s, Bergström introduced a percutaneous biopsy needle similar to that 
described by Duchenne [144, 145]. This technique has encouraged the diagnosis of 
myopathies and the understanding of the structure and function of skeletal muscle. 
Molecular and cellular studies in skeletal muscle require samples obtained primar-
ily from the vastus lateralis muscle. Classically, a muscle biopsy is described as an 
open procedure in which the skin is cut so that a needle connected to a vacuum 
pump can be inserted to aspirate skeletal muscle tissue [144]. The procedure takes 
15–20 min, most of which to prepare the incision. In studies based on interventions 
such as physical exercise, muscle samples are often taken before and after the 
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activity, with one or two samples collected during recovery [146]. Alternatively, 
when shorter periods of physical activity are investigated, an incision can be made 
before exercise, covered with a sterile bandage and secured with surgical tape, thus 
allowing the biopsy sample to be taken quickly after completing a series of exer-
cises [147]. The relative speed of the procedure allows the researcher to capture 
cellular and molecular events before, during, and after an intervention.

The collected muscle samples can be used to observe a large number of vari-
ables, such as the determination of the type and proportion of muscle fibers [148], 
muscle damage quantification [148, 149], capillary density of muscle tissue [150], 
enzymatic and oxidative activity [151], protein synthesis [152, 153], inflammatory 
response markers [154] and oxidative stress [155], among others.

8  Physical Exercise as a Drug to Combat Skeletal Muscle 
Atrophy in the Older Population

During aging, there is a reduction in physical activity levels, which contributes to 
the loss of functionality [156]. However, the regular practice of exercise can mini-
mize the harmful effects of a sedentary lifestyle, increase active and independent 
life expectancy and control the development or progression of chronic diseases, 
which are characteristic of the aged population [157].

For such effects, the combination of aerobic and muscular strength activities 
seems to be more effective than any form of training alone, to counteract the detri-
mental effects on health, general well-being, and the functioning of the cardiovas-
cular and skeletal muscle systems. In addition, it is recommended to include 
modalities of flexibility and balance to the prescription of exercises for older people 
to improve problems of joint range and stability. Therefore, an ideal physical inter-
vention plan is one that comprehensively addresses the components that make up 
physical fitness (Table 6.2) [158].

8.1  Modalities of Physical Exercise in Older People

 Resistance Exercise Training (RET) or Muscle Strength

RET is an excellent intervention tool to combat skeletal muscle disuse, sarcopenia, 
frailty and consequently improve the functional capacity of older people [167], by 
increasing strength, FFM) and cross-sectional areas of muscle and muscle fiber 
[168]. RET is defined according to the type of exercise, characterized by repeated 
muscle contractions against an external load [169]. The contractions can be static 
(isometric), producing strength without joint movement or changes in muscle 
length. This is useful in older people when joint movement is restricted due to pain 
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Table 6.2 Recommendations to practice physical exercise in older people

Exercise type Recommendations Doses Examples

Resistance 
exercise 
training 
(RET) or 
muscle 
strength 
[158–160]

The development of muscle 
strength and endurance is 
progressive over time. This 
means that gradual increases 
in the amount of weight and 
the days per week of exercise 
should be planned so that 
sessions are not held on 
consecutive days

Frequency: 2–3 days/
week
Workload: Progressive 
training, low (40% 1RM), 
moderate (60% 1RM) and 
high (80% 1RM) load and 
power exercises (20% 
–40% 1RM)
Repetitions: 2–3 sets of 
8–12 repetitions that 
address major muscle 
groups (it is suggested to 
include stabilizing spine 
and core muscles)
A specific amount of time 
for muscle strengthening 
is not recommended

Exercises using 
exercise bands, 
weight machines, 
hand weights or 
calisthenic exercises 
(body weight 
provides resistance 
to movement)

Aerobic 
exercise 
training 
(AET) or 
endurance 
[159, 170, 
173]

Continuous exercise
Prefer aerobic activity or 
endurance that do not impose 
excessive joint stress
The increases should be 
gradual of cardiorespiratory 
resistance and preferably 
distribute the exercise to 
non-consecutive days, 
depending on the intensity of 
the training

Frequency: 3–5 days/
week
Intensity: Start with 
moderate load (50% 
–60% VO2max) to progress 
to high load (70% –80% 
VO2max)
Training time: 30 min 
(moderate) or 20 min 
(vigorous), or divided into 
3 series of 10 min
Older adults should do at 
least 150 min a week of 
moderate intensity, 
according to the effort 
perception scale (PSE) 5 
or 6/10, or 75 min/week 
of vigorous intensity 
(PSE) 7 or 8/10 to obtain 
substantial benefits for 
aerobic health.

Walking, dancing, 
swimming, water 
aerobics, jogging, 
aerobic exercise 
classes, bicycle 
riding (stationary or 
on a path)

Stretching or 
flexibility 
training [159, 
164, 165]

Defined as any activity that 
maintains or increases 
flexibility using sustained 
stretches for each major 
muscle group
Static mode is preferred over 
ballistic stretching
This type of exercise is 
recommended to maintain the 
normal range of motion for 
daily activities, and is usually 
combined with warm-up or 
calm-down activities

Frequency: ≥ 2–3 days/
week
They generally 
complement aerobic or 
strength training sessions
Intensity: stretch to the 
point of tightness or slight 
discomfort
Repetitions: 2–4 for each 
stretch, maintaining the 
technique for 30–60 s

Static and dynamic 
elongations are the 
most used in the 
older population
Achieving an 
improvement in 
ROM, regardless of 
the type of stretch 
chosen
The use of ballistic 
stretching is not 
promoted, due to its 
complexity and 
associated risks

(continued)
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Table 6.2 (continued)

Exercise type Recommendations Doses Examples

Balance 
training [159, 
166]

Older adults at risk of falls 
should do balance training 
≥3 days/week and do 
standardized exercises of a 
strengthening program shown 
to reduce falls
Progressively difficult 
postures that gradually reduce 
the support base, with 
dynamic movements that 
disturb the center of gravity 
and stress the postural muscle 
groups

Frequency: ≥2–3 days/
week.
Training with 
proprioceptive 
characteristics, agility, 
walking
With progressive 
complexity, around 
postures, disturbance 
exercises, reduction of 
sensory input (eyes 
closed)

Walking backwards, 
sideways, on heels, 
on toes, and standing 
from a sitting 
position
Exercises can 
increase in difficulty 
by progressing from 
holding to a stable 
support (such as 
furniture) while 
performing the 
exercises to doing so 
without support
Tai Chi and yoga are 
alternatives that can 
help prevent falls

or injury. There are also dynamic contractions, which can be divided in concentric 
or eccentric [169].

Another form of RET is high-speed resistance training, or also known as power. 
This involves the use of rapid contractions with low external resistances at approxi-
mately 40% of the 1 repetition maximum (1RM). In older adults, it may be relevant 
to practice this modality because the disproportionate reduction of type II muscle 
fibers, translates into a rapid and progressive loss of muscle power [163, 170]. Other 
improvements attributed to the RET act on the muscular quality especially during 
the first phases of the training, increasing the rates of recruitment and/or discharge 
of the motor units. The benefits of this are observed in a similar way between older 
and younger people [170].

Regarding the prescription of this type of physical exercise, some reports show 
favorable changes on muscular endurance, the FFM, and body fat [171]. However, 
for increases in lean body mass in older people, training volume and age are vital 
determinants of therapeutic effectiveness, suggesting that higher doses result in a 
more significant adaptive response. Given this context, the current recommenda-
tions, which recommend a sequential increase in the load, should be modified 
towards the control of the total dose. This means the series performed, as well as the 
repetitions and weight lifted, to generate significant improvements in the physical 
condition [161].

In summary, the intervention of RET should be progressive in the total volume 
load, that is from 60% to 70% of 1RM towards high intensity (80% of 1RM), con-
trolling the number of repetitions and series, with a physical work applied to the 
whole body, 2 or 3 times a week [159].

Most of the research applied in older people is carried out using strength training 
machines, such as leg press, chest press, knee extension, and lat pulldown devices. 
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All of these are chosen because they represent the totality of muscles associated 
with functionality. It should be noted how essential the incorporation of the exer-
cises for the lower extremities is because the decrease in strength and skeletal mus-
cle atrophy during aging is superior in this region when compared to the upper 
extremities. For these reasons, the intervention of the lower extremities provides an 
excellent means of improving the capacity of locomotion and reduction of the risk 
of falling [160].

 Aerobic Exercise Training (AET) or Endurance

Aerobic training involves the participation of large muscle groups, which move 
rhythmically and steadily for prolonged periods [170]. The aerobic capacity mea-
sured using the maximum oxygen consumption (VO2max) shows a constant decrease 
with age of up to 10% per decade after 25 years. This decrease is mainly due to the 
reduction in cardiac output caused by an increase in peripheral circulatory resis-
tance [172]. Therefore, it is important to incorporate aerobic exercise in older adults 
to mediate age-related circulatory system detriments, such as elastic arterial stiff-
ness and endothelial vascular dysfunction. Favorable adaptations occur including 
lower heart rate at rest or at any submaximal workload, decrease in systolic, dia-
stolic and mean blood pressure during exercise or improvements in vasodilation and 
oxygen absorption capacity in trained muscle groups [162].

Similarly, AET programs contribute to protective metabolic cardiovascular 
effects. These effects include reductions in atherogenic levels (reduced triglycerides 
and higher concentrations of HDL), increased transport of glucose in skeletal mus-
cle, and improved insulin action throughout the body, which ultimately leads to the 
reduction of cardiovascular risk [173]. This type of exercise also improves body 
composition, such that at moderate intensity (≥60% of VO2max), it is useful for the 
loss of total body fat and fat of the intra-abdominal region (>10%), both in a young 
or older population who are overweight. Also, it has effects on FFM by stimulating 
protein synthesis in healthy older individuals, so that it can lead to skeletal muscle 
growth, mainly of the slow myofibers [174]. Despite this, the statistical power of the 
effect of muscular hypertrophy is significantly higher for resistance training, which 
also benefits the population suffering from chronic diseases such as diabetes, obe-
sity, and heart failure [175, 176].

Supervised programs that seek to improve aerobic capacity should be executed 
at a sufficient intensity (≥60% VO2max), frequency (≥3 days/week), and adequate 
duration (≥16 weeks), both in healthy middle-aged and older adults [159].

 Stretching or Flexibility Training

Flexibility corresponds to the ability to move a joint through a full range of motion 
(ROM) and is mainly dependent on tendons, bones, and muscle length [170, 177].
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During aging the ROM changes, triggering a loss that varies in each individual. 
From the age of 71, flexibility decreases on average by 20–30% in the hip and spine 
and 30–40% in the ankle, especially in women [164]. These effects result in a lim-
ited range of movement in the joints, which can lead to an increased risk of skeletal 
muscle injuries, falls, and less efficiency in the gait due to the reduction in stride 
length, speed, and balance, typical of the elderly [178].

Given this context, stretching can maintain and/or improve musculoskeletal flex-
ibility and increase the quality of body movement [179, 180]. There are different 
modalities, such as treating this component of physical fitness, among which static 
stretching (SS) exercises stand out. SS is defined as the most effective alternative to 
improve joint range and prevent damage to muscles and tendons. Its application is 
recommended after an aerobic training of resistance or muscular power. The con-
tractile capacity of the musculoskeletal tissue is not altered, unlike the dynamic 
stretching (DS) that can also be used as an alternative to warming or in preparation 
to the movement and is recommended before the main training phase [181].

Despite the link between functionality and this type of training in older people, 
there is little research dedicated to examining dosage, types of elongations, timing 
of application, and regarding the impact on flexibility around health outcomes in 
general [165, 182].

Concerning dosage in older people, there are more significant gains in the ROM 
with longer durations of stretching (30–60  s). The repetition of each elongation 
exercise is most effective when done 2–4 times. Improvements after 3–12 weeks of 
training are observed if performed at a frequency of at least 2–3 times weekly, with 
more significant progress if done daily. The main objective is to reach 60 s of total 
stretching time per flexibility exercise, resting between stretches for approximately 
30–60 s [159].

 Balance Training

The balance gives the possibility of maintaining the center of mass of the body 
within the limits of the support base. For this purpose, the postural control synchro-
nizes several systems including sensory (i.e., vestibular, visual, somatosensory), 
cognitive (central nervous system), and skeletal muscle ones [183].

Balance disorders increase in the geriatric population, as a result of multifacto-
rial causes, presenting weakness in the core stabilizing muscles, alteration in muscle 
activation patterns, loss of proprioception and the ability to control central process-
ing and normal muscular effectors, which contributes to deficiencies in stability and 
balance. This exposes older people to the risk of falls in situations that demand bal-
ance [184]. Consequently, many older adults are at risk of falling during their 
ADL. In most cases, falls and associated injuries impair the quality of life and cause 
physical limitations, anxiety, loss of confidence, and fear of movement [185]. For 
these reasons, adapted physical activity programs have been suggested to improve 
the balance control of older participants. Among the components of this type of 
training, of the main challenge is to integrate the sensory and neuromuscular 
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systems in accordance with the information and adaptation to the needs of the envi-
ronment. This must consider changes in the direction of travel, orientation in space, 
speed or height of the center of mass and thus allow the overcoming of challenges 
such as double or multiple tasks improving the stability and speed of walking 
[186, 187].

Following the beneficial effects of the inclusion of balance exercises to a training 
program in the older people, the combination of movements that include balance 
and coordination are recommended, such as tai chi and yoga, that incorporate motor 
skills, agility, and proprioceptive training [188–191]. For balance exercises, it is 
recommended to perform 2–3 sessions per week, for periods of at least 8 weeks, as 
a tool to improve part of physical fitness, agility, quality of life, and reduce the risk 
of falling [159, 161, 170, 171].

 Final Considerations

Aerobic and resistance exercises should be applied to restore or maintain indepen-
dence in ADLs, where mainly activities that involve the muscle strength component 
prevent, delay or modulate frailty, along with regulating the disproportionate 
increase in sarcopenia. Increasing muscle protein synthesis, skeletal muscle mass, 
improvement of neural recruitment, and muscle strength ensure more positive 
effects. The combination of these components of physical fitness (cardiorespiratory 
capacity and muscular strength) [158, 165, 171] has produced beneficial effects on 
body composition [161, 168, 174, 175] and functionality, as well as in general well- 
being among elderly users [159, 166].

It should be kept in mind that older people have a high risk of falling, due to dif-
ficulties in their motor capacity and locomotion, resulting from reduced flexibility, 
balance, or coordination. Therefore, among the variety of modalities of physical 
exercise are the tools to improve the detriments of older people. It is essential, also 
consider each component of the physical condition decreased or altered, in the 
development of a training program for older adults along with adequate planning 
around dosing and periodization, to achieve improvements in physical performance 
and quality of life.

9  Conclusions

The best way to evaluate an older person is through their muscular strength, skeletal 
muscle mass and physical performance. There are several ways to assess these 
parameters, which will depend on the clinician or researcher on which one to choose 
according to the context in which it is found and the available economic resources. 
Among the strategies we have to combat skeletal muscle atrophy due to aging (or 
sarcopenia) is physical exercise, which has shown greater beneficial effects com-
pared to other strategies such as nutritional or pharmacological ones. Therefore, 
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different training modalities have been carried out to counteract the problems asso-
ciated with decreased muscle strength, skeletal muscle mass loss, and decreased 
physical performance. Among these, aerobic and resistance training have been 
shown to have more significant benefits over those of balance and flexibility, with 
resistance training being the most effective due to its ability to increase skeletal 
muscle mass and muscle strength in older people and, consequently, improve physi-
cal performance. Funding Supported by FONDECYT  - Chile (Grant Number 
11180949) and Dirección de Investigación (DIUFRO) of Universidad de La Frontera 
(Grant Number DI18-0068). FAPESP, CNPq, and CAPES support the Rui Curi 
Research team.
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Chapter 7
Polyphenols as an Effective Therapeutic 
Intervention Against Cognitive Decline 
During Normal and Pathological Brain 
Aging

S. Asha Devi and Anudita Chamoli

1  Introduction

Globally, an alarming increase in the elderly population has had profound 
 implications, not only on the individuals’ health but also for society and the econ-
omy. A prediction based on statistics by the World Health Organisation has indi-
cated an enormous increase of the global population over 60 years of age to 22% by 
2050 [1]. However, as attempts to improve the longevity of the population are 
increasing, the burden of the increasing incidences of age-related neurodegenerative 
disorders, such as Alzheimer’s and Parkinson’s disease, is on the rise. Alongside this 
rise are the crucial and fundamental questions that need to be resolved, i.e. at what 
age do these brain diseases occur and what are the age-related factors that predis-
pose patients to neurodegenerative diseases?

In this review, we focus specifically on middle-age as an important risk factor for 
cognitive decline in normal aging subjects and how this decline is further impacted 
by neurons in specific regions of the brain leading to neurodegenerative diseases in 
subjects over 80 years of age. However, vigorous efforts towards any preventive 
measure against the onset of various brain disorders should also consider prioritis-
ing mechanisms related to normal aging such as inflammatory processes and 
impaired redox balance as essential tissue factors responsible for initiating the loss 
of neurons in sub-fields of the brain that are specific for cognitive functions. The 
literature on intervention studies has described in mechanistic terms polyphenols’ 
effects through interactions with cellular signal transduction pathways. In addition, 
polyphenol-rich foods, such as fruit and vegetables, have been shown to either pro-
tect or slow down the progression of cerebrovascular diseases, such as strokes, and 
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many neurological disorders, including dementia [2–5] and cognitive impairment in 
elderly populations. Polyphenol consumption in middle-age is also related to better 
cognitive function much later in life [6].

2  Polyphenols

Polyphenols are secondary metabolites in plants. The main components of polyphe-
nols are phenolic acids, anthocyanins, flavonoids and simple and complex flavo-
noids as well. Flavonoids are the largest group of polyphenols that can be further 
classified into four main classes: flavonoids, phenolic acids, stilbenes, and lignans. 
A detailed classification of polyphenols has been reviewed by Archivo and his co- 
scientists [7]. Of particular interest are the flavonoid anthocyanins, which impart red 
and blue colours to berries, grapes, and red wine. The beneficial effects of grape 
seeds on human health lie in the fact that they have highest concentrations of anti-
oxidant activities in comparison with many other polyphenolic extracts from plants 
[8] and this is largely related to its flavan-3-ols and condensed tannins [9]. The fla-
vonoids include gallic acid, the monomeric flavan-3-ols catechin, epicatechin, gal-
locatechin, epigallocatechin, and epicatechin 3-O-gallate. In addition, they contain 
procyanidin dimers, trimers, and more highly polymerised procyanidins. Of these, 
the simplest are dimeric proanthocyanidins, possessing ten to eight linked mono-
mers [10–12]. Using liquid chromatography-tandem mass spectrometry (LC-MS/
MS) technique, we have shown the bioavailability of tannins, (+)-catechin, and 
(−)-epicatechin in the hippocampus [13] and prefrontal cortex [14] of grape seed 
proanthocyanidin extract (GSPE)-supplemented young and middle-aged male 
Wistar rats.

Polyphenols supplied by the diet as functional foods are providing several bene-
fits, especially for the elderly populations across the globe. In fact, some studies have 
demonstrated an interest of the consumers in such foods enriched with antioxidants, 
and these are now referred to as ‘nutraceuticals’ [15–17]. There is active intestinal 
absorption of the polyphenols following ingestion of polyphenol-rich foods [18, 19]. 
Polyphenols possess distinctive physiologically-supportive properties that are 
described as anti-diabetic, anti-inflammatory, anti-thrombotic, anti- hypertensive, 
and more importantly, anti-oxidant [20, 21]. In fact, experimental evidence has 
described polyphenols as micronutrients with anti-aging properties. Polyphenols are 
often perceived as pleiotropic, exerting their antioxidant and anti- inflammatory 
potential against several disease-relevant biological pathways [16]. Studies have 
shown that polyphenols and their metabolites in mammals can pass across the blood 
brain barrier (BBB) into the brain and bolster neurological functions [22–26]. 
Furthermore, the bioavailable concentrations of certain polyphenols such as antho-
cyanins have been identified in the hippocampus and cortex of rats supplemented 
with blueberry for 8 weeks [27] and 4 weeks in pigs [28]. In addition, the study also 
showed that the extent of deposition of anthocyanin in the brain is not in proportion 
to that of the plasma levels when measured immediately after consumption of the 
berry, thus concluding that uptake of polyphenols in the brain can also happen by 
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mechanisms other than passive diffusion. However, it is uncertain whether polyphe-
nols and its metabolites primarily enter via simple or facilitated diffusion [29, 30]. 
Interestingly, uptake of the monomer constituents of GSPE, (+)-catechin and (−)-epi-
catechin, is through an isomer-selective transport in endothelial cells of the BBB 
[31]. In addition, Liang and co-workers [32] have demonstrated the accumulation of 
a product of catechin metabolism, 3-O-Me-catechin-5-O-glucuronide, in the rat 
brain. However, the limited bioavailability of polyphenols in the brain has been 
related to the selective permeability of the BBB, weak absorption, and rapid elimina-
tion from circulation [25].

3  Polyphenols and the Normal Aging Brain

Brain aging is associated with loss in volume and dendritic atrophy in the hippo-
campus (HC) and medial prefrontal cortex (mPFC) in rats [33] and humans [34–36]. 
Middle-aged rats experience reductions in neuronal number, volume, and density in 
the anterior cingulate cortex (ACC) and prelimbic cortex (Prl) of the dorsomedial 
prefrontal cortex (dmPFC) [14]. Studies have shown that young rats of 4–6 months 
of age have longer dendritic trees, elevated levels of synaptic markers, and better 
cognition compared to older rats 22–24 months-old, which have shorter dendrites 
and lower levels of synaptic markers [37, 38]. These age-related morphological 
changes represent an imbalance between generation and degeneration of dendrites 
in the old and their role in pathological neurodegeneration [39].

The brain is characterised by high levels of polyunsaturated fatty acids and oxi-
dative stress (OS) is highly prevalent in normal aging. Some areas related to cogni-
tion, such as the PFC and HC, become dysfunctional as a result of increased 
oxidative injury by macromolecules that are essential for neuronal functions. As a 
result, several cytotoxic free radicals (FRs) contribute to the formation of lipid per-
oxides within the neurons [40]. Thus, neurons of aging brains suffer from a loss of 
intracellular concentrations of micronutrients and ions which leads to weak synaptic 
plasticity. Oxidative stress is highly related to cognitive impairments in aging 
humans and is largely a result of an imbalance between reactive oxygen and nitro-
gen species (RONS) and the antioxidant defence system. The heightened OS occur-
ring in the aging brain is concomitantly accompanied by reductions in redox-active 
iron [41] with significant lipofuscin accumulation [14, 42].

Among the flavonoid polyphenols, proanthocyanidins are excellent scavengers 
of superoxide radicals and hydroxyl radicals [43]. Inhibition of oxidative DNA 
damage in the neural tissue has been reported in rats that were supplemented with 
GSE (100  mg/kg b.wt.) for 30  days [44] along with a decreased incidence of 
FR-induced lipid peroxidation (LPO) in the central nervous system of aged rats 
[45]. Better cognitive performance with reduced acetylcholine esterase (AChE) 
activity has been reported for adult mice following intra-peritoneal (i.p.) supple-
mentation for 7 days with the polyphenol-rich blueberry extract [46] and in adult 
and middle-aged rats orally supplemented for 8 weeks with proanthocyanidin-rich 
GSE at 400 mg/kg body weight [47].
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Normal aging of the brain is largely confined to the frontal and temporal lobes 
compared to the parietal and occipital lobes [48] with a progressive decline in cog-
nition due to disturbances in the hippocampal circuit, including the dentate gyrus 
(DG) and the PFC [49]. It is known that the functional changes in the pre-existing 
synaptic connections and the synthesis of new proteins and more importantly, their 
capacity for establishing new connections, are critical for short-term and long term 
memory storage. It is made possible due to their potential to interact with the molec-
ular components in the brain sites for memory. Alterations in cognition with age are 
manifested by a significant decline in spatial and working memory as evidenced by 
a delayed retrieval of a learned task. Polyphenols, when supplemented daily, can 
reverse age-related declines in memory because of their potential to interact with 
the molecules in cognitive sites and modify the pathways within neurons and syn-
apses, as well as facilitate de novo protein synthesis, and in turn, are effective in 
improving the process of memory [50].

Animal studies on cocoa and tea flavanol supplementation have also demon-
strated that dietary polyphenols are beneficial in reversing the course of neuronal 
and behavioural aging [51]. For instance, human studies have shown that cocoa 
flavanol consumption improved working memory and attention [52].

The anti-aging effects of GSE are attributable to the polyphenolics in reversing 
the neurobehavioral aging. Animal studies have shown that polyphenol extracts and 
individual polyphenols can benefit older and impaired rats that suffer cognitive defi-
cits as a result of age, brain insults, or induced pathologies [53, 54]. The possible 
mechanisms that can be attributed to polyphenolic protection involve neurogenesis 
in the DG [55–57].

Polyphenolic activity in scavenging FRs can protect the brain tissue from oxida-
tive injury. The evidence for this comes from behavioural studies in 19–21 month- 
old rats that consumed 10% grape juice wherein improvements were detected in the 
release of dopamine from striatal slices and improved cognitive performance in the 
Morris water maze [58], and from studies where 12 month-old rats were on a daily 
oral dose of GSPE at 75 mg/kg body weight for 30 days and had better cognition 
and memory as seen in a T-maze test [42]. Grape seed proanthocyanidin extract can 
neutralise FRs [59], protect against oxidative damage [60], and reduce the occur-
rence of diseases. Ample evidence through human and experimental studies on 
polyphenols and their beneficial effects for improving cognitive ability, more so, in 
normal aging and those with neurodegenerative disorders [47, 61–65] has led to the 
new term, neuro-nutraceutical.

4  Polyphenols and Neurodegenerative Diseases

As scientists are trying to achieve longevity in the lifespan, the incidence of several 
disorders, including neurodegenerative diseases, especially in ages above 70 years, 
is on the rise. Therefore, attempts in increasing the retention of cognitive functions 
have also been equally important. It is relevant to emphasise the significance of 
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sirtuin 1 (SIRT1) which is notably expressed in brain neurons with a role not only 
in neuronal plasticity but in protection against neuronal disorders [66, 67]. Numerous 
studies have proven a role of SIRTs in DNA repair, antioxidant defence, and anti- 
inflammatory mechanisms. Resveratrol has neuroprotective action through alleviat-
ing oxidative stress and inflammation, by enhancing vascular function and activating 
longevity genes and SIRTs [63].

Alzheimer’s disease has been seen often, the incidence being about 15–20% in 
the world population [68]. Among Alzheimer’s disease patients, 7% are of familial 
genetic patterns while environment and epigenetics have a role in the sporadic onset 
of the disease. Oxidative stress initiates the accumulation of amyloid plaques, a 
product of the membrane amyloid precursor protein (APP) being fragmented into 
β-amyloid (Aβ), with 39–43 amino acids being the pathological hallmark in the 
neocortex of AD patients [69]. As the disease advances, tau-laden tangles, referred 
to as neurofibrillary tangles (NFT), enlarge with a loss of neurons and synapses in 
the cerebral cortex and subcortical regions [70–72] followed by cognitive decline 
and memory loss [73]. The situation is further aggravated through the activation of 
microglia and astrocytes [74, 75]. The AChE inhibitory activities of grape skin 
anthocyanin (GSA) extract and the oligomerisation of Aβ by GSPE may be impor-
tant considerations for designing therapeutic drugs against Alzheimer’s disease 
[76], thus preventing the onset and progression of cognitive deterioration in 
Alzheimer’s disease.

Parkinson’s disease is now recognised as the second most prevalent neurodegen-
erative disease in elderly subjects with a similar economic and social impact as that 
of Alzheimer’s disease. Individuals over the age of 85 years have at least a 5% risk 
of developing Parkinson’s disease [77–79]. The symptoms of Parkinson’s disease 
appear as a result of cell loss in the substantia nigra (SN) that is necessary for motor 
function, the dopaminergic neurons of the pars compacta are lost. It is also notable 
hat normal aging is accompanied by pathological changes in other regions of the 
brain which is exacerbated further in Parkinson’s disease [80, 81]. Advanced age 
promotes a loss of neurons and a loss key mitochondrial proteins and mitochondrial 
potential, and fragmentation of mitochondrial network. All of these effects lead to 
loss of neurons with aging. Importantly, in these neurons is a summation effect of 
reactive oxygen species (ROS) within the mitochondria and OS due to the metabo-
lism of dopamine within them [82]. Reeve and his co-scientists [83] have reviewed 
extensively on dopaminergic neurons of the pars compacta and advanced age as an 
important risk factor for the aetiology and pathophysiology of Parkinson’s disease 
in humans.

Despite the fact that Alzheimer’s and Parkinson’s disease have different clinical 
symptoms, they have similar pathological mechanisms. In Alzheimer’s disease, pro-
tein aggregation and accumulation of plaques of Aβ peptide and intracellular NFT of 
tau protein occurs and Parkinson’s disease is marked by appearance of Lewy bodies 
and Lewy neuritis of intracellular α-synuclein (αS) inclusions. In contrast to these 
diseases that have minor genetic factors but larger environmental stressors during 
one’s lifetime, amyotrophic lateral sclerosis (ALS) and Huntington’s disease (HD) 
are neurodegenerative disorders which have stronger genetic predispositions [84].
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Table 7.1 lists a few representative studies on flavonoid and non-flavonoid poly-
phenols as enhancers of cognitive ability in animal and human studies.

5  Polyphenols and Exercise for Aging Brain

Pure (−)-epicatechin (500 μg/g of food) has been observed to enhance the retention 
of spatial memory, especially when combined with exercise, in 8–10-week old 
C57BL/6 mice due to angiogenesis and increased spine density in the DG of the HC 
[85]. Further, our studies on male Wistar rats have demonstrated that GSPE inter-
vention singly at a dose of 400 mg/kg body weight/day over a period of 16 weeks, 
in combination with swimming training, was beneficial in protecting the dmPFC 
[14] and HC [13] by alleviating mitochondrial FRs, and lipid and protein oxida-
tions, as well as ameliorating the cytosolic antioxidant defences. The combined 
interventions imply a possible synergism between the two especially in middle- 
aged rats that are vulnerable to OS-induced mitochondrial functions (Fig. 7.1).

6  Conclusions

The normal age-related decline in the cognitive abilities in terms of learning and 
memory is largely traceable to a sizeable number of changes in the biochemical and 
molecular pathways at specific sites in the brain (HC, PFC, and amygdala). Such 
modifications are confirmed by several animal and human studies, wherein rigorous 
approaches have been attempted to delay the further progression towards pathologi-
cal aging. Some are through dietary interventions related to natural products. Among 
these, the polyphenolic compounds have been found to have positive effects on 
brain health and cognitive function. Studies from our laboratory have revealed 
improved acquisition and retrieval of a learned task with aging by alterations at the 
biochemical, molecular, and anatomical levels through flavonoid-containing grape 
seed extract. The emerging evidence is that polyphenols have potential as a natural 
therapeutic product for treating neurodegenerative diseases. A flavonoid such as 
GSPE could be an appropriate ingredient for the manufacture of functional and 
neuro-nutraceutical food products for the elderly. However, these findings underline 
the physiological complexity that must be examined in designing therapeutic inter-
ventions to evoke similar responses in clinical situations.
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Chapter 8
Early Diagnosis and Targeted Treatment 
Strategy for Improved Therapeutic 
Outcomes in Alzheimer’s Disease

Francesca L. Guest, Hassan Rahmoune, and Paul C. Guest

1  Introduction

As the average life expectancy continues to rise, the number of people afflicted with 
Alzheimer’s disease worldwide has been projected to increase to 115 million by the 
year 2050, equivalent to 1.2% of the forecasted population [1, 2]. At the global 
level, Alzheimer’s disease is a major cause of disability for the affected individuals, 
their families and societies in general. In 2016, the Global Burden of Diseases, 
Injuries, and Risk Factors (GBD) Study determined that dementia was the fifth lead-
ing cause of death and the twenty-third largest cause of disability adjusted life years 
(DALYs) [3]. The financial costs to society worldwide are also staggering with esti-
mates of 818 million United States Dollars (USDs) in 2015 and projections suggest 
that this will increase to 2 trillion USD by the year 2030 [4]. It is now critical that 
new and better treatments are identified to delay the onset or slow the progression 
of this growing public health crisis.

Alzheimer’s disease is characterized as a chronic degeneration of cortical neu-
rons, leading to impaired memory and cognition, with a loss of executive functions 
[5]. As the disease advances, amyloid plaques and neurofibrillary tangles accumu-
late in specific brain regions, and this leads to disruption of neuronal signalling and 
loss of neurons and brain tissue [6, 7]. This results in a global decrease in synaptic 
plasticity in the hippocampus, the main brain region involved in co-ordination of 
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leaning, cognition and memory [8, 9]. Ultimately, these combined deficits lead to 
frailty and fatality, with an average survival time of approximately 5 years after 
diagnosis [10].

Although it is now recognized as a pathological continuum, three main stages of 
Alzheimer’s disease have been recognized based on symptom type and severity 
[11]. The first is called the early stage with biomarker abnormalities but little or no 
cognitive impairment or memory difficulties. The second is the middle stage, char-
acterized by abnormal pathophysiological biomarkers with episodic cognitive and 
memory impairments. The late stage is marked by pathological biomarker abnor-
malities and profound cognitive, memory and functional impairments. As with 
many chronic diseases, the progression through the various stages of Alzheimer’s 
disease has been linked to advancing age, genetic risk factors, vascular disease, 
infections, immune system function, dietary factors, mitochondrial function and 
exposure to metals [12]. Furthermore, individuals with other disorders such as 
major depression, anxiety, metabolic disorders and cardiovascular disease have a 
higher risk of developing Alzheimer’s disease [13].

Currently, treatment of Alzheimer’s disease occurs once symptoms are already 
present. Thus, treatment is most likely initiated when it is too late and irreversible 
damage to neurons, synaptic connections and brain tissue has already occurred. 
With the ongoing research to identify new biomarkers and develop new treatments, 
earlier diagnosis of Alzheimer’s disease could help to improve clinical outcomes 
[14]. Diagnosis is typically carried out via interviews with subject using standard-
ized tests, considering parameters such as memory, higher thinking and other abili-
ties. The patients may also be subjected to brain scans using magnetic resonance 
imaging (MRI) or computerised tomography (CT) to aid in assessing the degree of 
atrophy of the hippocampus or other brain regions.

No new drugs to treat Alzheimer’s disease have been approved by the Food and 
Drug Administration (FDA) since the year 2003 [15]. Currently there are five FDA- 
approved medications which are either cholinesterase inhibiters (tacrine, donepezil, 
rivastigmine, galantamine) or an N-methyl-D-aspartate (NMDA) receptor antago-
nist (memantine) [15]. The cholinesterase inhibitors are usually prescribed to treat 
patients in the early to middle disease stages to improve memory and concentration. 
Memantine may be given in the middle to late stages for the same reasons and to 
reduce neuronal damage caused by over-stimulation of NMDA receptors [16]. The 
anticholinesterase medications can have potentially serious effects and require con-
stant titration and monitoring [17]. Memantine has relatively few side effects but the 
benefits are mild and tend to diminish over a few months [17]. In addition, amyloid 
immunotherapies such as aducanumab have been tested but this showed only mild 
efficacy in the recent phase 3 EMERGE and ENGAGE trials, which may be due to 
low brain penetrance and poor selectivity between the various forms of the amyloid- 
beta (Aβ) peptide in the plaque formation cascade [18].

To address these challenges, a strategy is presented which advocates develop-
ment of more successful therapies for treatment of Alzheimer’s disease based on 
earlier diagnosis before neurological changes have occurred and targeting key 
 precipitation points in the disease cascade pathways based on precision medicine 
approaches.
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2  Alzheimer’s Disease Pathophysiology and Biomarkers

Alzheimer’s disease is characterized by progressive and irreversible loss of memory 
and cognitive function. The biggest risk factors are age and the presence of other 
diseases such as cardiovascular disorders, type 2 diabetes mellitus, obesity, choles-
terolemia, kidney disease and psychiatric conditions [19–21]. Although most of the 
cases of Alzheimer’s disease are sporadic, mutations in the amyloid precursor 
(APP), and presenilin 1 and 2 (PSEN-1 and -2) proteins [22–25], and the apolipo-
protein E allele type 4 (APOEe4) have been associated with increased risk [26, 27]. 
In addition, other genes have been associated with subpopulations of Alzheimer’s 
disease patients including those encoding the ATP binding cassette subfamily A 
member 7 (ABCA7), ADAM metallopeptidase domain 10 (ADAM10), A-kinase 
anchoring protein 9 (AKAP9), box dependant MYC interacting protein 1 (BIN1), 
sialic acid binding Ig-like lectin 3 (CD33), clusterin (CLU), complement C3b/C4b 
receptor 1 (CR1), death-associated protein kinase 1 (DAPK1), phospholipase D3 
(PLD3), sortilin related receptor 1 (SORL1), triggering receptor expressed on 
myeloid cells 2 (TREM2) and netrin receptor UNC5C (UNC5C) [28, 29]. The main 
pathological characteristics of Alzheimer’s disease are Aβ deposits and neurofibril-
lary tangles, as well as decreased metabolism, neuronal loss, atrophy of specific 
brain regions, mitochondrial dysfunction and increased oxidative stress [30]. The 
Aβ deposits are toxic oligomers which eventually amass to form the characteristic 
plaques and precipitation of neurofibrillary tangles occurs when the tau protein 
becomes hyperphosphorylated at threonine 181. Both of these processes are associ-
ated with neuroinflammation which leads to the characteristic neuropathology.

2.1  Aβ Plaques

The Aβ peptide is normally produced by proteolytic conversion of APP (Fig. 8.1). 
However, abnormalities in processing can lead to generation of two different ver-
sions of the peptide, comprised of either 40 (Aβ40) or 42 (Aβ142) amino acids. The 
“sticky” nature of the Aβ42 form leads to generation of toxic insoluble plaques in 
specific brain regions [31]. In turn, this causes disruptions of the cytoskeleton and 
neuronal functions, which ultimately lead to cell death.

2.2  Neurofibrillary Tangles

The staging of tau pathology has been linked to disease progression with appear-
ance first in the transentorhinal region of the brain (stages 1 and 2), followed by 
spreading to the limbic region (stages 3 and 4) and finally to the neocortex (stages 5 
and 6) [32, 33]. Several reports have demonstrated that tau lesions occurred before 
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Aβ deposition and recent positron emission tomography (PET) imaging studies 
have shown that the patterns of tau patholgy are closely linked to those of the neu-
rodegeneration and cognitive dysfunction in Alzheimer’s disease patients. In addi-
tion, a positive correlation has been found between staging and tau distribution in 
both Alzheimer’s disease and primary age-related taupathy [34]. Truncation or 
hyperphosphorylation of tau causes the protein to lose affinity for microtubules and 
initiates self-assembly of paired helical and straight filaments (Fig. 8.2) [35]. Tau 
oligomers have been associated with neurodegeneration and memory impairment 
even in the absence of Aβ plaques. The oligomers appear to consist of β-sheet struc-
tures which can promote conversion of fibrils to filaments in a dose- dependent manner.

2.3  Neuroinflammation

It has long been known that microglia help to maintain a healthy brain environment 
by clearing debris, including misfolded Aβ, tau and other molecules such as 
α-synuclein. Over-stimulation of microglia has now emerged as a major feature in 
Alzheimer’s disease and other dementias as this drives inflammation, neuronal 
death and disease progression through the NOD-like receptor protein 3-apoptosis- 
associated speck-like protein containing a C-terminal caspase recruitment domain 
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(NLRP3-ASC) pathway [36]. Microglia are the key immune regulators of the brain 
which detect misfolded proteins such as Aβ and tau, and they respond by initiating 
inflammation through secretion of cytokines like IL-1β [37]. In this way, ASC 
specks released by microglia bind rapidly to Aβ, leading to increased formation of 
oligomers and aggregates (Fig. 8.3) [38].

3  What Comes First – Aβ Plaques or 
Neurofibrillary Tangles?

The majority of Alzheimer’s disease cases manifest as a late onset sporadic form with 
a small proportion of cases occurring as a genetic familial form with an earlier onset. 
Most of our understanding of the disease has come from studies of the familial form, 
which appear to arise from mutations in the APP, PSEN1 or PSEN2 genes, although 
a specific allele of the APOEgene appears to be a significant risk factor for the spo-
radic form of Alzheimer’s disease. Despite this heterogeneity, the predominating the-
ory has been that all cases of the disease arise from Aβ deposition in the brain. 
However, several studies have now led to the idea that the primary biomarker changes 
may arise in different temporal sequences depending on the form of the disease.

3.1  Age-Related Alzheimer’s Disease

Research of age-related sporadic Alzheimer’s disease subjects showed that tau 
inclusions appeared before Aβ plaque deposition [39]. One study which used a 
probabilistic generative model of cerebrospinal fluid (CSF) biomarkers in a hetero-
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geneous sporadic Alzheimer’s disease set showed that Aβ- or APOE-positive sub-
jects had initial changes in Aβ42, followed by changes in the levels of phosphorylated 
and total tau protein [40]. However, analysis of a broader population found that 
phosphorylated and total tau changes occurred earlier in the CSF than the Aβ42 bio-
marker. In addition, one study of cognitively-normal individuals found that the lon-
gitudinal changes in CSF phosphorylated tau and hippocampal volume correlated 
with those of global cognitive decline [41].

3.2  Familial Alzheimer’s Disease

In familial Alzheimer’s disease, there are three subtypes based on the underlying 
genetic lesion (APP, PSEN1, PSEN2), all of which lead to increased Aβ plaque 
deposition. For example, most individuals with Down’s syndrome produce excess 
APP with increased Aβ deposition and neuropathology. A meta-study of Down’s 
syndrome subjects found that increased Aβ40 and decreased Aβ42 /Aβ40 ratios may be 
promising biomarkers for predicting dementia [42]. Likewise, a comparative bio-
marker study of Columbian familial PSEN1 carriers and non-carriers showed sig-
nificant divergences in CSF levels of Aβ42 at age 29 years, Aβ plaque deposition at 
age 31 years, CSF total tau at age 33 years, CSF phosphorylated tau at age 35 years 
and hippocampal volume reduction at age 42 years [43].

4  New Targets to Delay or Prevent Onset 
of Alzheimer’s Disease

As indicated earlier, the poor to low efficacy achieved in clinical studies which have 
targeted Aβ may be related to the fact that these reagents do not selectively or effec-
tively target soluble Aβ oligomers [18]. Also, these trials may not have used 
appropriately- stratified patient populations via a biomarker-based approach. 
Currently, Alzheimer’s disease is diagnosed only after presentation of symptoms. 
This means that it is in the middle to late stages of the disease by this time and irre-
versible damage is already likely to have occurred.

4.1  The Potential Benefits of Early Detection

Like most diseases, earlier detection of Alzheimer’s disease paves the way for ear-
lier treatment which, in turn, allows for better patient outcomes (Fig. 8.4). With this 
in mind, studies of specific populations at higher risk of developing Alzheimer’s 
disease has led to important insights regarding disease onset and progression. For 
example, most Down’s syndrome patients with an extra copy of chromosome 21 
show the pathological signs of Alzheimer’s disease by the time they reach 40 years 
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of age [44]. This is likely to be due to the over-expression of the APP gene, located 
on this chromosome. In addition, genes such as the dual specificity tyrosine- 
phosphorylation- regulated kinase 1A (DYRK1A) and the regulator of calcineurin 1 
(RCAN1) which are thought to contribute to hyper-phosphorylation of tau are 
located on the same chromosome [45]. As mentioned above, a set of Colombian 
families with an early-onset autosomal-dominant form of Alzheimer’s disease have 
been identified with a PSEN1 mutation that leads to excessive production of the 
Aβ42 peptide [46]. The individuals with this mutation have median ages of onset of 
Aβ deposition, with mild cognitive impairment (MCI) and dementia at the ages of 
28, 44 and 49 years, respectively. Time-course studies of such patient populations 
with an ultra-high risk of developing Alzheimer’s disease have a high potential of 
providing new information leading to the discovery of novel biomarkers and drug 
targets associated with the earliest stages of the disease. This would enable preci-
sion medicine approaches.

4.2  Targeting Soluble Aβ Oligomers

The challenge of generating new therapeutic approaches for Alzheimer’s disease 
is to develop strategies that specifically target only the toxic misfolded forms of 
Aβ42 and tau to maximize efficacy and decrease the chances of unwanted side 
effects. In addition, patients should be correctly identified as being at risk for 
developing Alzheimer’s disease either by the use of biomarkers. A collaborative 
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study is currently investigating whether or not an Aβ antibody, crenezumab, can 
delay or prevent the clinical onset of Alzheimer’s disease in cognitively-unim-
paired individuals who carry the PSEN1 mutation described above, compared to 
placebo [46]. In addition, 100 non-carriers from the same family will also receive 
placebo. Crenezumab is a humanized IgG4 antibody designed to neutralize Aβ 
oligomers by blocking the interaction of oligomers with neurons, and promoting 
the phacocytic removal of oligomers by microglia [47]. The primary outcome 
measure is a significant change in the Composite Cognitive Test Score from ini-
tiation of the study to week 260. The secondary outcomes are the time to pro-
gression to MCI or dementia, differences in dementia severity, memory and 
cognitive functioning, changes in Aβ PET imaging, MRI volumes, and CSF lev-
els of Aβ, total tau and phosphorylated tau. In addition, safety and tolerability 
will be assessed. There are also plans to measure tau burden using PET in a 
subset of this study group. This represents the first large-scale clinical trial of a 
preclinical treatment for Alzheimer’s disease.

4.3  Targeting Soluble Tau Oligomers

Tau oligomers are present in dementias such as Alzheimer’s disease and may be the 
precipitating factor in the formation of intracellular tau protein aggregates and are 
more closely associated with neurodegeneration and memory impairment compared 
to Aβ plaques. The oligomers appear to consist of β-sheet structures which can pro-
mote fibril formation once a size of 20 nm is a attained. This occurs through forma-
tion of granular tau protofilaments comprised of approximately 40 tau molecules 
which can convert to filaments in a dose-dependent manner. Thus, oligomerization 
is a critical step for tau aggregation and abnormal filament formation. Studies have 
shown that the tau aggregation process is accompanied by conformational changes 
resulting from the hyper-phosphorylation at the amino-terminal end and truncations 
at the carboxy-terminal end of the protein, promoting elongation of the aggregates 
to form filaments.

Tau isoforms in the human brain can be classified into two groups known 
as 3-repeat (3R) or 4-repeat (4R), reflecting the number of microtubule bind-
ing domains [48]. In Alzheimer’s disease both 3R and 4R forms are present 
which combine in a cross-β/β-helix configuration. These findings afford a 
means of assessing disease specificity since the presence of 3R and 4R forms 
may differ and the filaments can fold differently in other disorders such as 
progressive nuclear palsy, corticobasal degeneration and Pick’s disease. Thus, 
the composition of the 3R and 4R forms can be used to determine the type of 
taupathy. For this, PET imaging can be used to measure the aggregated insol-
uble form of Aβ and the fibrillar deposited form of tau to aid early diagno-
sis [49].
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4.4  Targeting Neuroinflammation

Current studies are targeting microglia and the NLRP3-ASC pathway as a means of 
reducing disease-associated neuroinflammation in dementias (Fig. 8.4). One study 
showed that NLRP3 inhibition significantly attenuated memory and cognition defi-
cits and decreased microglia activation in hippocampus and cerebral cortex in an 
APP/PSEN1 mouse model [50]. Furthermore, a study showed that application of an 
ASC antibody reduced the number of ASC specks and the amyloid pathology in a 
similar mouse model [38].

A number of studies have provided evidence that immunity, inflammation and 
reductive-oxidative (redox) processes are also disrupted in Alzheimer’s disease 
[51]. In addition, pro-inflammatory activation of microglia has been reported [52]. 
This has led to the testing of several anti-inflammatory drugs as potential means of 
improving symptoms and the pathology [53]. However, typical anti-inflammatory 
compounds such as cyclooxygenase inhibitors and glucocorticoids showed little or 
no efficacy and some adverse effects were found [54]. In contrast, a case study 
showed some improvement of cognitive symptoms using the anti-tumor necrosis 
factor drug etanercept [55] and this is now being tested in clinical studies [56]. Also, 
the natural anti-inflammatory/anti-oxidant curcumin has been shown to have neuro-
protective effects through prevention of Aβ and tau aggregation [57, 58]. Further 
preclinical and clinical studies should be conducted to investigate the potential effi-
cacy of this compound as a novel treatment for Alzheimer’s disease since the limited 
numbers of human studies conducted thus far have met with mixed results [59]. The 
inconsistencies are likely to be due to differences in methodology or heterogeneity 
of the included study populations.

5  Biomarkers and the Importance of Patient Stratification

Currently, clinical diagnosis of Alzheimer’s disease applies criteria outlined in the 
National Institute of Neurological and Communicative Disorders and Stroke, the 
Alzheimer’s Disease and Related Disorders Association or the National Institute on 
Aging and Alzheimer’s Association [60, 61]. However, imaging studies have shown 
that not all individuals diagnosed using these criteria have evidence of Alzheimer’s 
disease-related biomarkers [62, 63]. Thus, if patients were to be recruited for a clini-
cal study using these criteria alone without a confirmatory biomarker, it is likely that 
the test group will be comprised of a mixed population and demonstration of 
changes in symptoms by disease-modifying agents will be masked. For this reason, 
biomarkers are urgently needed to help diagnose and stratify patients correctly prior 
to initiating clinical studies (Fig. 8.4).

For example, MCI is a nonspecific syndrome that can be comprised of several 
conditions such as Alzheimer’s disease, early forms of other dementias, frontal tem-
poral dementia and depression. This has been demonstrated in studies which showed 
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progression of MCI to Alzheimer’s disease or other dementias, as well as continua-
tion of the original conditions or a return to normal cognition [64]. Furthermore, a 
PET imaging study showed that approximately one-third of amnestic MCI patients 
did not have evidence of brain Aβ, suggesting that Alzheimer’s disease was not the 
primary pathological condition [65]. Another study found that 29% of MCI patients 
who developed dementia were given a non-Alzheimer’s disease diagnosis at 
autopsy [66].

Individuals with preclinical Alzheimer’s disease do not show cognitive abnor-
malities although they may show a marginal decrease from previous levels. It is 
likely that such individuals can only be identified using biomarkers. A meta-study 
involving PET imaging analysis of cognitively-normal individuals found that posi-
tive results for brain Aβ increased from 10% in 50–55 year-olds to 44% in those 
aged more than 90 years [67].

This demonstrates that the effective use of biomarkers can confirm diagnosis of 
Alzheimer’s disease and rule out other pathologies with an unpredictable therapeu-
tic response to test treatments. Otherwise, it will not be possible to determine if 
failure of a given trial is due to lack of efficacy of the test compound, an insufficient 
number of true Alzheimer’s disease participants or obscuring of the results due to 
mixed responses of non-Alzheimer’s disease subjects.

5.1  Biomarkers in Body Fluids

Given that CSF is part of the central nervous system, molecular biomarkers in this 
fluid can be used to monitor brain pathology and treatment response. Higher CSF 
Aβ42 levels appear to be correlated with impaired cognition and measurement of this 
peptide alone can discriminate individuals with Alzheimer’s disease from those 
with MCI with 90% sensitivity [68]. Furthermore, the Aβ42/Aβ140 ratio may have 
stronger specificity for Alzheimer’s disease and Aβ PET scans, compared to sole 
measurements of Aβ42 [69–72]. Studies have shown that individuals with MCI tend 
to progress to dementia more rapidly than age-matched healthy controls and the 
transition is associated with the CSF levels of Aβ42, and total and phosphylated tau 
[73]. However, these biomarker changes cannot be used to distinguish which 
patients will progress to Alzheimer’s disease compared to the development of other 
neurodegenerative conditions [74–76]. Other studies have shown that CSF levels of 
neurogranin are correlated with synaptic degeneration and predictive of hippocam-
pal degeneration and prodromal Alzheimer’s disease in cases of MCI [77]. Such 
findings require validation using cohorts comprised of mixed neurodegenerative 
conditions.

Some studies have shown that plasma or serum levels of Aβ42 and Aβ40 may be 
associated with Alzheimer’s disease although there has been some conflicting infor-
mation on this [78–80] and the circulating levels of these peptides only a low cor-
relation with the corresponding CSF levels [81]. In contrast, a study showed that the 
circulating levels of phosphorylated tau were correlated with brain Aβ deposition 
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and neurofibrillary tangles [82] and a prospective study of over 5000 elderly women 
showed that high circulating levels of tau fragments were correlated with decreased 
risk of developing dementia [83]. Several other serum of plasma molecules known 
to have a role in brain function have also been shown to be associated with risk of 
developing Alzheimer’s disease, such as vitamin D [84], thyroid hormone [85], 
ghrelin [86], sphingolipids [87], and microRNAs [88–90]. Several investigations 
have also found a link between the levels of serum or plasma cytokine levels with 
progression of Alzheimer’s disease, including interleukin (IL)-1, IL-6, IL-7, IL-8 
and tumour necrosis factor receptor 1 [91–93].

5.2  Imaging Biomarkers

A number of tau tracers have been used for early identification of tau pathologies. 
The use of one tracer called [18F]PI-2620 has shown high affinity for tau deposits 
in Alzheimer’s brain homogenates and specific binding to pathological misfolded 
tau protein in autoradiographic analysis of brain sections from Alzheimer’s disease, 
Pick’s disease and progressive supranuclear palsy, with no specific binding on sec-
tions from donors without dementia [94–96]. This compound also showed high 
selectivity for binding to tau over Aβ or monoamine oxidases A and B. A recent 
study showed that [18F]PI-2620 also has good brain uptake and rapid washout in 
preclinical models as well as rapid kinetics, suitable dosimetry and low test-retest 
variability [96]. Finally, a meta-analysis showed that an imaging technique called 
optical coherence tomography was capable of detecting losses in the peripapillary 
retinal nerve layer in patients with MCI and Alzheimer’s disease [97], and another 
study found that this approach can detect Aβ plaques [98]. A recent study found that 
the reduction in the superficial capillary plexus vessel and perfusion density on opti-
cal coherence tomography analysis was significantly correlated with expansion of 
the inferolateral ventricle in MCI and Alzheimer’s disease [99]. In addition, another 
such study found that the decrease in retinal thickness was correlated with 
Alzheimer’s disease severity [100]. Thus, further research should be conducted to 
determine the accuracy of this non-invasive means of detecting patients at risk of 
developing Alzheimer’s disease.

6  Conclusions and Future Perspectives

The long-standing strategy of treating Alzheimer’s disease as a single pathology and 
mono-therapeutic approach has met with repeated failures in clinical studies. This 
is because it is a heterogeneous disorder which may be precipitated by numerous 
factors including genetics, epigenetics, environmental triggers, and the presence of 
other diseases. Another factor which could explain the lack of success in this field 
comes from the fact that most individuals with Alzheimer’s disease are only diag-
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nosed in the middle to late stages of the pathology, by which time irreversible neu-
ronal damage has already occurred. For these reasons, preventative intervention has 
become a pressing objective, although this requires the identification and imple-
mentation of biomarkers which can used for early and accurate diagnosis during the 
preclinical or early stages of the disease. In addition, increased success in clinical 
studies could be achieved using study populations which have been stratified using 
biomarker-based approaches that may include a combination of imaging, blood, 
CSF and cognitive analyses.

Although it is clear that Aβ deposition, tau neurofibrillary tangles and neuroin-
flammation are involved in the disease pathophysiology, a primary catalyst has yet 
to be identified and will most likely vary with the specific etiological backgrounds. 
As soluble Aβ and tau oligomers appear to represent critical precipitating steps in 
the disease process, targeting these forms of the molecules, rather than the respec-
tive insoluble plaques and tangles, may lead to greater success in clinical studies. It 
is also likely that precision medicine approaches will be needed that include combi-
nation therapies based on the subtype and stage of the disease.

There are already a number of clinical investigations underway which aim to 
address some of these questions with the testing of immunotherapeutic approaches 
against pathologically relevant epitopes in Aβ [55] and tau [101]. Once these results 
become available, further studies should be performed testing these and other 
approaches in carefully designed clinical studies consisting of larger biomarker- 
stratified populations. Such approaches should also include subjects at various 
stages of the disease including those at high-risk and those with MCI. Considering 
the critical importance of early detection and treatment, it is hoped that these preci-
sion medicine approaches will lead to effective disease-modifying approaches for 
Alzheimer’s disease.
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Chapter 9
Resetting the Aging Clock: Implications 
for Managing Age-Related Diseases

Aliza K. De Nobrega, Kristine V. Luz, and Lisa C. Lyons

1  Introduction

Medical and scientific advances, combined with changes in public health policies, 
have increased longevity resulting in demographic shifts in countries around the 
globe. By 2017, the number of individuals aged 60 and over had doubled from that 
estimated in 1980 [1]. By 2030, life expectancy in many countries is predicted to be 
greater than 85 [2], and by 2050, the population of adults over eighty is expected to 
triple over current numbers [1, 2]. Older individuals in the United States are expected 
to comprise 22% of the population by 2050 [3, 4]. An even greater percentage of 
older individuals is predicted for 10 countries including Japan, China and five 
European countries, with estimates that 40% or more of their populations will be 
comprised of individuals over 60 by 2050 [1, 2]. As the proportion of aging indi-
viduals and life expectancy continue to rise, increasing attention is now focused on 
healthy aging and the management of age-related diseases and chronic health condi-
tions. In the United States, more than 35% of older individuals are adversely affected 
by three or more chronic conditions [5]. Consequently, there is a driving need to 
identify system level factors that exacerbate age-related diseases and chronic condi-
tions as well to find therapeutic and management options that contribute to 
healthy aging.

Circadian rhythms have been studied for almost 300 years starting with experi-
ments in plants performed by Jean-Jacques de Mairan in 1729. However, the role of 
the circadian system in health and disease has only risen to prominence in the 
twenty-first century. The endogenous circadian system provides the ability for 
organisms from bacteria to humans to coordinate molecular, physiological and 
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behavioral processes in anticipation of regularly occurring environmental events. 
Similar to setting the time on a clock, the circadian system can be set or entrained 
by external factors and continue to function even in the absence of time cues (also 
known as zeitgebers). With the daily rotation of the earth, light-dark cycles provide 
the primary entrainment signals for almost all organisms [6], although for many 
animals including humans, meal patterns, social interactions or regular activity can 
reinforce entrainment of the circadian system [7]. Timing of meals also may be a 
potent entrainment mechanism for the circadian system in humans [8].

Never before in recorded history have there been so many challenges to proper 
circadian function. Since the start of the industrial revolution and the rise of facto-
ries, individuals have increasingly worked non-standard schedules. Twenty-first 
century technological advances and globalization have resulted in the exponential 
rise of circadian and sleep disorders. In this review, we discuss the factors contribut-
ing to circadian and sleep disorders, the reciprocal interactions between the circa-
dian clock and aging, and potential interventions for mitigation of age-related 
pathologies via the circadian system.

2  Modern Challenges and Factors Contributing to Circadian 
and Sleep Disorders

While there has been growing public awareness regarding the importance of sleep 
and the prevalence of chronic sleep deprivation and sleep disorders across age 
groups, there is considerably less public attention paid to circadian disorders. 
Industrial, technological and societal changes have powered a rise in circadian dis-
orders in countries around the world. Light pollution, irregular work and activity 
schedules, among other factors, can produce both transient and chronic disruption 
of the circadian system impacting aging and health.

2.1  Life in Modern Society Undermines 
Circadian Entrainment

Since the development of the electric light bulb, technological advances have trans-
formed modern societies shifting the percentage of time that individuals spend 
indoors. With many people spending more than 90% of their work and leisure time 
indoors, popular references can be found to the “indoor generation”. In the United 
States and other developed countries, children and adults spend the vast majority of 
their waking time exposed to artificial light resulting in poor entrainment of the 
circadian clock. Recent research in North America and Europe found that individu-
als spend less than 1–2 h outdoors on a daily basis [9–11]. Reliance upon low levels 
of indoor light (~100–300 lux) compared to bright sunlight (>10,000 lux) or even 
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cloudy daylight (~1500 lux) results in weak circadian entrainment increasing the 
incidence of circadian disorders. Although the development of electric light has 
revolutionized the way we live and work, the unforeseen impacts on circadian 
entrainment and sleep are taking a toll on individuals of all ages (reviewed in [12]).

Exposure to light at night phase shifts the circadian clock and suppresses pro-
duction and release of the hormone melatonin which functions to decrease circa-
dian arousal and promote sleep. Urbanization has compounded the issue of poor 
circadian entrainment with high levels of artificial light at night, i.e. light pollu-
tion, dampening the difference in light exposure between the day and the night. 
Worldwide, 83% of individuals are exposed to significant light pollution at night 
based on satellite images [13]. Dense urbanization has enlarged the percentage of 
the population affected by light pollution, with approximately 99% of individuals 
affected in the United States and Europe [13]. The amount of artificial light at 
night determined by satellite image analysis has grown more than 2.2% globally 
per year from 2012 to 2016 with increases in brightness by 1.8% per year over the 
same period [14]. Artificial light at night not only confounds robust entrainment 
of the circadian clock, but also contributes to poor sleep quality, shorter sleep 
duration at night and increased daytime sleep [15] further disrupting circadian 
function through altered activity patterns of the individual. Ironically, the current 
shift from the use of incandescent lights to more energy efficient, economical 
fluorescent and LED lights is predicted to increase light pollution at night by 2.5% 
[13]. Moreover, as these lights often rely upon shorter wavelength light to increase 
brightness, the switch to fluorescent and LED lighting increases the potential for 
interference with circadian entrainment as the circadian system is more sensitive 
to blue light [16]. Exposure to even low levels of light at night (80–100 lux) can 
potentially shift the circadian clock and suppress melatonin production [17, 18]. 
Increased exposure to artificial light at night is associated with increased risk for 
cancer, metabolic diseases, and mood disorders [19–21]. Additional information 
on artificial light at night, circadian disruption and the consequences to health can 
be found in recent reviews [12, 22]. Artificial outdoor light at night and the subse-
quent circadian costs also have significant ecological consequences for multiple 
animal species of animals including birds, fish, insects and livestock (reviewed 
[23, 24]).

In addition to light exposure at night from indoor lighting, the use of personal 
electronic devices with light emitting screens results in significant light exposures 
to individuals. Computer screens emit 100 lux of light exposure, while smart phones 
or handheld devices produce 40 lux light exposure [19, 25–27]. Paradoxically, in an 
effort to increase efficiency and brightness, handheld devices often use blue-light 
biased displays that most affect circadian responses to light at night [28]. The use of 
computers, smartphones and tablets in the late evening significantly suppresses 
melatonin production and result in delays in the onset of sleep [26, 29, 30]. 
Adolescents appear even more susceptible to circadian disruption through melato-
nin suppression from the evening use of computers and hand-held devices [31], 
potentially initiating lifelong issues with circadian misalignment.
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2.2  Working Hours and Non-standard Work Schedules

Although there has been a growing emphasis on achieving a healthy work-life 
balance in many countries, career pressures and demands for high job perfor-
mance result in longer work days for many individuals, particularly in the United 
States [32–34]. According to data from Gallup’s Annual Work and Education 
survey in 2013 and 2014, the average work week for adults in the United States 
is now estimated at 47 h with almost 40% of the respondents reporting working 
more than 50 h per week [35]. Data from the 2010 National Health Survey found 
that 7.2% of U.S. adults worked 60 h or more per week [32, 33]. Longer work 
days combined with family obligations have contributed to widespread chronic 
sleep deprivation affecting more than 35% of adults in the United States [36–38]. 
Although longer work days may be immediately associated with work place 
errors or accidents [39–41], longer working hours in middle age contribute to 
aging and age-related pathologies including increased incidence of stroke, car-
diovascular disease and cancer [42–45]. Longer work days, shiftwork and irregu-
lar hours pressure the circadian system with mistimed cues resulting in 
desynchronization of the internal circadian system affecting metabolic and phys-
iological processes.

Worldwide, the number of individuals performing shiftwork or engaging in 
work during non-traditional hours is increasing, with more than one-fifth of the 
adult population working non-standard hours in industrialized countries [32, 33, 
46]. In Europe, surveys have suggested that the majority of the population work 
non- standard schedules [47, 48]. The rise in service sector jobs, estimated at 80% 
of jobs in the United States, has driven the increased percentage of individuals 
working non-standard schedules [49]. Moreover, individuals in white collar jobs 
now comprise the majority of individuals working non-standard work schedules 
[49]. Both longer work days and shiftwork significantly increase the risk of 
injury and accidents when working [50, 51]. Circadian misalignment and circa-
dian disruption whether induced by shiftwork or other factors increase the risk 
and incidence of numerous diseases including cancer, diabetes, obesity, neurode-
generative diseases, and cardiovascular diseases (reviewed in [6, 52, 53]). In fact, 
shiftwork and circadian disruption were designated as a probable carcinogen to 
humans in 2007 by the International Agency on Research on Cancer. 
Unfortunately, shiftwork may be perceived by the working individual as more of 
a social and family inconvenience rather than a health issue [54–56], creating 
potential for long-term health problems. In addition to the adverse health impacts 
associated with shiftwork and circadian desynchronization, there is a societal 
and economic cost as well. Non-traditional work schedules are associated with 
increased occupation and industrial accidents, traffic accidents and health care 
costs (reviewed in [47, 57]).
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2.3  Social Jetlag

Individuals frequently change their sleep/wake schedule on the weekends compared 
to the work week, increasing social activities in the evenings and sleeping later in 
the mornings. This twice weekly change in sleep and activity patterns from the 
workweek to the weekends and back again has been termed social jetlag as it shifts 
the circadian clock [58, 59]. Given the strain on the circadian system, social jetlag 
frequently results in circadian misalignment or desynchronization of internal oscil-
lators. Social jetlag has been associated with increased risk of obesity, diabetes, 
cardiovascular issues and neuropsychiatric disorders [58, 60–62]. Social jetlag and 
the associated health consequences affect all age groups, including children [63], 
with potentially long-lasting effects on healthy aging in later decades.

3  Anatomy and Physiology of the Mammalian Clock

3.1  Neural Architecture of the Mammalian Circadian System

In humans and other mammals, the circadian clock is hierarchically structured. 
Although the molecular machinery that generates rhythms in behavior and physio-
logical processes is present in most mammalian cells [64–67], the suprachiasmatic 
nucleus (SCN) is considered the master orchestrator of the circadian system, located 
in the hypothalamus above the optic chiasm flanking the 3rd ventricle [68]. The 
SCN is the only clock in the mammalian body directly entrained by light and signals 
from the SCN are responsible for synchronizing rhythms in non-SCN brain and 
peripheral oscillators to a 24 h cycle [69, 70] (Fig. 9.1). Photic signals are trans-
ferred to the SCN via the retinohypothalamic tract (RHT) from melanopsin- 
containing intrinsically photosensitive retinal ganglion cells (ipRGCs) in the retina 
[71–75]. Glutamate signaling from the RHT transmits these signals to the core of 
the SCN, inducing phosphorylation of Cre-binding protein (CREB) by calcium- 
dependent kinases and subsequent transcription of the core clock genes [75].

The SCN is a heterogenous structure functionally divided into two areas, the core 
and shell regions, each with distinct afferent and efferent connections, expression of 
neuropeptides and activation in response to light cues [76–82]. Electrophysiological 
studies demonstrate that the approximately 20,000 neurons in the SCN contain cell 
autonomous oscillators with communication between the neurons necessary for 
maintenance of a 24 h period [83–87]. The ventrolateral “core” neurons of the SCN 
release vasointestinal peptide (VIP) and gastrin-releasing peptide (GRP) among 
others, sending direct projections to the dorsomedial “shell” neurons that release 
arginine vasopressin (AVP) [88–91]. Efferent projections from both the SCN core 
and shell terminate in the midline thalamus, brain stem and other areas of the hypo-
thalamus, including the dorsomedial hypothalamus (DMH), ventromedial hypo-
thalamus (VMH), arcuate nucleus and paraventricular nucleus of the hypothalamus 
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(PVN) [89, 92]. These non-SCN brain regions act in synchrony with the master 
clock to gate numerous behaviors and physiological processes including sleep-wake 
cycles, energy expenditure, thermoregulation, feeding behavior, glucose and lipid 
metabolism [93–101]. SCN projections to the dorsal medial hypothalamus and sub-
sequent signaling from the DMH to the orexinergic/hypocretin neurons of the lat-
eral hypothalamus gate sleep/wake and feeding cycles [102, 103]. A detailed 
description of the SCN and its connections with other brain regions is reviewed in 
[104–106].

In the SCN, intercellular communication of phase information is robust, main-
taining rhythmicity for days to weeks making this brain region resilient to noise [69, 
84, 107, 108]. The strong phase coherence between cells within the SCN explains 
why mammals can remain rhythmic for extended periods under constant conditions. 
Although dispersed SCN neurons remain rhythmic, individual cells can vary signifi-
cantly in period length in the range of 22–30 h, and differ in neuropeptide expres-
sion and their response to environmental timing cues [84–86].

Fig. 9.1 Coordination of central and peripheral circadian oscillators. Synchrony occurs between 
the Suprachiasmatic Nucleus (SCN) and peripheral oscillators to coordinate metabolic and physi-
ological rhythms. Feedback from non-SCN brain and peripheral oscillators provides information 
to the SCN. Endogenous factors such as aging, sleep disorders and genetic polymorphisms, or 
exogenous sources such as shift work, jet lag, nocturnal light exposure, abnormal eating patterns, 
and social jetlag disrupt behavioral and molecular rhythms causing desynchrony between central 
and peripheral oscillators. Prolonged misalignment between central and peripheral oscillators 
increases the risk for a number of pathologies associated with aging including metabolic syn-
dromes, cancer, mood disorders and neurodegenerative diseases
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3.2  Molecular Machinery of the Cellular Clock

Across species, the molecular circadian oscillator functions as an interlocking set of 
positive and negative autoregulatory feedback loops of transcription and translation 
(Fig. 9.2). Identification of the molecular mechanism of the mammalian circadian 
system began in 1997 with the cloning of Clock, the first known mammalian circa-
dian gene, soon followed by Per1 and Bmal1 [77, 107, 109–115]. At the core of the 
primary loop are the basic-helix-loop-helix (BHLH)/PAS proteins: aryl 

Fig. 9.2 Organization of central and peripheral oscillators in the mammalian circadian system. In 
mammals, the circadian clock is located in the SCN. Light activates melanopsin in intrinsically 
photosensitive retinal ganglion cells that project to the SCN via the retinohypothalamic tract. At 
the molecular level, interlocking transcription/translation feedback loops generate 24 h rhythms of 
gene expression. The core circadian loop comprises the positive regulators CLK and BMAL1 that 
form a heterodimer which binds to the promoter region in Per and Cry genes, facilitating rhythmic 
transcription of the negative regulators: Per1, Per2, Cry1 and Cry2 and other clock-controlled 
genes. Accumulated PER and CRY proteins heterodimerize in the cytoplasm, translocate to the 
nucleus and inhibit their own transcription. Post-translational modifications fine tune circadian 
timing through the kinase CK1ε and the F-box protein FBXL21 involved in tagging PER and CRY 
monomers respectively for ubiquitin-dependent degradation. CK1ε and GSK3β also control the 
rate at which PER:CRY complexes enter the nucleus. A second transcriptional/translational loop 
requires the binding of CLOCK:BMAL1 heterodimers to activate transcription of the nuclear 
receptors Rorα and Rev-erbβ. REV-ERBα and REV-ERBβ repress transcription of Bmal1 driven 
by RORα and RORβ. These interlocking feedback loops buffer against environmental noise thus 
generating rhythmic timing of behavior and physiology
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hydrocarbon receptor nuclear translocator-like protein 1 (ARNTL1; more com-
monly known as BMAL1) and Circadian Locomotor Output Cycles Kaput 
(CLOCK). BMAL1 and CLOCK are considered the positive transcription factors 
forming the heterodimeric CLOCK-BMAL1 complex that binds to the E-box 
enhancer (CACGTG) upstream of the Per gene at the beginning of the light cycle 
[110, 111, 116]. Specifically, CLOCK-BMAL1 heterodimers activate the negative 
limb of the core loop by inducing the transcription of the repressor genes Period 1–3 
(mPer1–3) and Cryptochrome 1 and 2 (mCry 1–2) [77, 114, 117, 118]. CRY was 
initially identified the plant Arabidopsis thaliana as a blue light-dependent photore-
ceptor but CRY proteins only function as transcriptional regulators in mammals and 
not as photoreceptors [119–125]. mPer and mCrygenes are translated, and their cor-
responding proteins mPERs 1–3 and mCRY1 and mCRY2 accumulate in the cyto-
plasm. Monomers of mPER and mCRY are phosphorylated by Casein-kinase 
Epsilon 1 (CK1ε) and FBXL21 respectively, rendering them unstable and subse-
quent targets of ubiquitination and proteasome degradation [126–128]. When the 
concentrations of mPER and mCRY proteins increase to critical activity levels, they 
dimerize and form a complex with CK1ε, translocate back to the nucleus and sup-
press their own expression by interrupting the DNA binding of the CLOCK/BMAL1 
complex, therein removing them from the E-box sequences within promoters of the 
mPer and mCry genes [117, 128–132]. Degradation of the PER/CRY complexes 
and thus disinhibition of BMAL1/CLOCK towards the end of the night phase facili-
tates the start of another 24 h cycle. In the absence of Clock as seen in Clock −/− 
mice, NPAS2 (MPO4) act as a substitute and binds BMAL1 to drive locomotor 
behavior under constant darkness conditions [133–135]. Recent in vitro and in vivo 
studies have shown that NPAS2 can substitute for CLOCK in other peripheral oscil-
lators including in the liver, vascular smooth muscle cells and fibroblast cells 
[136, 137].

An opposing regulatory circuit is established by two families of nuclear orphan 
receptors, retinoic-acid-related orphan receptors (RORs) and nuclear receptor sub-
family 1, group D, member 1 (NR1D1) also known as REV-ERBs. The transcrip-
tional activators RORα, RORβ and RORγbind to the RORE elements in the 
promoters of the Bmal1 gene, thereby increasing the rhythmic transcription of 
Bmal1 [138–140]. Conversely, the transcriptional repressors, REV-ERBα and REV- 
ERBβ are rhythmically expressed and compete with the ROR activators for binding 
at the RORE promoter sites [139–141]. REV-ERBα and REV-ERBβ recruit core-
pressor complexes to reduce transcription of Bmal1 and, to a lesser extent, Clock, in 
a manner antiphase to Per1 and Per2 [106, 139, 142–144]. These sophisticated feed-
back loops generate rhythms with a period of approximately 24 h. Clock factors also 
bind to cell-specific enhancers and establish complexes with various regulators to 
drive rhythmic expression of target genes outside the core clock mechanism, i.e., 
clock-controlled genes (CCGs) [145–148]. Finally, a number of post-transcriptional 
and translational elements regulate the core clock proteins to influence their cellular 
localization and nuclear stability thereby fine-tuning period length [149]. These 
include kinases such as casein kinase 1 epsilon (CK1ε) that regulate the phosphory-
lation of PER targeting it for ubiquitination and proteasome degradation and 
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glycogen synthase kinase 3β (GSK3β) [150]. A more exhaustive description of the 
circadian molecular machinery can be found in the following recent review articles 
[105, 131, 151–156].

Our understanding of the molecular components of the circadian clock and the 
workings of the transcription/translation feedback loops arose from widely diver-
gent model systems including Drosophila and the fungus Neurosporacrassa [151, 
156–162]. Many of the genes comprising the core circadian machinery were ini-
tially discovered in Drosophila [163, 164]. The Drosophila circadian clock demon-
strates a high degree of conservation with the mammalian oscillator with only a few 
notable exceptions. In the positive limb, dClock (dClk) and dCycle (dCyc) form a 
dimer and bind to the E-box sequences in the promoter of the period (per) and time-
less (tim) genes, resulting in their transcription [113, 165–170]. When they’ve 
reached maximum activity levels, PER and TIM proteins interact to form heterodi-
mers with DOUBLETIME (DBT) and enter the nucleus, halting their own tran-
scription by inhibiting CLK-CYC activity [113, 165–172]. It should be noted that in 
Drosophila, CRY also acts as a photoreceptive molecule in central pacemaker neu-
rons [173–176]. The high degree of similarity combined with the relatively short 
lifespan of Drosophila has made Drosophila a practical model for aging and circa-
dian studies.

3.3  Coupling Between Central and Peripheral Oscillators 
in Mammals

Peripheral circadian oscillators rely upon the SCN for synchronization and may be 
found in non-SCN brain regions and numerous tissues throughout the body. 
Peripheral oscillatory tissues, including the liver and adrenal glands, may provide 
feedback about physiological state to hypothalamic nuclei and to the SCN [177–
179]. The liver is also an independent oscillator that can be driven by systemic cues 
such as feeding/fasting cycles in the absence of signals from the central SCN pace-
maker [180]. The ability of the SCN to synchronize peripheral oscillators depends 
upon endocrine signaling as well as connections through sympathetic and parasym-
pathetic pre-ganglionic neurons of the autonomic nervous system [181–184]. Initial 
evidence establishing SCN control of rhythms arose from experiments demonstrat-
ing reinstatement of rhythms in behavior following transplantation of SCN grafts in 
SCN-lesioned rats, mice and hamsters [185–189]. Parabiosis experiments between 
SCN-lesioned and intact mice confirmed that SCN regulation of circadian oscilla-
tions in peripheral tissues required circulating factors [190]. The circadian regula-
tion of glucocorticoid secretion is one of the best examples of bi-directional 
communication between the SCN and peripheral oscillators. SCN-mediated activa-
tion of CRH secretion from the PVN controls the rhythmic release of adrenocorti-
cotropin hormone (ACTH) from the pituitary gland, which in turn regulates the 
rhythmic production of glucocorticoids in the adrenal cortex [191–194]. 
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Glucocorticoids are important for entraining peripheral clocks and maintaining 
energy balance through the regulation of glucose, fat and protein metabolism, anti- 
inflammatory actions as well as modulating mood and cognition [195–199]. In turn, 
the peripheral clocks in the adrenal gland gate the circadian production of glucocor-
ticoids in response to signals from the SCN [193, 198, 200–202]. The effects of 
glucocorticoids are exerted via binding with the Glucocorticoid receptor [GR], a 
nuclear hormone receptor widely expressed throughout the body and the brain with 
the exception of the SCN [203–205]. Upon glucocorticoid binding, GRs translocate 
from the cytosol to the nucleus, bind to G-response elements (GREs), DNA motifs 
in the regulatory regions of CCGs and clock genes, thereby activating the transcrip-
tion of Bmal1, mPer1, mPer2, mCry1 [196–199]. In the liver, glucocorticoids may 
synchronize the circadian expression of target genes through interactions REV- 
ERBα [206, 207]. These multiple bi-directional interactions demonstrate the SCN’s 
control of glucocorticoids as a major entrainment signal for peripheral oscillators. 
As will be discussed in the following sections, the intricacies of circadian synchro-
nization between neurons within the SCN as well as between the SCN and periph-
eral oscillators are strongly affected by aging and present potential targets for 
reinforcement of the circadian system.

3.4  Non-photic Entrainment of Peripheral Oscillators

Non-photic environmental cues such as food, temperature and induced activity can 
entrain the peripheral oscillators in mammals independent of light entrainment 
through the SCN [208]. The two most common non-photic zeitgebers are food and 
temperature. Daily cycles in feeding and fasting during active and rest periods 
respectively, are strong entrainment cues for peripheral oscillators, such as the liver 
[180, 209]. In nocturnal animals, in which the SCN is entrained to a dark-light 
cycle, permitting food access only during the day (the inactive period of rodents) 
strongly shifts the expression profile of circadian genes in the liver and other periph-
eral tissues, uncoupling circadian gene expression in peripheral oscillators from that 
of the SCN [180, 209, 210]. However, the speed and degree to which synchrony is 
achieved with food entrainment differs across tissues and organs [211]. As with 
continuous light shifts, if the feeding time is continuously changed, animals exhibit 
arrhythmic behaviors and fail to anticipate food [212–214]. Even for animals in 
which the SCN has been lesioned, timed-feeding induces rhythms in  locomotor 
activity and body temperature [212–214]. This rhythmic behavior persists on days 
of total food deprivation, indicating that this  is not a transient phenomenon but 
rather driven by an underlying oscillator, now termed the Food Entrainable Oscillator 
(FEO) [215]. Importantly, SCN-lesioned animals with desynchrony among periph-
eral tissue oscillators can be entrained with timed feeding, resulting in stable phase 
relationships between these oscillators [180, 216, 217]. In intact mice, timed feed-
ing out of phase with light dark cycles differentially induces phase changes in 
peripheral oscillators, whereby some peripheral oscillators remain in phase with the 
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SCN and others such as those in the liver strongly entrain to the timing of food [180, 
211, 217]. The cellular mechanism through which the FEO informs components of 
the central oscillator about metabolic state is still unclear, but evidence suggests that 
the FEO uses similar pathways as the SCN including hormones and metabolites to 
organize peripheral tissues [218–220].

Changes in feeding habits that uncouple peripheral tissues from the master clock 
result in metabolic alterations similar to that observed in circadian misalignment, a 
condition often associated with shift work [221, 222]. Fixed feeding cycles and 
nutritionally balanced foods are important for maintaining robust peripheral rhythms 
and metabolic fitness [223]. For example, mice housed on high fat diets exhibit 
blunted rhythms in feeding behavior, with the majority of their food intake occur-
ring during their rest period [224, 225]. Mice with global mutations in Clock con-
sume more food during the day (their inactive period) and are more pre-disposed to 
metabolic syndrome compared to wild-type mice [226]. Rescuing CLOCK in the 
liver decreases the sensitivity of mice to the pathologies associated with high fat 
diets [227]. Imposing time-restricted feeding on Cry1- and Cry2-deficient mice res-
cues rhythms in expression of hepatic transcripts [580]. Interestingly, changes in the 
timing of eating, in humans and animal models, associated with the onset of obesity 
and other metabolic diseases suggest a role for circadian disruption as a key factor 
in facilitating these disease states [225, 228–233]. For the years 2014–2016, 15% of 
adults aged 20 and over had Diabetes and 93.3 million (39.8%) were obese [234, 
235]. Thus, changes in either timing of food consumption or food fat content pre-
cipitate circadian dysfunction, increasing the incidence of obesity and metabolic 
diseases, chronic conditions frequently associated with unhealthy aging.

4  Reciprocal Interactions Between the Circadian System 
and Aging

Across species from invertebrates to humans, aging weakens the circadian system 
by decreasing the robustness of circadian rhythms and increasing fragmentation of 
these rhythms [236–239]. At the behavioral level, age-dependent changes can be 
observed in decreased robustness and amplitude of the rhythms, increased fragmen-
tation and changes in the free-running period in rodent models [237, 240–243] as 
well as non-human primates [244]. In humans, age-related changes in amplitude or 
fragmentation have been shown for rhythms in behavior and physiology including 
activity, sleep-wake, hormone and body temperature rhythms [245–247]. Shortening 
of the period for molecular rhythms has also been observed in novel cell culture 
experiments in which serum factors were added from older individuals [248], simi-
lar to the changes in free-running period associated with aging in animal models. 
Circadian dysfunction, desynchronization or weakening of the circadian system can 
accelerate cellular aging and aggravate many age-related diseases and chronic 
disorders.
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4.1  Effects of Aging on the Central Clock 
and Circuit Connectivity

As discussed in Sect. 3.1, the SCN is considered the master circadian clock in mam-
mals synchronizing most tissue specific peripheral oscillators [249]. In animal mod-
els and in vitro studies, aging has been shown to affect SCN oscillatory neurons 
decreasing the amplitude of the rhythm in neuronal firing rate [241, 250–253]. It has 
been difficult to definitively establish the mechanism through which aging affects 
SCN oscillatory neurons as aging does not uniformly affect all circadian genes. 
However, numerous studies have shown age-dependent effects on the core oscilla-
tor. In the SCN, age-related decreases in the rhythm amplitude or expression levels 
have been found for Bmal1, Clk and Per2 [254–256]. The photic induction of Per1 
and Per2 in the SCN is also significantly reduced in older animals [257]. One con-
found that may explain differences between studies examining age-dependent 
effects on core clock gene expression may be whether the experiments were con-
ducted under light-dark cycles or constant conditions [255]. As numerous studies 
have shown in both Drosophila and rodent models, animals may maintain driven 
behavioral and molecular rhythms under light-dark cycles even when a necessary 
core oscillator gene is mutated. In rats housed in LD cycles, no differences were 
found for Per1, Per2 or Cry1 cycling in the SCN [257]. Similarly, in rhesus 
macaques, no differences were found in the diurnal rhythms of core clock genes in 
the SCN between young and old males [259].

Age-dependent changes in SCN oscillators, whether occurring through changes 
in core circadian gene cycling or SCN neural activity, are transmitted to circadian 
gene expression in non-SCN brain regions. In the hippocampus, cingulate cortex 
and prefrontal cortex of rodent models, age-dependent decreases have been observed 
for clock genes including Bmal1, Clk and Per2 as well as for clock controlled genes 
involved in learning and memory in the prefrontal cortex [256, 260–262]. In a 
groundbreaking study examining the impact of aging on circadian gene expression 
using human brain tissue from the prefrontal cortex, age-dependent changes in cir-
cadian rhythmicity were found for almost 1200 genes including genes associated 
with cognition, sleep and mood regulation [263].

4.2  Aging Impairs Resynchronization of Circadian Oscillators

Synchronization of neurons both within the SCN and between the SCN and periph-
eral oscillators is a necessary component of circadian function. Resetting oscillators 
to a new phase is essential following phase shifts, i.e. changes in time zone with 
travel or changes from daylight savings time to standard time. Aging may affect 
synchronization and resynchronization after perturbation by: (1) decreasing sensi-
tivity of the circadian clock to entrainment signals; (2) decreasing the connectivity 
between SCN neurons; and (3) altering the synchronization between peripheral 
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oscillators and the SCN. In humans, aging decreases the sensitivity of the eye to 
light thereby weakening circadian entrainment [239, 264–266]. Age-related 
decreases in clarity and light transmittance of the lens, i.e. the development of cata-
racts, are hypothesized to be responsible for much of the decreased light sensitivity 
[267]. Cataract surgery does not necessarily improve circadian function [268], but 
based on patient questionnaires, the surgery has a long-term effect on increasing the 
responses of the melanopsin-containing intrinsically photosensitive retinal ganglion 
cells and improving circadian rhythms [269, 270]. Improvements in sleep-activity 
rhythms and sleep quality have also been found, although the mechanism through 
which this occurs remains unclear [269, 271, 272]. In rodent studies, significantly 
higher light intensities are needed to induce high amplitude circadian rhythms in 
older rats compared to young animals, suggesting decreased sensitivity to photoen-
trainment [273]. Similarly, research in nocturnal non-human primates found that 
older animals had decreased responsiveness to light intensity and light wavelengths 
compared to young animals [274].

Within the SCN, synchronization is necessary to maintain 24 h periods and to set 
the phase of pacemaker neurons as the period and phase of the rhythms vary signifi-
cantly in individual pacemaker neurons [86]. Aging weakens neural activity and 
decreases the synchronization between SCN neurons [275–277]. In addition to the 
intracellular changes with the SCN, aging affects neural connectivity by decreasing 
the rhythmic expression of circadian neuropeptides as outputs from the SCN.  In 
rodent models, the circadian rhythm in VIP mRNA levels in the SCN, and in its 
receptor, are reduced with aging [261, 278–281]. In studies using mice with a lucif-
erase reporter to measure Per gene expression (PER2::LUC), phase shifts induced 
more erratic changes and desynchrony between SCN pacemaker neurons in older 
mice than in SCNs from younger mice prior to the establishment of stable re- 
entrainment [282]. Soluble factors from the SCN can partially reverse the effects of 
aging on molecular and behavioral rhythms as shown by transplant experiments in 
hamsters and rats in which SCN tissue from young animals was transplanted into 
older animals [252, 283–285]. Similarly, in non-human primates, age-dependent 
phase shifts are seen in both the circadian neuropeptides VIP and AVP [244, 286]. 
The age-related changes in pacemaker connectivity are a conserved impact of aging 
across species. Older Drosophila also display reduced expression of the circadian 
neuropeptide PDF indicating decreased communication between circadian neurons 
or targets [287]. These studies strongly suggest that aging affects synchronization 
between SCN pacemaker neurons by adversely altering the organized output of the 
SCN to peripheral oscillators and tissues. Signaling from the melanopsin- containing 
intrinsically photosensitive retinal ganglion cells to the SCN is necessary for pho-
toentrainment of peripheral oscillators [288]. Although peripheral oscillators may 
be entrained by non-photic zeitgebers such as rest-activity cycles, feeding-fasting 
rhythms or body temperature  rhythms, these cues are governed either directly or 
indirectly by the SCN [289] making phase coherence of the SCN of primary impor-
tance for synchronization of peripheral oscillators.

In peripheral tissues, the rate of entrainment and resynchronization after a phase 
shift varies between tissues and organs [71]. Aging differentially affects peripheral 
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oscillators with some tissues seemingly unaffected by phase shifts while other tissues 
exhibit phase discordance with the light cycle or the absence of rhythms [243]. Aged 
mice and rats subjected to simulated jet-lag require significantly longer for locomo-
tor rhythms to reflect re-entrainment with new light-dark cycles [282, 290]. Moreover, 
peripheral oscillators from older transgenic reporter mice (PER2::LUC) exhibited 
slower re-entrainment in the esophagus, lung, thymus and liver [282, 290]. As dis-
cussed previously, circadian desynchronization, such as seen in aging, results in 
many adverse health effects. In rodents, persistent phase-shifts of the circadian sys-
tem with a chronic jet lag model increased mortality in aged animals [291] demon-
strating the ultimate harm of age-induced circadian dysfunction. Similarly, constant 
light conditions or light at night that presumably promulgate circadian desynchroni-
zation was found to shorten life span in mice and rats [292, 293].

4.3  Aging Differentially Affects Peripheral Oscillators 
and Tissues

Just as aging affects muscles and joints, aging also affects peripheral circadian 
oscillators and subsequent tissue function. The development of age-associated 
impairments in circadian function and the severity of those impairments vary across 
tissues. Age-related disturbances in peripheral oscillators can be observed in core 
clock gene expression, regulation of output pathways that affect tissue or organ 
function, and synchronization between oscillators.

 Aging Affects Core Oscillator Gene Expression in a Tissue 
Dependent Manner

Although many studies using rodent models have identified age-related changes in 
core clock gene expression, it has been difficult to pinpoint which genes are affected 
and when they are affected. Importantly, studies in rodents suggest that aging may 
affect the core molecular mechanisms of peripheral oscillators in an organ-specific 
manner [148]. Bonaconsa and colleagues (2014) conducted a comparative analysis 
of the circadian expression of core clock genes at the mRNA level and found signifi-
cantly attenuated rhythm amplitudes for mPer1 and mPer2 levels in the livers and 
mPer2 levels in hearts of aged [22 months] mice compared to young [2 months] 
mice, with no significant changes in Bmal1 and Clock mRNA levels [294]. However, 
a transcriptome wide analysis found that circadian profiles of core clock genes in 
the liver for 14–18 month old animals were not significantly different than observed 
for younger animals, although significant phase shifts and reorganization of clock- 
controlled genes was observed [148]. In vivo whole-body imaging in mice using a 
peripheral PER2::luciferase reporter system to monitor circadian rhythms found no 
significant dampening of the rhythms in the kidney, liver and submandibular glands 
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in either light-dark cycles or constant darkness of aged compared to young mice, 
although phase alterations were detected (18 months and 3–6 months respectively) 
[295]. Similarly, in older Per1-luciferase transgenic rats [24–26 months], aging had 
little effect on the strength of Per1 rhythms in the kidneys and liver but rendered the 
rhythms in the lung arrhythmic compared to young rats [243]. It should be noted 
that although the strength of Per1 rhythms in the kidneys was unaffected, the phase 
of the rhythms in the kidneys was significantly phase advanced 4 h in older rats 
compared to young rats [243]. Thus, while peripheral oscillators may continue to 
function with rhythmic expression of core clock genes, aging may induce phase 
shifts and reorganization of rhythms in clock controlled genes.

Examination of other tissues, such as white and brown adipose tissue, reveal that 
aging causes arrhythmicity and a two-fold increase in mCry1 expression in mice 
aged 24–28 months compared to young mice at 9 months of age [296]. Other studies 
using bioluminescence recordings to assess mPer1 expression in primary fibroblast 
cultures report that aged rats [18–24 months] exhibit a shortened period of ~22 h 
with a significantly reduced rhythm amplitude compared to the robust 24 h period 
observed in young rats [297]. Finally, significantly decreased levels of Bmal1 are 
observed in peripheral blood cells of aged human females (40–79 years) [298].

Age-related changes in the cellular environment can also affect the rhythms in 
the expression of core clock genes [248]. When a Bmal1::luciferase reporter system 
was used assess changes in circadian expression of Bmal1 in skin fibroblasts, no 
significant changes were observed in the amplitude or phase of Bmal1 rhythms in 
aged adults (60–88 years) compared to young adults (21–30 years) [248]. However, 
when the standardized fibroblast serum used to incubate the cells was replaced by 
human serum of aged participants, cells from both young and aged donors exhibited 
a significantly shorter period in Bmal1 expression along with a 2–2.5  h phase 
advance in temperature-entrained cells [248]. Heat inactivation of old serum was 
sufficient to restore the 24.5 h period of Bmal1 expression in young and old cells 
[248]. These results suggest that aging alters circulating factors that may influence 
the expression of core clock genes.

The effect of aging on peripheral oscillators can be observed across phylogeny. 
In Drosophila, studies assessing the transcription of per using a per-luciferase 
reporter in peripheral oscillators revealed robust circadian rhythms in young flies 
(11 days) but significantly dampened reporter cycling in older flies (51 days) [299]. 
Additional analysis of mRNA levels in per, Clk, cry and Pdp1ε in fly bodies showed 
significantly reduced rhythms in older flies (>50 days) [299, 300]. Moreover, age- 
related decreases in the amplitude of circadian gene expression can even be seen in 
middle-aged flies (25–35 days) [300]. At the protein level, significant dampening is 
observed in PER rhythms in retinal photoreceptors that are also peripheral oscilla-
tors. Unlike mammals, Drosophila have peripheral oscillators that can be indepen-
dently entrained by light and function separately from the central brain pacemaker 
neurons [301, 302]. Nuclear PER cycling in the independent peripheral oscillators 
of the Malphigian tubules, gut and abdominal fat bodies was found to be unaffected 
with aging [300]. Thus, aging induces tissue-specific changes in circadian function 
even in a relatively simple model system.
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 Aging Affects Clock-Controlled Gene Expression

The core circadian oscillator regulates output pathways through the rhythmic tran-
scription of hundreds of clock-controlled genes (CCGs) comprising between 5% 
and 15% of genes in a tissue specific manner [146, 147, 303–305]. Impairments in 
circadian regulation, as seen with aging, disrupt the oscillations of many CCGs 
affecting tissue function. For example, the circadian clock regulates many genes 
involved in the responses to oxidative stress and cellular redox [305–309]. In 
Drosophila, aging significantly alters the rhythmic expression of CCGs that are 
necessary for regulating the cellular redox cycle [310]. Young flies (5 days) display 
strong diurnal patterns in glutathione biosynthesis with rhythms apparent in both 
Gclc and Gclm mRNA and protein levels, the genes encoding the catalytic and 
modulatory subunits of glutamate cysteine ligase (GCL) [311]. However, aging sig-
nificantly increases Gclc and decreases Gclm mRNA and protein in older flies 
(50 days), disrupting the rhythms in downstream oxidative genes and compromising 
glutathione homeostasis [311]. Similarly, in mice, aging disturbs the temporal regu-
lation of mitochondrial gene expression in the liver, altering the phase and ampli-
tude of mRNA and protein rhythms [312, 313]. Furthermore, the rise in expression 
of mitochondrial redox genes observed during the resting phase in young mice is 
abolished in older mice [312]. These results suggest that aging significantly alters 
the expression profile of clock-controlled genes by altering the phases and ampli-
tudes of their circadian rhythms.

4.4  The Circadian Clock Mediates Lifespan and Health Span

The circadian system and aging interact bidirectionally, with aging affecting circa-
dian oscillators and synchronization, and circadian impairments, in turn, hastening 
cellular aging and disease pathologies. As the circadian clock modulates metabolic, 
immune and endocrine processes, it is hypothesized that alterations in circadian 
function impact longevity and health span. Research studies using animal models 
have shown that system wide knock down of core circadian genes accelerates aging 
phenotypes and mortality [307, 314–317]. Mice with mutations in mPer1 and mPer2 
are morphologically identical to wild-type animals at birth but show signs of prema-
ture aging including early decline in fertility, soft tissue loss and kyphosis (an 
abnormally curved spine reminiscent of osteoporosis) as early as 2–4 months of age 
[317]. Moreover, mPer2 mutant mice develop tissue abnormalities, and when chal-
lenged with gamma radiation, develop tumors earlier and at a higher rate than wild 
type mice [316]. The role of normal circadian function and the per gene in delaying 
the onset of aging pathologies are observed across species as per01 mutant flies, as 
well as flies with altered period length, have shorter lifespans. These flies also 
exhibit signs of accelerated aging including increased accumulation of oxidative 
damage and early signs of neurodegeneration compared to age-matched wild-type 
flies [314, 315, 318].
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The impact of the loss of individual core clock components on the development 
of age-related pathologies varies in  severity as illustrated with Clock and Bmal1 
mutants [319, 320]. Mice deficient in Bmal1 have significantly shorter lifespans, 
approximately 37  weeks, compared to wild-type mice with lifespans reaching 
approximately 120 weeks [320]. Moreover, Bmal1 mutants exhibit the premature 
appearance of multiple age-related pathologies including early signs of cataracts 
and cornea changes, sarcopenia, osteoporosis, and organ shrinkage [320]. Decreased 
Bmal1 levels in mice also result in profound neurodegeneration accompanied by 
astrocyte proliferation and chronic inflammation, contributing to accelerated aging 
of the brain [321–323]. Compared to the premature aging phenotypes and the sever-
ity of the aging pathologies observed in Bmal1 mutants, Clock−/− mice exhibit only 
a 15–20% decline in lifespan [319]. However, Clock−/− mice do exhibit age-related 
pathologies such as cataracts and dermatitis earlier than wild-type mice [319]. The 
differences in the observed severity of aging phenotypes between the circadian 
mutants may be due to the redundancy present in the circadian system as NPAS2 can 
form heterodimers with BMAL1 to activate transcription [133, 134, 136]. However, 
caution is necessary when inferring results from system wide knockdown of genes 
as genes may function in multiple pathways or processes and null mutants of circa-
dian genes may exhibit defects independent of circadian clock disruption [324–
326]. Nevertheless, these studies suggest a need for robust expression of clock 
genes for both the circadian regulation of behavior and physiology as well as more 
broadly in overall healthy aging.

The circadian clock also affects longevity and health span through the regulation 
of CCGs. Dysregulation of CCGs may affect immune system function shortening 
lifespan. For example, wild-type rats and mice exposed to repeated shifts of the 
light-dark cycle exhibit significantly lowered levels of immune factors such as leu-
kocyte, lymphocyte and hemolysin concentrations in the blood, and a correspond-
ing decrease in lifespan compared to wild-type litter mates that were not repeatedly 
phase shifted [327]. Moreover, mice injected with tumor cells and subjected to pho-
toperiod shifts had significantly decreased survival rates and accelerated tumor 
growth compared to tumor-injected mice that were not phase-shifted [327]. In the 
nocturnal mouse lemur, a non-human primate, the degree of circadian disruption 
that occurs during aging correlates with the level of the proinflammatory cytokine, 
interferon-gamma (IFN-γ), a biomarker of aging, and is associated with decreased 
lifespan [286]. Similarly, humans subjected to a simulated night time shiftwork 
schedule exhibited desynchronized cycling of plasma levels of immune factors 
including IFN-γ and TNFα [328]. The circadian regulation of immune processes 
that affect longevity and health span appears to be a function of evolution as similar 
observations are made in lower organisms [329, 330]. For instance, in Drosophila, 
the Achilles gene regulates immune function, acting as a link between neurons and 
immune tissues. Achilles is highly rhythmic in the brain, peaking in the late dark 
phase with trough levels in the late light phase [329]. These studies suggest that 
disrupting circadian expression of clock-controlled genes exacerbate susceptibility 
to disease and reduce longevity.
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Another hypothesis to explain the adverse effects of circadian disruption on lon-
gevity and health span in aged animals is the cost of a mismatch between the endog-
enous circadian period of the animal and the period imposed by the LD cycle in the 
environment to which the animal is entrained. For example, wild-type mice with free 
running rhythms close to 24 h exhibit 20% increase in lifespan compared to litter-
mates with longer and shorter periods housed in a 24 h LD cycle [256, 331]. In a test 
of the mismatch hypothesis, wild-type mice kept under extreme 4 h: 4 h LD cycles 
exhibited significantly higher mortality [332]. Similarly, hamsters deficient in tau, an 
allele of CK1ε, have short endogenous periods of 20 h and fail to entrain to 14 h: 10 h 
LD cycles, with a reduction in lifespan of ~7 months compared to wild- type hamsters 
[333]. However, when the homozygous tau−/−, heterozygous tau+/− and wild-type 
hamsters were housed under constant dim red light conditions (allows endogenous 
clock to free-run) immediately after weaning, the tau−/− hamsters had ~17% longer 
lifespan compared to tau+/− and wild-type hamsters [334]. Even in fruit flies, artifi-
cially dissociating the period of the LD cycle from the 24 h period of the endogenous 
clock by exposing young flies to a shorter or longer LD cycle significantly reduces 
lifespan [335–338]. These studies support the circadian resonance hypothesis that 
the environmental cycles to which animals are exposed need to match the period of 
the internal pacemaker for optimal physiological outcomes.

Conversely, individuals with robust circadian function throughout their life appear 
to live longer. Reports from human population studies indicate enhanced insulin sensi-
tivity and more robust rhythms in glucose, cortisol and non-HDL cholesterol cycling in 
centenarians and long-lived individuals, with rhythms appearing more similar to those 
seen in middle-aged adults [339–342]. The benefits of a robust circadian clock appear 
to transcend generations as offspring of nonagenarians also exhibit higher amplitudes 
in cholesterol rhythms, specifically non-HDL cholesterol, and lower lipid accumula-
tion in the skeletal muscle [339, 340, 342]. Similar observations were made in long-
lived animal models [343]. For example, the extracellular serine protease, urokinase-type 
plasmin activator (uPA) appears necessary for tissue remodeling, brain plasticity and 
neuroprotection [344–346]. Both young and old [8 and 18 months] αMUPA transgenic 
mice have significantly longer lifespans and exhibited free running periods of 24 h with 
robust rhythms in food intake, body temperature and hepatic clock gene expression 
compared to wild-type mice with a lengthened period of ~25 h [343]. The necessity for 
coordination between the endogenous period and daily synchronization to a 24 h LD 
cycle may result from the metabolic cost of maintaining circadian organization when 
entrainment is compromised and the cost that stems from disrupting physiological pro-
cesses that were temporally coordinated over evolutionary time.

4.5  Aging and Circadian Disruption Affect the Response 
to Physiological Challenges

Despite the medical and scientific advances that have significantly increased lon-
gevity, challenges remain for healthy physical and cognitive aging including the 
ability to respond to acute physiological challenges such as stress or infection. It has 
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long been known that the circadian clock affects behavioral and hormonal responses 
to stress [347, 348]. Changes in circadian function with age can affect hormonal 
responses altering physical and cognitive processes in managing stress. Older 
rats (22-months) have higher amplitude ACTH rhythms and lower amplitude corti-
costerone rhythms with narrower peaks compared to younger rats (3 months old) 
[349, 350]. In non-human primate studies, biochemical analysis of stress response 
molecules from the adrenal cortex of female rhesus monkeys following a restrained 
stress protocol show significantly lowered peak levels of cortisol and decreased 
amplitudes of the steroid hormones necessary for buffering the stress response, 
dehydroepiandrosterone sulfate (DHEAS) and glutathione reductase, in older mon-
keys compared to younger monkeys (26–27 and 6–8 years old respectively) [351]. 
Similarly, in humans, women aged 49–75 exhibit significant dampening in rhythmic 
cycling of salivary cortisol [352, 353].

At the cellular level, the circadian clock regulates enzymes and the expression of 
genes involved in cellular resistance to stress. Microarray studies report circadian 
rhythms in the expression of genes involved in stress resistance [303, 354, 355] and 
rhythmic cycling of antioxidant enzymes important for protecting against high lev-
els of reactive oxygen species such as catalase, super-oxide dismutases and 
glutathione- S-transferase [356–358]. Aging significantly alters the circadian regula-
tion of stress response genes in the liver [312]. Older mice (19 months old) exhibit 
a 6–12  h phase difference in the expression of Gpd1 and Hmgcs2 and 70–90% 
attenuation in the Sirt3, Hmgcs2, Txnip and Ndufv3, genes important for mitochon-
drial activity compared to young mice (3  months old) [312]. Numerous studies 
demonstrating the effect of circadian dysfunction on the mismanagement of cellular 
stress can be found across model systems. In Drosophila, flies exposed to a 2–3 week 
chronic circadian misalignment paradigm demonstrate accelerated aging, reduced 
lifespan and downregulation in genes necessary for lipid metabolism and biosynthe-
sis [337]. Bmal1 mutant mice exhibit increased oxidative damage and fatty livers 
and increased insulin resistance [359]. Mice with ClockΔ19 mutations exhibit ampli-
fied endoplasmic reticulum (ER) stress and upregulated unfolded protein response, 
resulting in increased sensitivity to oxidative challenges and premature aging of the 
liver [360]. In fact, the ER stress response is implicated in multiple age-related dis-
orders including metabolic syndrome [361–364], sleep disruption [365] and athero-
sclerosis [364, 366]. Therefore, an intact and functional circadian clock appears 
necessary as a buffer to increased sensitivity to stress with aging while disrupting 
the circadian clock likely exacerbates the sensitivity to stressors.

Circadian regulation of cellular and oxidative stress has implications for the response 
to physiological challenges in aging such as alcohol or drug use, high fat diets, smok-
ing and other lifestyle choices. It has been estimated that genetic factors governing 
healthy aging and longevity account for 25% and lifestyle choices are responsible for 
75% [367]. For example, aging and circadian disruption negatively affect the liver’s 
drug metabolizing actions thereby increasing drug sensitivity and the time necessary to 
recover from the effects of drugs [368–370]. Early studies in rodent models demon-
strate a time-of-day specificity in the sensitivity and toxicity of mice to alcohol, meth-
amphetamines and other drugs [371–374]. In animal studies, aged mice (22–30 months) 
exhibit a loss of the diurnal rhythms in sensitivity to opiates such as morphine and 
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opiate agonists compared to young [1–2  months] and mature mice (8–12  months) 
[375–377]. Also, older rats exhibit dampened rhythms in  locomotor behavior in 
response to methamphetamine and these rhythms had opposite phases of young rats 
treated with methamphetamine [378]. Finally, in animal models and humans, aging has 
also been shown to significantly increase the sensitivity to nicotine and benzodiaze-
pines [379–381]. As with other interactions of the circadian clock and aging, age-
related changes in circadian modulation of drug sensitivity appears conserved across 
species. Studies from our lab have shown that the circadian clock regulates alcohol-
induced sensitivity and toxicity in Drosophila [382–384]. In wild-type flies, aging 
increases the behavioral sensitivity to alcohol and slows the recovery following alcohol 
exposure [383]. Genetic or environmental perturbations of clock function in young 
flies exacerbate behavioral sensitivity and toxicity similar to that seen in older flies 
[383]. In humans, the consequences of alcohol use disorders appear higher in aging 
populations in which circadian and sleep disruption is common [385]. Although addi-
tional research is needed to identify the mechanisms through which the circadian clock 
mediates drug and alcohol sensitivity, it appears that age-induced changes in circadian 
function may contribute to age-related increases in drug and alcohol sensitivity.

The decreased resilience of the stress response with aging may be more complex 
than simply blunting the rhythmic expression of molecular responses. The aging pro-
cess may invoke a reprogramming of circadian regulation of gene expression. 
Microarray analysis of gene expression in aged stem cells from 25 to 29 month old 
mice reveal a loss of rhythmic expression of genes necessary for cellular homeostasis 
and a corresponding gain in rhythmic expression of de novo genes responsible for 
mitigating different types of tissue-specific stresses, including inefficient autophagy 
and DNA replicative stress such as Brca2 and Tipin [148, 386]. These observations are 
conserved as deep sequencing studies in Drosophila show that aging diminishes the 
circadian regulation of some stress response genes and augments the rhythmic expres-
sion of others [387]. Aged flies (55 and 75 days old) exhibit robust circadian cycling 
of some genes not rhythmic in young flies (5 days old) including Hsp22, Impl3, bnl, 
Hsp40-like [387]. These studies suggest a more complex relationship between the 
circadian clock and aging whereby aging reprograms the circadian regulation of the 
stress response mechanism comparable to what is seen with the metabolic clock in the 
liver, upregulating molecules involved in inflammation, cytokine production and 
mitochondrial DNA repair. A robust circadian clock and age-related changes in the 
genes regulated by the clock may be necessary for organisms to meet the physiologi-
cal challenges associated with increased longevity.

4.6  Circadian Disruption as a Predictor 
of Neurodegenerative Pathologies

Corresponding to the increase in human longevity, there has been a dramatic rise in 
the number of individuals with neurodegenerative disorders. In 2019, an estimated 
5.8 million Americans were living with Alzheimer’s disease and the number of peo-
ple expected to be living with Parkinson’s disease is predicted to be 930,000 by the 
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year 2020 and 1.2 million by 2030 [388, 389]. Worldwide the numbers of individu-
als living with dementia are predicted to nearly double every 20 years with esti-
mates of 75 million affected individuals by 2030 [390].

Circadian dysfunction is considered a hallmark symptom of Alzheimer’s disease 
and other neurodegenerative diseases. Patients with Alzheimer’s disease have dis-
rupted rhythms in rest-activity behavior such as fragmented activity patterns with 
increased activity at night and decreased activity in the day, as well as lower ampli-
tude rhythms [391–394]. Sundowning, a common symptom of AD and other types 
of dementia whereby individuals exhibit increased severity of the behavioral issues 
and symptoms of AD around sunset, may be partially attributed to the phase delays 
of temperature and hormone rhythms in patients [395, 396]. Alzheimer’s patients 
also exhibit rhythm disruptions in melatonin secretion and Bmal1 oscillations [397, 
398]. Post-mortem analysis of Alzheimer’s patients found altered circadian expres-
sion of clock genes in the bed nucleus of the striaterminalis (BNST), cingulate cor-
tex and pineal gland, brain regions commonly affected in Alzheimer’s patients 
[399]. While significant diurnal rhythms in Per1, Per2 and Bmal1 oscillations 
were found in these brain regions, the phases of the rhythms were advanced by 4 h 
in the BNST compared to the controls [399]. Aberrant rhythms in epigenetic modi-
fications for Bmal1 have also been found in brain tissue samples and fibroblast cell 
cultures from Alzheimer’s patients [400]. Recently, a large scale genome wide asso-
ciation study using a gene-based analysis approach was performed with more than 
37,000 Alzheimer’s samples and 17,000 controls [401]. Of the three novel signifi-
cant genes identified as associated with Alzheimer’s disease, two were the circadian 
genes, RORα and PPARGC1A [401]. Not only do circadian rhythm disturbances 
affect patients with Alzheimer’s disease but they are also one of the most challeng-
ing aspects to caregivers who frequently also suffer from disturbed circadian and 
sleep patterns [402].

Disruptions in circadian gene expression have also been associated with 
Parkinson’s disease. Modifications of clock gene expression including decreased 
Per2 in the striatum and abolished Per1, Cry1 and Bmal1 rhythms in the SCN have 
been reported in rodent models of Parkinson’s disease [403, 404]. Similarly, human 
studies have found correlations between genetic polymorphisms of circadian disrup-
tion and increased susceptibility to the pathologies of Parkinson’s disease [405, 406]. 
Gu and colleagues (2015) analyzed single nucleotide polymorphisms of patients 
with and without Parkinson’s disease for variants in 8 clock genes [405]. Individuals 
with a polymorphism in Bmal1 were more likely to have motor tremors whereas Per1 
variant individuals were more likely to express postural instability and difficulties 
with gait [405]. Polymorphisms in Clock have also been associated with symptoms 
of Parkinson’s disease in a Chinese population in which it was found that Clock3111T/C 
variant carriers were more likely to have motor fluctuations, a decline in the uninter-
rupted control of symptoms following L-dopa administration [406].

Circadian disturbances have emerged as a vital feature in the progression of neu-
rodegenerative disorders [405, 407–410]. Fragmentation of rest-activity rhythms 
appears correlated with increases in Alzheimer’s disease pathologies in early pre- 
clinical Alzheimer’s disease patients (~66.6  years) compared with age-matched 
healthy controls [411]. Delayed rising time and increases in sleep-wake 
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disturbances are also correlated with increases in biomarkers of Alzheimer’s disease 
including amplified degeneration of the hippocampus, increased Aβ levels in cere-
brospinal fluid and tau activation [412, 413]. In animal models, deletion of Bmal1 
alone or deletion of Clock and Npas2 in the brain exacerbates neurodegenerative 
pathologies such as astrogliosis in the cortex and hippocampus [323]. Mice with 
deletion of Bmal1 in neurons and glia also exhibit degeneration of synaptic termi-
nals, impairment of functional connectivity in the cortex, alteration of oxidative 
redox defense genes and increased oxidative damage [323]. Thus, there appear to be 
reciprocal interactions between circadian dysfunction and neurodegenerative dis-
ease pathology.

As circadian rhythm and sleep disturbances are often identified in retrospect as 
one of the early symptoms of Alzheimer’s disease, the question has been debated as 
to whether circadian disruption is a result of the neurodegenerative process affect-
ing clock mechanisms or whether disruptions in circadian rhythms precede the pro-
gression of neurodegenerative diseases. If circadian disruption is a harbinger to 
neurodegenerative disease onset, disruptions in behavioral and molecular rhythms 
may precede the onset of the disease. Longitudinal studies have assayed the behav-
ioral indicators of circadian rhythm disruption to assess the connection between 
circadian disruption and the development or progression of neurodegenerative 
pathologies [53, 414–416]. For example, wrist actigraphy measurements of older 
women (83 years) show that weakened and delayed circadian rhythms in daytime 
activity increased the onset of dementia 5 years later at follow up [53, 415]. In cog-
nitively normal older men and women (~83 years), lowered amplitude circadian 
activity rhythms and fragmented daytime activity correlated with increased deterio-
ration of cognitive performance as measured by the California Verbal Learning 
Task, Mini-mental Status Exam, Trail Making Test and categorical and letter flu-
ency tests 5 years at follow-up [416, 417]. Extended or shortened sleep along with 
delayed rising times appear to be predictors of dementia in healthy older individuals 
(60–73 years) when followed up 17 years later [418, 419]. Finally, increased day-
time sleepiness with as little as 1 h naps during the daytime has been associated with 
increased risk of developing early motor symptoms of Parkinson’s disease in healthy 
and prediagnostic individuals (76  years) [414, 420]. Evidence suggests that in 
groups of individuals in which circadian disruption is common such as those on 
shiftwork schedules, there is an increased cognitive decline compared to age- 
matched controls, increased risk of dementia, and an increased risk for developing 
Parkinson’s disease [53, 421, 422]. These studies support the hypothesis that circa-
dian disruption is a risk factor and potential predictor for the development of 
Alzheimer’s disease, Parkinson’s disease and dementia.

One question that arises is how do circadian disturbances or circadian dysfunc-
tion promote the progression of neurodegeneration? One hypothesis focuses on 
sleep with disturbances in circadian function disrupting the timing of sleep resulting 
in less consolidated sleep at night and increased daytime napping as seen in 
Parkinson’s disease and Alzheimer’s disease patients. Disrupted sleep in both rodent 
models and in humans exacerbates Aβ and tau pathologies, increases CSF markers 
of inflammation and neuronal injury and disrupts protein clearance [423–429]. 
Potentially, addressing sleep issues in Alzheimer’s disease and Parkinson’s disease 
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patients can ameliorate some of the symptoms or slow progression of neurodegen-
eration. However, sleep disturbances appear to only be one part of the circadian 
influence on neurodegeneration, the other part being the effect of the core compo-
nents of the clock itself.

Another possible mechanism linking the circadian system with neurodegenera-
tion could be the degeneration of the central clock circuitry and subsequent effects 
on downstream signaling pathways implicated in neurodegenerative disorders. 
Changes in the SCN can result in disturbances in rhythms and potentiate patholo-
gies characteristic of neurodegenerative disorders. For example, mouse models of 
Huntington’s disease exhibit significantly decreased spontaneous cell firing in the 
SCN compared to age-matched controls, although no change occurs in SCN cell 
number [430–432]. In humans, post-mortem studies of Alzheimer’s disease patients 
show a loss of hypothalamic neurons, including in the SCN, along with decreased 
AVP and VIP neuropeptide levels [433, 434]. Another mechanism through which 
circadian dysfunction can promote degeneration is through disrupted regulation of 
genes and serum factors implicated in neurodegenerative pathologies. For example, 
Presenilin2 regulates the levels of B-amyloid peptide and mutations in Presenilin1 
and Presenilin2 are risk factors for early onset Alzheimer’s disease [435]. Circadian 
rhythms in Presenilin2 can be observed in the SCN and in the liver [436]. Therefore, 
there may be a causal link between the cycling of clock genes and genes that pose a 
risk for neurodegenerative disorders. More detailed analyses of the relationship 
between circadian disruption and neurodegeneration can be found in the reviews 
[322, 437–442].

5  Potential Interventions and Treatments

Circadian robustness is necessary for optimal physiological function and depends 
on strong intercellular coupling and a balance between the positive and negative 
arms of the core oscillator. As seen in the previous sections, aging correlates with a 
decreased response to entrainment signals and disintegration of the synchrony 
between central and peripheral oscillators. Chronic disturbances to circadian oscil-
lations decrease the amplitude of behavioral and molecular rhythms, making re- 
synchronization following either small or large perturbations more difficult 
[443–445]. The rise in circadian disorders across age groups, as well as the increas-
ing aging population, makes it necessary to explore and develop new strategies to 
treat aging-related pathologies and manage chronic conditions. The bidirectional 
interactions between the circadian system and aging processes suggest that reinforc-
ing circadian function may potentially mitigate the onset and/or progression of age- 
related diseases. Targeting the circadian system for treatment of pathologies 
associated with aging can be done by directly affecting oscillator function and syn-
chronization using behavioral paradigms to reinforce entrainment of circadian 
rhythms, or pharmacologically to increase the robustness and amplitude of the core 
oscillator (Fig. 9.3). Additionally, implementing a chronopharmacological approach 
for drug delivery to coincide with the rhythmic regulation of the processes targeted 
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may improve clinical outcomes for many diseases and reduce adverse side effects 
[446]. Studies that have targeted the circadian system to manage chronic conditions 
or pathologies associated with aging are briefly reviewed in the following sections. 
More comprehensive analyses of these interventions are described in the following 
reviews (for drug targets and biomarkers [447–452], for time-restricted feeding: 
[453–460], and for bright light interventions [461–465]).

5.1  Behavioral Reinforcement of the Circadian System

 Targeting Symptoms of Aging Using Bright Light Therapy (Table 9.1)

As light is the primary zeitgeber for the SCN, researchers have used increasing light 
intensity or extended light duration to modify the responses of the SCN. Early stud-
ies focused on aging and the circadian clock in rats demonstrated that increased 
light intensity amplified the firing rate of SCN neurons and decreased the 

Fig. 9.3 Reinforcement strategies to improve circadian function. The circadian system can be 
strengthened using behavioral interventions such as bright light therapy and dietary restriction or 
pharmacologically using clock enhancing molecules (CEMs). Bright Light Therapy targets 
entrainment of SCN oscillators. Dietary regimens such as time-restricted feeding, intermittent fast-
ing and caloric restriction reinforce rhythms in peripheral oscillators of the liver, heart and gut. 
Pharmacological agents have the potential for specific targeting of key oscillator components to 
adjust the phase, period or amplitude of molecular oscillations. Potentially, healthy aging may be 
facilitated by interventions that increase the synchronization and robustness of circadian function
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Table 9.1 Therapeutic applications of bright light therapy

Problem Parameters Outcomes Reference

Alzheimer’s Disease
Sleep disturbances and 
reduced performance on 
cognitive tests in 
Alzheimer’s patients

Bright light exposure for 
2 h during early-mid day 
for 4 weeks

1. Improved sleep wake 
cycles
2. Enhanced performance 
on cognitive tests

[466]

Poor performance in 
cognition and daily living 
activities on the 
Alzheimer’s Disease 
Rating scale

45 min-2 h morning light 
therapy (5000–8000 lux) 
for 2–4 weeks

1. Strengthened sleep wake 
cycles, enhanced sleep 
quality and sleep efficiency
2. Decreased daytime sleep

[381, 
467–474]

Decreased daytime activity 
and ineffective regulation 
of sleep wake cycle by 
melatonin

2500 lux morning light 
exposure for 10 weeks 
coupled with 6 mg 
melatonin in the evening

1. Strengthened rest- 
activity rhythms
2. Increased daytime wake 
activity
3. Enhanced melatonin 
activity

[472, 475]

Parkinson’s Disease
Insomnia, tremors, and 
depression in Parkinson’s 
patients

Daily 30 min bright light 
exposure(7500 lux) for 
2–5 weeks

1. Improved motor function
2. Decreased intensity of 
tremors
3. Normalized latency of 
sleep onset

[472, 476, 
477]

Disturbed rest-activity 
rhythms in Parkinson’s 
patients

2 times daily exposure to 
1 h bright light therapy 
exposure for 14 days

1. Decreased sleep 
fragmentation
2. Improved sleep quality 
and ease of falling asleep
3. Increased daily physical 
activity

[478]

Primary symptoms – 
bradykinesia, rigidity, 
tremors and altered gate
Secondary symptoms – 
depression, insomnia, 
involuntary movement and 
mood disturbances

Daily exposure of 1 h 
bright light (3000 lux) for 
4 months to 5 years

1. Improved performance 
on standardized motor tests
2. Decreased anxiety and 
mood disturbances
3. Lowered insomnia

[479]

Mood disturbances in 
Parkinson’s patients and 
patients with Major 
Depression

30 min light exposure 
(10,000 lux)twice daily 
for 3 months

1. Subjective improvements 
in mood and sleep quality

[480]

Disturbances of Healthy Aging
Sleep disturbances in older 
adults (61–78 years)

4000–10,000 lux for 
0.5–1 h daily for 
1–3 weeks

1. Improved daytime 
alertness
2. Enhanced daily sleep 
wake cycles
3. Decreased daytime sleep
4. Decreased difficulty 
falling asleep prior to bed 
time

[481–486]

(continued)
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age- related loss of AVP neurons [497, 498]. In the past 25 years, bright light therapy 
has been used as an effective treatment to reinforce circadian function in conditions 
such as delayed sleep phase syndrome, jetlag, shift work, seasonal affective disorder 
and depression [461, 465, 499–501]. Numerous studies have assayed the efficacy 
and conditions necessary for using bright light therapy as a supplemental tool to 
manage circadian disturbances in older adults and individuals with neurodegenera-
tive diseases [467, 502, 503].

Light therapy (~4000–10,000 lux for ~0.5 to 1 h) given in the morning enhances 
daily sleep wake cycles, improving daytime alertness and decreasing daytime sleep 
in older individuals [481–485, 487, 500]. Bright light exposure in older adults also 
improves overall sleep quality compared to age-matched controls [481, 485, 504–
508]. Short morning or mid-day exposures to bright light (30 min) in aged adults 
(61–78 years) decreases evening alertness prior to bedtime reducing the difficulty in 
falling asleep [486, 507, 509]. High intensity(5000–8000 lux) bright light therapy 
also has been shown effective in resolving disorganized rhythms in thermoregula-
tion and circulating neuroendocrine factors as measured by melatonin levels [495]. 
Even a single, short exposure to bright light decreases heart rate and increases vagal 
tone, markers of cardiac stress reactions in older individuals during resting and cog-
nitive stimulation tests [494]. Bright light therapy is applicable for managing circa-
dian disorders across all age groups as young adults with sleep disturbances also 
benefited with exposure to natural bright light, as evidenced by 2 h phase shifts in 
their melatonin rhythms [510, 511].

Table 9.1 (continued)

Problem Parameters Outcomes Reference

Increased depression in 
older adults

4000–7000 lux bright 
light exposure in the 
morning for 4 weeks

1. Reduced depression 
scores
2. Improved mood 
regulation

[487–490]

Resistance to 
antidepressants

5000–10,000 lux bright 
light exposure daily 
coupled with an 
antidepressant.

3. Augmented response to 
antidepressants: fluoxetine, 
setraline, venlaxfaxine 
hydrochloride

[491–493]

Increased cardiac stress Single 5000–8000 lux 
exposure to bright light 
therapy

1. Decreased heart rate
2. Increased vagal tone

[494]

Arrhythmic temperature 
and melatonin rhythms

Single 5000–8000 lux 
exposure to bright light 
therapy

1. Enhanced rhythms in 
thermoregulation
2. Restored melatonin 
rhythms

[495]

Mood disturbances and 
headaches

Bright light therapy 
coupled with melatonin 
for 3.5 years

3. Reduced sleep 
fragmentation
4. Lowered irritability
5. Reduced dizziness and 
headaches
6. Lowered constipation

[496]
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In addition to the efficacy of bright light therapy for sleep, this therapy also may 
be beneficial in improving cognitive function and mood disorders. Older adults 
(60–82 years) demonstrated improved scores on cognitive tasks including Stroop 
Congruency, Two Letter Visual Search and Wilkinson Four-Choice Reaction Time 
as measured by logical reasoning, memory recall and reaction time following 7 
consecutive days of 2 h bright light exposure in the daytime [512]. The Centers for 
Disease Control and Prevention reports that more than seven million adults aged 65 
and older experience depression every year, with this age group accounting for 16% 
of recorded suicides in 2004 [513–515]. While antidepressant medications can be 
helpful, one complication in older adults is potential drug interactions with other 
medications taken which may render pharmacological treatment of depression less 
effective [488]. However, light therapy avoids these potential complications making 
it a low risk effective management tool. The delivery of 4000–7000 lux of morning 
bright light therapy significantly lowered depression scores in patients aged 
60–90  years when compared to dim bright light or no-treatment control groups 
[487, 489, 515]. A 1  h daily regimen of bright light exposure for older adults 
(59–80 years) for 4 weeks improved their ratings on mood scales compared to age- 
matched controls [488]. Light therapy can augment the responses to medications for 
the treatment of mood and sleep disturbances. A pilot study found that 5000–10,000 
lux of morning and afternoon exposure of bright fluorescent light ameliorated mood 
disturbances in depressed patients with resistance to antidepressant medications 
[488, 516–518]. Schuchardt and colleagues found that bright light exposure (5000 
lux) with fluoxetine administration in the daytime significantly augmented the anti-
depressant responses in patients compared to dim light and fluoxetine administra-
tion. Similarly, combining the antidepressants, Sertraline or Venlaxfaxine 
hydrochloride with bright light therapy (10,000 lux and 7000 lux in the morning 
respectively) significantly decreased depressive symptoms compared to the drug 
alone [491–493]. However, light therapy does not augment the effects of all drug 
regimens as there have been studies in which light therapy alone has been more 
effective than in combination with medications. For example, 66% of the patients 
given 10,000 lux bright light therapy for 3 weeks exhibited significantly decreased 
depressive symptoms compared to patients given the antidepressant imipramine 
[33.3%] or combined light therapy and imipramine (35.4%) [519]. No differences 
were observed when  bright light therapy was paired with trimipramine or other 
antidepressants compared to the drug therapy alone [488, 520]. While the effect of 
light on mood disorders appears to occur through the melanopsin-containing 
ipRCGs, this process may be independent of the SCN’s circadian function [521, 522].

The effectiveness of bright light therapy extends to deleterious neurological con-
ditions including neurodegenerative disorders. Bright light therapy has been shown 
to ameliorate the motor symptoms and improve cognitive abilities in neurodegen-
erative disorders such as dementia, Parkinson’s and Alzheimer’s disease [463, 465, 
466, 480, 496]. Patients with Alzheimer’s disease exhibit more disrupted circadian 
rhythms in rest activity cycles and bright light therapy strengthens sleep-wake 
cycles, reduces sleep disturbances, and increases sleep quality [467–472, 505, 523]. 
Exposure to 2  h bright light in the morning for 2  weeks significantly decreased 
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daytime sleep in Alzheimer’s disease patients [473]. As with depression, bright light 
therapy can increase the effectiveness of other sleep aids as researchers found that 
Alzheimer’s disease patients exposed to bright light (>2500 lux) for 10 weeks cou-
pled with 5 mg melatonin in the evening increased daytime wake and activity levels 
and strengthened the rest-activity rhythm [472]. In group comparisons, individuals 
with higher daily light exposures (>417 lux) had significantly increased positive 
feelings and daily alertness, as well as overall higher quality of life with less time 
spent in bed, and later onset of sleep episodes for Alzheimer’s disease patients 
[524]. Whether light therapy is more effective at mild or severe stages of the disease 
appears to be a matter for debate [475, 525]. Bright light exposure (2500 lux) for 
2–3 h in the morning has been shown to significantly increase nighttime sleep in 
patients with advanced Alzheimer’s disease [526]. But, other studies have shown 
that bright light therapy more effectively reduced sleep disturbances in patients with 
mild to moderate Alzheimer’s disease [475]. In a third study comparing across 
patient groups, researchers found that while light treatment was effective regardless 
of the disease severity, it was more effective in managing behavior and sleep issues 
in patients with more advanced disease progression [527]. For Parkinson’s disease, 
clinical trials of patients (~62 years) found that 1 h bright light therapy daily low-
ered sleep disturbances including sleep fragmentation and improved overall sleep 
quality, ease of falling asleep and increased daily physical activity [478].

Several important considerations need to be addressed when considering bright 
light therapy as a management tool. First, the daily timing of the bright light expo-
sure is critical if it serves as a reinforcement tool for entrainment of the circadian 
clock, with morning light delivery optimal and no therapeutic effect of administer-
ing light therapy in the evening [520]. Second, the effect of light on other medica-
tions or supplements needs to be considered. As research has shown, if bright light 
is paired with melatonin in the late evening, negative mood effects were found pre-
sumably due to light-induced melatonin suppression, whereas bright light alone for 
2 weeks (10,000 lux bright light therapy for 30 min twice daily) was effective in 
decreasing restless behavior and increasing calmness [528]. Third, the daily dura-
tion of the bright light therapy needs to be considered as part of a long-term man-
agement tool. Daily light exposure (10,000 lux) of 45 min for 3 months appears to 
significantly ameliorate sleep disturbances and improve sleep quality in geriatric 
patients (~60 years) compared to age-matched individuals receiving 20 min of the 
same treatment [529]. The positive effects of the longer 45 min exposure persisted 
for 3 and 6 months following treatment, an effect not observed in individuals receiv-
ing the 20 min light regimen [529]. Fourth, the wavelength and intensity of the light 
is an important factor given the tuning of circadian photoreceptive molecules. 
Administration of bright green light (1200 lux) is more effective than dim red light 
(<10 lux) in ameliorating depressive symptoms in older adults (59–80 years) [530]. 
Finally, although bright light therapy as a long-term management tool is relatively 
low risk, there have been cases in which bright light interventions increased irrita-
bility, anxiety and agitation in normal elderly men and women not experiencing any 
of the above-mentioned problems [469, 531]. Nevertheless, with a well-designed 
paradigm, bright light therapy may be an attractive option to improve sleep cycles 
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and cognitive performance, and decrease depression in older adults and individuals 
with neurodegenerative and mood disorders.

 Time-Restricted Feeding Reinforces Synchrony Among Peripheral 
Oscillators and Mitigates the Onset and Progression of Metabolic 
Disorders (Table 9.2)

Misalignment of circadian rhythms or circadian desynchronization exacerbates 
metabolic pathologies including decreased glucose tolerance, weight gain and dys-
regulated glycemic control as well as increasing the risk of diabetes, metabolic syn-
drome and cardiovascular disease  [545–548]. Time-restricted feeding (TRF), in 
which access to food is limited to 6–12 h of the active period is a form of intermit-
tent fasting (IF) and represents one dietary approach that shows promise in mitigat-
ing the onset and development of metabolic disturbances [457, 532, 540, 544, 555, 
556]. Numerous studies have shown that restricting food consumption to specified 
time intervals significantly enhances metabolic health and facilitates healthy aging 
[457, 546, 548–554].

Timed feeding and fasting cycles appear to delay the onset or reduce the risk of 
metabolic disorders in middle-aged and older healthy adults and in animal models 
[532, 538, 555–557]. Mechanistically, it appears that time restricted feeding bol-
sters the circadian system and reduces inflammatory markers associated with meta-
bolic disease. In rodent studies, young mice exposed to a daytime TRF paradigm for 
12  weeks exhibited more robust circadian cycling of clock genes, drastically 
decreased mRNA and protein levels of proinflammatory cytokines and chemokines 
in the liver, jejunum, and white adipose tissue, and increased the anti-inflammatory 
cytokine Il-10 in the liver and jejunum [556, 557]. Similarly, in healthy middle-aged 
adults (45–55 years), 8 h TRF cycles significantly decreased body weight, energy 
intake and systolic blood pressure although little to no changes were found in heart 
rate, cholesterol, triglycerides, glucose or insulin sensitivity [558, 559]. The dura-
tion of the window to which food intake is restricted appears important with shorter 
periods of food availability having more positive outcomes on health indices [560]. 
For example, Jamshead and colleagues (2019) subjected healthy young and middle- 
aged adults [20–45 years] to either 12 h [8 am–8 pm] TRF or a 6 h (8 am–2 pm) 
early time restricted feeding paradigm for 4 days [560]. Individuals on the early 
restricted feeding schedule exhibited significantly reduced levels of circulating glu-
cose over a 24  h period compared to those on the 12  h feeding schedule [560]. 
Moreover, individuals on the early time-restricted  feeding paradigm had signifi-
cantly increased glycemic markers such as ketones, cholesterol, stress response 
SIRT1 and the autophagic gene LC3A in the morning and elevated levels of BDNF 
and mTOR [important for nutrient sensing and cell growth] at night compared to 
individuals on the longer feeding fasting paradigm [560]. Finally, more robust cir-
cadian rhythms in cortisol, BMAL1, PER, CRY and RORα across the 24 h cycle 
were observed in the individuals on the early compared to the longer feeding fasting 
schedules [560]. The effects of TRF on reinforcing circadian rhythms and 
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Table 9.2 Benefits of time-restricted feeding

Model Problem Manipulation Outcome Reference

Drosophila Reduced sleep in 
older flies and 
deterioration of 
cardiac function

Food restricted to 
12 h/day during 
light cycle

Improved sleep/activity 
rhythms and decreased 
cardiac aging

[532]

Disturbed 
metabolic and 
neural signaling

8 h/day alternate 
day fasting during 
the light cycle

Reprogramming of metabolic 
and neural transcriptome

[533]

Rats Disrupted 
entrainment to 
light

Restricted feeding 
for 2 h during the 
light cycle for 
14 days

Aged rats entrained to feeding 
rhythms

[534]

Mice Disrupted 
circadian rhythms 
in metabolism in 
Huntington’s 
disease

Restricted feeding 
for 5 h/day for 
12 days in R6/2 
Huntington’s 
disease mouse 
model

Restoration of behavioral 
rhythms and hepatic circadian 
gene expression

[535]

Restricted feeding 
for 6 h/day in 
mHTT 
Huntington’s 
disease model

Decreased mTOR 
phosphorylation, increased 
SIRT1 levels, increased 
mRNA expression of 
autophagic markers

[536]

Disrupted 
signaling in 
metabolic factors 
in HFD mice

Restricted feeding 
for 6 h/day in 
Q175 Huntington’s 
disease model for 
3 months

Improved rhythms 
in locomotorbehavior, sleep 
awakening time and heart 
function. Reduced levels of 
HD markers in brain

[537]

Glasgow 
osteosarcoma

Restricted feeding 
for 6 h/day in HFD 
mice for 8 weeks

Decreased weight gain, liver 
triglycerides, plasma leptin 
and cholesterol and reduced 
inflammation in adipose 
tissue

[538]

Restricted feeding 
for 12 h/day for 
6 weeks

Increased lifespan, circadian 
reprogramming of 
carcinogenic and tumor 
suppression (c-myc and p53)

[539]

Humans Overweight 
individuals

4 h feeding 
window every 
other day for 
2 weeks

Increased glucose uptake and 
increased insulin suppression 
of lipolysis

[540]

Overweight males 
and females 
29–70 years

8–10 h/ day for 
4 weeks

Decreased body weight, 
decreased lipid factors and 
increased glucose metabolism

[541]

Increased risk 
marker HbA1c for 
breast cancer in 
middle-aged 
women ~46 years

Restricted feeding 
schedule in line 
with circadian 
phase

Reduced levels of HbA1c risk 
marker and slower onset or 
risk of developing cancer

[542, 
543]
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ameliorating age-related pathologies can be observed across species. Studies in 
Drosophila found that 7 days of timed feeding in late middle-age flies [35 days old] 
significantly improved sleep-wake activity cycles and cardiac function [532]. 
Moreover, the suppression of cardiac aging was associated with temporal gene 
expression and was dependent upon a functional circadian clock [532]. A long-term 
TRF schedule with short 8 h fasting periods on alternate days reprogrammed the 
transcriptome in the brains and muscles of middle-aged and old flies, improving 
age-dependent expression of genes involved in the stress response, metabolic and 
neural processes and chromatin remodeling [533]. TRF strategies in young adult-
hood may contribute to more robustness in old age as seen in Drosophila in which 
young adult flies subjected to a 2-day fed:5-day fasted intermittent feeding regimen 
had extended lifespans, and increased the resistance to starvation, oxidative and 
xenobiotic stress in later adulthood [555]. Early-life exposure to intermittent feed-
ing also increased the lipid content and enhanced the gut barrier function in older 
flies (60 days) [555]. These studies suggest that eating patterns established with 
social jetlag or shiftwork in young and middle age adults may contribute to poorer 
health outcomes with aging.

Apart from delaying the onset of age-related pathologies that contribute to devel-
opment of metabolic disorders, restricted feeding paradigms may reduce the sever-
ity of existing disease symptoms associated with aging as seen in animal studies and 
humans [536, 537, 542, 543, 561–567]. Timed feeding schedules have beneficial 
effects in animal models prone to developing pathologies associated with metabolic 
disorders [538, 556]. Young wild-type mice given a high fat diet and placed on 
6 h:18 h feeding fasting schedule for 8 weeks gained less weight and had lower 
body fat percentage, liver triglycerides, plasma leptin and cholesterol levels com-
pared to ad libitum HFD littermates [538]. Although no reduction in systemic TNFα 
levels (a proinflammatory cytokine) was observed, restricted feeding schedules sig-
nificantly reduced inflammation of adipose tissue in the HFD-TRF mice compared 
to ad libitum fed mice on a high fat diet [538]. Rodent studies assessing the effects 
of timed feeding paradigms administered after long-term exposure to a high fat diet 
appeared inconsistent with regard to body weight changes compared to ad libitum 
fed mice, but the studies consistently reported improved circadian rhythms in meta-
bolic markers and lowered glucose tolerance in HFD mice on restricted feeding 
schedules [568–571]. Similarly, in humans, restricting high calorie intake to the 
daytime in obese individuals significantly decreased body weight, ghrelin levels, 
insulin resistance and increases satiation [572]. In older, overweight individuals 
(65 years and older), restricting food access to 8 h during the day for 4 weeks sig-
nificantly lowers body weight, cognitive and physical function, the incidence of 
adverse falling events and the overall self-reported quality of life [541]. These 
effects of timed feeding on existing metabolic pathologies are consistent across spe-
cies as young obesogenic flies raised on diets high in fat and/or sugar and subjected 
to a 12 h:12 h TRF schedule exhibit significant decreases in the obesity-induced 
pathologies and increased muscle performance, mitochondrial aberrations and 
markers of insulin resistance [573].
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Timed feeding regimens also show high efficacy in decreasing the severity or 
delaying pathologies associated with neurodegenerative disorders and cancer. 
Rodent studies indicate that time restricted feeding paradigms in the early phases of 
carcinogenesis have a beneficial effect on disease severity [556]. Young mice given 
a high fat diet on a TRF schedule for 18 months followed by a transplantation of 
pre-neoplastic liver cells exhibit reduced cell death and fat accumulation coupled 
with upregulation of SIRT1, an anti-aging factor in the liver [556]. Restricted feed-
ing increases lifespan and appears to reprogram the rhythmic expression of genes 
involved in carcinogenesis and tumor progression such as c-myc and p53 in mouse 
models of Glasgow osteosarcoma [539]. Similarly, middle-aged women (mean age 
~46 years) at risk for breast cancer following a restricted feeding schedule in line 
with their circadian phase report significantly reduced levels of the HbA1c breast 
cancer marker, thereby slowing the onset or risk of developing breast cancer [542, 
543, 574, 575]. The results from these studies support restricted feeding models as 
a therapeutic intervention to augment health indices, increase lifespan and stave off 
the increased risk of cancer associated with old age.

The underlying mechanism through which time restricted feeding enhances cir-
cadian synchronization appears to occur directly through the peripheral oscillators’ 
coordination of metabolic activity rhythms to feeding fasting cycles and not the 
SCN [576]. Studies have shown that feeding fasting paradigms enhance the oscilla-
tions of circadian genes, clock controlled genes and their corresponding proteins in 
the liver, kidney and pancreas without affecting these oscillations in the SCN [180, 
209, 216, 577]. Even in the absence of a functional SCN clock, timed feeding still 
appears to drive oscillations in transcription, downstream metabolites and even gut 
microbial activities [578–580]. This reinforcement of rhythms in peripheral oscilla-
tors is long-lasting as mice exhibit food anticipatory behavior 2–4 h before a meal 
with increased locomotor activity, corticosterone secretion, gastrointestinal motility 
and digestive enzyme activity [106, 215, 581, 582]. Disrupting the rhythms in 
peripheral clocks has adverse effects on metabolic processes as seen by decreased 
glucose absorption in the gut, insulin sensitivity in the liver and increased insulin 
secretion in the pancreas [583]. Apart from timed feeing, caloric restriction itself 
has been shown to increase longevity in many model systems [455, 456, 458, 459, 
584–588]. However, it is unclear as to whether this occurs through the circa-
dian system.

5.2  Pharmacological Targeting of Clock Components 
for Age- Related Pathologies (Table 9.3)

Bright light therapy, time-restricted feeding and other behavioral interventions not 
described here show encouraging potential for strengthening synchronization of the 
central and peripheral circadian system to manage chronic conditions. However, 
older individuals may have difficulty adhering to the treatment plans or may be 
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Table 9.3 Small molecule clock modifiers with potential for age-related diseases

CEM/Drug Circadian Activities
Potential/Physiological 
Applications Reference

CRY
KL001 (carbazole 
derivative)

1. Stabilizes CRY
2. Lengthens period
3. ReducesBmal1 
amplitude

1. Improves glucose tolerance 
in obese mice
2. Enhances liver 
gluconeogenesis

[589, 590]

KS15 1. Inhibits CRY
2. Shortens period
3. Reduces amplitude

1. Slows proliferation and 
increase chemosensitivity of 
breast cancer cells

[591–593]

CK1δ/ε
PF-670462 1. Inhibit CKIδ/ε

2. Inhibit PER nuclear 
translocation
3. Lengthen period

1. Enhances locomotor 
behavioral rhythms
2. Attenuates 
methamphetamine-stimulated 
locomotion in vivo.

[594]

CKI-7, D4476, 
Longdaysin, 
Compounds 1–3 and 
others

1. Inhibits CK1δ/ε
2. Inhibits PER1 
phosphorylation
3. Lengthens period

1. Suppresses proliferation 
and migration of breast 
cancer cells
2. Induces cell death in tumor 
cells of multiple myeloma

[595, 596]

GSK3β
Indirubin 1. Shortens period

2. Inhibits GSK3β
1. Induces cell cycle arrest 
and inhibits cell proliferation
2. Decreases lipid buildup 
and glucose in cells
3. Increases antioxidant 
activity

[150, 597, 
598]

Chir99021, 
1-azakenpaullone

1. Shortens period
2. Inhibits GSK3β

1. Improves glucose 
metabolism
2. Anti-inflammatory effects
3. Increases cell viability and 
decrease apoptosis in liver 
cells
4. Reduces proliferation of 
malignant gliomas

[599–601]

Lithium 1. GSK3 β inhibitor
2. Lengthens period of 
Bmal1expression

1. Regulates mood
2. Prevents myelin 
fragmentation and reduces 
inflammation
3. Partially reduces 
mitochondrial damage and 
apoptosis

[602–605]

(continued)
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Table 9.3 (continued)

CEM/Drug Circadian Activities
Potential/Physiological 
Applications Reference

RORα/γ
Nobiletin 1. Activates RORα/γ

2. Increases Bmal1 
expression

1. Improves metabolic 
homeostasis in obese/diabetic 
mice
2. Decreases apoptosis in 
insulin-producing cells
3. Enhances lipid biogenesis 
in the liver
4. Mitigates memory 
impairment in amnesia 
models
5. Beneficial effects against 
tumors, inflammation, and 
cardiovascular disease

[258, 
606–616]

SR1078 1. Activate RORα/γ
2. Increases Bmal1 
expression

1. Decreases apoptosis and 
increase autophagy to lower 
cardiomyopathy
2. Enhances cell response to 
ROS and inhibit hepatoma 
cell growth
3. Ameliorates autistic 
behavior in mice

[606, 617]

Neoruscogenin 1. ROR agonist
2. Promotes ROR 
interaction with NCOA2/
TIF2
3. Activates Bmal1 
expression

1. Anti-inflammatory effects 
in liver in obesity models
2. Reduces symptoms of 
pulmonary hypertension and 
pulmonary disease

[618–620]

SR1001 1. T0901317 derivative
2. Selective inverse 
agonist for RORα and 
RORγ

1. Inhibits Th17 cell 
differentiation
2. Anti-inflammatory 
response
3. Delays onset of 
autoimmune disorders

[621]

SR2211, SR1555
Digoxin, Ursolic acid

1. RORγ inverse agonist 1. Inhibits Th17 cell 
differentiation

[450]

Compound 1a 1. RORγagonist 1. Promotes Th17 cell 
differentiation

[622, 623]

SR3335 1. RORα inverse agonist 1. Reduces and regulate blood 
glucose levels in obese mice

[624]

REV-ERBα/β
GSK4112 1. REV-ERB agonist

2. Enhances interaction 
between REV-ERB and 
NCOR peptide

1. Inhibits gluconeogenesis
2. Inhibits inflammatory 
response in cortical and 
spinal astrocytes

[450, 625, 
626]

(continued)
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Table 9.3 (continued)

CEM/Drug Circadian Activities
Potential/Physiological 
Applications Reference

SR9009
SR9011

1. Selective agonists for 
REV-ERB
2. Alters circadian 
behavior and gene 
expression
3. Reduces BMAL1 
expression

1. Improve glucose 
homeostasis in obese mice
2. Promotes wakefulness
3. Reduces anxiety
4. Cardiac remodeling and 
anti-inflammatory effects

[621, 627]

ARN5187 1. REV-ERBβ agonist 1. Cytotoxic against cancer 
cells

[628]

SIRT1
Resveratrol 1. Activates Sirt1

2. Synchronizes 
locomotor and 
temperature rhythms

1. Broad physiological and 
antiaging efficacies
2. Protect against cancer and 
heart disease
3. Anti-inflammatory effects

[629, 630]

SRT2183, SRT1720, 
SRTCD1023, 
SRTCL1015

1. Activates Sirt1
2. Reduces amplitude of 
Per2 rhythms

1. Improves circadian clock 
gene expression
2. Reduces inflammation in 
chronic obstructive 
pulmonary disease
3. Represses glioma cell 
growth

[631–633]

non- responsive to behavioral reinforcement therapies. Potentially, drugs that target 
the circadian system with tissue specific effects may be effective in combination 
with behavioral interventions to improve healthy aging. In recent years, high 
throughput unbiased and target-based screens in preclinical models identified 
numerous promising synthetic compounds that modulate circadian physiology. 
These drugs, termed clock enhancing molecules (CEMS), enhance cellular or tissue 
rhythms either directly by targeting core clock proteins, post-translational regula-
tors such as the kinases that phosphorylate core clock components, or indirectly by 
acting on membrane receptors, ion channels or nuclear receptors coupled to clock 
components [450, 452, 625, 634, 635].

Small-molecule clock modifiers that alter the molecular dynamics of the core 
oscillator provide a novel way to target the circadian clock. For example, KL001, a 
carbazole derivative was among the first small molecules identified in a cell-based 
screen that acted directly on the core components of the mammalian clock [589]. In 
SCN explants and fibroblasts, continuous treatment with KL001 increases the acti-
vation of CRY proteins and potentiates transcriptional repression of Bmal1 activity 
at the Per2 promoter, thereby lengthening period and reducing the amplitude of 
Bmal1 rhythms [589]. Structural studies demonstrate that KL001 stabilizes CRY 
proteins by binding to the FAD-binding pocket of CRY disrupting its recognition by 
FBXL3, thus blocking the ubiquitin-dependent degradation of CRY 1 and 2 [589, 
590, 636, 637]. KL001 shows potential as an anti-diabetic agent as administration 
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of KL001 in mouse liver cells dose dependently attenuates the expression of genes 
involved with liver gluconeogenesis necessary for the production of glucose from 
glucagon in fasting states [590, 638]. CRY has also been identified as a molecule 
that may be targeted for circadian disruption and cancer interactions. Circadian dis-
ruption, especially in shift workers, is a potent risk factor for breast cancer [639–
641]. Small molecule modulators of CRY show potential for treating some types of 
breast cancer [591–593]. For instance, pharmacological inhibition of CRY using a 
derivative of 2-ethoxypropanoic acid KS15 impedes proliferation and increases 
chemosensitivity of human breast cancer cells [591–593]. KS15 binds the c- terminus 
of CRY inhibiting the interaction between CRY and BMAL1 in MCF-7 breast can-
cer cells, thereby shortening the period and attenuating the amplitude of molecular 
rhythms in these cells [591, 592]. More detailed explanations of pharmacological 
compounds that affect circadian function with therapeutic potential for anticancer 
therapy are reviewed in [447].

Independent chemical screens have identified compounds that indirectly target 
the core circadian loop by affecting post-translational modifiers, usually protein 
kinases, that control the timing of the oscillator [589, 622, 642–645], including 
numerous inhibitors of casein kinase 1 delta and epsilon (CK1δ and CK1ε) [150, 
646, 647]. CK1δ inhibitors lengthen the period of the molecular oscillator at the 
molecular and behavioral levels [594]. For example, in SCN slice preparations from 
arrhythmic Vipr2−/−mice, application of the CK1δ inhibitor, PF-670462 restores 
robust cycling of Per2 luciferase reporter rhythms [594]. Oral administration of 
PF-670462 induces more robust rhythms in  locomotor behavior in arrhythmic 
Vipr2−/− mice and wild-type mice housed in constant light conditions, an environ-
mental perturbation that disrupts locomotor behavioral rhythms [594]. The potential 
of PF-670462 to synchronize and restore behavioral rhythms in aberrant light con-
ditions makes this clock modifier an attractive target for therapeutically regulating 
sleep and circadian abnormalities in individuals with disrupted circadian rhythms 
such as shift workers and aged individuals. Other clock modifiers for CK1δ have 
been identified with similar inhibitory effects including  Longdaysin, DH4476, 
CK1–7 and Compounds 1–3 [150, 642, 644–647]. Interestingly, cases of familial 
delayed sleep phase syndrome are linked directly to mutations in CK1δ and CK1ε, 
making these small molecule modifiers a potential therapeutic target [648, 649]. 
Clock modifiers have also been shown to affect glycogen-synthase kinase 3 beta 
(GSK3β)], a broad acting kinase involved in circadian regulation and linked to 
numerous age-related diseases including Alzheimer’s disease, diabetes, cancer and 
neuropsychiatric disorders [650–652]. In the molecular oscillator, GSK3β is impor-
tant for phosphorylation and stabilization of REV-ERBα, regulation of BMAL1 
protein stability, phosphorylation of CLOCK in a BMAL1-dependent manner, and 
PER phosphorylation facilitating its translocation into the nucleus [627, 653–656]. 
Research studies in animal models report the anti-aging potential of the GSK3β 
inhibitors indirubin, Chir99021 and 1-azakenpaullone in reprogramming cellular 
bioenergetic pathways and improving glucose metabolism and anti-inflammatory 
responses [597, 642]. Pharmacological inhibition of GSK3β using indirubin short-
ens the period of molecular rhythms in mammalian cell cultures [150, 598]. 
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Selectively inhibiting GSK3β activity using the indirubin derivative 6-BIO decreases 
the cellular buildup of lipids and glucose and activates antioxidant molecules by 
upregulating Nrf2 [150, 598]. Elevated GSK3β activity appears to disrupt mito-
chondrial activity and increase oxidative injury, thereby facilitating the progression 
of liver cirrhosis [657]. Another GSK3β inhibitor, Chir99021 was shown to signifi-
cantly increase cell viability, decrease apoptosis and ROS levels and restore normal 
mitochondrial activity in mouse liver cells exposed to hydrogen peroxide for 6 h 
[599]. As the majority of liver disease deaths occur in individuals aged 45 and above 
[658], Chir99021 provides a potential therapeutic avenue for protecting against liver 
cirrhosis deaths in these age groups. Research across species supports the hypothe-
sis that GSK3β inhibitors may aid with healthy aging as elevated GSK3β activity 
suppresses protein folding and decreases longevity in Drosophila [597].

The nuclear receptor families, RORs and REV-ERBs represent perhaps the most 
pursued pharmacological targets as these molecules are implicated in multiple 
pathologies associated with aging including diabetes, cancer and circadian dysfunc-
tion [450, 659, 660]. These receptors appear to facilitate the crosstalk between the 
circadian clock and many cellular processes involved in inflammation, cell prolif-
eration and metabolism, making them ideal targets for small molecule modifiers 
[450, 659, 660]. Studies using mammalian one-hybrid assays and radioligand assays 
identified a natural flavonoid  Nobiletin  [NOB]  directly binding and activating 
RORα and RORγ receptors [606, 661]. NOB appears to act on pathways that con-
nect metabolic and circadian fitness ameliorating the symptoms of metabolic syn-
drome, oxidative stress, inflammation and cancer with little known pharmacokinetic 
toxicity [606–608, 661–665]. In genetic obesity models and wild-type mice sub-
jected to a high-fat diet, NOB administration has been found to increase energy 
expenditure, limit body weight gain, increase glucose and insulin tolerance, and 
enhance circadian rhythms in locomotor activity, thereby restoring metabolic and 
circadian resonance in the liver [606, 666–668]. NOB also decreases apoptosis of 
islet cells necessary for the production of insulin by regulating ER stress pathways 
[609, 610]. More recent studies demonstrate a role for the NOB modulator in regu-
lating the metabolism of cholesterol and bile acids in aged animals [611]. In older 
mice (22 months) given a high fat diet, NOB administration improved the serum 
markers of cholesterol and bile acids, regulated expression of genes necessary for 
bile acid production, remodeled the gut microbiota landscape and reprogrammed 
genes involved in circadian and lipid homeostasis, thereby enhancing the overall 
health of the livers [611]. Administration of NOB also appears to promote healthy 
aging in older animals [612]. NOB supplementation in older mice (22 months) on a 
regular diet reduces glucose levels and restores rhythms in locomotor activity and 
temperature [612]. A combined high fat diet and NOB supplement in older mice 
restores rhythmic locomotor activity, enhances rhythmic expression of core clock 
genes and genes necessary for mitochondrial respiration and energy expenditure in 
the skeletal muscle [612].

Nobiletin may also be effective in ameliorating age-related memory impairments. 
Recent research in multiple mouse models found that NOB mitigated memory 
impairments in amnesia induced models, reduced the pathological features of 
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Alzheimer’s disease in a mouse model including Aβ pathology, hyperphosphoryla-
tion of tau and oxidative stress, and improved motor and cognitive deficits of 
Parkinson’s disease in a mouse model [258]. Given the critical role of ROR receptors 
in the circadian clock and regulation of multiple output pathways, it is not surprising 
that NOB may affect other systems such as the cardiovascular system in addition to 
metabolism and cognitive function. Recent research suggests that NOB can facilitate 
the reduction of adverse impacts of cardiomyopathies [613–615]. Myocardial isch-
emia represents the most common complication in cardiovascular surgery and PER2 
appears to protect against this complication [669, 670]. Anesthetics such as pento-
barbital, fentanyl, ketamine and isofluorane among others, reduce the Per2 mRNA 
levels and increase the infarct size and troponin 1 levels [613]. In a mouse model of 
myocardial injury, treatment with NOB abolished the deleterious effects of the anes-
thetics by decreasing the infarct size and troponin 1 levels and increasing Per2 levels 
[613]. Treatment with NOB prior to surgery in rat models of cardiomyocyte injury 
appears to protect against myocardial injuries by inhibiting apoptosis of cardiac mus-
cle cells, decreasing the total area of dead tissue and restoring systolic cardiac func-
tion [614, 615]. Altogether, these studies suggest a strong potential for NOB as a 
therapeutic agent for enhancing circadian regulation and alleviating the pathologies 
associated with neurodegeneration and metabolic dysfunction [666].

Since the identification of NOB, numerous small molecules have been identified 
that target the RORα and RORγ receptors to influence cellular responses to chronic 
inflammation common in cancer and metabolic syndromes. Diabetic cardiomyopathy 
is a complication that significantly contributes to morbidity and mortality in diabetics 
[671]. RORα is significantly downregulated in hearts of diabetic mouse models [606, 
672]. Transgenic mice with mutations in RORα exhibit myocardial apoptosis, disrup-
tion of autophagy and decreased antioxidant gene expression [606]. Transgenic over-
expression of RORα increases cardiac function 8 weeks following streptozocin-induced 
diabetes. Pharmacological activation of RORα with the SR1078 agonist significantly 
slows the development of cardiomyopathy by reducing apoptosis of heart cells and 
fibrosis as well as increasing autophagy in the RORα mutant mice compared to con-
trols [606]. As seen with NOB, the positive effects of the SR1078 RORα agonist 
appear to extend to cancer models, specifically models of liver cancer [617]. In mouse 
liver cancer cells, restricting glutamine levels corresponded to an increase in RORα 
levels, amplifying the cellular responses to oxidative stress and thus reducing prolif-
eration of tumor cells. Administration of SR1078 decreased biosynthetic pathways in 
these cancer cells reducing glycolysis and increasing p21 rather than p53, thereby 
inhibiting the growth of the liver cancer cells [617]. Finally, ruscogenins, a third fam-
ily of compounds targeting RORα, have been shown to reduce the symptoms of pul-
monary disease by preventing pulmonary hypertension and remodeling the pulmonary 
vasculature [618–620]. As with other drugs targeting RORα, ruscogenins increase 
expression of Bmal1. In mice, treatment with a small dose of neoruscogenin for 7 days 
exerted strong anti- inflammatory effects in the liver significantly upregulating RORα-
targeted gene expression of Bmal1, Cyp7b1 and G6pase in the liver, making neorus-
cogenin a potential molecule for regulating inflammation in obesity and hepatic 
steatosis [673, 674]. Interestingly, inverse agonists of RORγ also appear to mediate 
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the cellular inflammatory response [450, 624]. Targeting RORγ with an inverse ago-
nist may reduce the adverse symptoms of autoimmune diseases [675]. SR1001 is a 
strong selective inverse agonist of RORα and RORγ and has been shown to inhibit 
murine Helper T cell differentiation [621]. Additionally, in a mouse model of multiple 
sclerosis, treatment with SR1001 was found to delay the onset and severity of experi-
mental autoimmune encephalitis [621]. Altogether, these results highlight the tracta-
bility of the ROR nuclear receptors as molecular targets for therapeutic interventions 
to manage the pathologies associated with age-related diseases.

6  Future Perspectives

Over the past 50 years, innovations in networking, communication and personal elec-
tronics have transformed the nature of society driving social and cultural changes. 
Fueled by urbanization, career pressures, irregular work hours, and other factors, the 
incidence of circadian and sleep disorders has dramatically risen in countries around 
the globe. Circadian and sleep disorders have become particularly prominent in young 
adults, teenagers and even elementary school age children correlated to the exponen-
tial rise in the use of smart phones, engagement in social media and social jetlag. 
Given the prevailing indoor lifestyle and the firm establishment of smartphones and 
other electronic devices in everyday life, it is unlikely that the incidence of circadian 
and sleep disorders will decrease as quickly as they have arisen. Advances in circadian 
research highlight the necessity of proper circadian function for good health. 
Physiological issues and behavioral patterns established during young adulthood or 
middle age provide the roots for lifelong chronic conditions and age-related diseases. 
With the expected rise in the elderly population, identifying behavioral and pharma-
cological options for long-term management of multiple chronic conditions and age-
related diseases will be paramount. Thus, it is essential for continuing research to 
identify and understand circadian and aging interactions.
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Chapter 10
The Challenge of Antidepressant 
Therapeutics in Alzheimer’s Disease

Madia Lozupone, Maddalena La Montagna, Francesca D’Urso, 
Carla Piccininni, Angelo Rinaldi, Massimiliano Beghi, 
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1  Introduction

The prominent symptomatic feature of Alzheimer’s disease (AD) is memory dys-
function, caused by amyloid-β peptide (Aβ) deposition and neurofibrillary tangles 
(NFTs). However, neuropsychiatric symptoms (NPS) are often present in nearly all 
patients with AD, above all at the onset of the disease [1, 2]. The prevalence of 
depression in dementia ranges from 16% to 45%, depending on diagnostic defini-
tions used, study designs, and the sample populations [3]. Recognition and treat-
ment of depression is important considering the negative consequences, such as 
higher rates of disability, impaired quality of life, and greater mortality (for exam-
ple, for suicide) [4]. A recent study found that the suicide rate among persons with 
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dementia was 9.3 per 100,000 person-years and 424.5/100,000 person-years among 
those diagnosed in the past 12 months [5].

It is not clear if depression is a prodromal symptom that comes before cognitive 
and memory deficits or if the two factors are independent [6]. Depressive symptoms 
are prevalent among older adults without dementia and may be early manifestations 
of AD before the onset of mild cognitive impairment (MCI). Depression symptoms 
are multi-factorial and may work synergistically with Aβ (hallmark of AD pathol-
ogy that can be measured in vivo) and related processes to affect cognition over time 
in older adults. It is probable that depression symptoms in cognitively healthy older 
individuals together with brain amyloid, the biological marker of AD, could trigger 
changes in memory and thinking over time, as recently shown [7]. Other risk factors 
could modify the relationship between depression and cognitive deficits, including 
brain metabolism dysfunction (e.g., due to mitochondrial dysregulation or diabetes 
mellitus) and volume changes in the hippocampus, the part of the brain associated 
with learning and formation of new memories [8]. The objective of the present 
review is to highlight the etiology of depression in AD patients, in comparison to 
that in depression alone, and to speculate on more appropriate and alternative 
treatments.

2  Common Mechanisms Underlying Depression 
and Alzheimer’s Disease

Other mechanisms, including tau-mediated neurodegeneration, hypertension, 
hypercortisolemia and inflammation, may be involved and need to be investigated, 
including the presence of neuropathological markers such as the tau protein, Aβ, 
and vascular disease [9]. Clarifying the relationships between the AD-related 
pathology and NPS of AD patients may be useful for elucidating the underlying 
pathophysiological process. We believe that steady overproduction of Aβ in AD and 
in chronic central nervous system (CNS) diseases such as depression may represent 
an attempt of the brain to mitigate or repair the associated neuronal damage/insult 
[8]. To demonstrate this, when 270 cognitively normal older subjects were followed 
longitudinally for 1–5 years, early anxious-depressive symptoms were found to be 
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associated with brain Aβ burden [10, 11]. To summarize, the sudden reductions of 
brain Aβ levels with potent anti-Aβ drugs may worsen cognition and exacerbate 
NPS, such as depressive symptoms and suicide ideation. Since anti-Aβ drugs have 
repeatedly been associated with worsening of cognition and NPS in both AD and 
MCI patients, and even in cognitively unimpaired subjects, we conclude that both 
AD-associated neuronal death and neuropsychiatric disturbances may cause an 
increase in brain Aβ levels and not vice versa [12].

In addition, the study of neurotrasmission may provide a key to understanding 
the pathogenesis of NPS and how neurotransmitters could interact with Aβ pep-
tide cascade. In particular, glutamatergic transmission in late-life major depres-
sion and AD could represent an overlap in the signaling transduction mechanisms 
[13]. A cellular mechanism of Aβ-dependent neuronal dysfunction that can be 
active before plaque formation, specifically an impairment of glutamate homeo-
stasis, might underlie the disturbed plasticity of hippocampal synapses [14]. 
Moreover, depression is associated with selective loss of noradrenergic cells in 
the locus coeruleus and possibly the serotonergic raphe nuclei regions of the 
brain, along with severe loss of serotonin receptors and serotonin transporter 
binding [15–17]. Furthermore, dysfunction of hypothalamic-pituitary-adrenal 
(HPA) axis and decrease of neurotrophic factors and chronic inflammation are 
crucial, and both AD and depressive disorders have these characteristics [18, 19]. 
Brain-derived neurotrophic factor (BDNF) and serotonin (5-HT) regulate synap-
tic plasticity, neurogenesis, and neuronal survival. The increased levels of gluco-
corticoids and pro-inflammatory cytokines, and the reduced levels of BDNF and 
5-HT could increase Aβ toxicity and hippocampal atrophy, underlying the transi-
tion from depression to AD [20].

However, the profile of cognitive deficits, including depressive symptoms, dif-
fers according to the brain regions affected by neurodegeneration. The most pro-
found BDNF deficits have been reported to occur in the hippocampus, parietal, 
entorhinal and frontal cortex for AD. The same regions are involved in the patho-
physiology of depressive symptoms [21]. Given that synaptic loss is the major 
correlate of cognitive impairment over the presence of plaques or tangles, there is 
a recent view of AD as a “synaptic pathology” [22]. Aβ monomers are normally 
generated and secreted at firing synapses, and are not toxic but neuroprotective as 
they have an active role in synaptic regulation [23] and are crucial for neuronal 
function [24].

In contrast, the increase in the levels of soluble Aβ-oligomers can lead to an 
impairment in cAMP-response-element-binding protein (CREB) activation in the 
brains of patients with AD and in mouse models of AD. Furthermore, Aβ-oligomers 
are known to alter signal transduction pathways crucial for learning and memory 
processes [25, 26] and change the trafficking of N-methyl-D-aspartate (NMDA) 
type of glutamate receptors [27]. In summary, altered levels of BDNF in AD are 
downstream of Aβ-accumulation and could be related to Aβ–induced dysregulation 
of CREB transcription [25, 28]. This is important as BDNF appears to be an impor-
tant underlying molecule behind the restitution of a normal cognitive phenotype in 
animal models of chronic stress [29].

10 Antidepressants in Alzheimer’s Disease
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The activation of the HPA axis and hypersecretion of glucocorticoids leading to 
a reduction of hippocampal volume, are known factors involved in the incidence of 
AD and cognitive impairment [30]. Structures involved in the control of the physi-
ological status of an organism are susceptible to modulation by chronic stress. In 
particular, the hippocampus is altered by prolonged exposure to aversive situations 
[31]. Thus, alterations in those pathways could play an important role in the etiol-
ogy of both depression and AD. Also late-life depression itself is linked to down- 
regulation of neurotrophic factors such as BDNF [32], activation of 
neuroinflammatory pathways, and increased secretion of pro-inflammatory cyto-
kines and C-reactive protein [33].

The term “gut-brain axis” refers to a crosstalk between the brain and the gut 
involving multiple overlapping pathways, including the autonomic, neuroendo-
crine, and immune systems as well as bacterial metabolites and neuromodula-
tory molecules [34]. Dysbiosis and impaired gut microbiota have been 
demonstrated to exert regulatory functions on inflammation and oxidative stress 
and represent a pathogenetic contributors shared by AD, depression, and type 2 
diabetes mellitus [35–37], three disorders characterized by a prooxidative and 
proinflammatory condition. Finally, a resting-state functional magnetic reso-
nance imaging (fMRI) study revealed decreased functional connectivity in the 
right middle frontal gyrus, and precentral and postcentral gyri, which fits a net-
work dysfunction model in AD with depression that is distinct from major 
depressive disorder and AD separately [38]. However, the link between depres-
sion and AD is difficult to elucidate completely due to the presence of disease 
heterogeneity, multifactorial elements and secondary mechanisms, as well as 
the presence of systemic diseases.

3  Antidepressant Drug Mechanisms in Alzheimer’s Disease

Several studies using animal models of AD have led to the possibility that selective 
serotonin reuptake inhibitors (SSRIs) may reduce Aβ plaque burden and cognitive 
impairment, presumably by shifting the balance from pro-amyloidogenic toward 
non-amyloidogenic processing of the amyloid precursor protein (APP) [39–41]. A 
dose-dependent relationship on such an effect was demonstrated in animal studies 
using the antidepressants citalopram and fluoxetine [42, 43]. Recently, some studies 
have highlighted the possibility that fluoxetine is neuroprotective against Aβ induced 
neurodegeneration also via a paracrine signaling mechanism mediated by 
transforming-growth-factor-β1 (TGF-β1), that does not depend on the serotonin 
transporter blockade. Deficits of TGF-β1 are thought to contribute to cognitive defi-
cits and depressive disorder treatment resistance in AD patients, by increasing Aβ 
accumulation and promoting ‘amyloid-related depression’ [44].

In particular, the activation of serotonin receptors (5-HT-Rs) by SSRIs leads 
to the activation of extracellular signal-regulated kinases that increase 
α-secretase activity (the non-amyloidogenic pathway) and reduce β- and 
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γ-secretase cleavage of APP which lead to production of the amyloidogenic 
form of Aβ (Fig. 10.1). The 5-HT signaling pathway activates one or more tran-
scription factors that regulate expression of genes encoding proteins such as 
CREB, serum response factor (SRF), and nuclear factor kappa B (NF-kB), lead-
ing to an inhibitory action in the amyloidogenic pathways. The 5′-untranslated 
region (5′UTR) of the APP mRNA contains a key regulatory sequence that 
determines the amount of intracellular APP holoprotein present in brain-derived 
cells in response to interleukin-1 (IL-1) and iron. The antidepressant paroxetine 
acts to limit the translation of the APP holoprotein by chelating iron [20]. 
However, among all SSRIs, paroxetine is the most anticholinergic with deleteri-
ous cognitive effects in the elderly population and it failed to mitigate Aβ 
pathology in two other AD animal model studies [45, 46].

SSRIs can modulate other key inflammatory factors, such as tumor necrosis fac-
tor alpha (TNF-α), IL-1β and IL-6, and oxidative stress, as well as prevent microglia 
activation in the brain [47, 48]. TNFα, through the tumor necrosis factor receptor 1 
(TNFR1), mainly results in activation of the transcription factor NF-kB and induces 
pro-inflammatory effects that exacerbate neuroinflammation and secondary neuro-
nal damage. The antidepressant imipramine was found to block TNF-α/TNFR1 sig-
naling and prevented the appearance of cognitive deficits and Aβ formation in an 
AD mouse model [20].

In addition, the anti-inflammatory effects of SSRIs are reflected in the brain by 
preventing elevated serotonin reuptake from the synapse as a result of elevated 
cytokine signaling or by direct action on reducing cytokine production [49, 50]. 

Fig. 10.1 Molecular mechanisms by which antidepressant drugs may interact with amyloid-β 
(Aβ) peptide
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This highlights a possible therapeutic mechanism of action in slowing the global 
inflammatory response seen as a result of AD progression [51]. Furthermore, 
SSRIs may also be effective in lowering oxidative stress. This may be due to 
either increased endogenous antioxidant capacity or activity, or through possible 
antioxidant properties of the drugs themselves suggesting an alternative protec-
tive action [52, 53].

SSRI-mediated modulation of neuroinflammation and neurodegeneration 
could therefore explain the favorable outcomes of patients with AD under long-
term SSRI treatment, although their potential role as AD therapeutics had not yet 
been determined [54]. In fact, according to another point of view, the antidepres-
sants sertraline and paroxetine may increase calcium influx and induce mito-
chondrial damage- mediated apoptosis, causing astrocyte dysfunction. This 
impairment may be involved in the pathogenesis of neurodegenerative dis-
eases [55].

In addition, there is evidence for beneficial effects of certain antiglutamater-
gic drugs, such as memantine, against depression AD [56, 57]. Memantine exhib-
ited antidepressant-like effects in some, but not all, animal models of depression 
[58–60]. In addition to memantine, ketamine is a non-competitive NMDA recep-
tor antagonist with a similar, although non-identical, pharmacologic profile 
(Fig.  10.2). The antidepressant and precognitive effects of Ketamine are not 
entirely shared with memantine. It has been demonstrated that the major antide-
pressant effect of ketamine is mediated by activation of the mechanistic target of 
rapamycin (mTOR) pathway, which is an atypical Ser/Thr kinase and a central 
controller of protein synthesis required for formation of new synaptic connec-

Fig. 10.2 Molecular mechanisms by which antidepressant drugs may act in Alzheimer’s disease 
(AD) depression other than classical ones (dysbiosis, N-methyl-D-aspartate regulated signaling, 
Default Mode Network)
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tions [61]. mTOR dysregulation has also been found in AD, with effects on sev-
eral signaling proteins involved in mTOR-regulated pathways, including protein 
kinase B, Akt, and mTOR itself, as found in the postmortem brains of AD patients 
[62, 63]. Therefore, the elucidation of further molecular mechanisms underlying 
the rapid antidepressant effect of the potent NMDA antagonist ketamine has 
offered a reasonably strong scientific  rationale to encourage testing to determine 
whether or not ketamine or any of its metabolites have procognitive effects in AD 
patients [64].

4  The Classical Treatment and the Antidepressant Challenge 
in Alzheimer’s Disease

Therefore, there are no clear pharmacological treatment algorithms for depression 
in AD and there are no drugs approved by the Food and Drug Administration (FDA) 
for treatment the NPS in this disorder. SSRIs are considered the first line of treat-
ment for late-life depressive disorders without dementia, but the evidence in support 
of the use of antidepressants to treat depression in dementia is not clear [65]. In 
particular, systematic reviews and meta-analyses in people with depression and AD 
have been discussed elsewhere with conflicting data on the effect of antidepressants 
compared to placebo [66]. Regarding classical antidepressant medications, sertra-
line was the one most frequently studied in several randomized controlled trials 
(RCTs). Unfortunately, such clinical studies are difficult to interpret to different 
study methods, heterogeneous patient populations, variability in outcome measures, 
and complicating factor of multi-treatment approaches [66].

Emerging evidence on the neurobiological substrates of depression in AD has led 
to the study of repositioned and novel antidepressant drugs in dementia as an alter-
native to classical antidepressant treatment (Fig. 10.2) [67]. A growing number of 
preclinical and clinical studies have supported the use of 5-HT6 receptor antago-
nists to treat not only the cognitive dysfunctions but also the behavioral alterations 
in AD [17, 68]. The results are promising enough to warrant further detailed mecha-
nistic studies on the therapeutic potential of 5-HT6 receptor antagonists and inverse 
agonists for the treatment of the cognitive decline and the depression or anxiety 
symptoms that are AD co-morbidities [69–71]. Other studies with S47445, a novel 
positive allosteric modulator of alpha-amino-3-hydroxy-5-methyl-4-isoxazole- 
propionic acid (AMPA) receptors have been conducted in healthy elderly subjects. 
S47445 had a good safety profile and was well-tolerated, enhanced functional con-
nectivity between brain networks involved in cognition (working memory, attention 
and Default Mode Networks), and increased glutamate concentrations in the poste-
rior cingulate cortex. Although treatment with S47445 was also found to be safe and 
well-tolerated by patients with mild to moderate AD, the compound did not show 
significant benefits over placebo on measurements of cognition or depressive symp-
toms [72, 73].
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The multi-modal antidepressant vortioxetine has a unique pharmacologic profile 
by inhibiting the 5-HT transporter and acting as a 5-HT1A receptor agonist, a par-
tial agonist of 5-HT1B receptors, and as an antagonist of 5-HT3, 5-HT7 and 5-HT1D 
receptors, as well as an indirect effect on the glutamatergic system. An interesting 
observation was the potential utility of vortioxetine in the treatment of older 
depressed patients, as these individuals showed significant improvements in 
 cognitive functions such as verbal memory and executive functioning [74, 75]. In 
depressed patients diagnosed with mild AD, vortioxetine was shown to significantly 
improve cognition when it was compared to other conventional antidepressants 
[76]. However, despite a favorable recommendation of the Psychopharmacologic 
Drug Advisory Committee, the FDA rejected a label expansion for vortioxetine that 
included claims of its specific effectiveness in the treatment of cognitive dysfunc-
tion in patients with major depressive disorder.

Few studies have tested the use of mood stabilizers as a treatment for depressive 
symptoms in dementia. Lithium has been shown to inhibit the activity of glycogen 
synthase kinase-3 (GSK-3), which is considered as a mediator of AD-related hyper-
phosphorylation of tau, which leads to the formation of paired helical filaments and 
neurofibrillary tangles. Therefore, lithium has been suggested to have potential 
therapeutic effects in AD [77, 78]. There are also limited data available for the role 
of carbamazepine in treating NPS in AD in smaller doses [79]. Aripiprazole is the 
first antipsychotic agent developed that is a partial dopamine D2 receptor agonist, as 
well as a serotonin 5HT2A receptor antagonist and a 5HT1A receptor partial ago-
nist. However, this has not approved to treat dementia-related NPS and has received 
a FDA “black box” warning [80]. Thus further work at the preclinical and clinical 
levels should be performed to test the safety and efficacy of these compounds for the 
treatment of depressed patients with AD.

Finally, several studies have reported the usefulness of microbiota manipula-
tion in the treatment of both AD and depressive disorders [81, 82]. In recent 
years, special attention has been given by researchers to probiotic supplementa-
tion with promising results [83, 84]. A recent study discovered that the medial 
prefrontal cortex may be involved in the differences between the antibiotic-
treated and untreated mice. Within this region, it was the excitatory neurons, 
which are involved in learning and memory, which appeared to be involved in 
this response. However, in the absence of gut microbes, these neurons failed to 
form appropriate dendritic spines that are required in forming and maintaining 
synaptic connectivity [85].

5  Conclusions

Initiation of pharmacological interventions in AD should occur after non- 
pharmacological approaches, cognitive enhancers, and comprehensive assessment 
of medical and environmental factors has been completed [65]. The findings of the 
present review have raised the possibility that the etiology of the symptoms of 
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depression in individuals with dementia may be fundamentally different than the 
etiology of symptoms of depression in individuals without dementia. This may be a 
consequence of the damage and neuronal loss involved in the dementia process, 
although some mechanisms could be shared such as dysbiosis, neuroinflammation, 
NMDA-regulated signaling.

The impact of SSRIs on Aβ plaque formation rather than plaque clearance high-
lights the importance of potentially prescribing such antidepressants as early as 
 possible in cognitively intact individuals, before the beginning of plaque deposition 
[39]. This is due to the fact that early-onset depression is a risk factor and late-onset 
depression may be a catalyst of cognitive decline. Furthermore the early recognition 
of late-life depressive disorders could help to prevent suicide.

Nevertheless, robust large RCTs are still needed to better account for the 
effect of SSRIs and their optimal doses and duration of use. A substantial body 
of evidence has suggested the involvement of common NMDA-regulated signal-
ing pathways in depression and AD and a possible overlap of disease neurobiol-
ogy [14]. Specifically, although the study ESKETINTRD3005 of ketamine 
treatment in patients aged 65 years and older showed no significant effect in this 
age-stratified population, this was only a short term study and the FDA con-
cluded that there was no evidence of a waning treatment effect with increasing 
age [86]. However, in the absence of relevant data to late-life depression, it is 
not clear whether older patients would benefit similarly to younger ones. Instead, 
the new multimodal antidepressant vortioxetine appeared to be more promising, 
particularly in depression with MCI and in mild AD patients with depressive 
symptoms [74, 76].

Interestingly, in a recent study, older age was associated with increased odds of 
rapid repetitive transcranial magnetic stimulation (rTMS) response trajectory, 
although the sample only included adults under the age of 65 years. This finding is 
consistent with previous work which showed that rTMS was more effective for 
older adults and for late-life depression when rTMS coils at higher stimulus intensi-
ties were used (i.e., at 120% resting motor threshold) [87–89]. The effect of rTMS 
in AD patients appears to be similar to that seen in normal subjects after ketamine 
treatment, as a consequence of greater non-NMDA compared to NMDA neurotrans-
mission [90]. Future studies should also take into account that mediators of micro-
biota–gut–brain communication affected by microbial metabolism include 
short-chain fatty acids (e.g., butyrate), neurotransmitters [e.g., serotonin and γ -ami-
nobutyric acid (GABA)], hormones (e.g., cortisol), and immune system modulators 
(e.g., quinolinic acid) [91].

In conclusion, future research needs to explore the impact of earlier treatment on 
AD prevention or onset delay in depressed versus non-depressed cognitively intact 
individuals and further well-powered RCTs are needed before significant changes in 
current clinical practice can be introduced [92]. The greatest impact will most likely 
come through the use of personalized medicine approaches, with diagnosis and 
therapy based on an individual’s unique genotype, phenotype and environmental 
exposure history [93]. The evaluation of genetic background may be also important 
as recent studies have shown the importance of genotyping for antidepressant treat-
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ment success in AD. Gene polymorphisms may lead to modulation of antidepres-
sant action [94] as well as the molecular processes underlying the pathology and 
trajectory of AD, highlighting the potential importance of taking such factors into 
account in RCTs designed for the treatment of depression in dementia and AD [95]. 
Depression symptoms themselves may be among the early changes in the preclini-
cal stages of dementia syndromes and, just as importantly, these stages represent a 
clinical window of opportunity for closely monitoring at-risk individuals and poten-
tially introducing interventions to prevent or slow cognitive decline [7].
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Chapter 11
Anxiolytic Terpenoids and Aromatherapy 
for Anxiety and Depression

S. Agatonovic-Kustrin, E. Kustrin, V. Gegechkori, and D. W. Morton

1  Introduction

Although advances in medicine have immensely improved our health and life 
expectancy and scientific developments have given us a better quality of life and 
living conditions, constantly developing technologies, increased psychological 
pressures, and high expectations are increasingly affecting mental and emotional 
health, especially anxiety. Anxiety disorders are the most common mental health 
disorders and can have debilitating consequences for affected individuals. Existing 
drug therapies for anxiety disorders are limited by their potential for abuse, delay of 
therapeutic effect, dependence, and tolerance. Therefore, safe and evidence-based 
complementary or alternative therapies may offer significant benefits in the care of 
patients with anxiety disorders.

Recent studies have shown that aromatherapy with essential oils can reduce 
stress, anxiety, depression and promote physical and mental well-being. Essential 
oils have been used for centuries as traditional medicines. The long history of the 
therapeutic use of essential oils suggests that they may indeed be effective. Various 
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plant-derived essential oils have traditionally been used to treat a variety of mental 
disorders. Although the use of aromatherapy for mental health is not a new discov-
ery, recently there has been increasing academic interest in aromatherapy as an 
alternative to normal drug therapy as it has proven to have high efficacy in reducing 
stress and improving mood disorders [1]. Evidence that inhaled or topically applied 
essential oils enter the bloodstream and exhibit measurable psychological effects, 
indicates that the effects of essential oils are pharmacological and not just psycho-
logical [2]. This review focusses on the use of aromatherapy in mental health, for 
the treatment of stress, anxiety, depression, sleep disorders, and cognitive disorders.

Essential oils have very specific pharmacologic properties that can be used to 
produce specific physiological responses in the prevention and treatment of several 
diseases including cardiovascular disease, diabetes, Alzheimer’s disease, and can-
cer, in addition to their bioactivity as antibacterial, antiviral and antioxidant agents 
[3]. However, aromatherapy appears to be most effective in the treatment of medical 
conditions that involve emotional and cognitive information processing [4], and the 
activity of the autonomous nervous system [5].

Essential oils can enter the body through inhalation, ingestion, or absorption 
through the mucous membranes and skin. The fastest direct route into the body and 
into the bloodstream is by inhalation [6]. Essential oils delivered via the inhalation 
route may exert psychological effects, because the olfactory bulb has limbic inputs 
in the amygdala and hippocampus that are associated with emotion and memory [7]. 
The olfactory system allows the sense of smell, which derives from a chemical reac-
tion between the receptors in the brain and compounds from the essential oil. Once 
an aroma is perceived, the mind and body analyze the scent. This is accomplished 
by the reticular system of the brain, which integrates emotions with memories. The 
hypothalamus, the brain’s basic centre for drives and emotions may be activated, 
which stimulates the pituitary gland. The pituitary gland produces hormones that 
affect other glands in the body. These hormones trigger physiological, psychologi-
cal, and emotional reactions that influence feelings and behaviour. In this way, cer-
tain aromas will activate particular emotional reactions. Once an aroma is stored in 
the brain, each subsequent time it is inhaled, the brain and the body will evoke the 
same response. By directly inhaling an essential oil, the brain can analyze and store 
the scent, as well as the responses in the body the scent invokes. In this way, essen-
tial oils are therapeutic by inhalation.

Since the components of essential oils are small lipid soluble molecules, they can 
also be absorbed directly into the bloodstream through the skin. They can traverse 
cell membranes and exhibit pharmacologic effects at nanomolar concentrations, 
making them suitable candidates for potential pharmaceutical applications. 
Moreover, their lipophilic nature allows them to pass the blood brain barrier. The 
effects of aromatherapy are almost instantaneous, and some evidence suggests that 
aromatherapy can work beyond the level of conscious awareness. Exposure to aro-
matherapy below the detection threshold on unsuspecting subjects can affect emo-
tions, cognition, daytime behaviors, and sleep [8]. In fact, the most effective 
application for essential oils in relieving emotional distress is by inhalation.
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2  Anxiolytic Effects

Since ancient times, essential oils of many plants, such as jasmine, lavender, lemon 
balm and orange blossom have been used in aromatherapy for their calming effects. 
The use of essential oils for their psychoactive effects has been supported scientifi-
cally in recent years by several studies on animals and humans [2]. Lavender essen-
tial oil is the most studied to improve mood and to reduce stress and anxiety. 
Lavandula (commonly known as lavender) is a genus of 47 known species of flow-
ering plants in the mint family (Lamiaceae). Different species of lavandula grown 
in different locations and altitudes, provide a wide range of aromatic strengths and 
slightly different essential oil compositions. The chemical composition of lavender 
essential oils has been correlated to their anxiolytic activity. All lavender species are 
highly aromatic plants that produce essential oils. However, only four species, true 
lavender or English lavender, (Lavandula angustifolia, formerly known as L. offici-
nalis), spike lavender (Lavandula latifolia), lavandin (Lavandula intermedia) and 
Spanish lavender (Lavandula stoechas) are commercially used to produce lavender 
essential oils. Different essential oil chemotypes produce essential oils with differ-
ent chemical compositions and they exhibit different therapeutic properties. 
Chemically, essential oil from all lavender species contains linalyl acetate, linalool 
and 1,8-cineole, along with a number of other compounds. The essential oil from 
true lavender has high levels of linalyl acetate (25–45%) and linalool (25–38%) and 
low amounts of camphor and 1,8-cineole [9]. Due to low amounts of camphor and 
1,8-cineole and high ester and alcohol content, true lavender essential oil is gentle 
with no known contraindications, when compared to the other species. Due to its 
mild nature, it is generally the preferred choice for use in aromatherapy. It can alle-
viate cortisol and serotonin levels [10] and lower salivary stress markers such as 
chromogranin A (CgA) and cortisol in stress states [11]. Saliva CgA has been shown 
to be a biomarker of the acute stress response by the sympatho–adreno–medullary 
system, while cortisol is considered as a biomarker of the chronic stress response 
associated with the activation of the hypothalamic–pituitary–adrenal (HPA) 
axis [12].

A standardized essential oil extract of Lavandula angustifolia, Silexan, has been 
specially prepared and patented in Germany (W. Spitzner Arzneimittelfabrik GmbH, 
Ettlingen, Germany) and approved for oral use in subsyndromal (“mixed”) anxiety 
[13]. Silexan lavandula oil preparation contains linalool and linalyl acetate, two 
major constituents of lavender oil, at concentrations of 36.8% and 34.2%, respec-
tively. Silexan is available as immediate release soft capsules containing 80 mg of 
lavender oil [14]. Rosewood, also known as Brazilian rosewood (Aniba rosaeodora 
Ducke) is an evergreen tree from the Amazon rainforest and a natural source of the 
purest linalool [15]. Its essential oil contains 80–90% linalool [16, 17]. The leaves, 
volatile oil and various extracts, are used in the traditional medicine of the Brazilian 
Amazon for their sedative, antidepressant and anticonvulsive effects [18].

The relaxing effects of linalool were observed on certain physiological parame-
ters related to stress conditions. Studies in animals have shown that inhaled linalool 
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has an anxiolytic effect and decreases aggressive behaviour [19]. Inhalation of lin-
alool chiral isomers by human subjects exposed to experimental stress has also led 
to different physiological responses. This shows that chirality influences the physi-
ological effects [20]. Various physiological parameters of the autonomous nervous 
system (heart rate, blood pressure, electrodermal activity) and the endocrine system 
(salivary cortisol), were monitored. It was found that both linalool enantiomers can 
modulate salivary cortisol levels, a stress biomarker [21], and have relaxing effects. 
However, S-(+)-linalool acted as an activating agent for blood pressure and heart 
rate, while R-(−)-linalool proved to be stress-relieving, observed by a decrease in 
heart rate. Anxiolytic activity of monoterpenes, such as carvone, 1,4-cineole, carva-
crol, and isopulegol was also demonstrated. Carvone, one of the constituents of 
Lippia alba, an aromatic, flowering shrub in the verbena family (Verbenaceae), is 
believed to be responsible for its action as a tranquilizer. Lippia species are used for 
their anxiolytic effect and as a tranquilizer in folk medicine [22]. Many pharmaco-
logical studies have assessed the tranquilizing effects of the leaves of Lippia alba 
and Lippia multiflora [23–25]. Analysis using gas chromatography–mass spectrom-
etry (GC-MS) of the essential oil identified the major components as monoterpenes 
citral (59%), carvone (7%) and limonene (7%) [26].

3  Anxiety and Depression

The two most common mental health problems worldwide are anxiety and depres-
sion. While depression is a psychiatric disorder, affecting more than 300 million 
people worldwide [27], anxiety is a part of everyone’s experience. However, persis-
tent anxiety can cause real emotional distress and lead to anxiety disorders such as 
panic attacks, phobias and obsessional behaviours [28, 29].

Several studies have shown that there is a correlation between the use of aroma-
therapy and improved mood in patients that are suffering from anxiety and depres-
sion attacks. Bergamot essential oil is frequently used in aromatherapy and has 
recently gained popularity in improving mood, mild symptoms of stress-related 
disorders [30], and to facilitate sleep [31]. In the last decade, clinical studies have 
supported the therapeutic use of Bergamot essential oil suggesting that it may help 
to reduce anxiety and stress, and promote relaxation [32, 33]. Aromatherapy mas-
sage with bergamot oil has been shown to relieve symptoms of anxiety in patients 
with cancer [34]. Bergamot is a plant from the Rutaceae family, endemic to the 
Calabria region in Italy. It is a hybrid of bitter orange and lemon, originating from 
the Citrus aurantium L. and Citrus limon L. or Citrus aurantifolia Swing. [32]. 
Bergamot essential oil is extracted from the peel of a citrus fruit known as bergamot 
orange (Citrus bergamia). The chemical composition of bergamot essential oil is 
well known [35]. Its volatile fraction contains monoterpene limonene (25–53%) and 
high quantities of oxygenated compounds, such as two major components of laven-
der, linalool (2–22%) and linalyl acetate (16–40%), γ-terpinene, and β-pinene. 
Limonene, γ-terpinene and β-pinene, together with linalool, and linalyl acetate 
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 constitute >90% of the whole oil [36]. It has been shown that the application of 
bergamot oil decreases levels of CgA [37]. Salivary CgA is an endocrinologic stress 
marker correlated to sympathetic nervous system activity and noradrenaline release 
rate [38]. It is a soluble protein that is co-stored and co-released with catechol-
amines from the adrenal medulla and sympathetic nerve endings. Thus, it has been 
proposed as a surrogate marker of sympathetic nervous system activity [39]. A 
series of studies have shown that the level of CgA is more sensitive to psychological 
stressors and increases more rapidly compared to salivary cortisol.

Humans are capable of learning during sleep. However, humans are also capable 
of changing the neural representation of a feared stimulus and unlearn during sleep. 
A sleep study has shown that exposure to odour cues during slow-wave sleep helps 
to eliminate an aversive visual association (fear) learned in that odour context [40]. 
Thus, conditioning of the human mind could enable aromatherapy to be adminis-
tered with the aim of alleviating conditioned fear. This finding supported the hypoth-
esis that aromatherapy can reduce anxiety levels significantly.

The positive effects of lavender have been investigated in many studies. It has 
been used to reduce anxiety before open-heart and abdominal surgeries [41], 
decrease anxiety among the patients undergoing coronary artery angiography [42], 
and relieve symptoms of anxiety for patients with cancer [34]. When effects of aro-
matherapy with lavender essential oil on anxiety and depression were analysed in 
haemodialysis patients, the results showed that the lavender essential oil lowered 
levels of depression, but did not affect anxiety levels [43]. Similarly, when aroma-
therapy with lavender oil was used to reduce anxiety prior to a scheduled colonos-
copy or esophagogastroduodenoscopy, there was no statistical difference in the state 
of anxiety levels between pre- and post lavender inhalation in the experimental 
group [44].

A number of citrus oils have demonstrated anxiolytic effects. Neroli oil (Citrus 
aurantium var. amara L. floral essential oil), for example, has been found to reduce 
anxiety in post-cardiac surgery patients [45]. It has also shown reduced activity in 
gerbils using a forced swimming test [46]. Neroli oil is composed mainly of limo-
nene (25%), β-pinene (20%), linalool (16%), and linalyl acetate (10%) [46]. Bitter 
orange (Citrus aurantium) oil was found to relieve anxiety in patients after oral 
administration or inhalation [47, 48]. For example inhalation of orange oil (Citrus 
sinensis) was used to reduce the anxiety level and improve mood in dental 
patients [49].

Numerous studies reported that rose oil (the floral essential oil of Rosa dama-
scene Mill.) has physiological and psychological relaxation, and anti-anxiety effects 
[50]. A controlled study using transdermal absorption showed that rose oil decreased 
breathing rate, blood pressure, and blood oxygen saturation, consistent with a relax-
ing effect [51]. Rose oil is mainly composed of citronellol (13–53%), geraniol 
(7–27%), nerol (0–16%), 2-phenylethanol (1–10%), nonadecane (2–25%), and 
heneicosane (1–9%) [52]. A number of reports suggest that citronellol and geraniol 
are able to reduce anxiety, stress, and depression in patients [53, 54]. Geraniol, lin-
alool and citronellol essential oil constituents, are all acyclic monoterpenol 
compounds.
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Rose oil has shown anticonflict effects in mice, with the effects not mediated by 
the benzodiazepine binding site of the GABAA receptor complex [55]. The com-
pounds responsible for this bioactivity have been identified as 2-phenylethanol and 
citronellol. Inhalation of rose oil can relieve anxiety in pregnant women [56] and 
decrease salivary cortisol and testosterone levels in healthy participants [57]. A 
near-infrared time-resolved spectroscopic method has shown that there is a signifi-
cant decrease in the oxyhemoglobin concentration in the right prefrontal cortex of 
subjects during rose oil inhalation, indicating that olfactory stimulation by rose oil 
induces both physiological and psychological relaxation. The dorsal lateral (left and 
right) prefrontal cortex is thought to be responsible for cognitive control and goal- 
directed behavior. It is highly active during memory retrieval and in response to 
mentally demanding tasks [58]. The most sensitive measure of cerebral oxygenation 
is the oxyhemoglobin difference (Hbdiff) due to the high correlation with cerebral 
blood flow and mean arterial pressure changes. Thus, the oxyhemoglobin difference 
can be used to evaluate brain blood flow and oxygenation during a cognitive 
task [59].

Rose geranium oil has demonstrated a significant reduction in anxiety after inha-
lation [60]. Geranium oil is distilled from the leaves and sometimes also from the 
fragrant flowers of various species of Pelargonium, mostly from Pelargonium gra-
veolens. Commercial rose geranium oil is predominantly composed of isomenthone 
(5–7%, often reported as menthone), linalool (3–11%), citronellol (15–44%), gera-
niol (2–39%) and citronellyl formate (6–20%) [61]. Rose, geranium, and citronella 
are the oils with the highest levels of citronellol. Geraniol, nerol, and citronellol, 
together with 2-phenylethanol, are known as the rose alcohols because they are the 
key materials responsible for the rose odor character.

The chemical constituents can vary greatly as a result of the species, origin loca-
tion, and extraction method. For instance, limonene content varied wildly (between 
20% and 97.99%) in two studies of Citrus aurantium oil. The chemical components 
of Cananga odorata essential oil also varied substantially in different studies, from 
being mostly comprised of benzyl acetate (25.1%), p-cresyl ether (16.5%), and lin-
alool (13.6%) [62], to another study where it mainly consisted of methyl benzoate 
(34.00%), 4-methylanisole (19.82%), and benzyl benzoate (18.97%) [63]. Several 
Citrus essential oils contain high proportions of limonene as its major component. 
Orange peels are used as a sedative in several countries, and essential oils obtained 
from Citrus aurantium L. (Rutaceae) fruit peels can contain as much as 97.8% of 
limonene [64]. Citrus aurantium L. (Rutaceae), commonly known as sour orange, 
is used in traditional Brazilian medicine and other countries to treat anxiety, insom-
nia, and as an anticonvulsant, suggesting depressive action upon the central nervous 
system (CNS) [65]. The anxiolytic and sedative properties of citrus essential oil 
suggested by traditional uses have been assessed in mice [65, 66] and have also been 
shown in a clinical (dental) setting by Lehrner et  al. [67]. The relaxant effects 
observed in female patients in a dental office were produced with a Citrus sinensis 
(L.) Osbeck (Rutaceae) essential oil, composed of 88.1% limonene and 3.77% myr-
cene [67]. A mixture of citrus oils was also capable of reducing the necessary treat-
ment doses of antidepressants, normalizing neuroendocrine hormone levels and 
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immune function in depressive patients [68]. The ambient lemon odor was also 
found to decrease the number of health symptoms in young healthy subjects [68].

Aromatherapy with two essential oils from two plants in the Satureja genus, 
Satureja brevicalyx and Satureja boliviana, showed reductions of anxiety ranging 
between 20% and 47% in a randomized experimental trial with 108 participants 
[69]. Satureja is a genus of aromatic plants from the Lamiaceae family, related to 
rosemary and thyme, with Satureja brevicalyx and Satureja boliviana originating in 
the South American Andes. These plants are found to grow from southern Peru to 
Bolivia and northeast Argentina. Both have been used medicinally since ancient 
times by the Andean people. In the study of Satureja oil, essential oils from two 
species were used. An analysis of S. brevicalyx oil identified 39 constituents by 
GC-MS [69]. They represent 97.6% of the total oil, with linalool (21.1%), men-
thone (12.3%), geranyl acetate (11.2%), pulegone (10.4%), isomenthone (8.1%), 
bicyclogermacrene (7.3%), β-caryophyllene (6.5%) and p-cimene (5.3%) being the 
major components. In S. boliviana oil, 37 constituents were identified, representing 
97.2% of total oil content. Major components were linalool (12.8%), menthone 
(10.7%), pulegone (9.7%), bicyclogermacrene (8.7%), geranyl acetate (8.6%), ger-
macrene D (7.8%), p-cimene (6.4%) and carvacryl acetate (5.2%). The relatively 
higher reduction of anxiety scores using Satureja brevicalyx compared to the 
Satureja boliviana essential oil is likely attributed to their chemical differences. 
Anxiolytic effects of essential oils were attributed to linalool, a component that has 
dose-dependent effects on the central nervous system, including sedation, hypnotic, 
and anxiolytic effects [19, 70]. This means that differences in anxiety scores could 
be due to linalool content, although further studies are needed to prove this hypoth-
esis. Besides the differences in linalool content (21.1 and 12.8% respectively), the 
Satureja brevicalyx essential oil contained a much higher content of isomenthone 
(8.1%) and β-caryophyllene (6.5%), while Satureja boliviana contained much more 
geranyl acetate (8.6%), germacrene D (7.8%), and carvacryl acetate (5.2%).

There are many other essential oils used in aromatherapy reported to exert an 
anxiolytic effect in clinical trials, such as sandalwood (Santalum album) oil [71], 
Roman chamomile (Chamaemelum nobile) oil [72], rosemary (Rosmarinus offici-
nalis) oil [73], lemon balm (Melissa officinalis) oil [74], and pelargonium oil [75]. 
However, only a few studies have examined the constituents of these essential oils 
in relation to their anxiolytic activity.

4  Monoterpenols

Linalool, an acyclic tertiary monoterpene alcohol, is an odorous component found 
in many essential oils (Table 11.1). It is also an important fragrance component that 
is widely used in many perfume, soap, and shampoo formulations [76]. As lavender 
essential oil has been reported to have anxiolytic/sedative effects it may be that 
linalool, a major component of lavender essential oil, could be an important con-
tributor to its pharmacological activity. This hypothesis has been confirmed in a 
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number of reported studies with mice. These have shown that inhalation of linalool 
vapor was able to improve social interactions, reduce anxiety, and reduce aggres-
sive behaviour [1, 19, 77]. The molecular mechanisms behind the actions of lin-
alool as an anxiolytic agent however are still unclear. Odorants bind to odorant 
receptors at the olfactory epithelium [78], but we don’t know how they reach the 
brain. The axons of the olfactory sensory neurons may send information to second-
order neurons in the olfactory bulb or these compounds may simply diffuse through 
lipid membranes due to their small size and high hydrophobicity [79, 80]. An in 
vivo study demonstrated that inhalation of Abies sachalinensis essential oil resulted 
in much higher concentrations of odorant compounds in the brain when compared 
to injection into the peritoneum [81]. Nevertheless, more detailed studies are 
required to work out how these compounds are transported in the body. Previous 
studies have shown that terpene substances may undergo major biotransformation 
processes in vivo so that the pharmacologically active compounds may actually be 
metabolites of essential oil components [82]. The effects of such secondary metab-
olites on the human central nervous system might be due to molecular and bio-
chemical similarities. It has been observed that substances that exhibit modulatory 
effects at GABAA receptors shared structural similarities to these essential oil 

Table 11.1 The major components of plant essential oils used for the treatment of anxiety and 
depression

Plant(s) Essential oil major components References

Lavandula angustifolia 
(English lavender)

Linalyl acetate (25–45%) and linalool (25–38%) [9]

Aniba rosaeodora 
(Brazilian rosewood)

Linalool (80–90%) [16, 17]

Lippia alba (Bushy 
matgrass) and Lippia 
multiflora (bush tea)

Citral (59%), carvone (7%) and limonene (7%) [22]

Citrus bergamia 
(bergamot)

Limonene (25–53%), linalyl acetate (16–40%), and 
linalool (2–22%).

[35, 36]

Citrus aurantium var. 
amara L. (neroli)

Limonene (25%), β-pinene (20%), linalool (16%), and 
linalyl acetate (10%)

[46]

Rosa damascene Mill. 
(rose)

Citronellol (13–53%), geraniol (7–27%), nonadecane 
(2–25%), nerol (0–16%), 2-phenylethanol (1–10%), and 
heneicosane (1–9%)

[52]

Pelargonium graveolens 
(rose geranium)

Citronellol (15–44%), geraniol (2–39%) and citronellyl 
formate (6–20%), linalool (3–11%), isomenthone (5–7%, 
often reported as menthone)

[61]

Satureja brevicalyx Linalool (21.1%), menthone (12.3%), geranyl acetate 
(11.2%), pulegone (10.4%), isomenthone (8.1%), 
bicyclogermacrene (7.3%), β-caryophyllene (6.5%) and 
p-cimene (5.3%)

[69]

Satureja boliviana Linalool (12.8%), menthone (10.7%), pulegone (9.7%), 
bicyclogermacrene (8.7%), geranyl acetate (8.6%), 
germacrene D (7.8%), p-cimene (6.4%) and carvacryl 
acetate (5.2%)

[69]
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components. A structural comparison of terpenoid structures that showed a strong 
modulatory effect on GABAA receptors of the α1β2 subtype, revealed that almost 
all substances that lack modulatory potential on GABAA receptors, did not contain 
a cyclic structure or they lacked a hydroxyl group. Thus, terpenes with distinct 
chemical structures (i.e. the presence of hydroxyl groups and a cyclic character 
(mono- or bicyclic)), may mediate sedative or anxiolytic mechanisms involving 
GABAA receptors [83]. This is an allosteric modulation, independent from the γ2 
subunit, and similar to the action of alcohols and anesthetics.

The most common monoterpenols in plants are linalool, nerol, and geraniol, the 
latter two being cis and trans isomers, respectively (Fig. 11.1). Monoterpenols dif-
fer from other aliphatic monoterpenes in their chemical properties. The presence of 
an alcohol functional group makes them not only more polar and, therefore, soluble 
in water [84], but also more chemically reactive. Geraniol is easily converted to 
linalool under acidic conditions [85]. The acid-catalyzed rearrangements of nerol 
and geraniol and solvolysis of their derivatives are considered as models for terpe-
noid biosynthesis. In these reactions, geraniol or its derivatives give predominantly 
linalool and acyclic alkenes, whereas nerol and its derivatives generate largely 
cyclic products such as α-terpineol or limonene.

5  Conclusions

A number of essential oils are currently used for anxiety relief and relaxing effects. 
In-vivo studies on animal models have verified the anxiolytic effects of these essen-
tial oils and the interactions of their major components with central nervous system 
receptors. Therefore, it seems reasonable to argue that the modulation of glutamate 
and GABA neurotransmitter systems are likely to be the critical mechanisms 
responsible for the sedative, anxiolytic, and anticonvulsant proprieties of linalool 

Fig. 11.1 Monoterpenols in essential oils with anxiolytic properties
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and essential oils containing linalool in significant proportions. Popular anxiolytic 
essential oils are generally rich in terpenoid alcohols like linalool, geraniol and cit-
ronellol, and the monoterpene limonene (or citral). Therefore, other essential oils or 
formulations that contain these terpenoids as major components may serve as 
important aromatherapeutics for relief of anxiety.
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Chapter 12
The Role of Nutrition in Attenuating  
Age- Related Skeletal Muscle Atrophy

Behnaz Abiri and Mohammadreza Vafa

1  Introduction

Skeletal muscle contractions power human body movements and are important for 
maintaining stability. Skeletal muscle tissue accounts for about half of the human 
body mass and, in addition to its power-generating role, is a crucial factor in main-
taining homeostasis. Given its central role in human mobility and metabolic func-
tion, any impairment in the contractile, material, and metabolic properties of skeletal 
muscle has an adverse effect on human health. Aging is related to a progressive loss 
of muscle mass, quality, and strength, a condition known as sarcopenia. Although 
this term is applied clinically to denote loss of muscle mass, it is often used to 
explain both some cellular processes (denervation, mitochondrial dysfunction, 
inflammatory and hormonal alterations) and some outcomes, such as reduced mus-
cle strength, mobility, and function, a higher risk of falls, and decreased energy 
requirements (Fig.  12.1). Von Haeling et  al. [1] have estimated its prevalence at 
5–13% for the elderly population aged 60–70 years and at 11–50% for those aged 
80 years or above. Lean muscle mass generally contributes up to 50% of total body 
weight in young adults, but decreases with aging to approximately 25% around 
75–80 years of age. At the muscle fiber level, sarcopenia is described by specific 
type II muscle fiber atrophy, fiber necrosis, and fiber-type grouping. Several 
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probable mechanisms of age-related muscle atrophy have been reported. Age- 
related muscle loss is due to losses in the size and number of muscle fibers, possibly 
resulted from a multi-factorial process that includes physical activity level, nutrient 
intake, hormonal changes, metabolic homeostasis, oxidative stress, and lifespan. 
The specific contribution of each of these factors is unknown but there is growing 
evidence that the disruption of several positive regulators of muscle hypertrophy 
such as Akt and serum response factor (SRF) are an important feature in the pro-
gression of sarcopenia [2, 3]. Some studies demonstrated a functional defect in 
autophagy- and myostatin-dependent signaling in sarcopenic muscle [4–6]. In con-
trast, many researchers have failed to identify age-related increases in the levels of 
common negative regulators, such as atrophy gene-1 (atrogin-1), nuclear factor- 
kappaB (NF-κB) and calpain, in senescent mammalian muscles [2, 3, 7].

Poor diet is one of the most common problems practitioners encounter when 
treating elderly people. Many individuals in this population have low nutrient 
intakes, for different reasons that range from physical deficits to economic prob-
lems. Dental problems in the elderly may make them more likely to choose softer 
foods that often lack protein and delayed gastric emptying can decrease appetite and 
hormonal alterations may lead to longer-lasting feelings of satiety. Physical disabil-
ity may also make packaged, processed foods more appealing [8]. Such dietary 
problems are not impossible to overcome. If we can understand the lifestyle factors 
that affect the rate of decrease in muscle mass and strength in older age, we can 
develop strategies that will help to prevent or slow sarcopenia, and allow people to 
have a higher quality of life in old age. This chapter aims to address several recent 
strategies for inhibiting this phenomenon.
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2  The Role of Nutrition

The diets of elderly people affect to a large extent their health, and particularly the 
potential for counteracting the possible physiological etiological factors of sarcope-
nia. In the following sections, the effects of dietary factors on muscle metabolism 
will be discussed.

2.1  Amino Acid Supplementation

Many reviews demonstrate that certain nutritional interventions such as a high pro-
tein intake or an elevated intake of essential amino acids and the branched chain 
amino acid (BCAA) leucine with resistance training may help to slow fiber atrophy 
in sarcopenic muscle by modulation of both anabolic and catabolic pathways [9]. In 
particular, leucine can be considered as a regulatory amino acid with unique fea-
tures. It has several effects on muscle metabolism regulation, such as control of 
protein synthesis and glucose homeostasis. In addition, leucine has been shown to 
be a nitrogen donor for the synthesis of muscle alanine and glutamine. Considering 
these findings, the administration of leucine as an anti-atrophic agent is biologically 
justified [9].

It has been reported that amino acid supplementation has a synergistic impact on 
the contraction-induced escalation of muscle protein synthesis following acute 
resistance exercises [10]. Treatment with amino acids has been found to induce 
additional hypertrophy in response to continuous resistance training [11]. Recent 
human studies have shown that amino acids have an effect in the phosphorylation of 
translational initiation factors, especially eIF4F and p70S6K, through an mTOR- 
mediated mechanism [12]. On the other hand, several other studies have not reported 
advantages from protein supplementation [13, 14]. These studies administered a 
single bout or short-term (10 day) ingestion to evaluate the rate of myofibrillar syn-
thesis or protein synthesis [13]. In contrast, Godard et al. [14] aimed to evaluate the 
long-term supplementation of several amino acids and carbohydrate combined with 
resistance training. Unfortunately, they performed the evaluation of total muscle 
cross-sectional areas only using magnetic resonance imaging (MRI), and did not 
conduct a detailed morphological analysis. Since the examination of muscle cross- 
sectional area by MRI seems to be affected by the inner amount of adipose tissue, 
connective tissue, or water, it is unknown whether or not the protein supplementa-
tion showed positive effects on the morphometry of muscle fibers. In another study, 
the administration of many essential amino acids has been shown to have a positive 
effect on muscle mass and protein synthesis under both normal states [2, 3, 15], and 
with resistance training [12]. Although a positive slowing impact on sarcopenia has 
been reported in almost all studies utilizing many essential amino acids and com-
prising high levels of leucine, supplementation with essential amino acids not 
enriched with leucine may fail to increase muscle protein synthesis in the elderly. 

12 Nutrition and Muscle Atrophy



300

Moreover, a greater amount of leucine should be supplemented along with large 
amounts of isoleucine and valine in order to avoid an imbalance of branched-chain 
amino acid levels [15].

2.2  Protein

Proteins are continuously broken down and resynthesized, and skeletal muscle may 
account for about one-quarter of the total body protein turnover [16]. When protein 
intake is inadequate, turnover of tissue protein is decreased while the opposite may 
occur with elevated intake. However, in the elderly, the amount of protein turned 
over reduces compared to young adults [17]. Net protein balance in the skeletal 
muscle is the result of protein synthesis and protein breakdown. When muscle pro-
tein breakdown is greater than the rate of muscle protein synthesis, the net protein 
balance is negative, while the opposite correlates with positive balance. Balance is 
achieved when muscle protein breakdown equals muscle protein synthesis [18]. The 
occurrence of sarcopenia may be the result of an elevated basal-fasted rate of mus-
cle protein breakdown and/or decreased basal muscle protein synthesis [19]. 
Nevertheless, muscle protein breakdown may also lead to restore the functionality 
of proteins by allowing impaired proteins to be removed and recycled into new 
muscle proteins [20]. Muscle protein synthesis is more responsive than protein 
breakdown to diet-associated alterations in healthy subjects, making it the main 
target to stimulate muscle protein balance and eventual protein accumulation [20]. 
In our study of women aged 40–60 years old, protein intake, adjusted for physical 
activity and weight, was positively and significantly associated with fat free mass 
percentage [21]. Considerable discussion exists about the amount of protein intake 
required for optimal health in older adults, particularly when evaluating it in the 
light of energy needs [22]. Gersovitz et  al. [23] provided older adults with diets 
containing 0.8 g egg protein/kg/day, and concluded that this amount was not ade-
quate for most of the participants. Campbell et  al. [24] also proposed that 0.8 g 
protein/kg/day may not be sufficient to completely meet the needs of all elderly 
people. In a study to evaluate dietary protein intake and alterations in lean mass in 
community-dwelling older adults, subjects in the highest quintile of protein intake 
(1.2 ± 0.4 g protein/kg body weight/day) lost about 40% less lean mass than did 
those in the lowest quintile of protein intake (0.8  ±  0.3  g protein/kg/day) [25]. 
According to some researchers, the recommend intake for the prevention of sarco-
penia is 0.8–1.2 g of high-quality protein/kg/day [26] or higher amounts, such as 
1.6 g protein/kg/day [27].

Moreover, Paddon-Jones and Rasmussen [28] revealed that muscle protein syn-
thesis was decreased in old people when the ingested protein was less than about 
20 g per meal, and a value of 25–30 g of high-quality protein per meal was recom-
mended to maximize the anabolic response. Hence, elevating the distribution of 
protein intake in approximately equal parts through breakfast, lunch and dinner may 
be also an important factor of protein effectiveness [29].
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2.3  Beta-Hydroxy-Beta-Metylbutyrate (HMB)

HMB is a product of leucine metabolism that has been demonstrated to slow protein 
breakdown in muscle tissue [30]. HMB may be effective at limiting the demands 
placed on elderly people by acute stresses, such as sudden increases in physical 
activity, an immunologic challenge, or acute malnutrition [30, 31]. Daily supple-
mentation of HMB (2 g/day), arginine and lysine for 12 weeks positively changed 
measurements of functionality, strength, fat-free mass and protein synthesis, pro-
posing that the strategy of targeted nutrition has the ability to influence muscle 
health in elderly women [32]. Therefore, an adequate intake of proteins (1.2/g/kg/
day) is essential to prevent sarcopenia and amino acid supplementation, especially 
branched chain amino acids (leucine 2.5 g/day) as well as the intake of beta-hydroxy 
butyrate (2 g/day), is a well-established intervention for treating sarcopenia.

2.4  Creatine

Creatine is known as a non-protein nitrogenous tri-peptide, composed of glycine, 
arginine and methionine. In the human body, creatine is synthesized in the liver and 
pancreas from these amino acids. In addition, creatine is present in foods (meat and 
fish) and is taken with the diet in the amount of 1–2 g per day. Approximately 95% 
of the creatine in the body is stored in skeletal muscle, with about two-thirds of this 
is stored as phosphocreatine (PCr) and the remainder as free creatine. The energy 
provided for the phosphorylation of adenosinediphosphate (ADP) to adenosine tri-
phosphate (ATP) during and after intense exercise depends on the amount of PCr 
stored in the muscle. With depletion of PCr during intense exercise, the availability 
of energy reduces due to the inability to resynthesize ATP in the amounts needed to 
maintain the high-intensity exercise [33]. Age-related reductions of creatine/PCr in 
skeletal muscle have been indicated in some studies [34, 35], although not all stud-
ies agree [36, 37]. The reduction of muscle creatine is biologically plausible, due to 
aging and, possibly, to certain co-morbidities, such as sarcopenia, and/or alterations 
of behavior with age, including decreased physical activity and/or changes in dietary 
intake, such as reduced consumption of meat products due to denture issues. Type 
II muscle fibers have a higher content of PCr compared to type I fibers [38], and 
sarcopenia is characterized by a preferential atrophy of the former fiber type [39]. 
The progressive atrophy of type II fibers may therefore partly account for the 
decreased muscle creatine in the elderly. In addition, the reduction of creatine in the 
muscles of the elderly is in line with previous evidence that documents an increase 
in oxidative processes in aged skeletal muscles, such as a reduction of lactate dehy-
drogenase [40] and reduced dependence on glycolysis [41]. Smith et al. first dem-
onstrated an elevation in muscle PCr in middle-aged adults (58 years-old) as a result 
of short-term intake of high doses of creatine (0.3 g/kg/day for 5 days) [34]. In a 
similar study, Rawson et al. showed a smaller elevation in muscle PCr (7 versus 
35%) in 70  year-olds compared with 24  year-olds, in response to ingestion of 
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creatine (20 g/day for 5 days) [37]. Brose et al. found an increase in total muscle 
creatine (30% men, 17% women) in 70  year-old participants who underwent 
14 weeks of resistance training and intake of 5 g/day creatine [42], a result that is in 
line with the increases shown in younger adults [43, 44]. Eijnde et  al. reported 
increases of 5% and 21% in total muscle creatine and free creatine, respectively, 
following 6 months of an exercise program for muscular endurance combined with 
5 g/day creatine supplementation [45]. Hence, it appears that the muscle creatine in 
the elderly can be elevated with oral creatine supplementation at a dose of 5 g/day 
but the magnitude of the response can be significantly influenced by initial muscle 
creatine levels. Wyss et al. have proposed that the increase in extracellular creatine 
may reduce the absorption of creatine in muscle [46]. One of the most important 
findings was an improvement in fatigue resistance, which has been shown in several 
studies using different exercise tests [47–51]. Some researchers have indicated an 
increase in strength [49, 50] but this has not always been reported [47, 48]. Some 
researchers have shown that creatine supplementation may help to increase the per-
formance of tasks identified in the activities of daily living (activity daily living; 
ADL) [50, 52, 53]. The is an important finding because of the relationship between 
the performance of ADL, fall risk and mortality. Among the studies that have inves-
tigated muscle mass, the majority found a greater increase in lean mass accretion 
after ingesting creatine in combination with resistance training [42, 54, 55] and 
Dalbo et al. mentioned that creatine is an effective intervention to counteract sarco-
penia [56]. The timing of creatine ingestion (before and after resistance training 
sessions) can be more relevant than the amount of creatine [33]. In conclusion, an 
adequate creatine supplementation could be a useful intervention to combat sarco-
penia, in particular fatigue associated with sarcopenia, although clinical studies are 
required to support this.

2.5  Long-Chain Polyunsaturated Fatty Acids (LCPUFAs)

Sarcopenia is recognised as an inflammatory status driven by cytokines and oxida-
tive stress [57]. Since eicosanoids derived from 20-carbon polyunsaturated fatty 
acids are among the regulators of inflammation [58], this raises the probability that 
variations in intake of n-3 and n-6 LCPUFAs, and their balance in the diet, could be 
of importance. In particular, n-3 LPUFAs have the potential to be potent anti- 
inflammatory agents [58]. Although biochemical processes underlying the impacts 
of pro-inflammatory cytokines on skeletal muscle remain to be established [59], 
elevated circulation levels of cytokines including interleukin (IL)-6, C-reactive pro-
tein (CRP) and tumor necrosis factor (TNF)-α receptor II, may have harmful impacts 
on protein synthetic rates [60, 61]. However, these inflammatory processes may be 
decreased by n-3 LPUFAs, such as eicosapentaenoic acid (EPA) and docosahexae-
noic acid (DHA), which are found in foods such as fatty fish [62, 63]. There is some 
observational evidence to support the effect of n-3 LCPUFA status on muscle func-
tion, as higher grip strength was reported in elderly men and women who had greater 
oily fish consumption [64]. In line with this finding, several studies of patients with 
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rheumatoid arthritis have indicated that supplementation with fish oil led to improve-
ment in grip strength [58].

In a randomized controlled trial study to investigate the effects of n-3 LCPUA on 
the rate of muscle protein synthesis in older adults, 8 weeks of daily supplementa-
tion with 1.86 g EPA plus 1.50 g DHA had no effect on the basal rate of muscle 
protein synthesis, but amplified the hyper-aminoacidaemia–hyperinsulinaemia- 
stimulated elevation in the rate of muscle protein synthesis, which may be important 
to counteract the anabolic resistance related to aging [65]. Moreover, the intake of 
oily fish was related to an increase in grip strength in community-dwelling older 
adults, which raised the hypothesis of an anti-inflammatory impact of n-3 LCPUFA 
and a possible effect of these nutrients in the prevention of sarcopenia [66].

α-Linolenic acid (ALA) is the major plant-based n-3 LCPUFA and its effects 
may also occur via its conversion to EPA and DHA, when dietary intake of marine 
PUFAs is low [67, 68]. Although the precise efficacy of metabolic conversion of 
ALA to EPA and/or to DHA is an unresolved question, it has been established that 
desired tissue levels of EPA and DHA could be better achieved by consumption of 
these two nutrients [69]. Since LCPUFA synthesis occurs mainly in the liver, it is 
possible that natural alterations in physiological condition occurring with aging, or 
any additional pathologic states that may exist, influence the availability of these 
nutrients in different tissues [67]. However, considering the antithrombotic effects 
of n-3 LCPUFA, special attention should be given to the risks of potential severe 
adverse events after high doses ingestion, such as bleeding [62] or a slight rise in 
LDL cholesterol [70], particularly in older adults. In a review of Calder [63] evalu-
ating the consumption of fish oil supplements by healthy adults and its effect on 
inflammatory processes, it was demonstrated that EPA and DHA intake higher than 
2 g/day appeared to be needed to produce anti-inflammatory effects. The existence 
of Dietary Reference Intakes for EPA and DHA is still a matter for discussion, but 
consumption levels for an adult of up to 500 mg/day do not seem to raise safety 
concerns [69]. In addition, Villani et al. [62] conducted a systematic review on fish 
oil administration in elderly people, and concluded that the potential for adverse 
events associated with omega-3 supplementation appeared mild to moderate at 
worst. However, data are limited to establish definitive conclusions about the safety 
of these nutrients. In another randomized controlled clinical trial, supplementation 
of older adults with EPA and DHA led to an elevated anabolic response to amino 
acid and insulin infusion. While these novel data propose that the stimulation of 
muscle protein synthesis by n-3 LCPUFA supplementation could be beneficial for 
the prevention and treatment of sarcopenia [71], further evidence is required to 
establish the therapeutic potential of n-3 LCPUFAs in inflammatory states.

2.6  Antioxidant Supplementation

Free radicals are highly reactive molecular species with a single unpaired electron 
in the outer orbit seeking to pair with another free electron. In particular, reactive 
oxygen species (ROS), deriving from oxidative metabolism, have higher reactivity 
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than O2. ROS are constantly generated in cells of aerobic organisms, in particular 
skeletal muscle, by the addition of a single electron to the oxygen molecule with 
subsequently injury of biological macromolecules, such as lipids and DNA. The 
interaction of ROS with normal cellular structures results in potentially nonrevers-
ible changes, with subsequent cellular loss of function and death. ROS generation 
has been found to be elevated in skeletal muscle during aging. During the aging 
process, it is probable that elevated levels of ROS lead to the alterations of mito-
chondrial DNA and to increases in myonuclear apoptosis. Hiona and Christiaan 
Leeuwenburgh [72] reviewed the potential mechanisms by which mitochondrial 
DNA mutations related to aging that favor mitochondrial dysfunction may influence 
the skeletal muscle, and concluded that mitochondrial DNA mutations may contrib-
ute to sarcopenia. Based on the mitochondrial “vicious cycle” hypothesis related to 
the free radical theory of aging, chronic ROS production and oxidative stress can 
favor mitochondrial DNA mutations, which in turn may result in an elevated mito-
chondrial ROS production, promoting a cycle of oxidative damage that may lead to 
muscle cell death [72], which in turn may contribute to sarcopenia [73]. The pres-
ence of elevated levels of pro-inflammatory cytokines that may occur with aging 
also contribute to an elevation of oxidative stress in skeletal muscle [74]. Hence, 
counteracting oxidative stress by exposure to anti-oxidants may be an important 
strategy to prevent sarcopenia [75].

The primary and auxiliary extra- and intracellular anti-oxidant protection sys-
tems include nutritive anti-oxidants (e.g. vitamin C, vitamin E, carotenoids, conju-
gated dienoic isomers of linoleic acid, carnosine, anserine and histidine), 
non-nutritive anti-oxidants (e.g. natural and synthetic phenols, and furanones/furfu-
rals), enzymes (e.g. glutathione peroxidase/transferase or glutathione disulphide 
reductase that catalyze anti-oxidants regeneration), transition metals (e.g. iron, cop-
per) binders and exporters (e.g. the glutathione conjugate transporter) [76].

Although sufficient intake of anti-oxidants may be considered as an important 
strategy to prevent sarcopenia [77], Chaput et al. [78] found no significant differ-
ences in anti-oxidant intake between the elderly participants with sarcopenia and 
the nonsarcopenic group. However, it should be noted that the intake of anti-oxidant 
nutrients in older adults with sarcopenia did not reach the Dietary Reference Intakes 
(DRIs) in the group of participants without sarcopenia. Nutritional approaches that 
have been suggested to prevent oxidative stress or benefit muscle protein metabo-
lism via anti-oxidant approaches include resveratrol [79], vitamin E, vitamin C [80], 
carotenoids [81], vitamin A [82], dehydroepiandrosterone, ornithine, cysteine, 
N-acetylcysteine, carnitine, epigallocatechin gallate [83] zinc and selenium [82]. 
Considering that oxidative stress may favor the initiation of sarcopenia [73, 75, 84], 
future research should clarify specific protein targets for oxidative damage [85] and 
the mechanistic pathways by which anti-oxidants in foods or supplements may 
reduce oxidative stress.

In diabetes, antioxidant supplementation appears to prevent muscle atrophy [86]. 
The impact on cancer cachexia is partial although significant. In contrast, the data 
on antioxidant supplementation for mammalian sarcopenia are limited and contro-
versial, despite the clinical relevance and large interest. A number of studies have 
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evaluated the possibility of delaying the aging process by elevating anti-oxidative 
capacity. For example, resveratrol, a natural polyphenol found in grapes, peanuts, 
and berries, has demonstrated a protective impact against oxidative stress in skeletal 
muscle. Although most human studies analyze the association between dietary anti-
oxidant supplementation and physical performance or muscle strength measures, 
the effect is still debatable. As suggested by Bonetto et  al. [86], oxidative stress 
probably would behave as an additional factor that would certainly amplify wasting 
stimuli but may not play a leading role in other cases for which the effectiveness of 
antioxidant therapy was not indicated. A recent statement from the Society on 
Sarcopenia, cachexia and wasting disease does not mention antioxidant supplemen-
tation as a possible tool to manage sarcopenia in older persons [87].

Future randomized controlled trials using single or several anti-oxidants, in sup-
plements or food preparations, should also be investigated for efficacy to decrease 
oxidative stress in the muscle, and increase net protein balance in older adults.

2.7  Vitamin D

Vitamin D has been traditionally considered as a key regulator of bone metabolism, 
and calcium and phosphorus homeostasis through negative feedback with parathy-
roid hormone. Currently, approximately one billion people worldwide have vitamin 
D deficiency and most of these are elderly. The prevalence of low vitamin D concen-
trations in people older than 65 years of age has been estimated to be about 50%, but 
this statistic is variable because it is influenced by sociodemographic, clinical, ther-
apeutic and environmental factors. Similarly, there is an age-dependent decrease 
found in vitamin D receptor expression in skeletal muscle. Prolonged vitamin D 
deficiency has been related to severe muscle weakness, which is found to be ame-
liorated with vitamin D supplementation. A large body of evidence indicates that 
low vitamin D levels represent an independent risk factor for falls in the elderly 
[88]. Supplementation with vitamin D in a clinical trial was found to elevate muscle 
strength and performance and decrease the risk of falling for community-living, 
elderly and nursing home residents with low vitamin D levels [89]. In contrast, sev-
eral groups reported no positive impact of vitamin D supplementation on fall event 
outcomes [90]. Cesari et al. [91] attributed these discrepant findings to the selection 
criteria adopted to enroll study participants, compliance with the intervention, or the 
extreme heterogeneity of cut-off points defining the condition of deficiency. A more 
comprehensive knowledge of vitamin D-related mechanisms may provide a useful 
tool for preventing muscle atrophy in older persons.

The genomic impact of vitamin D on muscle includes changes in mRNA that 
will cause de novo protein synthesis involved in controlling cell proliferation and 
induction of terminal differentiation. In addition, the non-genomic impact of vita-
min D on muscle includes the activation of protein kinase C (PKC) and Ca2+ in the 
cytosol. This effect leads to the active transportation of Ca2+ into the sarcoplasmic 
reticulum by Ca2+-ATPase, elevating the calcium pool which is necessary for 
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muscle contraction [92]. Moreover, the activation of PKC has an impact on protein 
synthesis in the muscle cells. On other hand, because inflammation is a potential 
risk factor for sarcopenia, the anti-inflammatory impacts of vitamin D could lead to 
the improvements in skeletal muscle composition [92].

Vitamin D metabolites may influence muscle mass and function through indirect 
mechanisms such as hypophosphataemia [93] or secondary hyperparathyroidism of 
vitamin D deficiency [94]. Direct impacts may also occur through the 1,25(OH)2D3 
receptor in muscle tissue [95]. In a systematic review investigating the impacts of 
exposure to vitamin D on muscle function, Rejnmark [94] identified 16 randomized 
controlled trials, and all except one of the studies were conducted in individuals 
above 50 years of age. Over seven studies, vitamin D supplementation resulted in 
positive impacts on muscle strength [94, 96]. Another systematic review and meta- 
analysis by Muir and Montero-Odasso [97], which evaluated the efficacy of vitamin 
D supplementation on muscle strength in elderly population aged over 60 years, 
found that all studies with ingested doses of 800–1000 IU per day reported useful 
impacts on muscle strength. In our study, vitamin D supplementation (1000  IU, 
daily, for 3 months) in vitamin D deficient middle-aged women (40–55 years-old) 
resulted in improvements in muscle function in the intervention compared to the 
placebo group. In addition, fat mass percentage was significantly reduced in vitamin 
D group at the end of intervention but the changes did not reach statistical signifi-
cance compared with the placebo group. In both groups muscle strength did not 
differ significantly at the end of the intervention [98]. This might be explained by 
the possibilities of an insufficient dose of vitamin D supplementation in the vitamin 
D-deficient women, the period of vitamin D supplementation was not long enough, 
or the combination of both factors. In addition, baseline vitamin D status or baseline 
muscle strength or mass might have impacts on the response to vitamin D supple-
mentation [98]. Furthermore, low vitamin D levels are a risk factor for falls in the 
elderly [99, 100], and its supplementation was demonstrated as an important strat-
egy to decrease the risk of falls among ambulatory or institutionalized older indi-
viduals [101]. However, evidence on whether vitamin D supplementation influences 
muscle mass is scarce [102]. Although vitamin D functions include an important 
role for muscle health [103], an insufficient vitamin D nutritional status is frequently 
observed in older adults. In a study with older adults from 11 European countries, 
36% of men and 47% of women had circulating concentrations of less than 12 ng/
mL in wintertime, this being the lowest mean level found in Southern European 
countries [104]. Serum vitamin D concentrations may vary widely between partici-
pants from different countries [105] and variations in vitamin D status appear to be 
associated with contrasts in nutritional intake, sunlight exposure and clinical, thera-
peutic, sociodemographic and environmental factors [106].

2.8  Ursolic Acid

Ursolic acid, a water-insoluble pentacylic triterpenoid, is the major waxy compo-
nent in apple peels. It is also found in many edible plants. Kunkel et  al. [107] 
reported that ursolic acid decreased skeletal muscle atrophy in the setting of two 

B. Abiri and M. Vafa



307

distinct atrophy-inducing stresses (fasting and muscle denervation). Ursolic acid 
might elevate muscle mass by inhibiting atrophy-related skeletal muscle gene 
expression. The above study found that acute ursolic acid treatment of fasted mice 
decreased atrogin-1 and MuRF1 mRNA levels in association with decreased muscle 
atrophy. Similarly, chronic ursolic acid treatment of unstressed mice decreased atro-
gin- 1 and MuRF1 expression and induced muscle hypertrophy. Although ursolic 
acid elevated skeletal muscle Akt phosphorylation in vivo, the study could not deter-
mine if it acted directly on skeletal muscle, how quickly it acted, or if the effect 
needed insulin-like growth factor (IGF)-I or insulin, which are always present in 
healthy animals, even during fasting. To investigate these issues, Kunkel et al. [107] 
evaluated serum-starved skeletal myotubes and found that ursolic acid rapidly stim-
ulated IGF-I receptor and insulin receptor activity, but only if IGF-I or insulin was 
also present. Altogether, their data suggests that ursolic acid first elevates the capac-
ity of pre-existing IGF-I and insulin to activate skeletal muscle IGF-I receptors and 
insulin receptors, respectively. However, ursolic acid alone was not sufficient to 
increase phosphorylation of the IGF-I or insulin receptors, and its impacts also 
needed IGF-I and insulin, respectively. This proposes that ursolic acid either facili-
tates hormone-mediated receptor autophosphorylation or suppress receptor dephos-
phorylation. The latter possibility is supported by previous in vitro data showing 
that ursolic acid directly suppresses protein tyrosine phosphatase 1B, a tyrosine 
phosphatase that dephosphorylates and thereby inactivates the IGF-I and insulin 
receptors. More research is required to clarify the impact of supplementation with 
ursolic acid in skeletal muscle in the attenuation of muscle atrophy.

3  Caloric Restriction (CR)

CR typically involves consuming 20–40% fewer calories than normal intake as a 
means of maintaining mitochondrial health and attenuating sarcopenia. CR is rec-
ognized as the most important intervention that delays primary (natural age- 
associated deterioration) and secondary (related to disease and negative lifestyle 
behaviors) aging, thereby increasing lifespan in many species. Studies in rodents 
have consistently indicated that CR extends maximum lifespan by up to 50% and 
decreases the occurrence of many age-related diseases. These protective impacts are 
attributable to the ability of CR to decrease the incidence of mitochondrial abnor-
malities and also decrease oxidative stress. In rodents, CR seems to alter mitochon-
drial efficiency, content and function via reduced proton leakage which, in turn, is 
enabled by a shift to a less oxidative milieu. With regards of mitochondrial content 
and function, CR does not influence gene expression, protein level, or activity of 
citrate synthase [108]. Lanza et al. [109] indicated that CR maintains mitochondrial 
function by protecting the integrity and function of existing cellular components 
rather than by elevating mitochondrial biogenesis. Moreover, CR appears to combat 
the age-associated increases in pro-apoptotic signaling in skeletal muscle [110]. 
Importantly, CR has been demonstrated to modulate the majority of the apoptotic 
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pathways involved in age-related skeletal muscle loss, such as mitochondrial-, cyto-
kine/receptor-, and Ca2+/ER-stress-mediated signaling [110]. Therefore, CR notably 
inhibits increases in several mediators of the TNF-mediated pathway of apoptosis 
(TNF-α, TNF-receptor 1, cleaved caspase-3 and -8), possibly by elevating produc-
tion of a muscle-derived anabolic cytokine, IL-15, which competes with TNF- 
mediated signaling. Furthermore, the combination of CR with exercise training has 
been suggested to combat the apoptosis related to sarcopenia more effectively.

It is interesting that Baker et al. indicated a significant increase in PGC-1α in 
gastrocnemius muscle of rats after a 40% CR diet beginning at 16 weeks of age 
[111]. It has become apparent that PGC-1α binds to and co-activates many tran-
scription factors in addition to PPARγ, including most nuclear factors. Therefore, 
PGC-1α has various roles, such as in fatty acid oxidation, myokine secretion, activa-
tion of autophagy, and neuromuscular junction (NMJ) gene induction, as well as 
up-regulation of mitochondrial biogenesis [112]. Valdez et al. [113] indicated that 
lifelong CR significantly reduced the incidence of pre- and postsynaptic abnormali-
ties in 24- month-old mice as well as the age-associated loss of motor neurons, 
likely due to PGC-1α induction. Since the level of basal autophagy in the skeletal 
muscle has been shown to be decreased with age [5, 114], normal function of 
autophagy by CR may weaken the atrophy of muscle fibers during aging. However, 
CR in mice did not modulate the level of several autophagy-linked molecules 
(Beclin-1, Atg9, LC3) at the protein level, except for Atg7 in sarcopenic muscles of 
rats [5]. However, one study [115] demonstrated that CR has no useful effect on 
health and survival in rhesus monkeys in contrast to many other reports from studies 
using the same species [116, 117]. More studies are required to evaluate whether 
CR is effective in counteracting the age-associated loss of muscle in human subjects 
and to what extent dietary intervention can be applied in human populations. 
Because excessive CR (over 50%) may have side effects, milder CR conditions 
should be applied in the elderly population.

4  Dietary Patterns

The eating habits of elderly individuals are affected by several factors, including 
food preferences that have been formed throughout life, physiological alterations 
related to aging, socioeconomic conditions, being institutionalized or not, physical 
disability, and living with a spouse or alone. Food insecurity and hunger are issues 
of concern for many elderly individuals, especially for those having low socioeco-
nomic status or from minority ethnic groups [118, 119]. Energy requirements 
decrease with advancing age, and elevated physical activity or exercise may be 
important to combat this trend. In addition, with higher energy intake by those with 
increased energy requirements, it is easier to provide the amount of food necessary 
to meet the nutritional recommendations, especially for micronutrients [120]. The 
modern Western-type diet is rich in animal products and limited in fruits and vege-
tables [121], which leads to a net acid production, in contrast with diets abundant in 
potassium that possess an alkalinizing effect [121]. Moreover, a sufficient 
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potassium intake and an alkaline diet may favor lean tissue mass in elderly people 
[122], while acidosis [121] can intensify the reduction in muscle mass. This is also 
particularly important considering that the normal reduction in kidney function 
related to age may also favor acidosis [121]. In addition to being important for 
potassium intake, consumption of fruit and vegetables is negatively related to 
inflammation in the elderly population [75], and ensuring sufficient intake of these 
foods is also important to achieve sufficient ingestion of anti-oxidants, including 
carotenoids [123], polyphenols, tocopherols, ascorbate and selenium [124].

Many of the components previously indicated as having beneficial effects of 
inflammation and redox status, especially n-3 LCPUFAs and dietary anti-oxidants, 
are natural constituents of the Mediterranean diet, considering its high content of 
vegetables, legumes, fruit, nuts, seeds, whole grain cereals, olive oil, fish and herbal 
infusions [125]. Hence, nutritional strategies are required to limit muscle atrophy 
and to combat decreases in muscle mass and function. When evaluating relation-
ships between grip strength and empirically healthy dietary patterns such as the 
prudent dietary pattern, grip strength was positively associated with prudent diet 
score in community-dwelling elderly population [126]. This diet is generally char-
acterized by high consumption of vegetables, fruit, fatty fish and whole grains, and 
a low consumption of white bread, chips, sugar and full-fat dairy products. Looking 
for nutrients and foods using a whole dietary pattern approach may present several 
advantages over a “single nutrient approach”, considering the high number of inter-
actions and synergies that may exist between food components, and future studies 
are required to investigate this in detail.

5  Exercise Training

Resistance exercise can promote muscle protein synthesis within 1 h of training, 
which can last for up to 72 h after exercise. Resistance training has been shown to 
be the most promising among interventions aimed at reducing the impacts of sarco-
penia, since it elevates strength, power and mobility function, and induces different 
degrees of skeletal muscle hypertrophy [127]. For example, 12 weeks of whole- 
body resistance training led to an increase in type II muscle fiber area in men aged 
64–86  years and 65–72  years. A 2-year longitudinal trial of resistance training 
reported increases in leg press (32%) and military press (90%), single-repetition 
maximum weight lifted and knee extensor muscle cross-sectional area (9%) in 
elderly people aged 60–80  years [128]. The functional advantages of resistance 
training have been investigated in a large trial of 72–98-year-olds and frail nursing 
home residents, with resistance training elevating muscle strength (113%), stair- 
climbing power (28%), gait velocity (12%), and spontaneous physical activity 
[129]. In the elderly, resistance training induces the muscle levels of IGF-I, myo-
genic regulatory agents, and IL-6, which lead to muscular hypertrophy by regulat-
ing the activation, proliferation, and differentiation of satellite cells. However, 
several studies using humans and rodents demonstrated a lower degree of activation 
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in mitogen-activated protein kinase (MAPK) and Akt-mTOR pathways after muscle 
contraction or mechanical overload than occurs in young adults [114]. However, 
Mayhew et al. [130] reported that resistance exercise induced a similar extent of 
activation in translational signaling (Akt, p70S6K, ribosomal protein S6, and 
4E-BP1) between young and old participants. It might appear surprising that physi-
cal activity can influence muscle inflammation. The evidence indicates that chronic 
resistance physical training leads to the control of locally-derived inflammation via 
adaptations to repeated and acute elevations in pro-inflammatory mRNA within 
muscle. Several studies [131] have indicated that the addition of intensive strength 
training for the elderly reduces the effective gain of muscle strength and mass espe-
cially in women. Hence, careful attention should be paid when estimating the 
amount and intensity of resistance training in this advanced age group.

6  Malnutrition-Sarcopenia Syndrome

Malnutrition has been explained as a status of an imbalance of energy, protein and 
other nutrients that result in negative impacts on body composition, physical func-
tion and clinical conditions [132]. One vital clinical aspect often not evaluated in 
nutrition screening or assessment is the loss of lean body or muscle mass. Lean 
body mass is explained as that portion of the body mass except for the fat and 
includes water, mineral, muscle and other protein-rich structures (including viscera, 
enzymes, red cells, and connective tissues) [133]. Skeletal muscle mass constitutes 
the majority of lean body mass and provides strength, mobility and balance [134]. 
Muscle mass also plays a vital role in whole-body protein metabolism and affects 
quality of life in patients with chronic diseases [135]. The balance between muscle 
protein anabolism and catabolism is critically important for maintaining skeletal 
muscle mass, especially in elderly people who lose muscle mass as a consequence 
of aging and/or illness [135, 136]. Sarcopenia has been explained as an age-related 
loss of muscle mass, combined with loss of strength, functionality or both [137].

Research has demonstrated that reductions in handgrip strength are common in 
individuals who have sarcopenia as well as in individuals who are malnourished 
[137, 138]. Many elderly individuals are malnourished or at high risk for malnutri-
tion due to many factors. Reduced appetite and food intake, poor dentition, an 
increased frequency and severity of acute and chronic medical states, multiple med-
ications, social and economic challenges, and cognitive decrease can all play a role 
in the etiology of malnutrition among older adults. Advanced age is an independent 
risk factor for malnutrition and is related to a lower body weight, body mass index, 
and serum albumin levels [139–141].

In many patients, malnutrition and sarcopenia occur in parallel and manifest 
clinically through a combination of reduced nutrient intake and reduced body 
weight, along with a decrease in muscle mass, strength, and/or physical function. 
This has led to coining of the proposed clinical condition as the Malnutrition- 
Sarcopenia Syndrome. This is the clinical presentation of both malnutrition and 
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accelerated age-related loss of lean body mass, strength, and/or physical perfor-
mance. Malnutrition and sarcopenia are each independently related to negative 
health outcomes that affect older adults across healthcare settings. Patients with 
malnutrition and/or sarcopenia are at risk of elevated morbidity and mortality, 
reduced functioning and quality of life, and increased re-hospitalization, length of 
hospital stay and higher healthcare costs [142–146].

A prospective observational study of a cohort of older adults indicated that higher 
lean mass predicted lower mortality with an 85% reduction in the risk, proposing 
that alterations in lean mass, rather than body mass index, are better predictors of 
mortality in elderly people [147]. This highlights the role of lean muscle mass loss 
in defining malnutrition.

Hence, examining both of the patient’s nutritional and functional status through 
screening and evaluation for both malnutrition and sarcopenia will enable health-
care practitioners to better determine the presence of the Malnutrition-Sarcopenia 
Syndrome in their patients and prescribe interventions tailored to fit individual 
requirements. In addition, as the world is aging and older adults will utilize health-
care services at an increased rate, this could finally lead to better patient care and 
outcomes in this unique and expanding patient population.

7  Conclusions

To develop strategies to combat or retard sarcopenia, a better understanding of the 
lifestyle factors that affect the rate of muscle mass and functional losses in older age 
is required. Current data demonstrates the importance of sufficient quality and 
quantity of the diet in this process. The high prevalence of low nutrient intake among 
elderly population has made this a major concern. In addition, much has demon-
strated that regular exercise can minimize the physiological impacts of an otherwise 
sedentary lifestyle by limiting the development and progression of chronic disease 
and disabling conditions, but only a limited proportion of older adults are physically 
active. Hence, older adults should optimize both nutrition and exercise as both are 
important modifiable factors that elevate muscle strength and mass, and contribute 
to the maintenance of muscle mass and function and the prevention and treatment of 
sarcopenia. Because the elderly portion of the population has undergone a steady 
rise over the last century, future work in this area should be designed in younger as 
well as in older populations.
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Chapter 13
The Use of Metformin to Increase 
the Human Healthspan

Veronika Piskovatska, Kenneth B. Storey, Alexander M. Vaiserman, 
and Oleh Lushchak

1  Introduction

Metformin or dimethylbiguanide, a medication that occurs in significant amounts in 
Galega officinalis, is the most useful medication in type 2 diabetes (T2D) manage-
ment. It was initially approved for treatments in the United Kingdom (UK; 1958) 
and in the United States by the Food and Drug Administration (FDA; 1995) [1] and 
became the most prescribed anti-diabetic drug worldwide after the UK Prospective 
Diabetes Study [2] that showed significant benefits of metformin for treating cardio-
vascular diseases [3]. Currently, metformin is used as the primary choice for the 
pharmacological treatment of T2D [4, 5]. Being inexpensive and safe for manage-
ment of glucose it is primary prescribed for elder patients because of the reduced 
risk of hypoglycemia and non-fatal cardiovascular pathologies compared to other 
antidiabetic drugs [6].

Along with the antidiabetic properties, metformin may be used for the prevention 
and treatment of pathologies related to aging. It may be effective to manage glucose 
tolerance [7] and obesity [8] or any complications related to cardiovascular system 
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such as hypertension [9], atherosclerosis [10] or endothelial dysfunction [11]. Long- 
term metformin treatment has reduced the risk of cognitive decline and dementia 
among older diabetic patients [12]. Moreover, metformin may be affective in 
decreasing the chronic inflammation that is among the main factors triggering age- 
related health complications [13]. Anticancer properties of metformin were shown 
in experimental models and epidemiological studies [14, 15]. Interestingly, diabetic 
patients treated with metformin were shown to have longer lifespan even if com-
pared with healthy individuals [16]. This fact underlines the importance to under-
stand the main targets of metformin action in aging and related complications.

In the current review, we have summarized the metabolic effects of metformin in 
humans and the possibilities of using metformin as a therapeutic intervention for 
cardiovascular diseases, inflammation, frailty and cancer. Moreover, modulation of 
the microbiome, safety considerations and the lifespan promoting effects of metfor-
min are discussed.

2  Metabolic Effects of Metformin

The antidiabetic effects of metformin are mediated through reduction of hypergly-
cemia and enhancement of insulin sensitivity via mutiple molecular mechanisms. 
Metformin primarily targets mitochondrial metabolism in hepatocytes. Metformin 
inhibits mitochondrial glycerophosphate dehydrogenase of hepatocytes, thus reduc-
ing gluconeogenesis and hyperglycemia [17, 18]. Metformin inhibits complex I of 
the electron transport chain, preventing mitochondrial ATP production and leading 
to energy deficiency and subsequent activation of 5’ AMP-activated protein kinase 
(AMPK). Activated AMPK phosphorylates the acetyl-CoA carboxylases 1 and 2 
(ACC1, ACC2), inhibiting fat synthesis and enhancing fat oxidation. These meta-
bolic changes result in reduction of hepatic steatosis and improve hepatic insulin 
sensitivity [19]. Recent studies have also explored the gastrointestinal effects of 
metformin and the potential antidiabetic effects mediated by gut microbiota. These 
mechanisms are highlighted in detail in Sect. 7.

In patients at high risk of developing T2DM, metformin reduced or delayed the 
risk of diabetes compared to placebo or diet and exercise. However, metformin 
treatment was not more beneficial in preventing T2DM, when compared with inten-
sive diet and exercise [20]. Metformin has recently re-gained attention as a perspec-
tive treatment for patients with type 1 diabetes. As an insulin-sensitizing agent it 
improves glycemic control, reduces body weight and improves lipid parameters of 
the patients [21–23]. However, trials addressing the long-term outcomes of such 
interventions remain scarce.

Multiple years of clinical use have revealed pleiotropic metabolic effects of met-
formin, other than the hypoglycemic effect. Meta-analysis of studies conducted 
among patients with pre-diabetes showed that metformin allocation resulted in 
favorable reduction of triglycerides and low density lipoprotein-cholesterol 
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(LDL- C) and increased high density lipoprotein cholesterol (HDL-C) [24]. The use 
of metformin was associated with reduction in total cholesterol and atherogenic 
LDL-C levels in elderly individuals [25]. Favorable effects of metformin on lipid 
profiles have included ACC1 and ACC2-mediated inhibition of de-novo fatty acid 
synthesis [26] and AMPK- and glucogon-like peptide (GLP)-1-mediated reduction 
of the biosynthesis of lipoproteins, triglycerides and chylomicrons [27].

Weight loss effects of metformin were demonstrated in multiple studies of T2DM 
patients and non-diabetic individuals. The results of several meta-analyses have 
shown that metformin use is associated with modest, yet significant weight loss in 
T2DM patients and non-diabetic obese individuals [25, 28, 29]. In women with 
polycystic ovary syndrome (PCOS), metformin leads to reduction in body mass 
index (BMI), subcutaneous adipose tissue and testosterone levels, and an increase 
in the number of menstrual cycles [30]. A systemic review and meta-analysis of 
studies in adults and children administered with atypical antipsychotic medications 
showed that metformin caused a significant reduction of the gained body weight 
[31]. Metformin increases insulin sensitivity, reduces leptin levels and provides 
lipolytic and anorectic effects by increased GLP-1 production [32]. In vitro and 
clinical data have shown that metformin may induce secretion of growth differenti-
ating factor 15 (GDF15), a factor possessing central anorexigenic effects, promot-
ing appetite reduction in association with weight loss [33].

3  Cardiovascular Disease

Metformin reduces risk of cardiovascular disease in T2DM patients and non- 
diabetics. Sub-analysis of obese patients from one of the largest trials, the United 
Kingdom Prospective Diabetes Study [2], showed that metformin treatment led to a 
33% reduction of myocardial infarction risk, compared to patients who received 
conventional treatment [34]. Over 10  years of follow-up showed a sustainable 
reduction in microvascular risk, and a reduction of risk of myocardial infarction and 
death from any cause was observed among the overweight patients. This effect was 
thought to be exerted due to pleiotropic effects of metformin, not just to glycemic 
control alone [35]. A recent meta-analysis showed substantial reduction of cardio-
vascular mortality, all-cause mortality and cardiovascular events in patients with 
coronary artery disease allocated to metformin treatment [36]. Similar results were 
demonstrated in the later meta-analysis, pooling data from studies in T2DM patients 
allocated to metformin [37].

Metformin contributes to cardiovascular risk reduction by improving glycaemia 
with a favorable impact on the lipid profile. In specific populations of patients, met-
fomin was shown to reduce cardiac fibrosis [11, 38], improve endothelial function 
[39] and reduce myocardial hypertrophy [40]. In a recent randomized controlled 
trial (RCT), metformin treatment was demonstrated to significantly reduce levels of 
biomarkers of endothelial dysfunction [von Willebrand factor (vWF), soluble 
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vascular cell adhesion molecule-1 (sVCAM-1), tissue plasminogen activator (t-PA), 
plasminogen activator inhibitor-1 (PAI-1), C-reactive protein (CRP) and soluble 
intercellular adhesion molecule-1 (sICAM-1)] in T2DM patients. During 4.3 years 
of follow-up, metformin-allocated patients also demonstrated a 34% reduction in 
cardiovascular morbidity and mortality [41]. In patients with heart failure and 
reduced ejection fraction, metformin was considered safe and effective to control 
glycemia, even in patients with kidney function decline [42].

4  Inflammation

Multiple age-related diseases and conditions are instigated by chronic low-grade 
inflammation. In patients with T2DM several studies have provided evidence of 
anti-inflammatory effects of metformin. In patients with T2DM, metformin mono-
therapy is associated with significantly lower levels of inflammatory molecules 
[tumor necrosis factor alpha (TNFα), soluble TNF receptor 1 (sTNFRI), and sTN-
FRII] in comparison with other antidiabetic monotherapies [43]. A study by Chen 
and colleagues showed a significant reduction of proinflammatory cytokines [inter-
leukin- 6 (IL-6) and TNF-α] in serum and urinary MCP-1 compared to other antidia-
betic drugs (gliclazide, acarbose, or repaglinide) [44]. This reduction in 
pro-inflammatory serum and urinary markers was time- and dose-dependent. In 
another study, involving 3575 treatment naïve T2DM patients, metformin in com-
parison to sulfonylurea significantly reduced the mean neutrophil to lymphocyte 
ratio, a marker of systemic inflammation and predictor of all-cause mortality and 
cardiac events [45].

5  Cancer

Metformin has been widely discussed as a prospective agent to be repurposed as an 
adjuvant treatment of malignancies such as cancer and/or cancer recurrence chemo-
prevention [46, 47]. In vitro and in vivo studies have shown that metformin might 
sensitize tumor cells to chemotherapeutic agents that with time have lost their effi-
cacy due to multi-drug resistance effects [48]. Numerous studies have confirmed an 
association between T2DM, hyperglycemia, insulin resistance, hyperinsulinemia, 
concomitant obesity and metabolic syndrome with significantly higher risks of 
liver, pancreatic, endometrial, colorectal, breast, and bladder cancer [49, 50].

The results of a recent meta-analysis combining data from cohort studies, sug-
gested lower risk of cancer incidence in T2DM patients taking metformin compared 
to sulfonylureas [51]. A systematic review by Franciosi and co-authors pooled the 
data on cancer mortality and cancer risk from 41 observational studies including 
1,029,389 patients. Metformin was associated with a 35% reduction in cancer 
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mortality risk, and a 31% reduction in risk of any cancer [52]. Zhang and colleagues 
demonstrated that metformin is preventive against liver cancer in T2DM patients [53].

Observational studies have shown a reduced incidence of endometrial cancer 
(EC) and an improved overall survival in metformin-treated women with T2DM 
[54]. In another systematic review and meta-analysis of studies, Meireles and col-
leagues showed reversion of atypical endometrial hyperplasia under metformin 
treatment. Biomarkers of cell proliferation were also significantly decreased in 
these patients. Patients with EC treated with metformin had higher overall survival 
compared to non-metformin-treated and non-diabetic patients. The authors hypoth-
esized that patients with EC can potentially benefit from adjuvant administration of 
metformin via reduction of cell proliferation, reversal of atypical hyperplasia, and 
improved overall survival [55]. Short-term presurgical administration of metformin 
in women with EC contributed to significant reduction in the tumor expression of 
Ki-67 [56]. Anti-proliferating effects of metformin, targeting the PI3K/AKT/mTOR 
signaling pathway were shown in EC patients allocated to metformin with a daily 
dose of 1500 mg 3–4 weeks prior to hysterectomy [57].

A meta-analysis including 7 studies and 7178 patients with T2DM evaluated the 
impact of metformin treatment on the occurrence of colorectal adenoma (CRA) 
[58]. Treatment with metformin correlated with a significant decrease in the risk of 
CRA in diabetic subjects, showing a 27% reduction in comparison with non- 
metformin antidiabetic agents. A meta-analysis by Menget et  al. showed better 
overall survival in metformin-treated colorectal cancer patients with no effect on 
cancer-specific survival [59].

A recent meta-analysis of RCTs, combining data from 1520 breast cancer (BC) 
patients showed that metformin treatment did not significantly influence overall sur-
vival or progression-free survival compared to control study arms. However, met-
formin treatment substantially modified biomarkers of insulin resistance, 
inflammation, dyslipidemia and tumor proliferation (Ki-67, p-Akt) [60]. A protec-
tive effect of metformin against BC in postmenopausal diabetic women was also 
indicated by a meta-analysis of 11 studies, which included 5464 BC patients with 
diabetes (2760 patients who had received metformin and 2704 patients who had 
not) [61]. This analysis showed that metformin treatment was associated with a 47% 
decreased risk of death from all causes in BC patients with diabetes, as well as 
reduced cancer-related mortality. After adjusting for the expression of hormonal 
receptors in different patients, metformin showed an even greater 65% improve-
ment in overall survival [62]. Recently, metformin treatment also showed potential 
as an additional cancer-treatment option in non-diabetic BC patients, revealing indi-
rect insulin-dependent effects of intervention. Women with newly diagnosed, 
treatment- naïve, early-stage BC were allocated to 1500 mg of metformin daily for 
2  weeks after tumor biopsy and before the surgery. Biopsies and immunohisto-
chemical analysis of tumor material were performed before metformin administra-
tion and after the surgery. After metformin administration, the tumor tissue showed 
markedly reduced insulin receptor expression along with significantly reduced 
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phosphorylation of PKB/Akt, ERK1/2 and reduced PI3K and Ras-MAPK signal-
ing. Dowling and colleagues proposed that tumor insulin receptor expression and 
fasting plasma insulin levels could be biomarkers used to allocate patients to met-
formin treatment [63].

According to recent meta-analyses, metformin treatment does not influence the 
incidence of prostate cancer (PC) [64, 65]. However metformin therapy signifi-
cantly improved overall survival, prostate-cancer-specific survival and recurrence- 
free survival in patients with PC, compared to non-metformin treatment [64].

Data about cancer incidence and mortality among metformin -treated patients 
should be taken into consideration with caution. Studies included in meta-analyses 
are often heterogeneous, have short follow-up, and may contain causal interpreta-
tions of findings [66, 61]. Even though epidemiological data confirms possible anti- 
cancer effects of metformin, the exact molecular mechanism of tumor growth 
suppression remains unknown. Suggested effects include AMPK-activation and 
m-TOR inhibition, as well as possible inhibition of HER2 and NF-κB signaling 
[61, 67].

6  Frailty

Frailty is a complex geriatric syndrome, including progredient reduction of muscle 
mass, muscle quality and strength [68, 69]. Frailty substantially aggravates other 
age-related diseases, reducing mobility, increasing risk of falls, and inevitably wors-
ening the prognosis of the patient [70]. Accumulating evidence indicates that frailty 
could potentially be prevented and/or affected by metformin [71]. One study showed 
that use of metformin at a 1500 mg/day dose for 6 weeks resulted in significantly 
improved gait speed but did not significantly affect quality of life or indices of 
muscle strength in non-diabetic elderly patients [72]. Elderly T2DM patients treated 
with metformin had a reduced risk of frailty and comorbidity, compared to 
metformin- naïve patients. Metformin-treated patients in this study also demon-
strated better muscle strength and body balance characteristics [73]. Musi and col-
leagues suggested that enhanced phosphorylation of AMPK and glucose uptake are 
the underlying mechanisms for better muscular function and reduction in frailty 
indices [74]. A study by Gore et al. showed enhanced muscle protein anabolism in 
response to metformin in patients with severe burns in intensive care units [75].

Metformin was shown to prevent osteoporosis in experimental models [76–78]. 
Administration of metformin in T2DM appears to have positive effects on bone 
mineral density and prevent diabetes-related bone tissue loss [79]. A recent meta- 
analysis showed an inverse correlation between metformin use and risk of fractures 
[80]. High-quality RCTs with clear criteria, defining the frailty syndrome standards 
and compounds use are warranted to determine whether or not metformin can 
indeed have a protective influence in populations of elderly patients.
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7  Modulation of the Microbiome

There is a mounting evidence suggesting that metformin has potential to tackle 
bacteria-bacteria and host-microbiome interactions. A double-blind placebo- 
controlled study by Wu and colleagues showed a shift in the gut microbiota compo-
sition after 2 and 4 months of metformin treatment in previously treatment- naïve 
T2DM patients [81]. The microbial landscape was significantly altered with an 
increased abundance of Escherichia and Intestinibacter [82, 81]. An increase in the 
population of Bifidobacterium adolescentis also correlated with glycated hemoglo-
bin (HbA1c) levels, suggesting potential contribution of this bacterial strain to anti-
diabetic effects of metformin. Changes in microbial subpopulations were also 
reflected by increased production of short-chain fatty acids (SCFA) and changes in 
bile acid metabolism. In this study, plasma bile acid concentrations also correlated 
with HbA1c reduction, suggesting a role in glucose homeostasis regulation [82].

8  Safety Considerations

About one-third of patients, allocated to metformin suffer from gastrointestinal 
adverse effects including nausea, vomiting, bloating, and diarrhea. Mechanisms 
behind these adverse events are poorly understood, although the symptoms rarely 
lead to treatment discontinuation. Metformin in its extended release (XR) form 
seems to be an alternative that is more tolerable and equivalently effective for gly-
cemic control. XR forms of metformin include specific polymers, expanding in the 
fluid and ensuring the slow absorption of the drug into the blood stream [83]. 
XR-metformin can potentially ensure better compliance and reduce the incidence of 
gastrointestinal side effects. A small trial, conducted in T2DM patients showed that 
XR- metformin provided better glycemic control, lipid profiles, and levels of certain 
adipokines in comparison with immediate-release metformin [84]. Another ran-
domized head-to-head trial in pharmacologically naïve T2DM patients demon-
strated equal therapeutic effects and adverse event rates in both groups [85]. 
High-quality RCTs with longer follow-up is necessary to draw conclusions about 
safety and efficacy of the XR forms of metformin in terms of clinical outcomes.

Individual response to metformin varies, and about 35% patients with T2DM fail 
to reach glycemic goal with standard doses using monotherapy [86, 87]. Some 
genetic polymorphisms in transport proteins, like the organic cation transporter 1 
(OCT1), might affect individual metformin responses and mediate occurrence of 
gastrointestinal-side-effects. Polypharmacy and concomitant treatment with other 
drugs, blocking OCT1 may also result in decreased tolerability of metformin treat-
ment [88, 89].

Lactic acidosis (LA) used to be a major considerable adverse event associated to 
metformin treatment. However, recent studies suggest that LA occurs extremely 
rarely, with a similar incidence in T2DM patients taking metformin or in those pre-
scribed with other glucose-lowering agents [90, 42].
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Metformin is known to deplete vitamin B12 and cause deficiency with anemia 
and polyneuropathy [91, 92]. These disturbances occur at higher doses 
(1500–2000 mg/day) and with long-term use of metformin [93]. Patients allocated 
to high doses of metformin, exposed to other risk factors (systematic alcohol use, 
unbalanced diet) could benefit from regular vitamin-B12 deficiency screening and 
appropriate supplementation.

It is highly likely that metformin can impair muscle regeneration and muscular 
energetics, especially in older adults. A recent trial demonstrated that metformin 
inhibits the mitochondrial adaptation to aerobic exercise in older adults [94]. In the 
MASTERS trial, allocation to metformin prevented muscle hypertrophy induced by 
resistance exercise in healthy older adults [95]. The combination of metformin with 
exercise should be further investigated before recommending such a program to 
slow down age-related decline.

Optimal daily dosing for off-label metformin treatment and the optimal age for 
treatment initiation remain unknown. Evidence from high-quality RCTs, conducted 
in non-diabetic patients is still scarce or missing.

9  Metformin, Survival and Longevity

There is mounting evidence suggesting that metformin increases lifespan and 
healthspan in model organisms such as worms [96–99] and mice [100, 101]. 
Evidence showing that metformin can reduce all-cause mortality in humans has 
been obtained in several human observational studies. The United Kingdom 
Prospective Diabetes Study [2] revealed a 42% lower risk of diabetes-related death 
compared to the effects seen with conventional diabetes treatments. Remarkably, 
the risk for all-cause mortality was also reduced by 36% in the metformin -treated 
group. Reduction in all-cause mortality was observed in diabetic patients taking 
metformin in comparison to subjects with T2DM allocated to sulfonylurea treat-
ment. The same study also suggested that metformin use invokes health benefits 
beyond glycemic control since T2DM patients on metformin monotherapy had bet-
ter survival than age- and sex-matched non-diabetic controls [16]. A systematic 
review and meta-analysis by Campbell and coauthors summarizing the data from 53 
studies, showed that T2DM patients taking metformin had significantly lower all- 
cause mortality than non-diabetics (hazard ratio = 0.93, 95% CI 0.88–0.99) [102].

10  Conclusions and Future Perspectives

The majority of the clinical data about health benefits of metformin have been 
obtained from the study of patients with diabetes, insulin resistance, obesity, often 
having comorbidities and taking multiple medications to control concomitant dis-
eases. Long-term treatment with metformin seems to be safe, allows effective 
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glycemic control and offers additional health benefits, not attributed to glycemia 
management alone. Metformin exerts multiple metabolic effects, affecting neuroen-
docrine regulation, mediating weight reduction, improving insulin sensitivity and 
favorably modifying the lipid profile. Nevertheless, side effects of metformin can 
occur in about 30% of patients and this necessitates careful monitoring with dose 
and formulation (extended release forms) adjustment. Data about safety and effi-
cacy of metformin in healthy and young individuals remains scarce. Well-designed 
RCTs are warranted to clarify whether or not prescription of metformin at a younger 
age is safe and really contributes to optimal health maintenance and longevity.
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