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Preface

Recently, the application of clean and sustainable energy resources and storage
technologies in poly-generation systems has increased due to huge value of energy
utilization and interdependency between power, water, heat, cool, hydrogen, etc.
production facilities. Meanwhile, robust co-optimization of multi-output systems
under various operating conditions is vital to ensure techno-economic and environ-
mental benefits of renewable- and storage-based hub networks.

This book provides design principles, performance assessment, and optimization
of multi-production systems for transition from traditional oil- and gas-fired energy
supply to green near zero energy microgrids.

Chapter 1 reviews the concept of renewable energy-based multi-generation
systems for producing a number of outputs, such as power, heat, hot water, cooling,
hydrogen, and freshwater and discusses its economic and environmental benefits.

Chapter 2 reviews the selection of the storages from cost-efficiency and energy-
efficiency viewpoints. Furthermore, updated approaches for selecting the storages
with high performance in order to cover the stochastic behavior of the power
system’s components are introduced. Moreover, different applications of the stor-
ages are analyzed, and this concept’s practical objective functions, constraints, and
useful technologies are considered. In addition, a comprehensive comparison of the
diverse kinds of storages which are applied for improving the level of the power
system’s operation is performed. Ultimately, a general deduction about the storage
selection and the future trend of this issue are presented regarding the efficiency of
the storages and uncertainty of the power system.

Chapter 3 categorizes various kinds of fluctuations and uncertainties of renewable
energy resources in different time scales with intensities. In addition, different ESS
technologies and their characteristics, which are important in selecting them, are
surveyed. Each of these technologies could be used for different applications in
power systems. Finally, according to the type of fluctuations and uncertainties, the
appropriate options of ESSs are selected based on the techno-economic aspects.

Chapter 4 pays more attention to the solar-driven reliable energy-converting
systems equipped with auxiliary equipment for energy storage.
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Chapter 5 devises an innovative multi-generation system operated by a solar
tower power (STP) plant to produce cooling, power, freshwater, heating, and hot
water simultaneously. For this aim, a supercritical CO2 (S-CO2) power cycle (for
power, heating, and hot water generation), a transcritical CO2 (T-CO2) refrigeration
cycle (for cooling production), and a humidification-dehumidification (HDH) unit
(for desalinating seawater) are used in a more efficient configuration. Due to
cumbersome task of the mathematical modeling of the unit, energy analysis of the
devised integrated system is performed in this chapter, and exergy and
exergoeconomic evaluation are postponed to the Chap. 6.

Chapter 7 proposes a multi-generation system for the Sabalan geothermal energy
source to produce power, heating, hydrogen, purified water, and NG supply. In this
novel system, absorption power cycle using ammonia water as working fluid is used
to produce power, vapor compression cycle to generate heating, hydrogen extraction
via proton exchange membrane (PEM) electrolyzer, and freshwater via reversed
osmosis (RO) unit using power extracted through pressurizing of the liquefied
natural gas. An exhaustive thermodynamic modeling of the proposed system is
presented from first and second laws of thermodynamics vantage point.

Chapter 8 presents a heat sink of liquefied natural gas (LNG) and an absorption
power cycle (APC) that are used to capture thermal energy of the Sabalan geother-
mal source in Iran. The main purpose is stockpiling of simultaneous electricity and
natural gas (NG) to the Sabalan district users. Extension of the exergoeconomic
relations for the devised combined APC/LNG plant is inspected in order to figure out
the working concept of the devised setup. Furthermore, using genetic algorithm
(GA) method, single- and multi-objective optimization procedures of the devised
setup are outlined by delineating turbine inlet pressures, generator hot pinch point
temperature difference, absorber temperature, heat exchanger minimum temperature
difference, and basic LiBr fraction as decision variables.

Chapter 9 presents a mathematical robust model for an MG (micro-grid) to obtain
the BESS charge/discharge scheduling and the exchange of power with upstream
network considering the uncertainties of electricity market price, demand, and water
flow. In this regard, a min-max problem, which is modeled as a bi-level optimization
problem is developed and is solved in two iterative steps. In the first step, GA is
applied to obtain the worst case wherein uncertain parameters are determined such
that MG energy procurement cost is maximized. Then in the second step, a mixed-
integer linear problem is solved to minimize the energy procurement cost over MG
decision variables considering the values determined in the first step. The steps are
iterated to converge to the best solution.

Chapter 10 first studies different game theory models and their applications in
power system. Then, an appropriate model is selected to formulate the optimization
problem for finding the optimal operating point of the multi-production system. The
study considers fluctuations of renewable energy resources, various load levels, and
the market environment. Two game models based on deterministic and stochastic
approaches are proposed, formulated, and investigated.

Chapter 11 presents a detailed energy, exergy, and economic and environmental
analysis of a double-stage subcooled-compressed air energy storage (CAES) system.
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The subcooled-CAES is a new mechanical energy storage technology that offers the
trigeneration of cold, heat, and electricity at a pretty high overall efficiency and can
facilitate the integration of three energy sectors. For carrying out the analyses, the
system is assumed to be employed in the energy system of Denmark with its certain
energy pricing and supply specifications.

Waste-driven combined heat and power (CHP) plants are extremely popular in
many countries, especially in northern Europe. Waste CHP is mainly employed for
baseload demand supply of heat and power grids. Chapter 12 proposes the hybrid-
ization of such power plants with solar parabolic trough collectors to open the gate
for reliable growth of the share of solar power plants into the existing energy
matrices via a 100% dispatchable energy output. The hybrid power plant is proposed
to have a flue gas condensation unit to maximize the net efficiency.

Chapter 13 introduces a probabilistic optimal power flow (P-OPF) for modeling
the uncertainties associated with the correlated input random variables. Moreover,
the point estimate method (PEM) is used for generating 2m + 1 stochastic scenarios
in a way that the correlated wind speeds with Weibull and loads with normal
distribution functions are transformed into the independent normal distribution
using the Nataf transformation.

Concerns in energy shortage and the impact of greenhouse gas emissions moti-
vate the production of transportation fuel via a biomass gasification (BG) and
Fischer-Tropsch (FT) process. Chapter 14 explains the basic background of the
BG-FT process, including the gasification, gas cleaning, and FT processes. Numer-
ous aspects of this process, such as the influence of the feedstock type and charac-
teristics and the processing conditions, efficient process design, and FT catalyst
performance improvement, are reviewed based on laboratory-scale research.

Chapter 15 presents the energetic, exergetic, and economic analyses of solar-
powered integrated energy system for multi-generation. The proposed solar plant is
integrated with a thermal energy storage sub-plant in order to overcome intermit-
tency of solar energy. Integrated energy system for multi-generation consists of the
solar tower with thermal energy storage (TES), Rankine cycle, organic Rankine
cycle (ORC), cooling sub-plant with single-effect absorption cycle with ejector
(SEACE), hydrogen production and liquidation subsystem, freshwater production
subsystem, hot water production, and drying process for power, hydrogen, methanol,
cooling, heating, hot water, freshwater, and drying production.

Tehran, Iran Farkhondeh Jabari
Tabriz, Iran Behnam Mohammadi-Ivatloo
Tabriz, Iran Mousa Mohammadpourfard

Preface vii



Contents

1 Economic and Environmental Benefits of Renewable Energy
Sources in Multi-generation Systems . . . . . . . . . . . . . . . . . . . . . . . . 1
Amir Farahmand-Zahed, Sayyad Nojavan, Kazem Zare,
and Behnam Mohammadi-Ivatloo

2 Selection of Cost-Effective and Energy-Efficient Storages
with Respect to Uncertain Nature of Renewable Energy
Sources and Variations of Demands . . . . . . . . . . . . . . . . . . . . . . . . 15
Tohid Khalili, Ali Bidram, Sayyad Nojavan, and Kittisak
Jermsittiparsert

3 Determining the Type and Size of Energy Storage Systems
to Smooth the Power of Renewable Energy Resources . . . . . . . . . . 29
Mehrdad Gholami, Hadi Tarimoradi, Navid Rezaei, Abdollah
Ahmadi, and Seyed Ehsan Ahmadi

4 Solar-Powered Energy Systems for Water Desalination, Power,
Cooling, Heating, and Hydrogen Production: Exergy
and Exergoeconomic Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
Hossein Nami, Sahand Saeidi, and Amjad Anvari-Moghaddam

5 Design and Evaluation of a New Solar Tower-Based
Multi-generation System: Part I, Thermal Modeling . . . . . . . . . . . . 83
Hamed Ghiasirad, Hadi Rostamzadeh, and Sajjad Nasri

6 Design and Evaluation of a New Solar Tower-Based
Multi-generation System: Part II, Exergy and
Exergoeconomic Modeling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
Hamed Ghiasirad, Hadi Rostamzadeh, and Sajjad Nasri

ix



7 Energy and Exergy Analysis of a Geothermal-Based
Multi-generation System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
Mohammad Ebadollahi, Pourya Seyedmati, Hadi Rostamzadeh,
Hadi Ghaebi, and Majid Amidpour

8 Performance and Cost Optimization of Integrated Absorption
Power Cycle and Liquefied Natural Gas for the Sabalan
Geothermal Heat Source . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
Hadi Rostamzadeh, Towhid Parikhani, and Hadi Ghaebi

9 A Novel Framework for Robust Scheduling of Hydro-Driven
Combined Drinking Water and Electricity Generation Systems . . . 165
Hossein Saber, Hesam Mazaheri, and Moein Moeini-Aghtaie

10 Game Theory Application for Finding Optimal Operating Point
of Multi-production System Under Fluctuations of Renewable
and Various Load Levels . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 189
Hossein Nezamabadi, Vahid Vahidinasab, Saeed Salarkheili,
Vahid Hosseinnezhad, and Hamidreza Arasteh

11 4E Analysis of Subcooled-Compressed Air Energy Storage
System, a Smart Tool for Trigeneration and Integration
of Cold, Heat and Power Sectors . . . . . . . . . . . . . . . . . . . . . . . . . . . 217
Ahmad Arabkoohsar

12 3E Analysis of Hybrid Solar-Waste Driving CHP Plant
with Flue Gas Recovery Unit, a Smart Solution Toward
Sustainable Energy Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 239
Meisam Sadi and Ahmad Arabkoohsar

13 Stochastic Analysis of Gas-Electricity Hybrid Grid Using
Nataf Transformation Combined with Point Estimation
Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 259
Salar Balaei-sani, Farkhondeh Jabari,
and Behnam Mohammadi-Ivatloo

14 A Review on the Technical and Economic Prospects
of Biofuel Production from Integrated Biomass Gasification
and Fischer-Tropsch Processes . . . . . . . . . . . . . . . . . . . . . . . . . . . . 283
Karittha Im-orb and Amornchai Arpornwichanop

15 Integration of Clean and Sustainable Energy Resources
and Storage in Multigeneration Systems: Design, Modeling,
and Robust Optimization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 317
Fatih Yilmaz, Yunus Emre Yuksel, and Murat Ozturk

Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 349

x Contents



Chapter 1
Economic and Environmental Benefits
of Renewable Energy Sources
in Multi-generation Systems

Amir Farahmand-Zahed, Sayyad Nojavan, Kazem Zare,
and Behnam Mohammadi-Ivatloo

1.1 Introduction

World energy demand is increasing constantly, as the population of the world and
the standards of living grows. Responding to the growth of energy demand, while
maintaining its safety and environmental aspects is an important challenge. The
mentioned increase in energy needs has critical effects on the environment as the
generation processes of energy emit harmful pollutants (i.e. greenhouse gases,
particularly carbon dioxide) to the environment. On the other hand, fossil fuel
reserves are limited. Renewable energies are the best alternative energy sources.
Some of the renewable energy sources (RES) are available in nature such as solar,
biomass, hydro, wind, wave, tidal, ocean current, ocean thermal, and geothermal.
Also, some human activities can be used as renewable energy sources. These
activities are waste material recovery and heat recovery.

In recent decades, new technologies for increasing the efficiency of energy
systems and relieving global warming have been proposed and tested in many
countries. One of these technologies is multi-generation processes which have the
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potential for high efficiencies, low pollution emissions, and low operating costs.
Reducing cost and environmental impact as well as increasing the efficiency and
sustainability are among the main objectives of using multi-generation technologies.
A multi-generation system can have products like electricity, heating, cooling, hot
water, fresh water, and hydrogen. In recent years, the popularity of multi-generation
systems has been increasing due to their potential in supplying energy demands in a
better economic and environmental condition. Some of the advantages of multi-
generation systems over single-generation systems can be summarized as increasing
efficiency, minimizing losses, and reducing CO2 emissions and fuel usage [1]. The
flexibility of the system will be increased by multi-generation systems. For example,
the storage characteristics of thermal loads can be used to participate in reserve and
frequency response to contribute in balancing power system [2].

In recent years, there is increased attention to the concept of multi-generation
systems. Many researches were conducted on the different aspects of multi-
generation systems, such as thermodynamic, operation optimization, economic,
and environmental analysis [3–7]. The combination of multi-generation and renew-
able energy systems can provide significant benefits. The schematic of a renewable-
energy-based multi-generation system is illustrated in Fig. 1.1. A review of the
achieved progress in clean power generation, including the high-temperature solid
oxide and molten carbonate fuel cells, conducted by U.S. Department of Energy, as
well as the hybrid system that combines these two fuel cells with gas turbines, is
studied in [8]. In another review study, the optimization problem of a combined
cooling, heat, and power (CCHP) system powered by geothermal and solar energies
is investigated in [9]. And a review of small-scale applications of CCHP systems
powered by biomass is studied in [10].

Multi Generation System

Renewable
Energies

Power

Heating

Cooling Hot water Fresh 
water

Hydrogen

other 
possible 
products

Fig. 1.1 Schematic of a renewable-energy-based multi-generation system
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In this chapter, the concept of renewable-energy-based multi-generation systems
for producing a number of outputs, such as power, heat, hot water, cooling, hydro-
gen, and fresh water from the economic and environmental viewpoints is reviewed,
and its benefits are discussed.

In the remaining of the chapter, at first, different types of energy demands are
explained briefly in Sect. 1.2. Then the different types of multi-generation systems
according to the number of their outputs are reviewed in Sect. 1.3, and the conclu-
sion of the chapter is presented in Sect. 1.4.

1.2 Different Energy Demands

In this section, energy demands are briefly introduced. These energy demands are
electricity, heating and cooling, hydrogen, potable water, and so on.

1.2.1 Power

In the beginning, electricity was generated by burning fossil fuels in central areas or
by the hydroelectric dams that were located in remote areas. The electricity and heat
produced from combusting fossil fuels were used to supply the nearby buildings.
The demand for electricity was increased as a result of the growth of the city’s
population. But generating enough electricity to supply the demand inside the cities
was not possible due to the environmental effects of combusting fossil fuels such as
coal and their harmful emissions. So, the power plants were moved out of cities and
urban areas, and as a result, the transmission of waste heat was not possible. Also,
the transmission losses of electricity increased by 10–15% [11]. Then, the system
components were developed so the efficiency of transmitting electricity improved.
At that time, it was believed that the efficiency of centralized generation was more
than a decentralized generation. Nowadays, there is an increasing interest in the
economic, clean, and more efficient electricity generation in both centralized and
decentralized generation systems. One of the clean energy sources is renewable
energies. The main advantages of them can be summarized in being non-pollutant,
producing minimum or zero waste, and not contributing to global warming [12].

Some of the renewable resources are biomass, geothermal, hydropower, ocean,
solar, and wind. Different aspects of these technologies are summarized in Table 1.1,
including their current share of generation, generation cost, CO2 emission, and
mitigation potential. Also, in order to compare these resources with fossil fuels,
the same data is provided for gas and coal. The decrease of CO2 emissions due to the
reduction of using fossil fuels is defined as mitigation potential [1]. According to
Table 1.1 [1, 13], gas and coal have the lowest generation cost and the biggest share
of annual electricity generation, but their disadvantage is their high CO2 emissions
compared to renewable energies. The wind has the highest mitigation potential,
while biomass has the lowest. The CO2 emissions of solar are higher than other

1 Economic and Environmental Benefits of Renewable Energy Sources. . . 3



technologies, and the lowest is caused by hydro. The generation cost of biomass and
wind is lower than solar and hydro technologies.

1.2.2 Heating and Cooling

One of the important parts of worldwide energy demand growth is cooling and
heating demands. In cold regions, heating demand is high, mostly during winters,
and the cooling demand is increasing, resulting in the growth of the usage of
refrigeration and air conditioning systems. These demands are mostly being supplied
by fossil fuels, but a better alternative source to provide heating and cooling is
renewable energies. The decentralized generation does not have the distribution and
transmission losses, which is a problem of centralized generation, and renewable
energy resources capture this feature of decentralized generation. One of the prob-
lems of renewable energies is their fluctuating nature that would lead to supply and
demand imbalance. This problem can be relieved by thermal energy storage. District
heating and cooling, thermal energy storage, cool thermal energy storage, heat
pumps, and hybrid systems are some of the practical systems that store or combine
the geothermal, biomass, and solar resources. The advantage of hybrid systems is
that in the absence of one of the renewable resources, other renewable resources are
able to provide sufficient energy to meet the demand. If the temperatures of the
demand and source are not the same, heat pumps are used [1]. Another solution is to
utilize the waste heat of power generation and industry to supply the heating and
cooling demands.

1.2.3 Hydrogen

A sustainable renewable-energy-based system requires sufficient energy storage
systems, to provide enough supply when the renewable source is not available.
The mechanism of these storages can be different, and the energy can be stored in

Table 1.1 Comparison of fossil-fueled and renewable energy resources

Current share of generation
(TWh/year)

Mitigation
potential

CO2 emissions
(g/kWh)

Generation cost
($/kWh)

Gas 3807 N/A 450–900 4–6

Coal 7755 N/A 900–1200 3–6

Wind 260 450–500 65–80 3–7

Biomass 240 100 35–85 3–9

Geothermal 60 25–500 20–140 6–8

Solar 12 25–200 40–200 10–20

Hydro 3121 200–300 45–200 4–10

4 A. Farahmand-Zahed et al.



different forms, such as chemical or electrical. One of the chemical mechanisms to
store and carry energy is hydrogen. In order to achieve economic, sustainable, and
clean development, it is necessary that the generation of energy and its carriers be
done from clean and efficient sources.

Hydrogen has some advantages over electricity; for example, hydrogen can be
stored and transferred through the existing transportation system, hydrogen can be
stored for a longer period of time, hydrogen does not have transmission losses and
can be transported for a long distance, no emissions are released during the produc-
tion of hydrogen from water, and if renewable energies were used for its production,
its storage and production will not have environmental effects, hydrogen can be
stored in the forms of liquid or gas, and its efficiency of energy conversion is high.
However, the costs of producing hydrogen are high, and the efficiency of its existing
processes is low, which is because these methods are not mature, and future studies
should address these issues [14]. Supply, energy security, air quality concerns, and
environmental problems are some of the factors that can help the economic support
of hydrogen. Fossil fuel dependence, logistic investments, fuel cell cost, and
enhancements of the combustion engine are among these problems [15].

1.2.4 Potable Water

One of the methods of providing clean water is through desalination technologies.
But these technologies are energy-intensive. One solution to supply the energy need
of desalination units is through integrating the multi-generation systems, so the
waste heat would be used to supply the energy demand of desalination units. A
summary of the possible output that can be produced from different types of
renewable energies is listed in Table 1.2.

1.3 Multi-generation Systems

In recent years, the popularity of multi-generation systems has been increasing due
to their potential in supplying energy demands in a better economic and environ-
mental conditions. Some of the advantages of multi-generation systems over single-
generation systems can be summarized as increasing efficiency, minimizing losses,
and reducing CO2 emissions and fuel usage [1]. The flexibility of the system will be

Table 1.2 Possible outputs from different types of renewable energies

Solar Geothermal Wind Biomass Hydro

Power ✓ ✓ ✓ ✓

Hydrogen ✓ ✓ ✓

Heating or cooling ✓ ✓ ✓

1 Economic and Environmental Benefits of Renewable Energy Sources. . . 5



increased by multi-generation systems. For example, the storage characteristics of
thermal loads can be used to participate in reserve and frequency response to
contribute in balancing power system [2]. The direct production of some of the
renewable energy sources such as industrial heat recovery, geothermal heat, com-
bustion of biomass-derived products, and concentrated solar radiation is heat. A
schematic of a multi-generation system based on renewable energies that produce
heat to generate power is illustrated in Fig. 1.2.

Decentralized multi-generation systems, also referred to as distributed multi-
generation (DMG) systems, are small-scale multi-generation systems that provide
several types of energy, such as electricity, heating, cooling, potable water, hydro-
gen, and gas in the output from the same energy resource. Small scale means less
than 50 MWe [16].

Multi-generation systems can be classified based on their number of outputs into
cogeneration, trigeneration, and so on.

1.3.1 Cogeneration

Cogeneration (also referred to as combined heat and power (CHP)) systems utilize
the produced heat in the power generation process to provide both electrical and
thermal energy. The cogeneration system is able to recover the heat that power plants
release during the process of electricity generation. So CHP provides a solution for
the economic and environmental problems related to the energy generation by
increasing its efficiency. Some of the benefits of cogeneration are increasing energy
security, reducing costs, efficiency improvements, and decreasing CO2 emissions.
Cogeneration is the simplest form of multi-generation systems and is analyzed from
the energy/exergy point of views in [17]. Also, the advantages and disadvantages of
decentralized cogeneration systems are analyzed in [18]. Power plants that use fossil
fuels have an average efficiency of 37%, which is 58% for the cogeneration system.
The efficiency of state-of-the-art CHP systems can reach 85% and more [19].

Heat engine
Heat from
renewable 
energies 

Power
generation 

Absorption
refrigerator

Water 
heating

Space
heating 

RefrigerationHeat recovery
system 

Fig. 1.2 A system based on renewable energies that produce heat to generate power, water heating,
space heating, and refrigeration
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Combining CHP systems with renewable energies is a good solution to achieve a
clean and economical energy generation system. Some of the studies that address
renewable-energy-based CHP systems are presented below.

1.3.1.1 Solar-Energy-Based Cogeneration Technologies

A concentrating photovoltaic/thermal system with single-effect absorption cooling is
comprehensively analyzed from the economic and performance aspects in [20]. The
results indicate that solar-energy-based combined cooling and power generation
system has a better economic performance than the conventional systems. A com-
prehensive analysis of desiccant cooling systems (DEC) which are combined with
both single glazed standard air and hybrid photovoltaic/thermal (PV/t) collectors is
studied in [21]. In this study, the economic and energy performance of the system is
investigated, and the system is considered to be used in humid and hot climate
conditions. A simple model of the buildings with renewable-energy-based systems,
such as photovoltaic arrays, absorption chiller, and thermal collectors, is studied in
[22], to analyze energy savings, environmental and economic benefits, and CO2

emission reduction.

1.3.1.2 Fuel Cells Based on Cogeneration Technologies

A comparative and detailed analysis of the solid oxide fuel cell system and
electricity-, oil-, and gas-based heating systems was investigated in [23]. In this
study, a simplified model that contains a single family was used, and the HOT2000
building simulation program was used for the estimation of the energy consumption
of the house. Also, they investigated the economic analysis considering energy price,
the electricity buyback strategy of an energy utility, acceptable payback period, and
system sizing and reported the results including the sensitivity of the maximum
allowable capital cost.

A review of the achieved progress in clean power generation, including the high-
temperature solid oxide and molten carbonate fuel cells, conducted by the US
Department of Energy, as well as the hybrid system that combines these two fuel
cells with gas turbines, is studied in [8].

1.3.2 Trigeneration

Trigeneration or combined cooling, heat, and power (CCHP) is the complete form of
CHP. This technology has been used large-scale centralized power plants for almost
a century, and its reliability is proven. Trigeneration is the “natural” extension of
cogeneration. In CHP systems, heat and power are produced at the same time. A
CCHP system in addition to heat and power uses the available mechanical or

1 Economic and Environmental Benefits of Renewable Energy Sources. . . 7



electrical energy to provide cooling for process or space cooling purposes. A
“classical” trigeneration is made by combining a CHP plant with absorption chillers
to enable it to produce cooling. In this case, in the summer hot weather conditions
that there is no need for heating, cooling can be produced. The cooling demands
during winter are near to zero, so the CCHP system would not provide cooling, and
this is why CCHP systems might be considered to be “seasonal operation.” A
schematic of the flow of energy in a CCHP system is illustrated in Fig. 1.3.
According to Fig. 1.3, power demand can be supplied through renewable energies,
power grid, electricity storages, and micro gas turbine. Possible sources for heating
are gas boiler, micro gas turbine, heat storage, and renewable energy sources such as
industrial heat recovery, geothermal heat, combustion of biomass-derived products,
and concentrated solar radiation. And the cooling demand can be supplied from heat
energy through an absorption chiller or from electricity through electric chiller.
Regular applications of trigeneration systems are reviewed in [24]. CCHPs are
investigated in details from the environmental and energy points of view in [25].

In addition to large-scale applications, CCHP technologies can also be combined
with decentralized (distributed) energy sources to supply different energy demands
of end users with high efficiency. CCHP systems are able to improve the fuel energy
utilization efficiency and bring to 70–90%. The efficiency of conventional systems is
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Fig. 1.3 Schematic of the energy flow in a CCHP system
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around 30–45%. So in order to generate the same amount of energy, they need the
fewer amount of input which would decrease the costs and possible environmental
effects, such as emissions. They also reduce transmission losses. The CCHP sys-
tems’ reliability is more than that of large-scale centralized generation systems
[24]. Also, they are able to continue their work during electricity blackouts because
they are not dependent on the grid. The comparison of the reliability of centralized
and distributed energy systems was studied in [26].

A power generation unit (electricity generator and prime mover) and HVAC
components (air handling units, cooling towers, and absorption chillers) are the main
components of a CCHP system. Different prime movers of the CCHP are investi-
gated in [27]. Collecting the heat generated by the prime mover is an important part
of CCHP operation which is done by a heat recovery unit.

1.3.2.1 Solar-Energy-Based Trigeneration Technologies

Different combinations of renewable energies and trigeneration system are studied in
various researches. One of the common renewable energy resources that are used in
trigeneration systems is solar energy [28]. A solar-energy-based CCHP system has
some advantages over independent solar-energy-based power, heating, and cooling
systems, which would lead the researches to this system. In this system, the same
pipes, storage system, solar collection, and auxiliary equipment are used, and that
can reduce the total cost in comparison to the three independent systems.

A solar-energy-powered CCHP system that consists of the combination of a
transcritical CO2 refrigeration cycle and a Brayton cycle is studied in [29]. In another
framework, a CCHP system powered by solar energy based on organic working fluid
is tested for a special building [30]. In order to analyze its economic and thermody-
namic performance and the effect of different parameters, a parametric analysis was
studied. The economic, environmental, and energetic investigation of a CCHP
system powered by solar energy and including a heat storage tank is analyzed
in [31].

A multi-objective optimization of a trigeneration system driven by solar energy
and fossil fuels using nonlinear programming formulation with the objective of
minimizing total annual cost is presented in [32]. In this study, it was considered
that the continued supply of demand is possible through the installed thermal storage
unit when solar energy is not available. Their system provides cooling and electricity
using the combination of an ejector refrigeration cycle and an organic Rankine cycle.

1.3.2.2 Solar- and Wind-Energy-Based Trigeneration

A CCHP system powered by solar and wind energies is shown in Fig. 1.4. The
combination of renewable energy sources with multi-energy systems with the aim of
enhancing the sustainability of urban areas is studied in [33]. The results show that in
a midsized city with cold climate conditions, by deploying the potential synergies
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between wind and district heating, the allowable wind capacity could rise by
40–200% over the non-heat case. And in a megacity with high cooling demand,
photovoltaic-powered trigeneration was able to supply 30% of all energy demand,
which has the potential to highly decrease the carbon emissions. Detailed reviews of
different urban energy system models are presented in [34, 35].

1.3.3 More Products

1.3.3.1 Cooling, Heat, Power, and Hydrogen (CCHP-H2)

Combined cooling, heat, power, and hydrogen systems are novel technologies that
are attracting more attention due to the worldwide tendency for meeting the global
energy demand in a cleaner way. Producing hydrogen by CHP or CCHP systems
improves the operation of the combined system and decreases the emissions and
losses. The advantages of both hydrogen and the multi-generation system are
combined in CCHP-H2 system to achieve a more sustainable, economic, efficient,
and clean system. Several studies have analyzed the thermodynamic behavior of
renewable-energy-based multi-generation systems that can produce electricity,
hydrogen, cooling, and heat and have proved that these systems have benefits,
such as decreasing cost, decreasing environmental effects, better sustainability,
and better efficiency [36–39]. Hydrogen production by a solar-energy-powered
CO2 Rankine cycle was developed and examined in [40].

1.3.3.2 Cooling, Heat, Power, and Potable Water (CCHP-HO2)

Population growth, industry development, and increasing living standards are the
reasons for the rapid and dramatic growth in energy and freshwater demands. The
supplies of fresh water are not distributed homogeneously everywhere. According to
the United Nations World Water Assessment Program, 85% of the population of the
world lives in regions that are considered to be “dry.” This means that 783 million
people do not have clean water availability, and 2.5 billion people do not have
enough sufficient sanitation, and this results in the death of 6–8 million people each
year [31].

Multi generation system

Solar 
energy

Wind 
energy

Power

Heating

Cooling

Fig. 1.4 Solar- and wind-
energy-based CCHP system
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One of the solutions for providing clean water is through desalination technolo-
gies. But these technologies are energy-intensive. One solution to supply the energy
need of desalination units is through integrating multi-generation systems, so the
waste heat would be used to supply the energy demand of desalination units. A
complete way to meet the energy demand of desalination units is through renewable-
energy-based multi-generation systems, which would be developed by innovative
technologies to get more efficient, lower energy needs and lower costs.

The existing renewable-energy-based desalination technologies and their costs
are investigated in [41]. And the sustainable, economic, and efficient solutions of
meeting worldwide water and energy demands were analyzed, and the results
indicated that recovering waste and the renewable-energy-based combined systems
are the best way.

A combined system for the production of power, cooling, heat, and freshwater
powered by wind, geothermal, and solar energies was studied in [42]. The result was
the production of 3500 kW power, 200 kW cooling water, 2300 kW heat, 87.3 kg/s
fresh water, and 2.8 kg/s product drying. And 37% and 25% were the energy and
exergy efficiencies, respectively. These results indicate that the efficiencies of the
combined system are higher than single-generation units. They mentioned that the
problem of this system is to find a suitable location that has access to solar energy,
high wind speed, and geothermal water. In the absence of one or two of the
renewable sources, the other available source can be used to supply the potable
water demand.

1.3.3.3 More than Four Products

A linear programming model for the planning of a multi-energy system considering
the environmental constraints and the existence of renewables, with the objective of
finding an optimal solution for the usage of waste, biomasses, and productions, was
presented in [43]. A detailed model of a regional multi-energy system including the
transportation is studied in [44]. The products of this system were electricity, heat,
biogas, and ethanol (to be used in transportation). The results indicate that producing
ethanol (for transportation) by CHP systems is able to make a 30% reduction in the
costs of transportation.

1.4 Conclusion

In this chapter, a review of the available researches in the concept of renewable-
energy-based multi-generation systems for producing a number of outputs, such as
power, heat, hot water, cooling, hydrogen, and fresh water, from the economic and
environmental viewpoints was presented. Reviewed articles were classified
according to the number of their outputs into cogeneration, trigeneration,
quadgeneration, and more products. The renewable-energy-based multi-generation
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systems are able to improve the sustainably, efficiency, economic, and environmen-
tal aspects and reduce the emissions of energy generation. So, these systems can play
a key role in meeting the global energy demand in a clean, economical, and efficient
way, which is important and necessary due to the worldwide rapidly growing energy
demands.
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Chapter 2
Selection of Cost-Effective
and Energy-Efficient Storages with Respect
to Uncertain Nature of Renewable Energy
Sources and Variations of Demands

Tohid Khalili, Ali Bidram, Sayyad Nojavan, and Kittisak Jermsittiparsert

2.1 Introduction to Storages

There are several techniques for improving the efficiency of the systems, such as
storage deployment, implementation of the demand response program, and installa-
tion of renewable energy sources (RESs). Storages as one of the best technologies
have excessive advantages for the entire systems. Recently, different kinds of
storages are utilized more and more in order to reduce the operation costs [1, 2],
improve efficiency, and increase the profit of the systems. Storages’ usage for storing
different kinds of energy, e.g., electricity, heat, and cool, is impressively proliferated.
Each type of storages has its specific characteristics, and their cost, application, and
efficiency [3] are different [4]. Moreover, the control and energy management
procedure of these storages play an important role in operating the systems [5–
8]. In [9], an updated review about new controlling methods of storages in the small-
scale power systems is performed. Also, in order to optimally use the storages, it is
significant to locate the proper place of the storages and select a suitable capacity for
each of storages [10].
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Additionally, due to the uncertain nature of the RESs, the rapid growth of them
causes several problems for operators which could be mended by applying the
storages [11]. In [12], a general review regarding the storages in the systems
which have RESs is performed. In several papers, the effect of the uncertain output
of RESs is analyzed, and some useful methods are proposed [13]. In another paper,
upcoming power systems which definitely will have a high number of installation of
storages and high penetration of RESs are investigated [14]. For instance, various
approaches for modeling the uncertainties of the distribution systems are reviewed in
[15]. In [16], probabilistic optimization of an energy hub is considered. In another
approach, a hybrid system consists of photovoltaic cells, and energy storages are
presented which improve the energy efficiency of the whole system [17]. Besides,
the specific storage technologies for utilizing in the systems which use wind turbines
are comprehensively represented in [18]. Likewise, [19] presents a new strategy for
optimally scheduling and sizing of the energy storage systems for improving the
efficiency of a solar–wind hybrid system and increasing the benefit of the whole
system.

The efficiency of storages has an undeniable influence on the overall outcome of
that system and the level of satisfaction of its customers. The pros and cons of energy
efficiency are fundamentally surveyed and reviewed in [20]. The effects of storages
on the environmental issues and a comparison among the different storages are
studied in [21]. Also, optimization of the storages for minimizing the cost of a
system is executed, and the benefits of the storages are demonstrated in [22]. In the
other hand, RESs could potentially increase the energy efficiency level of the
systems [23]. In [24], the impact of the storages on the procurement of the energy
is analyzed when RESs provide the power of the system and demand response
program is implemented. Additionally, inordinate advanced technologies of energy
storage systems for improving the operation and service quality of power systems
are generally introduced and reviewed in [25].

On the other hand, the power system has faced excessive hardships for
responding to the instant variations of demands. Meanwhile, storages could resolve
the negative aspects of the demand variation. In [26], a novel model for simulta-
neously managing the storages and RESs to supply the loads is proposed.

In addition to the electrical energy, storages can store other types of energy, e.g.,
thermal energy, chemical energy, and mechanical energy. Reference [27] reviews
thermal energy storage systems with hot-water tanks which are heated by solar
energy. Also, the application of thermal energy storage for transferring the heat is
discussed in [28]. Moreover, an integrated system combined of energy storages and
fuel cells which forms a hybrid heat and power system is proposed in [29]. In another
approach, an advanced method is proposed for cooling hot atmospheres by thermal
energy storage systems in [30]. Additionally, a novel dispatch model is presented for
combined heat and power systems with thermal energy storage systems in [31]. In
[32], a multi-energy system is planned and proposed consisting of heating system
and thermal energy storage systems.

In this chapter, the selection of the storages is reviewed from cost efficiency and
energy efficiency viewpoints. Furthermore, updated approaches for selecting the
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storages with high performance in order to cover the stochastic behavior of the
power system’s components are introduced. Moreover, different applications of the
storages are analyzed, and this concept’s practical objective functions, constraints,
and useful technologies are considered. Also, a comprehensive comparison of the
diverse kinds of storages which are applied for improving the level of the power
system’s operation is performed, and a general deduction about the storage selection
and the future trend of this issue are presented regarding the efficiency of the storages
and uncertainty of the power system.

The remainder of this chapter has been organized as follows: Section 2.2 presents
different types and technologies of the storages. Furthermore, applications of the
storages are expressed in Sect. 2.3. Section 2.4 provides a comprehensive compar-
ison of the efficiency of storages regarding the cost of the real-world systems. In
addition, storages are analyzed from the energy efficiency point of view in Sect. 2.4.
Also, management of the stochastic generation of RESs by storages is discussed in
Sect. 2.5. Additionally, papers which have proposed the optimal methods for
managing the load’s variation by storages are reviewed in Sect. 2.5. Eventually,
the relevant conclusions and the future trend of the storages with respect to the
uncertainty of RESs and the demands variations are declared in Sect. 2.6.

2.2 Storage Types and Technologies

In recent years, several types and technologies of storages are released which
increase the rate of the storages’ usage regarding their diverse performances and
characteristics. Figure 2.1 illustrates the current and forecasted future global

Fig. 2.1 Global cumulative storage deployments
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cumulative storage installations [33]. According to Fig. 2.1, deployment of the
energy storage systems will be significantly increased in the upcoming years. In
addition, storage types and technologies are mentioned in the following sections.

2.2.1 Storage Types

Energy has various forms in which they could be converted to each other. As a result,
several storages are designed, and they could stock different types of energy. The
most practical and common types of energy storages are as follows [12]:

• Fossil fuel storage
• Electrochemical storage
• Mechanical storage
• Thermal storage
• Electrical storage
• Electromagnetic storage
• Chemical storage

2.2.2 Storage Technologies

During the past years, scholars and inventors proposed diverse technologies which
are gradually improved and advanced [25]. As a consequence, the storage technol-
ogies are divided into six sections, i.e., mature, commercial, demonstration, pilot,
laboratory, and idea. In addition, the mature storages have a lower risk, higher
energy efficiency, and better financial status than the immature technologies which
are proved in Sect. 2.4. In this section, the most famous and practical technologies of
the storages are introduced. Figure 2.2 demonstrates the main common storage
technologies. These 15 technologies contain the majority of the current technologies
of the storages [21, 34]. Each of these technologies has numerous subsections. As
shown in this figure, storages could stock all kinds of energy. Also, these technol-
ogies could be combined with each other and create a new type of storage which are
so-called hybrid systems.

Energy storages could be installed aboveground or underground [35]. Current
technologies of the energy storages which could be deployed underground are gas
storage, hydrogen storage, compressed air energy storage, pumped hydro energy
storage, thermal energy storage, etc. Furthermore, it is notable that batteries and
thermal energy storages face a significant advance among other types of batteries
[36], and they have remarkable popularity in the real-world systems due to their
performance and variety. Additionally, Table 2.1 illustrates the batteries and thermal
energy storage technologies. As it can be observed, 14 kinds of batteries are
presented. These rechargeable batteries are obtained by properly connecting the
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required number of the cells. Also, 10 technologies of thermal energy storages are
demonstrated in this table [27]. These thermal energy storages use water, ice, molten
salt, silicon, or other materials, and by cooling or heating these materials, energy

Storages technologies

Super conducting
Magnetic energy storage  

Hybrid systems

Electric vehicle energy
storage

Thermo-chemical 
storage

Fuel cells

Flywheel electric 
energy storage

Battery energy storage

Compressed air 
energy storage

Pumped hydro energy
storage 

Supercapacitor energy
storage

Hydrogen energy
storage 

Thermal energy storage

Hot-and cold-water
storage Ice storage

Molten salt

Fig. 2.2 Overview of the storage technologies

Table 2.1 Technologies of the batteries and thermal energy storages

Batteries Lead–acid Thermal energy
storages

Sensible heat storage

Zinc–bromine (Zn–Br) Borehole thermal energy
storageLithium–ion (Li–Ion)
Tank thermal energy
storage

Vanadium redox (VR)

Sodium–sulfur (Na–S)
Pit thermal energy storagePolysulfide–bromide
Cryogenic energy storageAluminum–air

Nickel–hydrogen (Ni–H2) Ice-based

Nickel–metal hydride (Ni–
MH)

Pumped-heat electricity
storage

Nickel–zinc (Ni–Zn) Aquifer thermal energy
storageNickel–cadmium (Ni–Cd)

Sodium–nickel chloride (Na–
NiCl2)

Latent-heat storage

Sodium–ion (Na–Ion) Hot silicon technology

Zinc–air (Zn-air)
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could be stored and utilized when the systems require. The main characteristics of
the thermal energy storages which should be considered in selecting the appropriate
technology are as follows:

• Thermal loss
• Thermal insulation
• Location limitation
• Thermal capacity
• Construction cost
• Freedom of design
• Extendibility
• Maintenance and repair

2.3 Application of Storages

In this section, the goals of the storage utilization and the practical limitations of the
storages’ usage are determined. Generally, storages are selected regarding the
economic limitations, overall power generation of the system, demanded load of
the system, requested application, considered objective functions, practical con-
straints, individual characteristics of the storages, etc. In order to demonstrate the
applications of the storages, Fig. 2.3 indicates an overview of the storages’ benefits
in the end user, distribution, transmission, system, independent system operator
(ISO), and other parts of a complete system [37–39]. Also, each part’s specific
advantages are comprehensively declared. According to this figure, storages could
be deployed in the systems regarding various objective functions which consider
economic, reliability, security, protection, stability, flexibility, customers’ satisfac-
tion, and other technical subjects.

Additionally, general constraints which should be observed in the energy stor-
ages’ problems are presented by (2.1), (2.2), (2.3), (2.4), (2.5), (2.6), (2.7), (2.8),
(2.9), and (2.10):

costinv ¼ Ccapcapþ CPP ð2:1Þ
costinv � UB ð2:2Þ

In (2.1), total investment cost of storage is represented with respect to its capacity
and power rating. As expressed by (2.2), affordability of the investment cost should
be ensured. Also, costinv, Ccap, CP, cap, P, and UB are the total investment cost,
investment cost rate regarding the energy, investment cost rate regarding the power,
capacity of the storage, power of the storage, and the utility’s budget, respectively:
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capmin � cap � capmax ð2:3Þ
Pmin � P � Pmax ð2:4Þ
Pch
min � Pch � Pch

max ð2:5Þ
Pdisch
min � Pdisch � Pdisch

max ð2:6Þ

Constraints (2.3), (2.4), (2.5), and (2.6) are the limitations of the storage capacity,
power rating, charged power, and discharged power, respectively. Accordingly,
capmin and capmax are the minimum and maximum capacity of the storages, respec-
tively. Also, Pch, Pdisch, Pmax, Pch

max , P
disch
max , Pmin, Pch

min , and Pdisch
min are the charged

power, discharged power, maximum power rating, maximum charged power, max-
imum discharged power, minimum power rating, minimum charged power, and
minimum discharged power of the storages, respectively:

SOCmin � SOC � SOCmax ð2:7Þ
SOCmin ¼ 1� DOD ð2:8Þ

SOCh ¼ SOC h�1ð Þ þ ηchPch
h � Pdisch

h

ηdisch
ð2:9Þ

0 � LL � LLmax ð2:10Þ

According to the (2.7), state of charge (SOC) of the storages should be within a
specific range. Regarding the (2.8), state of charge of a storage is obtained by using
the depth of discharge (DOD) of that storage. Also, (2.9) expresses how SOC of a
storage is calculated by using the previous operation periods SOC, charging effi-
ciency (ηch), discharging efficiency (ηdisch), etc. As expressed by (2.10), the life
length (LL) of the storages should be less than their maximum possible life length
(LLmax). In addition, SOCmin and SOCmax are the minimum and maximum SOC of
the storages, respectively.

2.4 Cost Efficiency and Energy Efficiency of Storages

In the systems, storages should be selected and applied by considering the financial
and performance points of view. As a result, utilization of the cost-effective and
energy-efficient storages is highly regarded with respect to their specific
applications.

In order to show characteristics of the storages, Tables 2.2 and 2.3 are provided
[40]. As shown in Table 2.2, various kinds of storages are presented which could
stock energy in distinguished ways [17]. In addition, these storages’ cost efficiencies
are represented by expressing their investment power cost and investment energy
cost [21]. Furthermore, the energy efficiency of the presented storages is compared
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and evaluated, and the mentioned storages’ power rating and lifetime are also
declared. Superconducting magnetic energy storage has the best energy efficiency
situation, and the compressed air energy storage and the pumped hydro energy
storage have the most lifetime. The power rating of the pumped hydro energy storage
is the highest value among other types of storages.

Table 2.3 indicates the specifications and efficiencies of the current common
batteries [5, 36]. As it is presented, lead–acid battery is one of the best batteries, and
its power rating, lifetime, and efficiency are among the top technologies, and its costs
are not so expensive which made it as the most popular battery [25]. Also, Ni–Cd has

Table 2.2 Cost, efficiency, and other specifications of the storages

Technology

Power
rating
(MW)

Investment
power cost
($/kW)

Investment
energy cost
($/kWh)

Lifetime
(year)

Efficiency
(%)

Cryogenic energy
storage

0.1–300 200–300 3–30 20–40 40–50

Superconducting
magnetic energy
storage

0.1–10 200–300 1000–10,000 >20 95–98

Hydrogen energy
storage (fuel cell)

5–50 550–4500 10–20 5–15 20–66

Thermal energy
storage

0–60 100–400 20–50 10–20 30–60

Supercapacitor 0–0.3 100–300 300–2000 10–30 84–97

Compressed air
energy storage

5–300 400–800 2–50 20–60 50–89

Chemical batteries 0.1–100 – – – 70–95

Flywheel energy
storage

0–0.25 250–350 1000–5000 15 85–95

Pumped hydro
energy storage

100–5000 600–2000 5–100 40–60 65–87

Table 2.3 Cost, efficiency, and other specifications of the batteries

Type of
battery

Power
rating
(MW)

Investment power
cost ($/kW)

Investment energy
cost ($/kWh)

Lifetime
(year)

Efficiency
(%)

Lead–acid 0–20 300–600 200–400 5–15 63–90

Li–ion 0–0.1 1200–4000 600–2500 5–15 75–97

Ni–Cd 0–40 400–600 400–2400 13–16 60–90

Zn–Br 0.05–2 700–2500 150–1000 5–10 65–85

Na–S 0.05–8 1000–3000 300–500 10–15 75–90

Metal–air 0–0.01 100–250 10–60 – 50–55

VR 0.03–3 600–1500 150–1000 5–10 65–90

Polysulfide–
bromide

0.1–15 – 400–1100 15 60–65

Zn–Br 0.1–1 1450–1750 290–350 8–10 65–85
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the highest power rating among these practical batteries. Also, metal–air batteries
have the least investment costs. Each system’s operator could select the preferred
technology for its required application by knowing the characteristics and capabil-
ities of the batteries [12].

2.5 Uncertainty Management of Load and RESs’Output by
Storages

Managing and solving the uncertainty of the systems form a huge part of investiga-
tions. Although distributed generators have several advantages [41], they have some
unfavorable consequences which should be compensated by legislating regulations
[42], performing demand response program [43], installing the storages, etc. As a
result, deployment of the storages could basically assist the system’s operator to
reduce the negative effect of the RESs’ stochastic output. As mentioned in Sect. 2.3,
storages could smooth the load profile of the consumers which are utilized in several
articles [10]. Moreover, simultaneously using the storages and implementing the
demand response program in the systems with the high penetration of the RESs
could significantly improve the efficiency of the RESs from environmental and
economic aspects [44]. As presented in [45], energy storages could be applied for
optimally robust operating in the systems and overcoming the system’s uncer-
tainties. In addition, storages’ utilization could improve the energy management of
the systems and increase the overall profit and benefit of the systems regarding the
RESs’ uncertain outputs [46].

In [47], a hybrid energy storage system accompanied by implementing the
demand response program is presented which could amend the disadvantages of
the RESs’ uncertainties, reduce the CO2 emission, and decrease the overall costs of
the system. Also, the effects of the uncertain outputs of the RESs and load’s
probabilistic nature on the energy storages are analyzed in [48]. In another research,
benefits of the storages are surveyed with respect to the RESs’ uncertainty,
unpredicted demanded load, and investment costs of the energy storages [49]. As
presented in [50, 51], integration of the storages, RESs, implementation of the
demand response program, and uncertainties consideration will cause significant
improvements in the operational condition of the systems.

2.6 Conclusion and Future Trend

In the present chapter, a general explanation of the storages and their rapid instal-
lation growth are represented. Furthermore, various types of storages are reviewed
regarding the uncertain output of the RESs and the variations of the demands.
Additionally, the advantages and disadvantages of the presented technologies of
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the storages are explained from cost efficiency and energy efficiency viewpoints. By
utilizing recent papers, novel methods for choosing suitable storages for the specific
tasks are comprehensively declared. Moreover, different applications of each kind of
storages are introduced. Also, a detailed comparison among the currently applied
storages is reported, and the main objective functions and constraints of the storages
are determined. The presented material of this chapter exhibits the approaches for
managing and solving the systems’ malfunctions and problems by using the proper
type of storages. As the future trends, storages will be applied increasingly in the
diverse parts of systems which will dramatically increase the cost efficiency and
energy efficiency of the systems. Considering the remarkable privileges of the
storages, the negative influences of the probabilistic nature of the RESs and oscil-
lation of the demand will be significantly decreased. In addition, all of the newly
proposed methods can be used for improving the performance of the storages.
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Chapter 3
Determining the Type and Size of Energy
Storage Systems to Smooth the Power
of Renewable Energy Resources

Mehrdad Gholami, Hadi Tarimoradi, Navid Rezaei, Abdollah Ahmadi,
and Seyed Ehsan Ahmadi

3.1 Introduction

Due to environmental reasons and increased demand for electrical energy, the
presence of renewable energy resources in the grid has grown enormously, as
these resources account for a significant share of the total generation.

In spite of the many advantages of renewable resources, due to the random and
fluctuated nature of environmental phenomena (wind, radiation, etc.), the power of
these resources is intermittent and uncertain, and unlike traditional units, these
systems do not have the ability to produce fixed and predetermined power. There-
fore, power systems are faced with many challenges, such as frequency and voltage
instability and power imbalance [1]. In traditional power systems, the dominant
portion of network uncertainty is due to network loads and the failure or loss of
generating units. While in modern power systems and micro grids, along with
network loads, renewable energy sources are also the source of uncertainty, which
causes a loss of balance of the generation and consumption and can lead to frequency
instability in networks with high penetrations of renewable resources [2]. In con-
ventional networks, various methods are used to maintain the power balance, such as
load shedding and using the spinning reserve.
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However, in micro grids, fluctuations in various short-, medium-, and long-term
ranges may occur, due to the slow response of the spinning reserve method, this
method can be only suitable for compensating long-term fluctuations. Therefore, in
order to compensate for fluctuations in micro grids, it is proposed to use energy
storage systems (ESSs) that can compensate a wide range of oscillations [3].

There are different technologies for ESSs such as battery, supercapacitor, com-
pressed air system, flywheel, superconducting magnetic energy storage, pumped
storage hydroelectricity, thermal storage, and electrolysis of water [4]. Also, there
are some characteristics which are more important in the selection of the ESSs: cost,
lifetime, maintenance, energy efficiency, response time, and storage capacity includ-
ing power and energy capacity. Each of these technologies could be used for
different applications in power systems. For example, the pumped storage hydro-
electricity is suitable for peak shaving application because of high energy capacity.
On the other hand, the batteries could be better solution for short fluctuations due to
renewable resources because of suitable power and energy capacity as well as fast
response time. A comprehensive comparison and classification of the various ESS
technologies is provided through which the power system operator can make an
appropriate decision of storage selection in the next section.

One of the impressive factors in the selection of the cost-effective and imperative
ESS technology is power system uncertainty management. Evidently, according to
the intermittent and variable nature of the power system elements, uncertainties are
inevitable part in system planning and operation. The resource of the uncertainties
can be dominantly originated from demand deviations, renewable energy intermit-
tent outputs, and contingencies. Principally, the more developed prediction tools
result in more precise uncertainty modeling.

On the other hand, renewable fluctuations due to environmental conditions could
be categorized in different timescales with different intensities. For example, wind
power fluctuations could be stated in three groups. The first group is short-term
fluctuations due to turbulence which are stochastic and with rapid variations. The
second one is medium-term fluctuations due to temperature difference such as
diurnal variations of wind which has slower variations. Also, the third one is long-
term fluctuations such as seasonal variations of the wind. Compensation of these
fluctuations need different characteristics of ESSs; for example, short-term fluctua-
tions need the high power capacity and fast response, so batteries and
supercapacitors or a combination of them could be a suitable solution for compen-
sating these fluctuations. On the other hand, for compensating diurnal fluctuations,
high energy capacity is needed, so the pumped storage or compressed air system or
using power system spinning reserve could be better solutions [5].

Also, given the randomness of the generation of renewable sources, it is neces-
sary to use predictive methods for declaring the amount of power to participate in
dispatching programs and unit commitment, in which the presence of errors in these
methods is inevitable. Therefore, ESSs can be used to compensate for the forecast
error [6].

In fact, ESSs can be used to smooth the output power of renewable resources,
save power at low demand, and deliver power to the grid in the high demand time
intervals.
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In general, the purpose of combining renewable energy sources with ESSs is to
provide a behavior similar to the behavior of the traditional generation units, so that
they can control their generation, participate in power dispatching and unit commit-
ment programs, and maintain the grid frequency and voltage stability. However, due
to the uncertain and intermittent nature of the renewable resources, they cannot play
these roles alone [7].

Here are the requirements for a generation unit that actually includes a set of
capabilities for different operating conditions that are necessary to maintain the
power system stability in different conditions and to participate in power market [8].

3.1.1 Fluctuation Smoothing

Fluctuations in natural phenomena, such as wind and solar irradiation, consequently
fluctuation in the generation of renewable resources, can be in the range of minutes,
hours, and days. The slow fluctuations of these resources can be offset by spinning
reserve, while their rapid fluctuations can confront the grid with the challenge of
frequency and voltage instability and affect the power quality.

The problem of volatility of these resources will increase with the capacity of
these resources in the grid, because even compensating for long-term fluctuations
will increase the need for network spinning reserve, which will increase its depen-
dence on traditional units. One of the solutions to compensate for these fluctuations
is the use of energy storage systems. Due to different types of fluctuations with
different time periods and different levels of power and energy needed to compen-
sate for them, it will naturally need different ESSs to compensate for any fluctuations
that will be examined in the Sect. 3.3 with their specifications. Then, in the final
section, suitable ESSs will be introduced to compensate for the different items.

3.1.2 Compensation of Forecasting Error

Regarding the randomness of natural phenomena, the amount of the generation of
renewable resources is uncertain; therefore, in order to declare generation capacity to
participate in dispatching programs and unit commitment, it is necessary to use
prediction methods to estimate the amount of production. Since the presence of the
error in the prediction models is inevitable, the predicted value is not always the
same as the generation value. On the other hand, the generation deviation from the
pre-applied amount leads to the fining of the units, so the amount of forecast error
should be compensated. One of the ways to compensate for this is to use ESSs,
which can provide the ability to announce previous generating power for these
resources.
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3.1.3 Inertia Emulation

Inertia of rotors in synchronous generators plays important roles in grid frequency
stability, so that it can absorb or inject the instantaneous power to the grid at time of
turbulence and thus prevent the frequency collapse of the grid. However, renewable
energy resources are mostly based on power electronics that are lacking inertia.
Therefore, as one of the network requirements, this should be provided as virtual
inertia for these resources. One of the ways in which virtual inertia is created is to use
energy storage systems, especially those ESSs that have high response speeds and
can provide high power density for a short time.

3.1.4 Load Following

In power systems, to maintain the synchronism, the balance of generation and
consumption is usually achieved by following the pattern of the load by the
generation units. However, the level of generation and volatility of renewable energy
resources are independent of the pattern of load. To accomplish this, energy storage
systems can be used so that at low consumption, the energy produced by resources is
stored and at high consumption, this energy is injected into the network.

3.1.5 Spinning Reserve

In traditional power systems, in order to carry out frequency control and respond to
sudden load changes, some of the network power is in standby mode, so that it can be
used to maintain power system synchronism. Therefore, by increasing the amount of
penetration of renewable resources in the network, these resources should also have
the same capabilities as the spinning reserve, so that if necessary, they can inject
additional power into the network. One of the solutions is to make it possible to use
ESSs. The spinning reserve is usually activated with a response time of about
10 minutes. Therefore, energy storage systems with a moderate time response can
be a good option for this case.

In addition to the above, the combination of energy storage systems and renew-
able energy resources can be used for other applications such as voltage support, low
voltage ride through, and peak shaving that are beyond the scope of this book.

In addition to technical issues that affect the choice of the type of energy storage
system, the cost of them is another factor that should be considered in the design
stage. Due to the relatively high cost of storage systems, the optimal choice of type
and size of the storage system is very important.

In this chapter, firstly, we discuss about different energy storage technologies in
detail. Then, the uncertainty modeling and resources of intermittent renewable
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energy resources such as wind turbines (WTs) and photovoltaics (PVs) will be
surveyed. In the next subsection, the demand uncertainties will be investigated.
Finally, the procedure of the optimal selection of energy storage systems (ESSs)
will be performed considering the cost and efficiency indices. Moreover, it is aimed
to allocate the appropriate ESS technologies subject to uncertainty management
topic.

3.2 Statistics Related to the Documents

The section presents the statistics related to the documents. “Renewable energy” and
“energy storage” keywords have been searched in the Scopus database, and the
VOSviewer software has been used.

Figure 3.1 depicts the number of documents by year; the number of documents
increased significantly over the period.

Figure 3.2 shows the number of documents by source; Energy Procedia published
the highest number of documents.

Figure 3.3 illustrates the number of documents by the author; J. M. Guerrero has
published the highest number of documents.

Figure 3.4 shows collaboration between authors based on the years.
Figure 3.5 shows the number of documents based on affiliation; Ministry of

Education of the People’s Republic of China has published the highest number of
documents.

Fig. 3.1 Documents by year
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Table 3.1 shows the number of documents by the top 10 countries. Researchers
from the United States published 1753 documents with 62,721 citations.

Figure 3.6 shows the number of documents by subject area; most documents were
published in the energy and engineering fields.

Figure 3.7 shows the number of documents by type; most documents were
published conference papers and articles.

Figure 3.8 depicts the popular keywords by year. For instance, the yellow color
shows popular keywords in 2016.

Fig. 3.2 Documents by source

Fig. 3.3 Documents by author
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Fig. 3.4 Collaboration between authors

Fig. 3.5 Documents by affiliation
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Table 3.1 Documents by country

Number Country Documents Citations

1 The United States 1753 62,721

2 China 1424 33,521

3 Germany 657 9670

4 India 577 7542

5 The United Kingdom 515 11,547

6 Italy 496 6925

7 Australia 374 7673

8 Japan 365 7076

9 Canada 362 8800

10 Spain 352 11,862

Fig. 3.6 Documents by subject area

Fig. 3.7 Documents by type
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Table 3.2 shows the top 20 popular keywords; renewable energy resources with
4330 times occurrence is the most popular keyword.

Table 3.3 shows the top 10 sources with highest citations; Renewable and
Sustainable Energy Reviews with 201 documents and 17,781 citations is the most
popular source.

Table 3.4 shows the top 10 published documents with the highest citations.

3.3 Energy Storage Technologies

From the configuration point of view, there are two types of ESS: distributed and
aggregated. In a network with many renewable resources, in terms of number and
capacity, in order to assuage the power flow fluctuations, the ESS capacity should
increase in an aggregated system. In a large-scale ESS, in addition to increasing
costs, manufacturing and controlling will also be complicated. Distributed systems
are a good solution to this problem, although they are also challenged with power
flow controlling.

Fig. 3.8 The popular keywords by year
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The most common criteria used to compare different technologies of ESSs are as
follows:

• Power capacity (kW or MW)
• Energy storage capacity (kWh or MWh)
• Energy density or specific energy (Wh/kg or Wh/dm3)
• Efficiency
• Charge time (mS)

Table 3.2 The most popular keywords

Number Keyword Occurrences

1 Renewable energy resources 4330

2 Energy storage 4326

3 Renewable energies 2219

4 Renewable energy source 1950

5 Electric energy storage 1794

6 Renewable energy 1455

7 Wind energy 1411

8 Energy storage systems 1336

9 Electric power transmission networks 1261

10 Solar energy 1011

11 Optimization 897

12 Electric batteries 895

13 Micro grid 851

14 Smart power grids 746

15 Costs 740

16 Energy efficiency 740

17 Digital storage 667

18 Heat storage 657

19 Photovoltaic cells 649

20 Renewable resources 639

Table 3.3 The top 10 sources with highest citations

Number Source Documents Citations

1 Renewable and Sustainable Energy Reviews 201 17,781

2 Applied Energy 223 8463

3 Chemical Reviews 6 8152

4 Science 6 8085

5 Energy and Environmental Science 30 6110

6 Energy 208 6096

7 Renewable Energy 149 5007

8 IEEE Transactions on Industrial Electronics 32 4685

9 IEEE Transactions on Smart Grid 92 4626

10 Energy Conversion and Management 102 4323
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• Response time (mS)
• Self-discharge rate (percent per day)
• Lifetime (years) or life cycle (number of times)
• Capital cost ($/kWh)

The electrical energy for storage can be converted to a variety of other energies.
Some of these types of energy that are more commonly used in ESSs are depicted in
Fig. 3.9.

3.3.1 Mechanical Energy Storage Systems

3.3.1.1 Compressed Air Energy Storage

Compressed air energy storage (CAES) is actually saving power generated by
compressing air at a time, for use at another time. The advantage of this type of
storage is that the energy generated during low energy demand periods (out of peak)
can be used to meet demand at peak. This is especially important for renewable
energy sources such as wind and solar energy, which are considered as the most
important sources of clean energy supplies. The small scale of this energy storage
system has been used for a long time in applications such as locomotive engines, but
in large-scale applications, very high thermal energy from compressed air should be
controlled. The topology of this system is shown in Fig. 3.10.

When the stored energy is required to be injected into the grid, the compressed air
is transmitted from the storage cavern, heated, and then expanded in a set of high-
and low-pressure turbines which convert most of the stored energy of the

Table 3.4 The top 10 documents with highest citations

Reference Authors Source Citation Year

[9] Günes et al. Chemical Reviews 5125 2007

[10] Dunn et al. Science 5016 2011

[11] Liu et al. Advanced Materials 2810 2010

[12] Carrasco et al. IEEE Transactions on Industrial
Electronics

2449 2006

[13] Sharma et al. Renewable and Sustainable Energy
Reviews

2363 2009

[14] Larcher and
Tarascon

Nature Chemistry 1753 2014

[15] Liu et al. Science 1669 2015

[16] Manwell et al. John Wiley & Sons 1582 2010

[17] Pan et al. Energy & Environmental Science 1564 2013

[18] Cook et al. Chemical Reviews 1563 2010
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compressed air into the rotational kinetic energy. The turbine output air is addition-
ally mixed with natural gas and combusted. Generally, the output of turbine exhaust
is used to heat the cavern air. The topology of the whole system is shown in
Fig. 3.10.

Fig. 3.9 Energy storage technologies
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3.3.1.2 Pumped Hydro Energy Storage (PHES)

The pump hydro energy storage system is consisting of a downstream reservoir, a
high stream reservoir, a channel or a tube that connects these two reservoirs, and a
pump/turbine motor/generator set. At times, when electricity consumption is low
(off-peak period) or there is extra generated electricity, the water is pumped from the
lower reservoir to the upper reservoir. During the peak period of electricity con-
sumption or loss of electricity production, water flows from the upper reservoir to the
lower reservoir, activating the turbines to generate electricity. As indicated in
Eq. (3.1)), the energy stored is proportional to the water volume in the upper
reservoir and the height difference between the two reservoirs. This energy storage
technology is most used for large-scale applications. An illustrative example of a
pumped hydro storage is shown in Fig. 3.11. The lifetime of PHS is around

Fig. 3.10 Compressed air energy storage

Fig. 3.11 Pumped hydro energy storage diagram
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30–50 years. The efficiency of this technology is around 65–70%, and the capital
cost is about (500–1500) €/kW and 10–20 €/kW. The response time is less than
1 minute.

E ¼ mgh ⟹
ρ¼1 l=kg

E ¼ Vgh ð3:1Þ

3.3.1.3 Flywheel

Advanced functional electrical stimulation (FES) systems have rotors that are made
of very tight carbon fiber compounds that are suspended with magnetic bearings and
rotate in a vacuum chamber at speeds ranging from 20 to 50,000 rpm. The structure
of the energy storage system in the flywheel is depicted in Fig. 3.12. Such flywheels
can quickly reach to their rated speed (less than 15 minutes) and store energy very
fast. Compared to other energy storage systems, this system has longer lifetimes,
high power density, and high output power. The FES’s efficiency is about 90%. The
characteristic energy of the rotor flywheel depends on two basic factors: rotor
geometry and material properties.

The stored energy in the flywheel is in accordance with Eq. (3.2)):

E ¼ 1
2
Jω2

J ¼ 1
2
mr2

⟹
m¼πr2hρ

E ¼ 1
4
πρhr4ω2 ð3:2Þ

where m, r, h, ρ, and ω are the mass, ratios, height, density, and angular velocity of
the flywheel, respectively.

The advantages and disadvantages of the flywheel energy storage system (FESS)
are listed in Table 3.5.

Fig. 3.12 Flywheel energy storage system structure
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3.3.2 Electrochemical Storage Systems

In an electrochemical storage system, the chemical energy in the active material is
converted into electrical energy [19]. Conventional rechargeable batteries and flow
batteries (FBs) are two techniques that store energy in electrochemical form. How-
ever, chemical reaction reduces the life expectancy and energy of battery although
minimal maintenance is needed for these batteries [5]. Electrochemical storage
devices are available in different sizes, which is the main advantage of this technol-
ogy. Lead-acid, lithium-ion, sodium-sulfur (NaS), nickel-cadmium (NiCd), nickel-
metal hydride (NiMH), and FBs are examples of this storage system.

Batteries are one of the most used power storage technologies. Energy is stored in
an electrochemical form and in a set of cells that are connected in series, in parallel,
or in combination. The number of cells connected in serial and parallel is to reach the
desired voltage and capacity. Each cell consists of two conductive electrodes and an
electrolyte, which are placed together in a special container. In general terms, the
battery operation is based on reduction and oxidation reactions (commonly called
redox reactions). An electrochemical reduction reaction is one that allows the
component involved to gain electrons, while an oxidation reaction allows the
component to lose electrons. A battery cell is just a device that provides the
conditions for redox reactions to happen, thus generating a flow of ions and electrons
between the areas in which these occur. The flow of electrons and ions exists as long
as there is an energy difference between the electrochemically active substances
involved in the reduction and oxidation reactions. To enable this flow of ions and
electrons, the battery cell has two circuits: one external and the other internal. The
internal circuit comprises the battery cell itself and provides the path through which
the resultant ions flow.

A number of key battery factors for storage applications include high energy
density, efficiency, charging and discharge capability, lifetime, and initial cost.
Advances in battery technology have dramatically increased energy density, longer
lifetime, greater reliability, and lower costs. The principal specificities of each
technology are presented in the following sections.

3.3.2.1 Lead-Acid (PbA) Battery

Lead-acid batteries are the oldest type (it was first introduced in 1859) of recharge-
able battery that is widely used and available in different sizes and designs. The

Table 3.5 Advantages and disadvantages of the flywheel energy storage system

Advantages Disadvantages

High power density High capital cost (5000 $/kWh)

High efficiency High rate of self-discharge (3–20% per hour)

Low maintenance cost (19 $/kW per year) Low energy density

Long cycle period
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positive electrode of these batteries is made up of lead dioxide (PbO2) and negative
electrode from lead (Pb), and sulfuric acid (H2SO4) is also used as electrolyte.
During the discharging period, both electrodes will be converted to lead sulfate
(PbSO4) and will return to the initial state during charging period. Traditional lead-
acid batteries have some problems and limitations, such as short lifetime, periodic
water maintenance, and low special energy. To overcome these problems, advanced
lead-acid batteries have been developed, with advantages such as excellent charge
retention, high energy density, fast response, low self-discharge rate (<3% per
month), and high lifetime (5–15 years).

3.3.2.2 Lithium-ion (Li-ion) Battery

This type of battery was first commercially developed in 1990 and has grown well in
recent years. The cathode of these batteries is made up of lithium oxide and anode
from a graphite carbon cell; the electrolyte used here can be formed using an organic
solvent with dissolved lithium salt or solid polymer. During the charging period,
Li-ion passes from the cathode to the anode, and the process reverses in the discharge
period. The most important feature of this technology is increasing the level of
energy storage capacity, which can store energy at the megawatt scale. Other
advantages of this technology include high efficiency (>90%), high energy density
(75–200 Wh/kg), fast response time (millisecond), long lifetime (About 20 years),
low self-discharge rate (<5% per month), and wide temperature range (�20 to
55 �C). Because of these, this technology is very popular.

The main disadvantage of this battery is its high capital cost due to the particular
type of packaging and internal protection overcharge circuits.

3.3.2.3 Sodium-Sulphur (NaS) Battery

NaS battery comprises molten electrodes (sodium for negative electrode and sulfur
for positive electrode), and ceramic Beta-Al2O3 acts as both the electrolyte and the
separator simultaneously. The main limitation of this technology is that it should
work at high temperatures to ensure that sodium and sulfur turn into liquid and
maintain high reactivity. In this technology, the energy density is very high, and its
charge/discharge efficiency is about 90%. This type of battery is usually suitable for
large-scale and nonmoving applications such as power network storage. At present,
up to 34 MW, 245 MWh units of this battery are built for wind farms in Japan.

3.3.2.4 Flow Battery (FB)

This type of battery allows its active materials to be stored outside the battery, and
these materials flow to the amount required by the pump among the battery cells,
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which is why this type of battery is called flow battery. The advantages of this battery
can be put in several categories:

• The main characteristic of this battery that separates it from other batteries is the
power and energy independence of the battery, due to the separation of battery
cells and electrolyte reservoirs. The involvement of more battery cells increases
the power capacity, and the size of the electrolyte reservoir leads to an increase in
battery power capacity.

• Long battery lifecycle (over 10,000 cycles).
• High efficiency.
• More depth of discharge (DoD) (a wide range of 20–100%).
• Low charge-to-discharge ratio.
• High energy density and power density (increasing).
• Low costs, less per kWh/$, due to long lifetime.
• Due to the lack of lead and cadmium in soluble materials and unlimited lifetime,

the environmental effects of this type of battery are much lower than other
batteries.

Until now, up to a capacity of 500 kW, 3.6 MWh of this type of battery has been
installed. The two leading types of these batteries are zinc bromine (ZnBr) and
vanadium redox batteries (VRB).

3.3.3 Electrical Storage Systems

3.3.3.1 Supercapacitor Energy Storage Systems

Supercapacitors (SCs), also called ultracapacitors (UCs) and electric double-layer
capacitors (EDLCs), are much more capacitive than conventional capacitors, but
their breakdown voltage is lower. Since the energy stored in the capacitor is
proportional to their capacity in accordance with Eq. (3.2)), the supercapacitors are
capable of storing much more energy. Supercapacitors can be an alternative for
conventional capacitors and general batteries. Although supercapacitors are a kind of
electrochemical device, they do not use any chemical reaction to store electrical
energy.

E ¼ 1
2
CV2

The structure and working principles of a charged supercapacitor are shown in
Fig. 3.13. To increase the capacitance as well as the breakdown voltage of the
capacitor, a number of cells are connected in series and parallel.

The most important advantages of supercapacitors include high power density,
high peak power output, long lifetime cycle, and fast response time, and the high
self-discharge rate and high capital cost are also its disadvantages.
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3.3.3.2 Superconducting Magnetic Energy Storage (SMES) Systems

In a supercapacitor energy storage system, the energy is stored in a magnetic field.
The magnetic field is created by passing a DC current from a large superconducting
coil located in a chamber with a temperature below the superconducting critical
temperature. The conductivity of the superconductors is extremely high in
superconducting state, but unfortunately, these temperatures are so low that they
can only be reached with the aid of cooling with liquid helium. There is a
superconducting phenomenon for a wide range of materials such as tin and alumi-
num. Also, some of the alloys and semiconductors are superconducting, but metals
such as gold and silver do not show this phenomenon, nor does the phenomenon of
superconductivity occur in ferromagnetic metals. In 1986, high-temperature super-
conductors (HTSCs) (known as type II superconductors) were discovered. The
critical temperature of these superconductors is more than 90 Kelvin. Technically,
HTSCs have far more applications, because they have superconducting temperatures

Fig. 3.13 Structure and working principles of a charged supercapacitor
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that are easier to create. The research continues to find materials whose critical
temperatures are still higher, as well as to find a theory to explain high-temperature
superconductivity.

The general principles of the energy storage system based on the SMES system
are illustrated in Fig. 3.14. As it is seen, a SMES system consists of three parts in
general:

• Superconducting coil
• Power consolidation system
• Cryogenically cooled refrigerator

When the superconducting coil is charged, due to the coil zero resistance, the
current is flow without any power losses or decays. By discharging the coil, the
stored energy can return back to the grid. The power conditioning system consists of
a bidirectional AC/DC, with 2–3% energy loss in each direction. Energy losses in
SMES are the least among all energy storage technologies, and its efficiency is
greater than 95%.

Due to the high cost of superconducting wire and the energy requirement of
refrigeration, SMES is now used for short-term energy storage, such as power
quality improvement systems. SMES has other advantages over other energy storage
technologies: low charge and discharge time delay, the ability to release stored
energy instantaneously at high power (for short time period), and high reliability
due to motionless parts.

The characteristics of different types of energy storage system technologies are
compared in Table 3.6.

Fig. 3.14 The general principle of a SMES system
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3.4 Uncertainty and Fluctuation

Renewable energy sources are faced with two fundamental challenges of oscillation
and uncertainty, so for the vast presence of these resources in the power system,
these two challenges must be solved, and these resources should behave in the same
way as conventional generation units as they have specific and smooth output power.
In this way, these resources can participate in grid scheduling and not create
instability problems.

As mentioned earlier, one of the ways to offset volatility and uncertainty is to use
ESSs. In connection with ESSs, two issues should be considered: one is the selection
of the type of the ESS technology that is being carried out in the first stage, and the
other is determining the size and capacity of ESSs.

To implement the first stage, the characteristics of volatility and uncertainties in
the system should be reviewed to determine the type and capacity required for the
ESSs. This section deals with fluctuations and uncertainties. Basically, the main
sources of fluctuations and uncertainties are renewable energy resources and net-
work loads. In this section, two renewable energy resources, wind and photovoltaic
generation system, which have the highest presence in the network, are reviewed
along with the specifications of the grid loads.

3.4.1 Wind Generation Systems

The basic challenges of wind systems are oscillating and indeterminable power
generation, which, in view of the network’s requirements, must be addressed. In
this section, the characteristics of fluctuations and uncertainties for wind power
systems are investigated.

3.4.1.1 Fluctuations

Wind fluctuations are caused by several factors, turbulence and daily and seasonal
variations in temperature. Fluctuations caused by turbulence are rapid fluctuations
and other fluctuations in the range of hourly, daily, and seasonal variations. Some
oscillations (fluctuations of less than 1 minute) are taken in turbine inertia, but a
major part of these oscillations are transmitted to the turbine output. According to the
ratio of the output power to the wind speed (cubic equation), the intensity of the
oscillations in the output power is very high. These volatilities can put the power
system in a challenge of frequency and voltage instability. By creating a wind farm
consisting of several turbines, the farm output fluctuations will be greatly reduced
relative to single turbines, but there are also some fluctuations at the output of the
wind farm.
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One of the solutions to compensate for fluctuations is the use of energy storage
systems. Capacity and type of storage system are determined based on the type of
output power volatility. As it is said, the fluctuations in the wind farm’s output power
are in different range of minutes, hours, days, and seasons. Each of the fluctuations
can be discussed separately. Fluctuations caused by turbulence are of high-frequency
variation. These fluctuations around an average value can be investigated, which
usually have a relatively high standard deviation. Therefore, to compensate for these
fluctuations, a storage system with high power density and a large number of
charging and discharging cycles should be used. As it is said, the fluctuations due
to turbulence can be reduced by forming wind farm. Therefore, in order to have the
lowest required capacity, it is better to consider a storage system for the entire wind
farm. This mode requires a much lower storage capacity compared to single-turbine
compensation.

Mid-term fluctuations caused by daily temperature variations are usually in the
range of hours. The compensation of this category of oscillations requires average
power and energy density and average response speed. Therefore, the appropriate
storage system should be chosen for these fluctuations. Finally, long-term fluctua-
tions due to seasonal variations in the climate are slowly fluctuating, which requires
high energy to compensate for them. Therefore, the energy storage systems with a
low time response and high energy capacity for this category of fluctuations are
appropriate. Table 3.7 shows the classification of fluctuations with their
characteristics.

For each time interval, an average value is defined as the output power of wind
power system [20]:

Pd ¼ 1
T

Z
Pw tð Þdt ð3:3Þ

And the maximum difference between real power and the mean value is defined
as power capacity:

Pess ¼ max T Pessi ¼ Pw � Pdið Þ, i ¼ 1 : Nf g: ð3:4Þ

in which T is a long time interval, for example, 2 years, which divided into
N intervals. For a typical wind power profile, the dispatched power and power
requirements of the ESS are shown in Fig. 3.15 [20].

Also, the highest amount of positive or negative energy to be injected is deter-
mined as energy capacity:

Table 3.7 Classification of renewable fluctuations

Timescale Power rating Energy rating Frequency

Short-term (<1 h) High Low High

Mid-term (1 h–1 D) Medium Medium Medium

Long-term (>1 D) Low High Low
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Eess ¼ max T Ee tð Þ ¼
Z t

0
Pess τð Þdτ

� �
: ð3:5Þ

And the frequency actually represents the frequency power variation around the
mean value. This option actually determines the required number of charge/dis-
charge cycles for energy storage system.

3.4.1.2 Uncertainties

Wind speed and hence wind power are random phenomena. Therefore, prediction
models are needed to estimate the amount of power generated at different time
intervals. On the other hand, the presence of error in prediction methods is

Fig. 3.15 A typical wind power profile; (a) dispatched power, (b) ESS power
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inevitable, so that the predicted value is not the same as the actual value. Estimated
time intervals can be hourly, daily, and long term.

Several methods have been proposed for the prediction of wind power, which are
classified into four general categories: persistence methods, physical methods,
statistical methods, and hybrid methods. Usually, statistical methods based on
probability density functions are suitable for short-term forecasting and have less
error than other methods, physical models based on meteorological data are more
suitable for long-term forecasting, and hybrid methods are based on physical data
and statistical models, which makes it more optimal methods. In prediction methods,
the average wind speed (wind power) is usually predicted at a time interval (e.g.,
1 h). The predicted error value varies depending on the model used and the forecast
period. For example, in smaller intervals (hourly), the error rate is less than the long-
term (daily) intervals.

In Table 3.8, a variety of forecasting scales and appropriate approaches for each
interval are presented with error rates. Of course, it should be noted that the error rate
is approximate and depends on the type of method used, because each approach can
be done in several ways. For example, the statistical approach is applicable to
methods such as the use of probability density functions, neural networks, etc.,
which have different results and errors.

A wind farm as a generation unit must declare its production in advance in order
to participate in the unit commitment and dispatching programs. If the amount of
power generated differs from the declared value, the unit will be fined. Therefore, in
order to avoid penalties, it is necessary to offset the forecast error. One of the ways to
compensate for this is to use energy storage systems.

The amount of storage capacity required depends on the amount of error.
Therefore, in order to compensate for the short-term forecast error, a smaller capacity
is required for the storage system, while larger-capacity storage system is required to
offset long-term forecasts.

Usually, for each method, the error rate of that method is presented in different
time intervals as a percentage of the nominal value. Therefore, in order to determine
the amount of capacity required for the storage system, the type of forecasting
method and the time interval of prediction should be known.

3.4.2 Photovoltaic

Due to the oscillatory and random behavior of the irradiance and temperature, in
photovoltaic systems, like wind turbine systems, output power will be oscillatory

Table 3.8 Classification of prediction error

Timescale Prediction range Prediction method Error rate

Short-term One to several hours ahead Statistical and persistence method Low

Mid-term One day to a weak ahead Hybrid method Medium

Long-term Several weeks to a year ahead Physical method High
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and random, and it is necessary to compensate for power fluctuations and forecast
errors. Like wind systems, there are also short-term, mid-term, and long-term
fluctuations, each with the same characteristics as previously discussed. As short-
term fluctuations require higher power capacity and more cycles of charge-
discharge, long-term fluctuations require a large energy capacity and a lower number
of charge-discharge cycles.

Another problem with solar cells is that during the night, the production of a solar
cell stops, so for the same behavior of a production unit, it must be combined with
other energy sources or energy storage systems. When using a photovoltaic system
with an energy storage system, a large capacity of the storage system is required so
that its capacity is approximately as large as the capacity of the photovoltaic system.

In addition to the daily and annual apparent movements of the sun, the amount of
solar radiation that reaches the surface of the earth depends on the geographical
position (length, width, and height) and weather conditions (e.g., cloud cover). Many
studies have shown that cloud cover is a major contributor to the difference between
measured solar radiation outside the atmosphere and on the surface of the earth.
Therefore, the output power of PV depends on the amount of solar radiation.

In PV systems, like wind power systems, we face the challenges of power
fluctuations and uncertainty of production, so we can use energy storage systems
to compensate for fluctuations and forecast errors.

3.4.3 Load

Power loads, especially residential loads, are variable, and their data is almost
unclear. For example, the variable consumption of a residential customer generally
depends on the presence of family members at the time of using several power units
with a relatively short longevity throughout the day, and due to the high uncertainty,
probabilistic approach and fuzzy theory can be used to analyze the uncertainty
parameters.

Ideally, with regard to predictive errors, loads should not be considered as definite
parameters in planning and operation of a power system. Stochastic energy demand
is modeled as a normal Gaussian PDF, where the mean is equal to the predicted
value. In most cases, the forecasted load value is considered as the standard deviation
of PDF. The description of the normal Gaussian PDF is as

f x mj , ϑ2
� � ¼ 1ffiffiffiffiffiffiffiffiffiffi

2πϑ2
p exp � x� mð Þ2

2ϑ2

� �
�1 < x < þ1

where m is the mean of the input variable, ϑ2 is the variance, and ϑ is the standard
deviation of the input variable [21].
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3.5 Optimum Selection

Energy storage systems can be combined in several ways alongside renewable
energy resources and network loads. These systems can be combined with only
one resource, for example, PV-battery systems or wind-battery systems, or com-
bined with several resources, for example, PV-wind-battery systems. Optimum
energy storage system selection is a two-step process: determining the type of
technology used and determining the capacity of the storage system. Initially, in
the first stage, the type of the storage system should be determined, and then, in the
next stage, the required capacity is determined. In this section, these two stages are
examined individually.

3.5.1 ESS Type Selection

As mentioned in Sect. 3.2, there are different types of energy storage technologies
with different specifications which are classified in Table 3.1. On the other hand, in
Sect. 3.3, the characteristics of the volatility and uncertainty of the power of
renewable energy resources were investigated, and various characteristics of
power capacity, energy, and frequency of variations for different types of fluctua-
tions and uncertainties are shown in Tables 3.2 and 3.3.

Now, according to Tables 3.6, 3.7, and 3.8, we can select the appropriate options
for energy storage systems for different types of fluctuations and forecast errors. The
results are presented in Table 3.9 for different modes. As it can be seen, for any type
of oscillation or error, more than one type of storage technology may be appropriate.
The final selection is based on the expense, including the initial investment cost,
maintenance cost, and lifetime.

Table 3.9 Suitable technologies for different modes

Fluctuation/
uncertainty Technical selection

Techno-economic
selection

Short-term
fluctuation

Supercapacitors, batteries, hybrid supercapacitors
and batteries, SMES

Hybrid supercapacitors
and batteries

Mid-term
fluctuation

Batteries, fuel cells Fuel cells

Long-term
fluctuation

CAES, PSH CAES, PSH

Short-term
uncertainty

Supercapacitors, batteries, SMES, FESS Batteries

Mid-term
uncertainty

Batteries, fuel cells Fuel cells

Long-term
uncertainty

CAES, PSH CAES, PSH
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3.5.2 Optimum Sizing

After selecting the type of energy storage system, the capacity of the system should
also be determined. In fact, the required capacity is dependent on the magnitude of
the oscillation compensation and the forecast error.

Usually, long-term data, such as wind speed or sunlight, are used to determine the
capacity of the ESS. Thus, the long-term period is divided into a number of sub-
intervals, and at each subinterval, the required capacity power and energy are
determined according to relations (3.2)) and (3.3)), and then the maximum value
over the long-term period is chosen as the nominal required capacity of the ESS.
Given the high cost of energy storage systems, determining the optimal capacity is of
great importance so that technical requirements are met and at the lowest cost.

Several steps can be taken to reduce the required capacity. The first step is to
reduce the volatility of the output power of renewable energy resources. The second
step is to establish coordination between the network load fluctuations and the
volatility of renewable energy resources, and finally, the third step is a compromise
between the amount of fines due to volatility and error of prediction and the cost of
the ESS.

3.5.2.1 Spatial Smoothing

Due to the phase difference of natural phenomena, wind and solar radiation, and the
reduction of the similarity of wind speed and solar radiation profiles in different
locations, wind farms and PV farms can reduce the level of output power fluctuations
relative to individual units to a large extent, which is known as spatial smoothing.

In this case, an ESS for the whole wind or PV farm is used, with the capacity
required to be much less than that of a single turbine or PV. Two hybrid battery-wind
farm and battery-PV farm systems are shown in Figs. 3.16 and 3.17.

3.5.2.2 Load Following

Another solution to reduce the capacity of the ESS is to coordinate the fluctuations of
renewable energy resources and network load so that the consumption pattern is
consistent with the generation pattern of renewable resources, in which case all the
fluctuations of the renewable resources need not be compensated. Therefore, the
storage capacity required will be greatly reduced [22].

In this case, in order to manage the volatility of renewable resources, it is possible
to predict the generation of these resources to match the demand response with them.
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3.5.3 Optimum Sizing and Operation

Ultimately, in addition to spatial smoothing and coordinated generation and demand
management, which reduce the capacity required for the ESS, other factors such as
the penalty rate and the allowable amount of injectable fluctuations in the network
can also be considered. In this way, it may not be necessary to compensate for any
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Fig. 3.16 Wind farm-battery hybrid system
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fluctuations in the power of renewable energy resources, or to compensate for the
full forecast error. In this case, a tradeoff between the cost of the ESS and the fine
resulting from the lack of full compensation must be done.

To select the best ESS technology optimally coping with a techno-economic
design of a renewable-energy-based power system, the main factors can be assessed
through a comprehensive objective function. The quantified technical and econom-
ical indices are transformed into the following objective function:

J ¼ ω1:λf :f μUnVPLT , σ
UnV
PLT

� �þ ω2:λg:g PFLV
PLT , ρ

FLV
PLT

� �þ ω3:CINV α, β, δ, PLTð Þ
þ ω4:CMTC n,PESS, PLTð Þ þ ω5:CLFT PLTð Þ þ ω6:COP πEN,PESS, STð Þ: ð3:6Þ

μUnVPLT and σUnVPLT are the mean and variance of the forecasting values of the uncertain
variables in each planning time horizon, respectively. UnV is the set of energy
system uncertain variables which can be defined as UnV ¼ {Load,Wind Turbine,
Photovoltaic}. PLT describes the set of energy system planning horizon which can
be defined as PLT ¼ {Short � Term (ST),Mid � Term (MT), Long � Term (LT)}.
PFLV
PLT and ρFLVPLT stand for fluctuation mitigation behavior of the ESS which is stem

from the intermittent nature of the particularly renewable-energy-based resources,
i.e., WT and PV, respectively. In other words, PFLV

PLT is the dispatched active power of
the renewable sources, and ρFLVPLT represents the active power fluctuated around the
dispatched points. FLV is the set of energy system fluctuation variables which can be
defined as FLV ¼ { Wind Turbine, Photovoltaic}. λf and λg are two coefficients
which convert the technical assessment factors to cost-based objectives. CINV,CMTC,
CLFT, and COP representing the costs associated with investment, repair-
maintenance, lifetime functions, and costs of charge/discharge in the operational
scheduling horizon, respectively. α, β, and δ are the inflation, interest, and invest
return rates, respectively. n and PESS show the number of charge/discharge of the
ESSs and the amount of active power of the ESSs. πEN indicates the price of energy
in the wholesale/retail market. ω1, ω2, ω3, ω4, ω5, and ω6 are weight coefficients of
the techno-economic objectives which are showing the importance of each term
from the decision-maker’s viewpoint. Obviously, technical experience and insight
economical view can have great impact on decision-making procedures. In the case
where all the weight coefficients are equal, the techno-economic characteristics of
each ESS technology make the objective function be biased toward to one or two
factors. For example, for ST planning horizon, supercapacitors are near-optimal
candidates which can also satisfy other factors in that horizon.

In the present chapter, a cost-based unit commitment problem was comprehen-
sively presented to determine the best operating schedule of the conventional
generation stations. The start-up cost, shut-down cost, and the fuel cost of the
fossil-fuel-based power plants was introduced as the single objective function and
minimized in two case studies: “Without demand response program” and “With
demand response program”. It was found that optimal generation curve of each
thermal unit was flatten by shifting a part of peak electrical demand to off-peak load
periods. Therefore, daily fuel cost and start-up cost of thermal power plants were
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decreased, considerably. But shut-down cost in two cases was obtained to be equal to
zero, which reveals the capability of the generalized mathematical algebraic model-
ing system software in finding the least operation cost. As the future trends, the value
of the incentives, which should be paid to participants in demand-side management
strategies, will be considered in load procurement process. In addition, the uncer-
tainties of electrical load and renewable energy resources in cost-based unit com-
mitment problem can be modeled using the risk-constrained short-term scheduling
methods such as information gap decision theory, game theory, and robust optimi-
zation approach.

3.6 Conclusion

Due to the high penetration of renewable energy resources in the power grid, it is
necessary that the volatile and randomized power challenges of these resources be
solved in such a way that the stability of the power system is not compromised and
that these resources can participate in the dispatching program and also the electric-
ity market.

One of the solutions to offset the power fluctuations and prediction errors is the
use of ESSs along with these resources. In this regard, due to the wide variety of
technologies of ESSs, determining the appropriate type of ESSs based on technical
and economic issues is of great importance. Also, due to the high cost of the storage
system, the capacity required for these systems should be optimized to meet both
technical and economic needs. Finally, different technologies must be considered in
order to compensate for various types of fluctuations and forecast errors. Also, due to
economic issues, it may not be necessary to compensate for any fluctuations or errors
so that the optimum capacity of ESS can be determined on the basis of the minimum
final cost.
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Chapter 4
Solar-Powered Energy Systems for Water
Desalination, Power, Cooling, Heating,
and Hydrogen Production: Exergy
and Exergoeconomic Analysis

Hossein Nami, Sahand Saeidi, and Amjad Anvari-Moghaddam

Nomenclature

Sets
i The streams in the cycle

Variables
C Cost
c Cost per unit of exergy
E Energy
K Kinetic energy
P Potential energy
Q Heat
T Temperature
U Internal energy
W Work
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Greek letters
Ψ Exergy efficiency
φ Exergy
η Energy efficiency

4.1 Introduction

Industrialization and population growth lead to a worldwide growing energy
demand, and fossil fuels are the main and primary resource that satisfies it. The
increasing application of renewable energy resources in different industries and
sectors can and will change this trend into a sustainable and clean future. Renewable
energy sources, including solar energy, are considered as clean, free, and more
importantly, inexhaustible resources which are able to provide sustainability. Also,
their other objective is to reduce the application of fossil fuels in modern society,
whose price has increased dramatically in the past and most probably will again.

Solar radiation which is collected by the Earth’s surface is the most basic form of
renewable energy which is available in nature. Solar energy, along with wind and
geothermal energy, performs an important role in human kind’s future. The average
global solar radiation on a daily basis is the most crucial factor for different
applications of solar energy, e.g., concentrating collectors, solar furnaces, thermo-
electricity, and interior illumination of buildings. Figure 4.1 presents the global map
of total annual and daily direct normal irradiation (DNI) based on long-term data. As
it is illustrated, there are many areas which benefit from significant DNI potential, in

Fig. 4.1 Map for direct normal irradiation on daily and annual bases
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a range between 2000 kWh/m2 and about 3000 kWh/m2. These regions are the US
Southwest, Chile, Spain, South Africa, the Middle East, North Africa, India, south-
western China, and Australia, which are mostly covered by desert and semidesert
areas that lack humidity, clouds, dust, and fumes.

Solar energy is widely available at zero cost and is able to be utilized in a wide
range of applications. The sun provides for almost all forms of life on this planet,
supports agriculture, and affects the climate conditions. Solar energy is an essential
source of renewable energy and helps to significantly decrease our dependency on
fossil fuels, in future. Therefore, the abundance of solar radiation in a region is
advantageous since solar-based technologies can be easily developed.

Solar energy is a solution to reduce the environmental impact of the growing
energy demand. But since it is not continuous and evenly distributed in every region,
configurations that employ solar energy can always be coupled with ones running by
fossil fuels. This is also known as system hybridization which can guaranty a
consistent performance during any time period. The idea of solar integrated thermal
systems has been proposed and developed for many years. Solar energy can be
transformed into other forms of energy by employing photovoltaic (PV) panels and
solar heat collectors. The solar heat collectors, including concentrating and
non-concentrating (also known as stationary), are applied for absorbing the solar
irradiance and heating fluids to different temperatures. On the other hand, the PV
module can directly produce electricity from solar energy. The solar-driven district
energy systems (DES), solar cooling system, PV-coupled combined heat and power
(CHP) systems, solar-driven (thermal and/or PV) combined cooling, heating, and
power (CCHP) systems, organic Rankine cycle (ORC) coupled with solar heat
collectors, solar desalination layouts, and hydrogen production by using solar
power are just a few examples for application of solar energy in thermal systems.

Unfortunately, the current rate of solar radiation application in generating
mechanical, electrical, and thermal energy does not include a significant portion of
the energy budget in most countries. However, due to its positive environmental
impacts, solar and other renewable sources will and should be more favorable, in the
near future. Therefore, it is crucial to have the necessary thermodynamic tools
prepared in order to be ready when the demand increases. Furthermore, similar to
any other emerging technology, solar energy systems will eventually have to be
optimized. Thermodynamic analyses, i.e., the first and the second law efficiency,
which are known as energy and exergy efficiency analyses, respectively, are pow-
erful tools to study the performance of a thermal system. However, the exergy
analysis, as the maximum possible obtained work, gives a better perspective over
the overall system and each component individually, as well. Economic investiga-
tion of the system based on the results from thermodynamic, especially exergy,
analysis could also reveal valuable information. All these data will be employed to
modify and improve the studied system, financially and technically.

In this chapter, it is tried to introduce and explain a few applications of solar
energy and show how it can be employed in current technologies and help to develop
a sustainable and clean future. After a brief introduction about solar energy and
radiation, two thermal systems that can be coupled with solar collection fields are
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introduced and discussed. Combined cooling, heating, and power systems and
desalination plants are two perfect examples that show how solar power can be
integrated into current technologies. Afterward, hydrogen production by using solar
irradiation is introduced and discussed. Hydrogen as a byproduct of a thermal system
can increase its efficiency, significantly. Moreover, hydrogen production can be
considered as an energy storage method. By generation hydrogen, a clean and
efficient fuel, energy can be delivered constantly, over time. Finally, energy, exergy,
and exergoeconomic analyses of solar-driven systems are discussed to present an
overall view over beneficial aspects of this clean and free energy source.

4.2 Solar Radiation

Solar radiation is included among the electromagnetic energies and transmits
through space with speed of light. The annual average radiation from outside of
the atmosphere, known as extraterrestrial radiation, is about 1367 W/m2 of which an
estimated amount of 1000W/m2 reaches the Earth’s surface [1]. This value attributes
to a collective surface which is perpendicular to the sun’s radiation, clear sky, and the
sun at the zenith. From the radiation which crosses the atmosphere, a portion is
absorbed, reflected, and scattered before contacting the surface. The scattered part is
known as diffuse radiation, while the part of the solar irradiation that is able to touch
directly the Earth’s surface is called beam radiation. Moreover, a percentage of the
radiation which is reflected from the surfaces at the surrounding is called reflected
radiation.

Therefore, solar radiation on an arbitrarily oriented surface is composed of three
components of diffuse, beam, and reflected radiations. In the case of horizontal
exteriors, the reflected section is not possible to absorb and vanishes; ergo, the global
radiation only consisted of diffuse and beam parts. Figure 4.2 illustrates the com-
ponents of solar radiation, which travels from the sun to the Earth’s surface.

4.2.1 Solar Exergy

Exergy is defined as the maximum available work from a system in a specific
environment. Based on the fundamental thermodynamic laws, energy is neither
destroyed nor created. However, every process reduces the capacity of the input
energy in performing work, due to entropy generation which is caused by irrevers-
ibility. Therefore, the energy analysis of a system cannot result in useful data. Exergy
efficiency, on the other hand, represents the ratio of the maximum obtained mechan-
ical work to the energy input and takes irreversibility into account.

There have been numerous investigations about the exergy analyses of solar
radiation and solar thermal power [3]. One of the earliest and the most well-known
studies belongs to Petela [4]. According to his reports, the entering solar radiation
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into the Earth’s atmosphere is attenuated by the presence of different substances in
the atmosphere, e.g., ozone, water vapor, and carbon dioxide. The spectral distribu-
tion of this radiation is also dependent on different factors such as solar orientation
upon the investigated surface and chemical composition of the atmosphere at the
studied location [2].

Petela assumed the maximum obtained work from an ideal (reversible) process as
the exergy of radiation and considered the radiation energy as the input:

Wmax ¼ φ: ð4:1Þ

These assumptions express the maximum energy efficiency or exergy efficiency
as below [5]:

ηmax ¼ Ψ ¼ Wmax

Erad
: ð4:2Þ

By utilizing the Stefan-Boltzmann law formula for radiation energy, it is clear that
the radiation energy depends only on the sun’s surface temperature, Ts:

Erad ¼ σT4
s : ð4:3Þ

where σ represents Stefan-Boltzmann constant. Further, Petela’s work concludes
that the exergy efficiency of solar radiation is only dependent on Ts and temperature

Fig. 4.2 Different components of solar radiation [2]

4 Solar-Powered Energy Systems for Water Desalination, Power, Cooling. . . 65



of the collecting surface, T0, as long as Ts > T0. His expression of the exergy
efficiency is brought in Table 4.1, along with the results of other studies. All
investigations are agreed on temperature dependency of exergy efficiency.

4.2.2 Modeling

There are many proposed empirical models for predicting the solar irradiation on a
horizontal surface. These models try to predict the solar exergy of receiving radiation
at different times of the year. In that order, various factors should be taken into
account, e.g., sunshine duration, mean temperature, and relative humidity for 1 year.

Chu et al. [3] utilized the Simple Model of the Atmospheric Radiative Transfer of
Sunshine (SMARTS) to predicts beam, diffuse, and global radiation irradiance.
Moreover, they studied the impact of tilted angle and air mass on exergy of the
terrestrial solar radiation. They have concluded that by increasing the tilted angle, the
exergy of terrestrial solar radiation increases initially and decreases afterward.
Furthermore, an increase of air mass results in a reduction of the total energy quality
factors of the direct, the diffuse, and the global terrestrial solar radiation.

Arslanoglu [5], by using the meteorological data, developed three empirical
models in order to forecast the exergy of monthly average global radiation on a
horizontal surface in different regions of Turkey. The statistical results of these
studies indicated that all regression models are valid in Turkey. He also investigated
the effect of ambient temperature variation and concluded that the mean conversion
coefficient of exergy to energy is to be around 93% at the studied districts, by
applying Petela’s model.

More empirical and analytical models are required to have an accurate prediction
of the incoming exergy from solar radiation. This data is of high importance for the
application of solar-driven equipment and facilities.

4.3 Solar-Driven Combined Cooling, Heating, and Power
(CCHP)

Multi-energy systems have always been more efficient than the thermal systems
which focus only on power or heat generations [8]. Taking into account lateral
productions that could be obtained in a system increases the output and subsequently

Table 4.1 Radiation exergy efficiency, proposed by different studies [6, 7]

Ψ Input Output

Petela
1þ 1

3
T0
T s

� �4
� 4

3
T0
T s

Radiation energy Radiation exergy

Spanner 1� 4
3
T0
Ts

Radiation energy Absolute work

Jeter 1� T0
Ts

Heat Net work of a heat engine
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the energy and exergy values for the overall production. Moreover, this method
avoids a sizable amount of waste heat due to repurposing and recycling the exhaust
heat. This factor makes these kinds of systems environmentally beneficial. Com-
bined cooling, heating, and power (CCHP) system is among one of the most well-
known and efficient of multi-generation systems. Having three productions as the
system’s output increases its efficiency to the highest and decreases its waste to the
lowest level possible.

The most significant application of CCHP systems is in the building sector.
CCHP systems are mostly known as economic small to medium power systems
with power generation in a range of less than 10MW. This characteristic makes them
a good fit for building. The building sector is responsible for a significant portion of
overall energy consumption in the world. It consumes over 40% of the energy
consumption and emits about 36% of total greenhouse gas emissions in Europe
[9]. Although dual integrated systems of combined heat and power (CHP) systems
are able to improve the energy efficiency of a building and lower their need for
energy storage, they cannot compete with triple-generation systems of CCHP.
CCHP systems, unlike CHPs, can satisfy most of the energy demands of a building.
Furthermore, the overall energy consumption of a CCHP system can easily be
optimized in a way that no separate energy system is able to [10].

Unfortunately, most of the current CCHP systems are running with fossil fuels,
mainly natural gas, as their source of energy. In order to lower this harmful
environmental impact, there have been efforts to integrate these systems with
renewable energy resources or even with municipal waste sources as studied by
Nami et al. [11] CCHP systems with hybrid renewable/fossil fuel energy sources are
at the center of interest, especially from perspective of distributed energy systems,
since they use locally available energy sources and reduce the consumption of fossil
fuel and consequently greenhouse gas emissions. Geothermal and biomass energy
resources are being engaged in a few cases and have shown promising results, but
abundance and availability of solar power make it a perfect and viable alternative. Of
course, the lack of consistency and its dependency on meteorological conditions can
be considered as setbacks, but these can be resolved with energy storage units.
Moreover, as discussed before, solar power is an economical option that is highly
beneficial for modern urban areas.

4.3.1 Solar Radiation Collector

Integrating solar energy with CCHP systems happens by harvesting solar heat at
different temperatures utilizing concentrating or non-concentrating solar heat col-
lectors. This also can happen with or only by photovoltaic (PV) panels. In compar-
ison to the systems which use PV panels and heat collectors separately, the flat
photovoltaic thermal (PVT) solar units and concentrating parabolic PVT (CPVT)
units, Fig. 4.3, which combines PV cells with solar heat collectors, can simulta-
neously transform solar radiation into heat and electricity by a higher efficiency, at
the same aperture area. The two products of these CPVT units can be easily
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integrated into CCHP systems and increase the ratio of electricity to heat production
of these system. This advantage solves the fixed ratio limitation of conventional
CCHP systems in following electrical or thermal load modes that often lead into the
excess or shortage of the system production when the consumers’ requests vary [12].

4.3.2 System Layout

A typical CCHP system integrated with CPVT panels, Fig. 4.4, includes a solar
collector, two pumps, a storage tank for hot water, and an auxiliary heater. The
auxiliary heater produces the extra required heat for the system to function properly,
especially when the collector, due to instabilities in solar radiation, cannot supply
enough heat.

For more specification, Fig. 4.5 illustrates a detailed configuration of a solar-
driven CCHP system. It consists of a CPVT solar collector field, internal combustion
engine (ICE), thermal energy storage (TES), absorption heat pump (AHP) and its
cooling tower, and heat exchanger (HX). The detailed energy and thermodynamic
properties of each stream can be found in the literature [13]. Natural gas is fed to ICE
in order to generate electricity and next its hot exhaust gas stream and jacket water
flow to AHP for chilled water production in cooling purposes or hot water produc-
tion in heating and domestic hot water demands. The CPVT collects solar radiation
to harvest solar heat which is as the second heat source with the waste heat of jacket
water to be utilized. The electricity produced by PV modules with the produced
electricity from the ICE is sent to users.

Fig. 4.3 Structure of a
concentrating parabolic
PVT unit [13]
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The AHP is employed to waste heat recovery purposes. The high-temperature
exhaust gas is sent to the high-pressure generator (HG) of the AHP, and then the
exhaust gas is cooled in the HX. The recovered heat is utilized to heat the hot water
provided by solar energy. The hot water provided by solar power is mixed with the
jacket water and will be fed to the low-pressure generator (LG) of AHP. After using
waste heat by AHP, the hot water flows back into ICE and CPVT to complete the
cycle.

Fig. 4.4 General schematic diagram of solar-driven CCHP system [9]

Fig. 4.5 Detailed configuration of solar-integrated CCHP system [14]
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Figure 4.5 is just one of the many possible configurations for solar-driven CCHP
systems. Different layouts have been presented and studied in the literature [15–
17]. Solar heat can be utilized at a biomass gasifier to generate syngas for driving the
system [14]. Additionally, organic Rankine cycles (ORC) can be applied for con-
centrating solar heat energy, especially when the received temperature is at a lower
temperature. ORC is also a reliable option for recovering the waste heat in different
parts of the system. Additional research and experiments are required in order to
come up with the most effective configuration. Of course, each section and industry
has its own specific requirement which should be considered. Energy and most
importantly exergy analyses are reliable equipment for this purpose.

4.4 Solar-Driven Desalination Systems

Shortage of drinking water resources has impacted millions of people in most
regions of the world, and the World Health Organization’s forecasts assess the
situation as a threat in the coming future. The nearly constant quantity of Earth’s
drinking water, the rapid growth in population, and increasing demand for food have
put tremendous pressure on the available sources of drinking water. Seawater
desalination in many regions of the world is and will be a critical method for solving
freshwater shortages.

Numerous scientists have tried to tackle this issue of severe water scarcity by
suggesting different methods of desalination in order to turn seawater into freshwa-
ter. The suggested approaches, however, require significant amounts of energy, and
criteria such as high energy costs and following environmental issues have adversely
affected their technical and economic viability [18]. While recent adjustments and
developments have concentrated on economizing, improving quality, increasing the
product reliability, and improving the sustainability of desalination processes, meet-
ing the energy demand of these systems is most important. Fossil fuels are the main
source of energy to drive desalinating processes. Depending on such fuels has
brought many problems and, most importantly, greenhouse gas emission. Fortu-
nately, various renewable energy sources are available at the regions where desali-
nation is mostly required. Alternative solutions, e.g., wind, solar, and geothermal,
are good options to replace fossil fuels in freshwater production technologies. This
has been a great inspiration for scientists to use solar energy in desalination tech-
niques as a safe and sustainable source of energy.

Concentrated solar power (CSP) systems such as solar heliostat fields utilize
various mirrors to concentrate the solar irradiation to drive integrated systems. These
systems are able to supply enough thermal energy for heating large thermochemical
courses [19]. Applying CSP is considered as one of the most interesting and viable
options for a sustainable supply of the demanding energy for desalination systems.
CSP systems can easily be joint with thermal energy storage systems and are perfect
to be combined with renewable or fossil fuel energy sources. These characteristics
make CSP an intriguing alternative in large-scale desalination for the production of
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freshwater during the year, especially in dry districts with an abundant amount of
yearly solar radiation and access to seawater.

Desalination technology is categorized into two main sections: thermal and
membrane. Membrane processes employ membranes and consist of three major
techniques: electrodialysis (ED), reverse osmosis (RO), and membrane distillation
(MD) [20]. The membrane desalination functions with a penetrable body which
makes two zones with different concentrations by moving either salt or water.
Among three major methods of membrane desalination, RO and ED are electrically
driven technologies. On the other hand, MD is driven by thermal energy and
therefore has attracted significant attention.

Thermal desalination relies on processes including phase change and contains
multistage flash distillation (MSF), multi-effect distillation (MED), humidification-
dehumidification (HDH), and thermal vapor compression (TVC) [21]. Solar radia-
tion collectors, including CSP, can be easily integrated with thermal desalination
processes. Furthermore, one of the most significant factors to assess the performance
of a desalination system is gain output ratio (GOR), which is defined as the amount
of produced distilled water to the consumed steam [22]. Due to their high scale of
production capacity, RO, MSF, and MED are the most dominant methods, currently.

There have been various proposed configurations for integrated solar energy
desalination systems, in the literature. Figure 4.6 illustrates a concept of solar-
driven freshwater plant by Tellez et al. [23]. They combined a linear Fresnel solar
field with nine-effect MED plants.

The study conducted by Sharaf et al. [24] is another example to show the diversity
of available system layouts. They developed two different CSP desalination config-
urations, presented at Fig. 4.7, and analyzed them from thermodynamic and eco-
nomic points of view. In configuration (a), the solar heat energy is directly
transmitted to the MED unit, while in configuration (b), it utilizes an ORC unit to
generate electricity from solar thermal power and uses the produced electricity to
drive the MED system. This study concluded that configuration (a), despite of its

Fig. 4.6 A proposed solar desalination concept [23]
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need for larger solar radiation collecting field, is more appealing layout, because of
its higher GOR factor and lower production costs.

These few examples and many others [25–27] show that solar radiation can be
integrated to desalination systems in numerous ways. All the proposed configura-
tions are efficient, since they reduce the fossil fuel consumption for freshwater
production and subsequently lower the final product cost and more importantly the
carbon dioxide emission into the atmosphere. A necessary factor for a modern and

Fig. 4.7 Schematics of proposed configurations by Sharaf et al. [24]
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sustainable development is to avoid any ecological footprints on the environment.
Solar irradiation can also be integrated with other technologies and renewable
energy sources, e.g., ORC, heat pumps, geothermal, and biomass. As explained in
previous sections, a thorough thermodynamic and economic analysis is required in
order to develop the most efficient desalination system.

4.5 Solar-Powered Hydrogen Generation

Increasing the life standards resulted in paying more attention to find and utilize the
best available fuels. Starting from coal, to oil, and then finally to natural gas, fossil
fuel is one of the base fuels in the industry. On the other hand, we have to find a way
to fulfill the ever-increasing energy demand by societies. Therefore, there is a push
toward finding new environmentally friendly fuels. It seems that hydrogen is one of
the most promising solutions so far. Hydrogen is considered not only as a green fuel
but also as an energy career. In addition, hydrogen is the required substance for
methanol synthesis in the carbon hydrogenation process [28]. However, it should be
highlighted that, to produce hydrogen in a sustainable and economical way, it has to
be generated from renewable and clean sources of energy, that is, solar energy.
Among all, photocatalytic water splitting can be claimed as the most promising
method for this purpose. Solar-driven hydrogen production can be sorted into four
main categories: (1) photovoltaic, (2) thermal energy, (3) photo-electrolysis, and
(4) bio-photolysis. A simple case of photovoltaic hydrogen production system is
shown in Fig. 4.8.

To produce hydrogen via renewable sources, thermal energy and electricity are
required, and in fact, the electricity demand by the hydrogen producer system will be
supplied through solar energy [29]. In fact, the application of solar energy has not
been limited to power, heating, and cooling production, and hydrogen generation
with solar energy is one of the most recently developed scenarios to energy storage.
To put in a nut shell, electricity is produced by solar energy, and the generated
electricity is then utilized in electrolysis for hydrogen production.

These days, employing electrolysis to produce hydrogen is a mature and well-
established technology, which grows and develops day by day [30]. In electrolysis,

PV panel

H2

O2

Water (H2O)

Electrolyser

Fig. 4.8 Schematic
diagram of a photovoltaic
hydrogen production system
[29]
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H2O breaks into O2 (collected at the anode) and H2 (collected at the cathode) when a
DC (direct current) line is passed through it with the aid of electrolyte. Generally,
water electrolysis is classified into two main types, namely, proton exchange mem-
brane (PEM) electrolysis and alkaline water electrolysis (AWE) [31]. Both the
mentioned electrolyses have their own advantages and disadvantages. For example,
AWE is a relatively mature technology compared with PEM, as it operates in lower
ranges of DC (200–600 mA/cm2) and lower efficiency, while PEM operates in
higher ranges of DC (1000–2000 mA/cm2) and higher efficiency [32].

Most of the studies in the field of solar-powered hydrogen production are the
thermodynamic and economic analysis of complex energy-converting systems
including electrolysis which are fed by the electricity generated by solar energy.
Akrami et al. [7] have studied a combination of CPVTs with PEM electrolysis to
produce hydrogen, which is shown in Fig. 4.9. They used energy- and exergy-based
cost analyses to obtain the unit cost of exergy rate associated with the produced
hydrogen. It is worthy of mentioning that the cost of the produced hydrogen is a
direct function of the electricity generated from renewables. Then, to provide a cost-
effective hydrogen, the economic performance of power systems operating with
renewables should be taken into account.

In another study, Moharramian et al. [34] studied a biomass-based power system
coupled with a solar-driven hydrogen-producing system. Figure 4.10 illustrates the
simplified system considered in this study. As can be seen, they have employed solar
panels to produce electricity and run the electrolysis. In this study, advanced exergy
analysis is adopted, and exergy destruction is divided into endogenous, exogenous,
avoidable, and unavoidable parts. The authors have also considered the environ-
mental impact of injecting the produced hydrogen in the combustion chamber.

4.6 Energy, Exergy, and Exergoeconomic Analysis
of Energy-Converting Systems

4.6.1 Energy and Exergy (Thermodynamic) Analysis

In the thermodynamic analysis, the system is a specific region that is separated from
everything else through a system boundary or control surface, and this system will be
considered as a control volume [35]. The thermodynamic analysis normally consists
of energy (the first law) and exergy (the second law) principles. Energy analysis is
known as a fundamental concept of thermodynamics. For a closed system, energy
can be transferred by heat rate or work, while the total value of energy is conserved
in all transfers. Energy different between two points can be stated in terms of the
work and heat transfer:

K2 � K1ð Þ þ P2 � P1ð Þ þ U2 � U1ð Þ ¼ _QCV � _WCV ð4:4Þ
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here, K, P, U, _Q, and _W refer to kinetic energy, potential energy, internal energy,
heat transfer, and work, respectively, while 1 and 2 denote the initial and final points.
In most of the energy analysis related to the thermodynamic systems like the energy
analysis of a cogeneration system, the kinetic and potential energies are ignored. For
example, considering the heat recovery steam generator (HRSG) in Fig. 4.10 as an
adiabatic control volume without any power production/consumption, the energy
conservation equation can be written as follows:

Fig. 4.9 Schematic diagram of the proposed system by Akrami et al. [33]
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_m2h2 þ _m14h14 ¼ _m3h3 þ _m15h15: ð4:5Þ

To give a clear understanding of energy or thermal efficiency, the solar-driven
system presented in Fig. 4.9 can be considered as an instance. Products of the system
in terms of the energy is the generated cooling ( _m22 h22 � h23ð Þ) as well the heating
value of the produced hydrogen. Meanwhile, the input energy of the system is the
absorbed energy by the solar panels. Then, energy rates associated with the products
divided by the input energy can be defined as thermal or the first law efficiency. A
comprehensive list of energy conservation equations, which can be adopted for
different equipment or components can be found in the literature [8, 30, 36–45].

Unlike the energy, exergy is not conserved and may destroy during real thermo-
dynamic processes due to irreversibilities. A thermodynamic process is irreversible
if there is no way to completely undo it. In fact, exergy analysis is a powerful tool to
determine the exact location and magnitude of irreversibilities (both internal and
external) in each energy-converting system. As an example, the system shown in
Fig. 4.9, exergy analysis has revealed that the biggest part of irreversibility refers to
the PVT unit. To define the exergy in its simplest way, it can be stated that the exergy
is a quantity of the departure of each state of the considered system from that of the
environment [35].

For the case of power-producing/power-consuming components like turbine/
pump, exergy is the maximum theoretical obtainable work (shaft work or electrical
work) as the considered systems move toward equilibrium, while heat transfer only
occurs with the ambient. On the other hand, exergy is the minimum theoretical

Generator

Gasifier

Hydrogen
storage

Combustion
chamber

Post-combustion
chamber

Generator

Gas
turbineCompressor

P
um

p

Pre-heater

Steam
turbine

HRSG

Oxygen,
water

Electrolyzer

Heat
exchanger

O2
seperator

11

21

A
ir

22

23

12

10
9

8

18

5

2

15

14
6

7

13 32

31

29
Hot water

30

24

28

26

27

25

16

3

17

4

19

Biofuel
Natural gas
Electricity (solar)
Hydrogen production

1

20
C

on
de

ns
er

Fig. 4.10 Solar-aided biomass-based energy system presented by Moharramian et al. [34]

76 H. Nami et al.



required work to form a quantity of matter from materials present in the ambient and
while bringing it to a specified state.

Neglecting magnetic nuclear, electrical, and surface tension effects, exergy can be
mainly considered in four parts: physical, chemical, kinetic, and potential. The latter
two parts have been ignored in most of the solar-driven hydrogen-producing sys-
tems. To illustrate a clear view of exergy destruction and exergy (or second law)
efficiency of each component employed in the solar-driven energy systems, defining
fuel (F) and product (P) exergy streams is of importance. In fact, fuel is the
consumed exergy rate to generate the product, while the anticipated output from a
component, in terms of exergy, is the product. If one consider Fig. 4.11a as the
control volume, fuel exergy is the exergy rate associated with the solar radiation,
while the product exergy is the output electricity produced by panels.

Now, suppose that the system shown in Fig. 4.11b (the entire solar-driven
hydrogen-producing system) is the considered control volume. In this condition,
again, fuel exergy is the exergy rate associated with the solar radiation, but the
product exergy is the exergy rate associated with the produced hydrogen.

4.6.2 Exergoeconomic (Thermoeconomic) Analysis

Exergoeconomics is one of the engineering branches that combines conventional
exergy analysis with economic principles providing useful information not achiev-
able but exergy or economic principles, separately [46]. In most cases, this infor-
mation is crucial to the design and operation of a cost-effective system. This method
was developed by Tsatsaronis et al. [47] for the first time. Generally,
exergoeconomic analysis can be considered as the exergy-aided cost minimization
method. Obtaining the unit cost of products in terms of USD per each GJ is the main
aim of the exergoeconomic evaluation of energy-converting systems. For example,
calculating the unit cost of produced electricity in Fig. 4.11a and the unit cost of
produced hydrogen in Fig. 4.11b (as a function of electricity cost) can be claimed as
the main target of exergoeconomic analysis. Adopting the cost balance equation can
be supposed to be the first step of the exergoeconomic analysis:

Electricity
Hydrogen
storage

Heat
exchanger

O2
seperator

Oxygen;
water

Electrolyzer

Hot water

(a) (b)

Fig. 4.11 Schematic diagram of a solar-driven (a) electricity generation and (b) hydrogen
generation
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_CP ¼ _CF þ _ZCI þ _ZOM: ð4:6Þ

The cost balance equation states that the cost rate related to the product of each
system ( _CP ) equals the total cost rates associated with the expenditures made to
supply the product, namely, the fuel cost rate ( _CF) and the cost rates in conjunction
with capital investment ( _ZCI) and operating and maintenance ( _ZOM). In the equation
above,

_Ci ¼ ci _φi ð4:7Þ

where ci is the average cost per unit of exergy in dollars per gigajoule ($/GJ).
In fact, the exergoeconomic analysis formulation of the cost balance equation

consists of cost balance equations usually formulated for the employed components
in the system, separately. Each of the adopted cost balance equations reveals that the
sum of cost rates associated with all entering exergy streams plus the associate
charges related to the capital investment, operating, and maintenance cost equals the
sum of cost rates associated with all exiting exergy streams.

X
_Ce þ _Cw ¼ _Cq þ

X
_Ci þ _Z: ð4:8Þ

Considering the simple power-producing system in Fig. 4.11a, the cost balance
equation can be written as follows:

_Celectricity ¼ _C _Qsun
þ _Z ð4:9Þ

This equation states that the cost rate of the produced power is the combination of
cost rate related to the solar radiation (which is zero) and the cost rate of the panel’s
capital investment cost.

4.7 Conclusion

In this chapter, recently developed solar-driven energy systems are introduced,
including solar-powered (or solar-aided), cooling, heating, and hydrogen production
systems and water desalination systems as well. Naturally, solar energy has known
as the most available renewable energy source. However, it suffers from the irregular
profiles of availability since providing an accurate long-term estimate of its fluctu-
ations is almost impossible. To solve this problem, energy storage technologies can
be combined with solar-driven energy system, and that is why the hydrogen gener-
ation systems were introduced in the present chapter. On the other hand, to design an
energy-converting system, not only thermodynamic principles but also economic
concerns should be addressed. Therefore, exergoeconomic methodology (an exergy-
based cost analysis) is proposed in this chapter.
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Chapter 5
Design and Evaluation of a New Solar
Tower-Based Multi-generation System:
Part I, Thermal Modeling

Hamed Ghiasirad, Hadi Rostamzadeh, and Sajjad Nasri

Nomenclature

Symbols
C Concentration ratio
h Enthalpy (kJ. kg�1), convection coefficient (W/m2K)
K Conductivity (W/m.K)
L Length of tube (m)
S Supercritical
T Temperature (K), transcritical
V Wind velocity (m/s)
X Salinity (g. kg�1)

Abbreviations
Fr View factor
HTR High-temperature recuperator
HU Heating unit
LTR Low-temperature recuperator
MC Main compressor
MFR Mass flow ratio
PPTD Pinch point temperature difference (K)
RC Recompression compressor
STP Solar tower power
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Greek Letters
δ Thickness (m)
ε Effectiveness, emissivity
η Efficiency (%)
λ Conductivity (W/m.K)
μ Viscosity (Pa.s)
ω Humidity
ρ Reflectivity, density (kg/m3)

Subscripts and Superscripts
Ape Aperture
em Emissive
Dhum Dehumidifier
fc Forced convection
Gen Generator
Hum Humidifier
H, Hel Heliostat
Insi Inner side of receiver
Insu Insulation
is Isentropic
ms Molten salt
nc Natural convection
ref Reflection
Sur Surface
sw Seawater
TC Transcritical compressor
W Wall

5.1 Introduction

Galloping consumption of energy around the world has captivated attention of many
scholars to design more efficacious energy conversion systems. While many sectors
in industry convert the available energy from one form to another more useful form,
the conversion of energy in power plants is highly crucial in the developed civiliza-
tion today. Numerous schemes are devised to further increase power plant efficiency
with considering cost aspect of the procedure, where among all using renewable
energy has received a well agreement benefit [1, 2].

Among disparate renewable sources, solar energy has widespread applications in
high-tech energy conversion systems. Recently, burgeoning growth in development
of the concentrating solar power (CSP) technologies have decreased the initial
capital costs associated with the installation at wide areas. Among different tools
developed to further extend applicability of CSP technologies, thermal, exergy, and
cost analysis are highly commendable tools for performance evaluation of the solar
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systems. As the major topic of this chapter covers thermal modeling of an innovative
solar-based energy systems and the next chapter covers the exergy and exergy-based
cost evaluation of the devised system, thermal modeling part of the solar-based
systems is spotlighted.

Multi-generation or poly-generation energy conversion systems preeminently
refer to the integrated or combined energy systems which produce several useful
forms of energy from the same heat source by managing energy losses associated
with different sectors of the plant. The term “combined” or “integrated” should be
used more carefully in this regard since each has different meaning in energy
systems; nonetheless, they may have been used exchangeably in literature. The
term “combined energy system” refers to a proper combination of basic energy
units in a way to decrease external waste of energy associated with external flow
directing into or out of each subunit. The design procedure associated with this
arrangement can be fulfilled by applying pinch technology methods or similar
concepts in design of a heat exchanger since heat exchangers are the main part of
this combination. In this configuration, any mismatching between cold and hot
streams may lead to an evenly huge waste thermal heat and hence the meaning of
the combination may be lost. Of course, power generation elements such as turbine
and power user components such as compressors/pumps can be externally combined
by directing a specific generated power of turbine into a compressor which is mainly
more meaningful in pure mechanical-driven energy systems such as mechanical
compression cooling (MCC) systems. Referring to the second part of the category,
the integrated energy systems deal with the internal misarrangements which lead to
low energy conversion performance. Special care must be taken in terms of dealing
with such integral energy systems since the configuration is real novel, and
inspecting the first law of thermodynamics is indeed a matter of concern. The design
procedure related to this type of energy systems can be complex in some scenarios,
and hence a proper and practical numerical solution should be performed. In this
chapter, we have deliberately used both terms in their proper way in order to prevent
any vague understanding. Based upon the discussed terms, a new definition can be
proposed for multi-generation systems. Broadly speaking, a multi-generation system
refers to an integrated or a combined energy system which is composed of at least
two subsystems joined to each other internally or externally to produce two or
several different useful forms of energy from a unit heat source.

Based upon the above definition, a combined multi-generation system driven by a
solar tower power (STP) setup is devised in this chapter to support the arrangement
of the main system in terms of energy or thermal modeling as well as exergy and
economic. Thermal modeling of the devised multi-generation system is presented in
this chapter and its exergy and economic modeling is delivered in the next chapter.
Before we proceed further, it is imperious to elaborate on thermal modeling of the
solar-based multi-generation systems carried out in recent years.

Yilmaz [3] devised a new multi-generation system for electricity, cooling/
heating, hydrogen, and freshwater production using solar energy absorbed via a
solar heliostat. The devised system was composed of a Brayton cycle (BC), an
organic Rankine cycle (ORC), a Rankine cycle (RC), a flash desalination unit, an
absorption cooling/heating unit, and proton exchange membrane (PEM)
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electrolyzer. Based upon the thermal modeling presented, the author has reported
thermal efficiency of 78.93% with freshwater production of 0.8862 kg/s and with
total power capacity of 18,992 kW. They recommended more study should be
performed on the solar field from exergy viewpoint.

Yuksel et al. [4] used absorbed heat of a STP plant as a prime mover of a new
multi-generation system to produce hydrogen, liquefaction, hot water, freshwater
water, cooling, and heating. They reported a thermal performance of 65.1% and
concluded that the solar intensity is the most influential parameter in their designed
system.

Yilmaz et al. [5] designed a new multi-generation system driven by a STP plant
for multiproductions of electricity, cooling, heating, hydrogen, drying products, and
liquefaction. They used a gas turbine (GT) cycle as the top cycle operated with the
solar energy instead of the conventional combustion firing. They reported thermal
performance of 60.14% and pinpointed that the solar intensity and pinch point
temperature difference (PPTD) of the heat recovery steam generator (HRSG) have
a dominant effect.

Wu et al. [6] designed a new multi-generation system by using a STP plant to
supply the required load of the biomass gasification. Despite high thermal efficiency
of 44.26%, they found that the intermittency of solar energy can be serious problem
in their devised system due to the presence of the chemical energy storage module.

El-Emam and Dincer [7] used heliostat solar system for power generation via a
steam turbine, freshwater production via a reverse osmosis (RO) unit, cooling via an
absorption chiller cycle (ACC), and hydrogen via water electrolysis. They supplied
water production of 90 kg/s and hydrogen generation of 1.25 kg/h for the related
users.

In the light of reviewed literature, it is evident that capturing solar energy for
electricity, cooling, heating, and freshwater generation is an urgent solution, espe-
cially in arid and semiarid regions. Regarding this requirement, several studies have
considered this idea and have proposed new multi-generation system to produce
such products. The devised multi-generation is composed of a STP plant, a super-
critical CO2 (S-CO2) power cycle, a transcritical CO2 (T- CO2) refrigeration cycle,
and a humidification-dehumidification (HDH) unit. The current devised multi-
generation system has revealed a promising outcome in terms of thermal efficiency
which is competitive from different perspectives. It should be noted that using some
portion of the generated electricity instead of thermal energy of S-CO2 refrigeration
cycle is another alternative resolution in the combined energy system which is
investigated in this chapter. This deliberation prevents further complexity of the
multi-generation systems and increases reliability and availability of the setup since
the required electricity can be replaced by the network electricity in the case of
shutdown. The rest of this chapter is arranged in the following order. In Sect. 5.5.2, a
brief description of the layout is presented. In Sect. 5.5.3, all employed thermal
mathematical relations and presumptions are displayed. In Sect. 5.4, results are
presented and discussed extensively. Finally, some concluding comments are listed
in Sect. 5.5.
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5.2 Setup Description

The overall layout of the devised solar-based multi-generation system is displayed in
Fig. 5.1. The setup encompasses from four subsets of a STP plant, a supercritical
CO2 power cycle, a T-CO2 refrigeration cycle, and a HDH unit. Molten salt is used
as circulating refrigerant through the STP plant without considering a thermal
storage tank due to the steady characteristics of the problem.

STP plant includes two subcomponents of a heliostat field and a central receiver.
Heliostats receive solar irradiances and reflect them into the aperture region of the
central receiver at the top of a tower, using a tracking unit for each heliostat. The
receiver becomes hotter as the solar rays are concentrated on its center. Molten salt is
used as refrigerant flowing through the pipes inside the receiver. The heated molten

Fig. 5.1 Layout of the devised combined multi-generation system driven by a STP plant
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salt is directed to the generator (Gen) and provides required heating load of the
S-CO2 power cycle. Then, the flow is directed back to the receiver.

In S-CO2 power cycle, the system encompasses a generator, a turbine, a low-
temperature recuperator (LTR), a high-temperature recuperator (HTR), a main
compressor (MC), an auxiliary compressor or a recompression (RC), a heating
unit (HU), and a DHW unit. As the generator receives high-temperature thermal
load from the STP plant, the supercritical CO2 rotates through the turbine to generate
electricity and is cooled through two processes by the HTR and LTR to heat the two
compressed flows. The cooled stream is split into two flows. One stream flows into
the HU to produce the required heating load of the user and then is precooled via a
DHW unit prior to the compression process. The flow is compressed through the MC
and is heated up through the LTR and is mixed with the rest of the split stream
(compressed by RC). The mixed stream is heated up through the HTR and is fed into
the generator.

In T-CO2 refrigeration cycle, a compressor, a gas cooler (GC), an internal heat
exchanger (IHX), an evaporator, and a throttling valve (TV) are employed. The
supercritical CO2 is directed to the compressor to boost fluid pressure by consuming
some external power supplied by the turbine and then chilled through the gas cooler
(GC) at the same pressure. The discarded heating load from the gas cooler is used to
provide heating demand of a simple HDH unit. The refrigerant at the outlet of the GC
is further cooled via an IHX and then is expanded through a TV. The expanded
two-phase stream is vaporized through the evaporator to provide required refriger-
ation load of the users. The chilled stream is flowed back to the IHX and is directed
into the compressor again.

As T-CO2 refrigeration cycle exchanges its waste heating capacity via a gas
cooler with seawater at the HDH side, HDH unit begins its working process. In
this study, a basic closed-air open-water (CAOW) HDH unit is used since it has
higher efficiency in comparison with its basic closed-water open-air (CWOA)
counterpart [8]. As saline water is dehumidified through stage 28!29, it is heated
up to the maximum accessible of desalination temperature and is sprayed in a
humidifier while leaving it. At the same time, air experiences a successive humid-
ification and dehumidification processes through a closed loop in order to provide
evaporation and condensation processes of the seawater. Ultimately, freshwater can
be distillated through this integral process via a natural process.

5.3 Materials and Methods

Overall, in this section, simulation procedure, presumptions, and relations based on
energy/thermal concept are presented. In the first subsection, all relations required
for simulation of a STP plant are presented. In the second subsection, thermal
presumptions are expressed on the basis of the first law of thermodynamics. Ulti-
mately, the main thermal performance relations are extended.
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5.3.1 Solar Tower Formulae

Steady mathematical modeling of the solar tower power plant is presented in this
section. To better understand the modeling, the structure of the receiver is shown in
Fig. 5.2. The receiver absorbs _Qrec from the heliostat field and transfers part of it to
the molting salt fluid, while the rest is lost to the ambient by emission, reflection,
convection, and conduction, all are expressed as _Qrec,totloss [9].

5.3.1.1 Heliostat

Heliostat field receives solar radiation as [11]:

_QHel ¼ Ah:DNI ð5:1Þ

where Ah is the total heliostat aperture area and DNI stands for the direct normal
irradiation. The total energy that the receiver absorbs from the heliostat is given in
terms of the heat absorbed by the receiver ( _Qrec,abs) and total lost heat ( _Qrec,totloss) as
[10]:

_Qrec ¼ _Qrec,abs þ _Qrec,totloss ð5:2Þ

where

_Qrec,abs ¼ _mmscp,ms Tms,out � Tms,inð Þ ð5:3Þ

where subscript ms stands for the molten salt. The total heat loss includes emissive
(em), reflective (ref), convective (conv), and conductive (con) heat loss as follows
[10]:

Fig. 5.2 Schematic of the
receiver [10]
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_Qrec,totloss ¼ _Qrec,em þ _Qrec,ref þ _Qrec,conv þ _Qrec,con ð5:4Þ

The total energy efficiency of the central receiver can be articulated as:

ηrec ¼ 1�
_Qrec,totloss

_Qrec

¼
_Qrec,abs

_Qrec

ð5:5Þ

5.3.1.2 Receiver Surface Temperature

Before we calculate total losses associated with the receiver, it is imperious to
calculate the receiver surface temperature as [10]:

T rec,sur ¼
_Qrec
A

Fr :C

dout
dinhms

þ dout
2ktube

ln
dout
din

� �
þ Tms ð5:6Þ

where Tms is the characteristic temperature and Tms ¼ (Tms, in + Tms, out)/2. din is the
characteristic length. hms is the convective heat transfer coefficient of the molten salt
in the absorber tube and is defined as [9]:

hms ¼ 0:023
kms

din
Re 0:8

msPr
0:4
ms ð5:7Þ

where kms is the thermal conductivity of the molten salt and can be found as [11]:

kms
W
m:K

h i
¼ 0:443þ 1:9� 10�4 � Tms

�
C

� � ð5:8Þ

Density, specific heat, and absolute viscosity of the molten salt are also required
to obtain Prandtl number (Pr) and Reynolds number (Re), which are calculated,
respectively, as follows [9, 11]:

ρms
kg
m3

� �
¼ 2090� 0:636� Tms

�
C

� � ð5:9Þ

cp,ms
J

kg:K

� �
¼ 1443þ 0:172� Tms

�
C

� � ð5:10Þ

μms
J

kg:K

� �
¼ 22:714� 0:12� Tms

�
C

� �þ 2:281� 10�4 � T2
ms

�
C

� ��
�1:474� 10�7 � T3

ms
�
C

� �Þ � 10�6 ð5:11Þ
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5.3.1.3 Emissive Heat Loss

Only the heat transfer between the aperture and receiver surface is accounted as
follows [11]:

_Qrec,em ¼ εavgσ T4
rec,sur � T4

air

� �
Afield

C
ð5:12Þ

where C is the concentration ratio and σ ¼ 5.67 � 10�8 W. m�2K�4 is the Stefan-
Boltzmann constant. εavg and Fr are the average emissivity and view factor given,
respectively, by [9]:

εavg ¼ εw
εw þ 1� εwð ÞFr

ð5:13Þ

Fr ¼ Aape

Afield
ð5:14Þ

In Eq. (5.14), Aape is the aperture area.

5.3.1.4 Reflective Heat Loss

Reflective heat loss due to the surface reflectivity and view factor without consider-
ing the receiver surface reflectivity with the receiver surface temperature can be
expressed as [10]:

_Qrec,ref ¼ _Qrec:Fr:ρ ð5:15Þ

where ρ is the surface reflectivity.

5.3.1.5 Convective Heat Loss

Convective heat loss includes both forced and natural convection heat transfer as
[9, 10]:

_Qrec,conv ¼ _Qrec,conv,fc þ _Qrec,conv,nc ð5:16Þ

where

_Qrec,conv,fc ¼ hair,fc,insi T rec,sur � T0ð ÞAfield

C
ð5:17Þ
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_Qrec,conv,nc ¼ hair,nc,insi T rec,sur � T0ð ÞAfield

FrC
ð5:18Þ

hair,fc,insi ¼ 0:0287
kair
L

Re 0:8
air,insiPr

1=3
air,insi ð5:19Þ

hair,nc,insi ¼ 0:81� T rec,sur � T0ð Þ0:426 ð5:20Þ

In Eq. (5.19), L is the characteristic length and hair, fc, insi and hair, nc, insi are the
forced and natural convective heat transfer coefficients, respectively.

5.3.1.6 Conductive Heat Loss

Only conductive heat loss associated with the insulation layer is accounted as
follows:

_Qrec,con ¼ T insu,w � T0ð ÞAfieldhair,out
FrC

ð5:21Þ

where (n ¼ 1) [10]:

hair,out ¼ hnair,nc,out þ hnair,fc,out
� �1=n ð5:22Þ

hnair,nc,out ¼ 1:24� T insu,w � T0ð Þ1=3 ð5:23Þ

hair,fc,out ¼ 0:0239
kair
L

Re 0:805
air,out � 0:785� T insu,w

T0

� 	0:2

� 1:167� Pr0:45air,out ð5:24Þ

For the calculation of outlet air specifications, consider Tair, out ¼ T0 [10]. Tinsu, w
could be fined from Eq. (5.25) [9]:

T insu,w � T0ð Þhair,out ¼ λinsu
δinsu

TRec,Sur � T insu,wð Þ ð5:25Þ

5.3.2 Thermal Presumptions and Evaluation

Subsequent presumptions are made through the analysis:

• Steady-state condition is governed.
• Compressors and turbine operate with an isentropic efficiency.
• Isenthalpic condition prior and after the expansion valve is assumed.
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• Temperature of the distilled water is presumed as the average of the exit air
dry-bulb temperature and the inlet air dew-point temperature in the dehumidifier
[8, 12, 13].

• The exiting and entering air relative humidity is set at 90% [8].
• Around 11.6% of turbine output power is supplied to the compressor of T-CO2

refrigeration cycle to achieve around 200 kW cooling load [14].
• Pressure drops in HTR, LTR, generator, DHW, and HU are deliberated 3%, 2%,

2%, 1%, and 1%, respectively [15].
• Evaporator outlet is assumed as saturated vapor.
• Water entering the HU, DHW, and evaporator, and the seawater entering the

dehumidifier are at ambient pressure and temperature.
• HTR, LTR, humidifier, and dehumidifier work with specific effectiveness of

86% [15].
• Molten salt pressure is equal to ambient pressure [16].
• Molten salt weight percent is 60% NaNO3 and 40% KNO3 [16].

Additionally, some other presumptions in terms of input data are listed in
Table 5.1.

In terms of mass and energy conservation relations, thermal analysis of a setup
may be articulated as:

• Mass balance equation:

X
_min �

X
_mout ¼ 0 ð5:26Þ

• Energy balance equation:

_Qc:v: � _Wc:v: ¼
X

_mhð Þout �
X

_mhð Þin ð5:27Þ

Based upon the above-defined relations, the energy balance equations for differ-
ent constituents of the suggested setup are presented in Table 5.2.

5.3.3 Main Thermal Criteria

The first law of thermodynamics for the devised unit is expressed as follows:

ηen ¼
_Wnet þ _QHU þ _QDHW þ _Qeva þ _m34:hfg@T34

_QHel

ð5:28Þ

where _Wnet , _QHU , _QDHW , and _Qeva are the produced net electricity, heating load,
DHW heat transfer rate, and refrigeration load, respectively. The net electricity can
be expressed as:
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Table 5.1 Input data of poly-generation system

Parameter Value Ref.

Ambient temperature, T0 (K ) 298.15 [17]

Ambient pressure, P0 (bar) 1 [17]

Direct normal irradiance, DNI (kW/m2) 0.8 [11]

Heliostat area, Ah (m
2) 10,000 [11]

Heliostat efficiency, ηh 0.75 [11]

Sun temperature, Tsun (K ) 4500 [11]

Molten salt high temperature, T1 (K ) 838.15 [11]

Generator PPTD, (K ) 10 —

Tube diameter, di (m) 0.019 [11]

Tube thickness, (do � di) (m) 0.00165 [11]

Tube conductivity, λtube (W/m. K) 23.9 [10]

Emissivity, ε 0.8 [11]

Concentration ratio, C 1200 [18]

Aperture area of receiver, Aape (m
2) 12.5 [11]

View factor, Fr 0.8 [11]

Reflectivity, ρ 0.04 [11]

Wind velocity, V (m/s) 5 [11]

High of receiver, L (m) 6 [10]

Insulation layer thickness, δinsu (m) 0.07 [10]

Insulation conductivity, λinsu (m) 40 [9]

MC and RC pressure ratio, PRMC, RC 3 [15]

Maximum temperature of S-CO2, T3(K ) 823.15 [15]

Turbine isentropic efficiency, ηis, Tur 0.9 [15]

MC and RC isentropic efficiencies, ηis, MC, RC 0.85 [15]

Heating unit PPTD, (K ) 30 —

Domestic hot water unit PPTD, (K ) 15 —

Turbine outlet pressure, P4 (bar) 74 [15]

Mass flow ratio of S-CO2, _m7= _m6 0.25 [15]

HU outlet water temperature, T12 (K ) 353.15 [19]

DHW outlet water temperature, T15 (K ) 323.15 [20]

Evaporator temperature, T24 (K ) 273 [21]

Internal heat exchanger PPTD, (K ) 5 —

Maximum pressure of T-CO2, P20 (bar) 90 [21]

T-CO2 compressor isentropic efficiencies, ηis, TC 0.7 [21]

Evaporator temperature difference, (K ) 10 [21]

Gas cooler PPTD, (K ) 25 —

Mass flow ratio of HDH, _m28= _m32 2.5 [22]

Desalination top temperature, T30 (K ) 353.15 [22]

Seawater salinity, X28 (g/kg) 35 [22]
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_Wnet ¼ _W tur � _WMC � _WRC � _WTC ð5:29Þ

5.4 Results and Discussion

Table 5.3 exhibits the results of thermal modeling of the devised multi-generation
system in terms of chief performance criteria. According to Table 5.3, the devised
configuration can produce net electricity of 1335 kW, desalinated water of 34.79 m3/
day, refrigeration load of 200 kW, heating load of 2870 kW, and hot water of
633 kW. Under such design circumstance, energy efficiency is calculated 74.81%
which can further be increased by manipulating some input data which is discussed
in parametric study section.

Table 5.2 Required energy balances for system analysis

Constituent Mass and energy balance equations

Heliostat field _QLoss,Hel ¼ _QHel � _QRec

Cavity receiver _QRec ¼ ηh _QHel
T2 ¼ T19 + PPTDGen

TAir ¼ (T0 + TRec, Sur)/2

Generator _m19 h19 � h18ð Þ ¼ _m4 h4 � h5ð Þ
HTR ε ¼ T4�T5

T4�T18

P17 ¼ P18 ¼ P8

_m17h17 þ _m8h8 ¼ _m18h18
LTR ε ¼ T5�T6

T5�T16

_m5 h5 � h6ð Þ ¼ _m17 h17 � h16ð Þ
Heating unit _m12 h12 � h11ð Þ ¼ _m9 h9 � h10ð Þ

T10 ¼ T11 + PPTDHU

DHW _m15 h15 � h14ð Þ ¼ _m10 h10 � h13ð Þ
T13 ¼ T14 + PPTDDHW

T-CO2

compressor
_WTC ¼ _m20 h20 � h27ð Þ
ER ¼ _WTC= _WTur

IHX T27 ¼ T21 � PPTDIHX

h21 � h22 ¼ h27 � h24
Evaporator T26 ¼ T25 � TDEva

Hum _m28X28 ¼ _m31X31

_m33 h33 � h32ð Þ ¼ _m30h30 � _m31h31
_m31 ¼ _m28 � _m34

ε ¼ max h33�h32
h33,ideal�h32

, h30�h31
h30�h31,ideal


 �
h33, ideal @ T30 & h31, ideal @ T32

Dhum _m33 h33 � h32ð Þ ¼ _m29 h29 � h28ð Þ þ _m34h34
_m34 ¼ _m32 ω33 � ω32ð Þ
ε ¼ max h29�h28

h29,ideal�h28
, h33�h32
h33�h32,ideal


 �
h32, ideal @ T28 & h29, ideal @ T33
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5.5 Parametric Study

In this section, the most important parameters were studied in order to obtain
their impacts on energy efficiency.

5.5.1 Effect of Direct Normal Irradiance

The first effect of direct normal irradiance (DNI) can be seen in Fig. 5.3, in which
with increasing DNI, energy efficiency decreases. The decrease of thermal efficiency
with increasing DNI is because of high increase in solar heat transfer rate. Although
net power output, heating and DHW values have a small increase and cooling and
desalination values are constant, solar energy input has a big increment and for this
reason efficiency will be decreased. So, it is suitable selection to have a minimum
DNI to maximize the first law efficiency.

5.5.2 Effect of Receiver Concentration Ratio

Receiver concentration ratio is an important parameter because it affects the receiver
surface temperature, conduction, convection, and radiation heat losses. Its effect can
be seen in Fig. 5.4 that its increase causes higher energy efficiency. With increasing
receiver concentration ratio, the receiver surface temperature and aperture area will
be increased and decreased, respectively. Increasing the receiver temperature causes

Table 5.3 Important thermal
modeling analysis of multi-
generation system

Parameter Value

Receiver energy efficiency (%) 87.91

Heliostat heat input (kW) 8000

Receiver input energy (kW) 6000

Receiver total energy loss (kW) 725.2

DHW heating load (kW) 633

HU heating load (kW) 2870

Turbine power output 3766

MC power consumption (kW) 1207

RC power consumption (kW) 787.9

Refrigeration load (kW) 200

COP of T-CO2 refrigeration 0.4589

TC power consumption (kW) 436.9

Freshwater production (m3/day) 34.79

Gained output ratio (GOR) of HDH 1.484

Net power output (kW) 1335

Energy efficiency (%) 74.81
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small increase of heat losses, but decreasing the aperture area causes high decrease of
heat losses. So, the overall decrease of heat losses is good reason of increasing
the first law efficiency and it is good selection for concentration ratio to be as high as
possible for obtaining higher energy efficiency (Fig. 5.4).

5.5.3 Effect of Generator Pinch Point Temperature
Difference

Considering Fig. 5.5, with increasing generator pinch point temperature difference,
energy efficiency will be decreased. The reason of this effect is the decreasing net
power, heating, and DHW values, while cooling, desalination, and solar energies are
constant.

5.5.4 Effect of MC and RC Pressure Ratio

Considering Fig. 5.6, there is an increase in energy efficiency with increasing pres-
sure ratio. With this increment, cooling, desalination, and solar heat transfer rates are
constant, but the net power and DHW values have decreased and heating heat
transfer rate has a higher increase. So, the heating energy increase causes an increase
in thermal efficiency. So, in higher pressure ratios, energy efficiency will be higher.

Fig. 5.3 Effect of DNI on thermal efficiency of the system
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5.5.5 Effect of HTR, LTR, Hum, and Dhum Effectiveness

Effectiveness is one of the main parameters that has high effect on objectives
because it has the same value for HTR, LTR, Hum, and Dhum. It is clear that high
effectiveness values result to high performance of heat exchangers and better energy
efficiency (Fig. 5.7).

Fig. 5.4 Effect of receiver concentration ratio on thermal efficiency of the system

Fig. 5.5 Effect of generator PPTD on thermal efficiency of the system
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5.5.6 Effect of Ambient, Water, and Seawater Inlet
Temperatures

According to Fig. 5.8, ambient temperature is one of the most important parameters
that plays a significant role in energy efficiency. Also, the ambient temperature is the
same value of DHW and HU inlet water temperatures and seawater inlet temperature

Fig. 5.6 Effect of MC and RC pressure ratio on thermal efficiency of the system

Fig. 5.7 Effect of HTR, LTR, Hum, and Dhum effectiveness on thermal efficiency of the system
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to the HDH system. When ambient temperature increases, net power, DHW, and
desalination heat transfer rates decrease more than the increase in heating and
cooling values. So, the overall energy efficiency will be decreased and it is good
idea to use proposed system in cold regions to maximize the first law efficiency.

5.5.7 Effect of T-CO2 Compressor to Turbine Electricity Ratio

Power consumption of T-CO2 compressor is one of the most important parameters
that affects energy efficiency. With increasing electricity ratio, solar, heating, and
DHW energies are constant, but net power output will be decreased slowly and
cooling and desalination products will be increased rapidly. So, conforming to
Fig. 5.9, the enhancement of electricity ratio causes the growth of energy efficiency
and it is appropriate option to raise T-CO2 power consumption.

5.6 Concluding Comments

An innovative MGS integrated with a STP plant was devised in this chapter to
produce cooling, power, freshwater, heating, and hot water simultaneously. For this
aim, a S-CO2 power cycle, a T-CO2 refrigeration cycle, and a HDH unit were used in
a more efficient configuration. The results of simulation indicated a promising
outcome of the proposed arrangement. It was found that the devised multi-

Fig. 5.8 Effect of ambient, water, and seawater inlet temperatures on thermal efficiency of the
system
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generation system has energy efficiency of 74.81% and can produce net electricity of
1335 kW, desalinated water of 34.79 m3/day, refrigeration load of 200 kW, heating
load of 2870 kW, and hot water of 633 kW. Under such design circumstance, it was
discerned that the energy efficiency can further be increased by increasing the
receiver concentration ratio, compressor ratios, effectiveness of heat exchangers,
and supplying more power from the power cycle to the mechanical T-CO2-driven
refrigeration cycle or by decreasing ambient temperature, generator pinch point tem-
perature, and direct normal irradiance.
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Chapter 6
Design and Evaluation of a New Solar
Tower-Based Multi-generation System:
Part II, Exergy and Exergoeconomic
Modeling

Hamed Ghiasirad, Hadi Rostamzadeh, and Sajjad Nasri

Nomenclature

Symbols
C Concentration ratio
h Enthalpy (kJ. kg�1), convection coefficient (W/m2K)
K Conductivity (W/m.K)
L Length of tube (m)
S Supercritical
T Temperature (K), transcritical
V Wind velocity (m/s)
X Salinity (g. kg�1)

Abbreviations
Fr View factor
HTR High-temperature recuperator
HU Heating unit
LTR Low-temperature recuperator
MC Main compressor
MFR Mass flow ratio
PPTD Pinch point temperature difference (K)
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RC Recompression compressor
STP Solar tower power

Greek Letters
δ Thickness (m)
ε Effectiveness, emissivity
η Efficiency (%)
λ Conductivity (W/m.K)
μ Viscosity (Pa.s)
ω Humidity
ρ Reflectivity, density (kg/m3)

Subscripts and Superscripts
Ape Aperture
em Emissive
Dhum Dehumidifier
fc Forced convection
Gen Generator
Hum Humidifier
H, Hel Heliostat
Insi Inner side of receiver
Insu Insulation
is Isentropic
ms Molten salt
nc Natural convection
ref Reflection
Sur Surface
sw Sea water
TC Transcritical compressor
W Wall

6.1 Introduction

Exergy has been introduced as a conceptual tool in the design of more efficacious
energy systems when the performance of the system should be judged by evaluating
it relative to a reference state. Broadly speaking, exergy is defined as a maximum
available work that a unit can do while interacting with the ambient [1]. Therefore,
thermodynamic properties of the ambient can be inferred as the reference state
through the exergy analysis. An intensive and accurate exergy analysis based on
practical assumptions will lead to recognition of the main source of the losses
occurring through the operation of the system both qualitatively and quantitatively.
This is the main distinctive feature of exergy analysis, which is wanted in energy
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analysis. The quantitative feature of exergy analysis refers to avoidance of thermo-
dynamic imperfection in different elements of a system by spotlighting the causes
and locations of these imperfections for redesign purposes [2].

Exergoeconomic is the combination of exergy analysis and cost estimation based
on exergy values at each state. Application of exergoeconomic in energy systems
mainly aims at designing more sustainable units in terms of waste handling by
considering cost and the source of irreversibility. Basically, the main aim of
exergoeconomic analysis can be categorized as follows [3] :

• The source, location, and magnitude of the cost destructed or lost in an energy
system can be determined.

• To assess the overall cost of a multi-generation system or individual cost associ-
ated with each product.

• To make a multi-objective optimization of a complex system more feasible since
an overall unit cost can be defined for the entire system.

• To expand the decision-making procedures into more viable analysis such as
reliability and risk evaluation based upon the obtained cost index.

• To justify the initial design process of the devised setup evaluated based on the
energy and exergy concepts by comparing it to similar systems where their cost
index is more encouraging.

Application of exergoeconomic analysis in multi-generation systems (the con-
ceptual definition of a multi-generation system is presented in Chap. 5) can be
satisfactory based upon the above-categorized reasons. In multi-generation systems,
each state experiences a series of complex thermodynamic processes, where deter-
mination of thermodynamic properties at each state can provide favorable informa-
tion for designers. The same merit can be found in exergy and exergoeconomic
analysis since exergy rate and cost rate associated with each state can be determined.
This detail evaluation in terms of cost can be much more than an asset since present
modern marketing in energy management profusely emphasizes on more viable
ideas that are based on more accurate and detail cost data. Future plans on amelio-
rating performance and cost of the current combined power plants will more
intensively be centralized on developing multi-generation systems that are more
efficient and economical in their different utility sectors. As pinpointed in Chap. 5, a
multi-generation system can be constructed in two forms: combined or integrated.
Depending on which classification the designed multi-generation system is set on,
the cost rate manipulation in terms of decreasing overall cost of the unit can be more
or less complex. This is partly because of minor constructive development in
exergoeconomic analysis of multi-generation systems. The objective is even highly
imperative when the design layout includes a competitive heat source, especially a
reliable renewable source such as solar energy. Even though the intermittency of
solar irradiance through the nights or low-temperature periods of a year is question-
able (which makes the cost-benefit of the proposal at stake), recent advances in
development of high-tech storage energy devices and materials have proved the cost
profitability of the solar-based multi-generation systems from mathematical-based
cost models like exergoeconomic. Therefore, it is crucial to further discuss economic
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perspectives of the devised new solar-based multi-generation system elaborated in
previous chapter from energy viewpoint. Before we proceed further in the construc-
tion of a robust exergoeconomic model for the designed multi-generation system, it
is important to look around the most recent constructed integrated/combined energy
systems from exergoeconomic viewpoint. The only study in exergoeconomic of
multi-generation systems in solar-based multi-generation system is the study of
Leiva-Illanes et al. [4]. According to Ref. [4], authors carried out exergoeconomic
analysis of a new solar-based multi-generation system and suggested the best
configuration in terms of unit exergy cost. They found that the high portion of cost
associated to the system (in order) is the solar collectors, evaporator, and reheater.
They also deduced that the devised solar-based multi-generation system is more
economical than the stand-alone setup. With their devised layout, the unit exergy
cost associated with electricity, cooling, water, and heating were declined by 6.8%,
45.6%, 59.2%, and 32.2%, respectively.

In the light of reviewed literature and based on the results of previous chapter, it
can be figured out that no study has been carried out to study exergoeconomic
analysis of a high-efficient multi-generation system operated by a solar tower power
(STP) plant up to yet. The only study was Leiva-Illanes et al. [4] in which they used
solar collectors applicable for low-temperature combined plants. To cover this
shortcoming of the existing literature works, exergoeconomic analysis of the devised
solar-based multi-generation system in the first part of this study is investigated in
this chapter. The rest of this chapter is arranged in the following order. In Sect. 6.2,
all employed mathematical relations and presumptions related to exergy and
exergoeconomic analysis are displayed. In the third sub-section, results are presented
and discussed extensively. Finally, some concluding comments from economic
vantage point are listed in the last part.

6.2 Materials and Methods

In this part, exergy and exergoeconomic presumptions and relations are intensively
presented. In the first subsection, exergy concept and the relations associated with it
are presented. In the second subsection, exergoeconomic analysis is elaborated in
detail. Ultimately, the main cost parameters are extended.

6.2.1 Exergy Analysis

In this study, only physical and chemical exergies are considered through exergy
assessment [1]. The exergy-based balance relation for individual constituent of a
system may be articulated in the sense of the all exiting and entering exergy rates of
the constituents as follows:
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_ExD,k ¼ _ExF,k � _ExP,k � _ExL,k ð6:1Þ

Disregarding the inconsequential impact of the potential and kinetic exergies of
all flows, the total exergy of the kth fluid stream is articulated as follows [5] :

_Exk ¼ _Exph,k þ _Exch,k ð6:2Þ

where:

_Exph,k ¼ _m h� h0 � T0 s� s0ð Þð Þk ð6:3Þ

_Exch,MS ¼ _m 0:6
ex0ch,NaNO3

MNaNO3

" #
þ 0:4

ex0ch,KNO3

MKNO3

" # !
ð6:4Þ

_Exch,Water,CO2 ¼ _m
ex0ch,Water,CO2

MWater,CO2

� �� �
ð6:5Þ

in which, 0 refers to the environment condition. To compute saline water exergy,
pressure-based correlations accessible in EES software are used [6, 7]. Exergy of
humid air is computed from Eq. (6.6) [8]:

exda ¼ cp,a þ ωcp,v
� �

T0
T
T0

� 1� ln
T
T0

� �
þ 1þ 1:608ωð ÞRaT0 ln

P
P0

þRaT0 1þ 1:608ωð Þ ln 1þ 1:608ω0

1þ 1:608ω
þ 1:608ω ln

ω
ω0

ð6:6Þ

where, Ra ¼ 0.287 (kJ/kg. K) and ω is the humidity ratio:

ω ¼ _mv

_ma
ð6:7Þ

The exergetic efficiency for each constituent of a system may be articulated as
follows:

ηex,k ¼ Exergy of product
Total supplied exegy

¼ _Exout
_Exin

¼ _ExP,k
_ExF,k

ð6:8Þ

Based upon the above-defined relations, the exergy balance equations for differ-
ent constituents of the suggested multi-generation system are presented in Table 6.1.
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6.2.2 Exergoeconomic Analysis

The balance equation based on the cost of the kth constituent of a system is
articulated as follows [1]:

_Cq,k þ
X

_Cin,k þ _Zk ¼ _Cw,k þ
X

_Cout,k ð6:9Þ

where, the utilized parameters are:

_Cin,k: stands for the cost rate of the incoming stream of the kth constituent.
_Cout,k : stands for the cost rate of the outcoming stream of the kth constituent.
_Cw,k: stands for the cost rate of work.
_Cq,k : stands for the cost rate of heat transfer.

Exergy and cost rate are related as follows [1]:

_Ck ¼ ck _Exk ð6:10Þ

The overall cost rate of the kth constituent of a system is articulated as follows [1]:

Table 6.1 The exergy balance equations for different constituents of the suggested multi-genera-
tion system

Constituents Fuel Product Loss

Hel _QHel 1� T0
T sun

� 	
_QRec 1� T0

T sun

� 	
–

Rec _QRec 1� T0
T sun

� 	
_Ex1 � _Ex2 _QRec,Loss 1� T0

TRec

� 	
Gen _Ex1 � _Ex2 _Ex3 � _Ex19 –

Tur _Ex3 _Ex4 þ _WTur –

HTR _Ex4 � _Ex5 _Ex19 � _Ex18 –

LTR _Ex5 � _Ex6 _Ex17 � _Ex16 –

HU _Ex9 � _Ex10 _Ex12 � _Ex11 –

DHW _Ex10 � _Ex13 _Ex15 � _Ex14 –

MC _Ex13 þ _WMC _Ex16 –

RC _Ex7 þ _WRC _Ex8 –

TC _Ex27 þ _WTC _Ex20 –

GC _Ex20 � _Ex21 _Ex30 � _Ex29 –

IHX _Ex21 � _Ex22 _Ex27 � _Ex24 –

TV _Ex22 _Ex23 –

Eva _Ex23 � _Ex24 _Ex26 � _Ex25 –

Hum _Ex30 _Ex33 � _Ex32 _Ex31
Dhum _Ex33 � _Ex32 _Ex29 � _Ex28 þ _Ex34 –
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_Zk ¼ _Z
CI
k þ _Z

OM
k ¼ PECk � ϕc � CRF

τ
ð6:11Þ

where:

_Z
CI
k : stands for the capital investment cost of the kth constituent.
_Z
OM
k : stands for the operating and maintenance cost of the kth constituent.

τ: stands for the annual operating hours.
ϕc: stands for the maintenance factor.
PECk: stands for the purchase cost of the kth constituent.
CRF: stands for the capital recovery factor.

CRF is attained from Eq. (6.12) [1]:

CRF ¼ i 1þ ið Þnr
1þ ið Þnr � 1

ð6:12Þ

where:

i: stands for the interest rate.
nr: stands for the total operating years of the system.

The cost rate of exergy destruction of the kth constituent is articulate as follows [1]:

_CD,k ¼ cF,k _ExD,k If _ExP,k ¼ constant
� � ð6:13Þ

The relative cost difference (rk) and exergoeconomic factor ( fk) for the kth
component of a system may be expressed, respectively, as [1] follows:

rk ¼ cP,k � cF,kð Þ=cF,k ð6:14Þ
fk ¼ _Zk= _Zk þ _CD,k

� � ð6:15Þ

The detail cost balance relations and purchase equipment cost (PEC) for each
constituent of the devised multi-generation system are presented in Tables 6.2
and 6.3.

Some central exergy and economic parameters required for analysis are presented
in Table 6.4.

Assuming the logarithmic mean temperature difference (LMTD) and the total
heat transfer coefficient, the total heat exchanger area might be attained from the
equation below:

Ak ¼
_Qk

UkΔTLMTD
ð6:16Þ

6 Design and Evaluation of a New Solar Tower-Based Multi-generation System. . . 109



T
ab

le
6.
2

P
ur
ch
as
e
eq
ui
pm

en
t
co
st
(P
E
C
)
fo
r
ea
ch

co
ns
tit
ue
nt

of
th
e
de
vi
se
d
m
ul
ti-
ge
ne
ra
tio

n
sy
st
em

C
on

st
itu

en
ts

P
E
C
2
0
1
8
[9
]

R
ef
.

H
el

P
E
C
20
09
!
20
18

¼
63
8:
1

52
1:
9

�
� �

21
6
A
h

[1
0]

R
ec

P
E
C
20
09
!
20
18

¼
63
8:
1

52
1:
9

�
� �

3:
52

�
10

6
�

_ Q
R
ec
,A
bs

10
00

�
	 0:44

[1
0]

T
ow

er
P
E
C
20
09
!
20
18

¼
63
8:
1

52
1:
9

�
� �

30
:5
_ Q
R
ec
,A
bs
þ
96

10
00

[1
0]

G
en

H
T
R

L
T
R

H
U

D
H
W

G
C

IH
X

E
va

P
G
en
[b
ar
]
¼

P
1
9
�

1,
P
H
T
R
¼

P
1
8
�

1,
P
L
T
R
¼

P
1
7
�

1,
P
H
U
¼

P
9
�

1
P
D
H
W
¼

P
1
0
�

1,
P
G
C
¼

P
2
0
�

1,
P
IH

X
¼

P
2
1
�

1,
P
E
v
a
¼

P
2
4
�

1
P
E
C
19
96
!
20
18

¼
63
8:
1

38
1:
7

�
� �

Z
0
1:
63

þ
1:
66
F
P

ð
Þ

lo
g 1

0
(Z

0
)
¼

4.
32

47
�

0.
30

3l
og

1
0
(A
)
+
0.
16

34
(l
og

1
0
(A
))
2

lo
g 1

0
(F

P
)
¼

0.
03

88
1
�

0.
11

27
lo
g 1

0
(P

K
)
+
0.
08

18
(l
og

1
0
(P

K
))
2

[1
1]

T
ur

P
E
C
19
96
!
20
18

¼
63
8:
1

38
1:
7

�
� �

Z
0
3:
5
Z
0:
T
ur

lo
g
10

Z
0:
T
ur

ð
Þ¼

2:
70

51
�
1:
43

98
lo
g
10

_ W
T
ur

�
� �

0:
17

76
lo
g
10

_ W
T
ur

�
�

�
� 2

[1
1]

M
C

R
C

T
C

P
E
C
19
96
!
20
18

¼
63
8:
1

38
1:
7

�
� �

3:
8
Z
0:
C
om

lo
g
10

Z
0:
C
om

ð
Þ¼

2:
28

97
�
1:
36

04
lo
g
10

_ W
C
om

�
� �

0:
10

27
lo
g
10

_ W
C
om

�
�

�
� 2

[1
1]

T
V

P
E
C
20
00
!
20
18

¼
63
8:
1

39
4:
1

�
� �

11
4:
5
_ m
22

[1
2]

H
um

P
E
C
20
12
!
20
18

¼
63
8:
1

58
4:
6

�
� �

13
3

_ m
F
W

0:
00
15

�
� 0:6

[1
3]

D
hu

m
P
E
C
20
12
!
20
18

¼
63
8:
1

58
4:
6

�
� �

70
_ m
F
W

0:
00
15

�
� 0:6

[1
3]

110 H. Ghiasirad et al.



Table 6.3 Cost balances and auxiliary equations for each constituent of the devised multi-
generation system

Constituents Cost balance Auxiliary equation

Hel _Cin,Hel þ _ZHel ¼ _Cin,Rec cin, Hel ¼ 0

Rec _C2 þ _Cin,Rec þ _ZTower þ _ZRec ¼ _C1 –

Gen _C1 þ _C19 þ _ZGen ¼ _C2 þ _C3 c2 ¼ c1

Tur _C3 þ _ZTur ¼ _C4 þ _CW,Tur c4 ¼ c3

HTR _C18 þ _C4 þ _ZHTR ¼ _C19 þ _C5 c5 ¼ c4

LTR _C16 þ _C5 þ _ZLTR ¼ _C17 þ _C6 c6 ¼ c5

Division point _C6 ¼ _C9 þ _C7 c9 ¼ c7

HU _C11 þ _C9 þ _ZHU ¼ _C10 þ _C12 c10 ¼ c9
c11 ¼ 0

DHW _C10 þ _C14 þ _ZDHW ¼ _C15 þ _C13 c13 ¼ c10
c14 ¼ 0

MC _CW,MC þ _C13 þ _ZMC ¼ _C16 cW, MC ¼ cW, Tur

RC _CW,RC þ _C7 þ _ZRC ¼ _C8 cW, RC ¼ cW, Tur

TC _CW,TC þ _C27 þ _ZTC ¼ _C20 cW, TC ¼ cW, Tur

GC _C20 þ _C29 þ _ZGC ¼ _C21 þ _C30 c21 ¼ c20

IHX _C21 þ _C24 þ _ZIHX ¼ _C22 þ _C27 c22 ¼ c21

TV _C22 þ _ZTV ¼ _C23 –

Eva _C23 þ _C25 þ _ZEva ¼ _C24 þ _C26 c23 ¼ c24
c25 ¼ 0

Hum _C30 þ _C32 þ _ZHum ¼ _C31 þ _C33 c30 ¼ c31
c32 ¼ c33

Dhum _C28 þ _C33 þ _ZDhum ¼ _C34 þ _C32 þ _C29
_C32� _C28
_Ex32� _Ex28

¼ _C29� _C28
_Ex29� _Ex28

c28 ¼ 0

Table 6.4 Some required
exergy and economic parame-
ters for exergoeconomic eval-
uation of the proposed multi-
generation system [14]

Parameters Value Ref.

Annual number of hours, τ (hr) 4800 [5]

Components’ expected life, nr (years) 30 [5]

Maintenance factor, ∅c 1.02 [5]

Interest rate, i 0.08 [5]

ex0ch,KNO3
, kJ=kmolð Þ �15,290 [15]

ex0ch,NaNO3
, kJ=kmolð Þ �15,745 [15]

ex0ch,CO2
, kJ=kmolð Þ 14,176 [15]

ex0ch,water , kJ=kmolð Þ 45 [15]
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The total heat transfer coefficients for each heat exchanger are tabulated in
Table 6.5. The updated cost rates for each individual component would be updated
as follows:

Original cost ¼ Cost at reference year � Cost index for the original year
Cost index for the reference year

ð6:17Þ

6.2.3 Main Exergy and Cost Parameters

The second-law efficiency of the proposed poly-generation system can be written as
follows:

ηex ¼
_Wnet þ _ExP,HU þ _ExP,DHW þ _ExP,Eva þ _ExDesal

_ExF,Hel
ð6:18Þ

where, fuel and product exergy rates are listed in Table 6.1 and desalination exergy
rate is given by Eq. (6.19):

_ExDesal ¼ _ExFW � _ExSW ð6:19Þ

System total cost rate ( _Csys ) for the devised multi-generation system can be
expressed as follows:

_Csys ¼ _C1 þ _Z tot ð6:20Þ

where, _Z tot is the total investment and operating cost rate and _C1 is the high-
temperature molten salt cost.

Table 6.5 The overall heat
transfer coefficient for heat
exchangers

Component U (kW/m2K) Ref.

Gen and HTR 3 [16]

LTR 1.6 [16]

HU 1.6 [16]

DHW 2 [16]

GC 0.3 [11]

Eva 1.5 [11]

IHX 1 [11]
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6.3 Results and Discussion

Table 6.6 presents results of exergy and exergoeconomic analysis of the devised
multi-generation system described in Chap. 5. According to Table 6.6, exergy
efficiency of the proposed MGS is computed 21.45%. Also, among all subsystems,
heliostat field has the exergy of fuel of 7470 kW. The total investment cost of the
whole system is estimated 433.2 $/h. Moreover, the overall cost rate of the setup was
calculated 743.2 $/h. Figure 6.1 indicates results of exergy destruction for all
elements available in the system. Accordingly, the receiver has a pivotal role in
the overall exergy destruction by exergy destruction of 2006 kW, followed by
heliostat by 1867 kW.

Table 6.6 The significant
results of exergy and eco-
nomic analysis

Parameter Value

_ExF,Hel kWð Þ 7470

_ExP,HU kWð Þ 236.1

_ExP,DHW kWð Þ 25.13

_ExDesal kWð Þ 2.8

ηex (%) 21.45
_Z tot =hÞð 433.2

cW, Tur ($/GJ) 43.06
_Csys =hÞð 743.2

Fig. 6.1 Exergy destruction
rates of each component of
multi-generation system
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6.4 Parametric Study

6.4.1 Effect of Direct Normal Irradiance

In this sub-section, some parameters are studied to obtain their effect on exergy
efficiency and total cost rate of the system. In the beginning, effect of direct normal
irradiance (DNI) can be seen in Fig. 6.2, in which, with increasing DNI, exergy
efficiency and total cost rate increase. With increasing DNI, cooling and desalination
product exergies are constant, but product exergy of heating, DHW, and net elec-
tricity have higher increase than solar exergy input, and for this reason, the second-
law efficiency will be increased. On the other hand, the total investment cost rate and
cost rate of stream 1 have linear increase. So, there is a linear increase in the total cost
rate. Hence, DNI should be optimized for simultaneous high exergy efficiency and
low total cost rate.

6.4.2 Effect of Receiver Concentration Ratio

Receiver concentration ratio is a critical parameter because of its impacts on receiver
surface temperature, conduction, convection, and radiation energy losses. Its impact
is shown in Fig. 6.3, wherein its enhancement creates higher energy efficiency. With
growing receiver concentration ratio, receiver surface temperature and aperture area
get larger and fall off, respectively. Enhancement of the receiver temperature causes
a few increases of heat losses. On the other hand, decrease of aperture area causes
high decrease of heat losses. So, decrease of heat losses is a suitable reason in

Fig. 6.2 Effect of DNI on exergy efficiency and total cost rate of the system
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increasing exergy efficiency. Also, investment cost and fuel cost rates of stream
1 have an enhancement with increment of concentration ratio. Decrease of this effect
is heat loss reduction and absorbed heat transfer of receiver, investment cost of
receiver and tower, and mass flow of stream 1 enhancement. So, it is a good idea to
optimize concentration ratio for two objective functions.

6.4.3 Effect of Generator Pinch Point Temperature
Difference

According to Fig. 6.4, with increasing generator PPTD, exergy efficiency and total
cost rate will be decreased and increased, respectively. Because cooling, desalination
and solar exergy values are constant and heating, DHW and net electricity product
exergy rates have a slight decrease. So, there is a few decreases in the second-law
efficiency. With increasing generator PPTD, the total capital cost is almost
constant, but _C1 has a high increase, and for this reason, the total cost rate will be
increased.

6.4.4 Effect of MC and RC Pressure Ratio

Pressure ratio of compressors is an important parameter because its increment has a
considerable effect on power consumption and investment cost. Figure 6.5 shows its
effect on main objectives. According to the figure, pressure ratio around 4 is the best

Fig. 6.3 Effect of receiver concentration ratio on exergy efficiency and total cost rate of the system
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option to maximize exergy efficiency and minimize total cost rate. With increasing
pressure ratio, cooling, desalination, and solar exergy rates are constant, and net
electricity and DHW exergy rates have decreased, but heating exergy rate will be
increased. Also, there is a high decrease in _C1 and small increase in the total capital
costs. These decrease and increase of various values cause to have an optimal point
in Fig. 6.5.

Fig. 6.4 Effect of generator PPTD on exergy efficiency and total cost rate of the system

Fig. 6.5 Effect of MC and RC pressure ratio on exergy efficiency and total cost rate of the system
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6.4.5 Effect of HTR, LTR, Hum, and Dhum Effectiveness

Effectiveness is one of significant parameters that has more effect on main products
because it has the same value for HTR, LTR, Hum, and Dhum. It is obvious that high
effectiveness values cause high proficiency of heat exchangers, superior exergy
efficiency, and further total cost rate. So, effectiveness should be optimized in
order to obtain good objective functions simultaneously (Fig. 6.6).

6.4.6 Effect of Ambient, Water, and Seawater Inlet
Temperatures

According to Fig. 6.7, ambient temperature is one of most important parameters that
plays a significant role in main objectives. Also, ambient temperature has the same
value as DHW and HU inlet water temperatures and seawater inlet temperature to the
HDH system. Because of the existing environment temperature in negative part of
exergy formulas, all streams’ exergy rates will be decreased with the enhancement of
ambient temperature, and for this reason, exergy efficiency decreases. On the other
hand, _C1 has small reduction, but _Z tot has high enhancement, and these behaviors
cause to increase the total cost rate. So, in this result, it can be obtained that the
proposed system should be created in cold regions.

Fig. 6.6 Effect of HTR, LTR, Hum, and Dhum effectiveness on exergy efficiency and total cost
rate of the system
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6.4.7 Effect of T-CO2 Compressor to Turbine Electricity
Ratio

Electricity consumption of T-CO2 compressor is one of the principal parameters that
impacts on exergy efficiency and total cost rate. By enhancement of work ratio,
solar, heating and DHW exergy rates are not changed, but net power output has large
reduction than cooling and desalination exergy rate enhancement. So, according
Fig. 6.8, increment of electricity ratio causes reduction of the second-law efficiency.
On the other hand, _C1 is invariant, and total investment costs have enhancement due
to increasing of power consumption of T-CO2 compressor and mass flow rates of
cooling and desalination units. So, in small electricity ratios, the proposed system
has suitable performance.

6.5 Concluding Comments

Exergy and exergoeconomic analysis of a multi-generation system operating with a
solar tower power (STP) plant was carried out in this chapter. It was found that using
STP plant as a prime mover of a multi-generation system leads to encouraging
results, notwithstanding less attention is paid in this regard in comparison with direct
capturing of solar irradiance via solar collectors. The following major results are
extracted through the study:

Fig. 6.7 Effect of ambient, water, and seawater inlet temperatures on exergy efficiency and total
cost rate of the system
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• The receiver had a pivotal role in the overall exergy destruction by exergy
destruction of 2006 kW, followed by heliostat with exergy destruction of
1867 kW.

• The overall exergy efficiency and cost of the system were computed 21.45% and
743.2 $/h, respectively.

• It was discerned that exergy efficiency can be raised up from the base value with
the rise of direct normal irradiance (DNI), receiver concentration ratio, and heat
exchangers effectiveness or with the decrease of the generator pinch point tem-
perature, ambient temperature, and amount of electricity supplied to the
transcritical CO2 refrigeration cycle.

• The overall cost rate parameter can be decreased by decreasing the amount of
electricity supplied to the transcritical CO2 refrigeration cycle, heat exchangers
effectiveness, generator pinch point temperature, DNI, and receiver concentration
ratio.
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Chapter 7
Energy and Exergy Analysis of a
Geothermal-Based Multi-generation System

Mohammad Ebadollahi, Pourya Seyedmati, Hadi Rostamzadeh,
Hadi Ghaebi, and Majid Amidpour

Nomenclature

Symbols
A Area (m2)
cp Specific heat at constant pressure (kJ. kg�1)
D Membrane thickness (μm)
E Electricity
_E Exergy rate (kW)
e Exergy per mass (kW. kg�1)
F Faraday constant (C. mol�1)
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Gth Geothermal
h Enthalpy (kJ. kg�1)
J Current density (A. m�2)
_m Mass flow rate (kg. s�1)
M Molar mass (kg. kmol�1)
P Pressure (bar)
RR Recovery ratio
_Q Heat transfer rate (kW)
R Ohmic resistance
s Entropy (kJ. kg�1K�1)
S Salinity (g. kg�1)
T Temperature (K)
TTD Thermal temperature difference (K)
U Overall heat transfer coefficient (W. m�2K�1)
V Electric potential (V)
X Concentration (kg. m�3)
YB Basic ammonia concentration

Abbreviations
FF Fouling factor
HP High pressure
KS Kalina system
PEM Proton Exchange Membrane
PR Pump ratio
RHE Recovery heat exchanger
RO Reverse osmosis
SHE Solution heat exchanger
SPC Specific power consumption
TER Turbine expansion ratio
TCF Temperature correction factor

Greek Letters
Ε Effectiveness
η Efficiency (%)
ρ Density (kg. m�3)
σ Ionic conductivity (s. m�1)
λ Membrane surface water (Ω�1)
∏ Osmic pressure

Subscripts and Superscripts
abs Absorber
act Activation
B Brine
CH Chemical
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comp Compressor
D Distillate
D Destruction
e Element
E.V Expansion valve
f Feed
F Fuel
G Generator
H Heater
in Inlet
int Intercooler
Is Isentropic
KN Kinetic
mem Membrane
net Net value
out Outlet
p Pure
pu Pump
P Product
PH Physical
PT Potential
sw Sea water
T Turbine
tri Trigeneration

7.1 Introduction

Geothermal energy is considered as more sustainable heat source, in many regions of
the globe, than other available renewable energies such as solar, biogas, and wind.
Underground rocks and fluids of the earth mainly store the geothermal energy in
shape of heat. This energy not only can be utilized for heating but also can be
transferred to different appropriate systems to be converted to other useful forms of
energy [1]. The geothermal sources are generally classified into three categories
based on the temperature [2, 3]:

• Low-temperature geothermal sources (below 90 �C)
• Moderate-temperature geothermal sources (between 90 �C and 150 �C)
• High-temperature geothermal sources (above 150 �C)

The applications of these heat sources are various, which is determined by their
temperature. The low-temperature heat sources are used for directly heating. The
medium-temperature heat sources is introduced as the most practical for small-scale
system due to its ability to be used for production of many different commodities
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such as power production and cooling and heating production. Accordingly, large-
scale energy-supplying systems need high-temperature geothermal heat sources
[3]. Moreover, cogeneration systems driven by renewable energy sources are
recommended as energy systems of the future. In this matter, geothermal heat
source, as one of the most sustainable sources of renewable energies, has key role
in next-generation energy plants due to its high potential of providing energy in
different scales and various applications. Multi-generation systems are alluded to
produce various useful forms of energy from the same heat source. Several research
works have studied the usage of geothermal heat sources for multi-generation
purposes. Ghaebi et al. [1] devised a new multi-generation system driven by
geothermal source to produce cooling via a absorption refrigeration system (ARS),
heating via a domestic hot water (DHW), freshwater via a humidification-dehumid-
ification (HDH) unit, and electricity via a KS. They executed exergoeconomic
optimization of the reckoned setup and reported optimum thermal and exergy
efficiencies of 94.84% and 47.89%. Also, Ghaebi et al. [4] devised a multi-
generation system for heat production via a heat pump system (HPS), cooling via
an ARS, and electricity via liquefied natural gas cold exergy. They introduced the
first heat exchanger (HE) used for recovery of cold energy of LNG as the most
destructive element. In another study, Rostamzadeh et al. devised a new multi-
generation system and investigated the efficiency of the setup from thermodynamic
[5] and thermoeconomic vantage points [6]. They highly recommended the use of
geothermal in a hybrid way with biogas energy to further increase reliability and
availability of the devised multi-generation system from thermoeconomic vantage
point. Ebadollahi et al. [7] used geothermal source and LNG heat sink to drive a
novel multi-generation system by using an integral trigeneration system and a PEM
electrolyzer. They computed exergy and energy efficiencies of 28.91% and 38.33%,
respectively.

Nowadays, extracting energy from geothermal-based power systems utilizing
low-temperature heat sources and LNG cold energy as heat sink is presented
strongly by researchers. For instance, Ghaebi et al. [8] used LNG to recover cold
energy from a new geothermal-based cogeneration cycle. They analyzed the perfor-
mance of the proposed system based on the energy, exergy, and exergoeconomic
viewpoints, and obtained the energy and exergy efficiencies of 43.25% and 22.51%,
respectively. Also, they showed that increment of LNG-turbine inlet pressure leads
to an increase in the net output power, thermal efficiency, and exergy efficiency,
while sum unit cost of product (SUCP) decreases. In another study conducted by this
group [4], LNG cold energy as a heat sink and geothermal heat source are used to
drive a novel system based on the absorption refrigeration system (ARS) and heat
pump system (HPS). They used high concentrated ammonia at condenser outlet of
ARS to produce heat production, while power production is supplied by ARS
condenser latent heat of the basic solution. Conducting exergoeconomic assessment
of the trigeneration system, the results showed that the suggested system can produce
405.1 kW net power. Ebadollahi et al. [9] used LNG in the mountainous district of
the Meshkin Shahr city to supply natural gas required by the resident of the area.
Their devised system used geothermal energy of the Sabalan source in the region.
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They used KC and ORC as the topping cycles of the devised cogeneration system
and recommended ORC for such purpose.

According to the researchers’ studies, using geothermal energy for multi-gener-
ation systems leads to a promising results. Hence, a novel multi-generation system
conducted by a low-temperature Sabalan geothermal source, including an absorption
power cycle (APC), a reverse osmosis (RO) unit, a HPS, a PEM electrolyzer, and a
LNG, is devised in this research. In Sect. 7.2, an extensive description of the system
is presented. In Sect. 7.3, methods, presumptions, equations used for simulation,
input parameters, first and second laws of thermodynamic, and economic equations
are presented. In the subsequent section, results are displayed, and the conclusion is
presented comprehensively.

7.2 Cycle Description

In this study, a multi-generation system of power, heating, hydrogen, NG (natural
gas), and pure water production from geothermal heat sources has been presented. A
schematic picture of proposed system is shown in Fig. 7.1. The generated vapor
enters to the turbine 1 (state 1) to produce power in which the needed heat is supplied
by a geothermal heat source. Dense solution of ammonia water leaves the generator
(state 7). The high temperature and pressure solution is cooled down through
solution heat exchanger (SHE) and is expanded by expansion valve 1 (E.V1) and
then goes to the absorber (state 9). The outlet of turbine 1 goes through recovery heat
exchanger (RHE) to heat the working fluid in vapor compression (VC) sub-cycle
before entering to the absorber. Dilute solution of ammonia water is pumped into
generator (state 6), but before that, it is preheated through SHE (process 5–6). In VC
sub-cycle, the heated working fluid is compressed by comp1 (process 12–13). The
high-temperature outlet of compressor 1 is cooled down through an intercooler
(process 13–14) to raise the NG temperature to the temperature needed for con-
sumption (process 21–22). The cooled working fluid is again compressed through
comp2 (process 14–15) before entering to heater (state 15) to supply heating needs.
Eventually, the high-pressure working fluid is expanded through E.V2 and flows to
the RHE to complete the VC sub-cycle (17). The proposed system has three main
subsystems in which the waste heat of the absorber is used to heat up the pumped
LNG (state 19) to generate the NG, and high-pressure NG is expanded through
turbine 2 to produce power. A portion of the produced power in turbine 2 drives two
other more subsystems of producing H2 and pure water. The PEM electrolyzer
receives electric power to produce H2 by separating water, which has been preheated
by a heat exchanger (HE) (process 23–24) to reach the PEM working temperature, to
H2 and O2. The produced H2 and O2 is stored in specific tanks, respectively. The
seawater is pumped into RO unit (process 29–30) by a high-pressure pump (HPP) in
which the RO unit does the duty of purifying the seawater. The high-pressure brine
in RO is used to produce power through turbine 3 (process 32–33).
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7.3 Presumption and Methodology

7.3.1 Presumption

The following presumptions are made through this modeling [10–12].

• Mathematical models are developed at steady-state condition.
• Specific heat is considered constant.
• There are no pressure losses through pipelines and connections.
• In turbines, there is no heat transfer losses.
• The reference pressure and temperature are considered 0.101 MPa and 298 K,

respectively.

Fig. 7.1 Schematic diagram of proposed multi-generation system
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• Water enters the PEM electrolyzer at ambient condition.
• The produced H2 and O2 are cooled to ambient temperature.
• There is no energy loss during the electrolyzing process.

7.3.2 PEM Electrolyzer Mathematical Modeling

An illustrative configuration of the PEM electrolyzer is depicted in Fig. 7.1. An
electrochemical modeling is required to assess the PEM from thermodynamic
prospects. The PEM equations are derived from [7].

When the needed thermal energy (TΔS) and ΔG (Gibb’s free energy) of the
chemical reaction are summed, the overall energy is as follows:

ΔH ¼ ΔGþ ΔT ð7:1Þ

The H2 molar mass flow rate is estimated by the following:

_NH2 ¼ J
2F

ð7:2Þ

F is the Faraday constant and J is called the current density. The electrical power
entrance rate to the electrolyzer is derived as follows:

Eelectric ¼ JV ð7:3Þ

The voltage potential (V ) is given as follows:

V ¼ V0 þ V act,a þ V act,c þ VOhm ð7:4Þ

where V0 is the reversible potential and is extracted by the Nernst equation as
follows:

V0 ¼ 1:229� 8:5� 10�4 TPEM � 298ð Þ ð7:5Þ

Here, Vact, a, Vact, c and Vohm are the anode activation overpotential, cathode
activation overpotential, and the ohmic overpotential of the electrolyte, respectively.
The ionic conductivity at each region of the PEM membrane λ(x) is calculated as
follows:

σPEM λ xð Þ½ � ¼ 0:5139λ xð Þ � 0:326½ � exp 1268
1

303
� 1
T

� �h i
ð7:6Þ

where x is the distance calculated from the cathode side and λ(x) is calculated as
follows:
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λ xð Þ ¼ λa � λc
D

xþ λc ð7:7Þ

λa and λc represent the water quantity of anode and cathode membranes at their
own surfaces, respectively. D is the thickness of the used membrane. The PEM
ohmic resistance is estimated as follows:

RPEM ¼
ZD
0

dx
σPEM λ xð Þ½ � ð7:8Þ

The ohmic overpotential equation based on the Ohm’s potential law is defined as
follows:

Vohm,PEM ¼ JRPEM ð7:9Þ

The activation overpotential (Vact, i ) is obtained by the following:

Vact,i ¼ RT
F

sin h�1 J
2Ja,i

� �
, i ¼ a, c ð7:10Þ

Here, J0 is the exchange current density of the electrolyzer obtained as follows:

J0,i ¼ Jrefi exp �Eact,i

RT

� �
, i ¼ a, c ð7:11Þ

Eact, i is the activation electricity of PEM (for both anode and cathode sides) and
Jrefi is called the pre-exponential factor of function.

7.3.3 RO Mathematical Modeling

The distillate mass flow rate Md is division of feed mass flow rate Mf on recovery
ratio RR as follow [13]:

Md ¼ Mf

RR
ð7:12Þ

The rejected brine is calculated as follows:

Mb ¼ Mf þMd ð7:13Þ

The distilled water concentration (Xd) is computed as follows:
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Xd ¼ Xf 1� SRPð Þ ð7:14Þ

Xf is the feed flow rate salt concentration and SRP is salt rejection percentage.
The rejected salt concentration Xb in kg/m3 can be obtained by the following:

Xb ¼ Mf � Xf �Md � Xd

Mb
ð7:15Þ

The average salt concentration Xav in kg/m3 can be obtained by the following:

Xav ¼ Mf � Xf �Mb � Xb

Mb
ð7:16Þ

The temperature correction factor TCF is estimated as follows:

TCF ¼ exp 2700� 1
273þ t

� 1
298

� �� �
ð7:17Þ

The membrane salt permeability ks is calculated as follows:

ks ¼ FF� TCF� 4:72� 10�5

� 0:06201� 5:31� 10�5 � t þ 273ð Þ� �� � ð7:18Þ

where, FF is the fouling factor. The water permeability kw is as follows:

kw ¼ 6:84� 10�8 � 18:6863� 0:177� Xbð Þð Þ= t þ 273ð Þ ð7:19Þ

The osmic pressure for feed side, distillate product side, and brine side are
obtained as follows:

Y
f

¼ 75:84� Xf ð7:20Þ
Y
d

¼ 75:84� Xd ð7:21Þ
Y
b

¼ 75:84� Xb ð7:22Þ

Moreover, on the feed side, the average osmic pressure is found as follows:

Y
av

¼ 0:5�
Y
f

þ
Y
b

 !
ð7:23Þ

The net osmotic pressure across the membrane is calculated as follows:
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Δ
Y

¼
Y
av

�
Y
d

ð7:25Þ

Thus, the net pressure difference across the membrane is as follows:

ΔP ¼ Md

3600� TCF� FF� Ae � ne � nv � kw

� �
þ Δ

Y
ð7:26Þ

In which Ae is the area of the element, ne is the number of elements, and nv is the
number of used pressure vessels.

RO is driven by a high-pressure pump. The amount of required input power for
RO pump is calculated by the following relation:

HP ¼ 1000�Mf � ΔP
3600� ρf � ηp

� �
ð7:27Þ

ρf is feed flow density and ηp is driving pump efficiency. Accordingly, the specific
power consumption in kW/m3 is obtained as follows:

SPC ¼ HP
Md

ð7:28Þ

7.4 Thermodynamic Analysis

In this section, thermodynamic modeling and some other mathematical relations of
the proposed system are explained in details. Each part of the proposed system is
regarded as a control volume. The general form of energy and mass balance
equations for a control volume at steady state can be expressed as follows [14]:

X
_min ¼

X
_mout ð7:29Þ

_Q� _W ¼
X

_mouthout �
X

_minhin ð7:30Þ

The rate of total exergy of a flow ( _Etotal ) consists of four main components:
physical exergy rate ( _EPH), kinetic exergy rate ( _EKN), potential exergy rate ( _EPT), and
chemical exergy rate ( _ECH) [15]:

_Etotal ¼ _EPH þ _EKN þ _EPT þ _ECH ð7:31Þ
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Among these four components, kinetic and potential exergies are usually negli-
gible due to their small value. The rate of physical exergy of a closed system is given
as below:

_EPH ¼ _m h� h0 � T0 s� s0ð Þð Þ ð7:32Þ

Also, for chemical exergy rate, we have the following:

_ECH ¼ _m
Xn
i¼1

yieCH,i þ RT0

Xn
i¼1

yi ln yi

" #
ð7:33Þ

In which yi is the molar concentration and eCH, i shows the specific chemical
exergy of the material.

The exergy balance equation for the ith component of a system can be stated as
follows:

_E
i
F ¼ _E

i
P þ _E

i
D ð7:34Þ

In the above formula, _E
i
D is the rate of exergy destruction and _E

i
F and _E

i
P are

exergy rates of fuel and product of the ith component, respectively.
In the same way, the balance equation for the overall system can be considered as

follows:

_E
total
F ¼ _E

total
P þ _E

total
D ð7:35Þ

Exergetic efficiency of element i(ηiex) is expressed as follows:

ηiex ¼ _E
i
P= _E

i
F ð7:36Þ

To compare the exergetic destruction of each component of the system with other
components, the exergy destruction ratio is defined as follows [16]:

yD,i ¼ _ED,i= _ED,total ð7:37Þ

The total system exergy efficiency is considered as the same as Eq. (7.36):

ηtotalex ¼ _ExtotalP = _ExtotalF ð7:38Þ

Table 7.1 provides some of the important energy- and exergy-based balance
equations of the introduced setup.

The amount of net power and other relations for the whole system have been
reported at the last row of Table 7.1. These equations show that turbines 1 and
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Table 7.1 Energy and exergy balance of components

Component Energy balance equations Exergy balance equations

Generator _Qg ¼ _m10 h10 � h11ð Þ
_Qg ¼ _m1h1 þ _m7h7 � _m6h6

_E
g
D ¼ _E10 � _E11

� �� _E1 þ _E7 � _E6
� �

Absorber _Qabs ¼ _m3h3 þ _m9h9 � _m4h4
_Qabs ¼ _m19 h20 � h19ð Þ

_E
abs
D ¼ _E3 þ _E9 � _E4

� �� _E20 � _E19
� �

SHE _QSHE ¼ _m7 h7 � h8ð Þ
_QSHE ¼ _m5 h6 � h5ð Þ

_E
SHE
D ¼ _E7 � _E8

� �� _E6 � _E5
� �

RHE _QRHE ¼ _m2 h2 � h3ð Þ
_QRHE ¼ _m12 h12 � h17ð Þ

_E
RHE
D ¼ _E2 � _E3

� �� _E12 � _E17
� �

Heater _Qh ¼ _m15 h15 � h16ð Þ
_Qh ¼ _m35 h36 � h35ð Þ

_E
h
D ¼ _E15 � _E16

� �� _E36 � _E35
� �

HE and
electrolyzer

_QHE ¼ _m11 h11 � h34ð Þ
_QHE ¼ _m23 h24 � h23ð Þ

_E
HE
D ¼ _E11 � _E34

� �� _E24 � _E23
� �

_E
HE
D ¼ _WPEM � _E26 þ _E27

� �
Pump 1 _Wpu1 ¼ _m4 h5 � h4ð Þ

ηis,pu1 ¼ h5s�h4
h5�h4

_E
pu1
D ¼ _Wpu1 � _E5 � _E4

� �
Pump 2 _Wpu2 ¼ _m18 h19 � h18ð Þ

ηis,pu2 ¼ h19s�h18
h19�h18

_E
pu2
D ¼ _Wpu2 � _E19 � _E18

� �
High-pressure
pump (HPP)

_WHPP ¼ _m29 h30 � h29ð Þ
ηis,HPP ¼ h30s�h29

h30�h29

_E
HPP
D ¼ _WHPP � _E30 � _E29

� �
RO unit See equations _E

RO
D ¼ _E30 � _E31

� �
Intercooler _Qint ¼ _m13 h13 � h14ð Þ

_Qint ¼ 21(h22 � h21)
_E
int
D ¼ _E21 � _E22

� �� _E13 � _E14
� �

Turbine 1 _W t1 ¼ _m1 h1 � h2ð Þ
ηis,t1 ¼ h1�h2

h1�h2s

_E
t1
D ¼ _E1 � _E2

� �� _W t1

Turbine 2 _W t2 ¼ _m20 h20 � h21ð Þ
ηis,t2 ¼ h20�h21

h20�h21s

_E
t2
D ¼ _E20 � _E21

� �� _W t2

Turbine 3 _W t3 ¼ _m32 h32 � h33ð Þ
ηis,t3 ¼ h32�h33

h32�h33s

_E
t3
D ¼ _E32 � _E33

� �� _W t3

Expansion valve 1 h8 ¼ h9 _E
EV1
D ¼ _E8 � _E9

� �
Expansion valve 2 h16 ¼ h17 _E

EV2
D ¼ _E16 � _E17

� �
Compressor 1 _Wcomp1 ¼ _m13 h13 � h12ð Þ

ηis,comp1 ¼ h13s�h12
h13�h12

_E
comp1
D ¼ _Wcomp1 � _E13 � _E12

� �
Compressor 2 _Wcomp2 ¼ _m14 h15 � h14ð Þ

ηis,comp2 ¼ h15s�h14
h15�h14

_E
comp2
D ¼ _Wcomp1 � _E15 � _E14

� �
Total system ηPEM ¼ 0.1

_WPEM ¼ 0:2 _W t2
_WHPP ¼ 0:2 1� ηpower

� �
_W t2

_Wnet ¼ _W t1 þ 0:8 1� ηPEMð Þ _W t2

þ _W t3 � _Wp1

� _Wp2 � _Wcomp1 � _Wcomp2

ηtri ¼ _Qhþ _WnetþN:LHVH2
_Qgþ _QHE

_E
tot
D ¼Pn

i¼1
_E
i
D

ηex,tot

¼ _EP,h þ _E31 þ _E26 þ _Wnet

_EF,g þ _EF,HE þ _E18 � _E22
� �
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3 directly supply the electricity of the user, not to mention that some percentage of
turbine 2 power is transferred to PEM electrolyzer and HPP, and the rest power of
turbine 2 is directed to the users.

7.5 Results and Discussion

In this section, the proposed system evaluation outcomes are presented and
discussed in two main subsections: energy and exergy evaluation results and para-
metric study outcomes. In the first subsection, the important results of thermody-
namic assessment are explained in format of tables. In parametric study subsection,
some significant parameters of the system have been chosen to study the effects of
them on the system performance. To drive the developed EES code, some input
parameters are needed that are listed in Table 7.2.

7.5.1 Energy and Exergy Analysis Results

The results of energy and exergy evaluations have been presented in Tables 7.3 and
7.4, respectively. In proposed cycle, the geothermal heat is considered as main heat
source of cycle in which the geothermal inlet temperature is 438 K and inlet pressure
is 7 bar. The results indicate that the net power amount of the system is 3319 kW and
heating output is 157.4 kW. In addition, the hydrogen production rate and pure water
production rate are 5.796 kg/h and 26.7 kg/s, respectively. Also, the trigeneration
efficiency is obtained as 25.36%, as listed in Table 7.3.

Table 7.4 consists of exergy rate of product, exergy rate of fuel, exergy destruc-
tion rate, exergy destruction ratio, and exergy efficiency of each component. From
the exergy assessment results, it can be figured out that the absorber with 76.96% of
exergy destruction has the highest exergy destruction as denoted in Table 7.4.
However, other component exergy destruction ratio does not exceed 5%. Also, the
exergy efficiency of the whole system is 21.04%.

7.5.2 Parametric Study

In this section, the impacts of some significant inputs on the trigeneration efficiency
and exergy efficiency of the whole system have been investigated. The pressure of
generator, heater temperature, expansion ratio of turbine 2, ammonia water concen-
tration, and the PEM temperature are the chosen parameters.
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Table 7.2 Input parameters for simulation of the proposed system

Parameter Value

Ambient temperature, T0(K) 298

Ambient pressure, P0(bar) 1.01

Geothermal inlet temperature, Tin, Gth(K) 438

Geothermal inlet pressure, Pin, Gth(bar) 7

Hot terminal temperature difference of generator, TTDg, hot(K) 15

Cold terminal temperature difference of generator, TTDg, cold(K) 10

Terminal temperature difference of absorber, TTDabs(K) 5

Terminal temperature difference of recovery heat exchanger, TTDRHE(K) 5

Heater temperature, Theat(K) 348

Absorber temperature, Tabs(K) 313

Mass flow rate of geothermal _mGth kg:s�1ð Þ 53

Turbine 1 isentropic efficiency, ηis, t1(%) 90

Turbine 1 isentropic efficiency, ηis, t2(%) 70

Turbine 2 efficiency ratio, TER2 6

Basic ammonia concentration, YB 0.5

Generator pressure, Pg(bar) 20

Pumps isentropic efficiency, ηis, pu(%) 95

Pump 2 ratio, PR2 12

Solution heat exchanger effectiveness, εis, SHE 0.82

Inlet water temperature, Tw, in(K) 298

Inlet water pressure, Pw, in(MPa) 0.101

LNG inlet temperature, T18(K) 111.5

Oxygen pressure, PO2 (bar) 1.01

Hydrogen pressure, PH2 (bar) 1.01

Electrolyzer temperature, TElectrolyzer(K) 353

Activation energy in cathode, Eact, c(kJ/mol) 76

Activation energy in cathode, Eact, c(kJ/mol) 18

Water content at the anode-membrane interface, λa(Ω�1) 14

Water content at the cathode-membrane interface, λc(Ω�1) 10

Membrane thickness, D(μm) 100

Pre-exponential factor of anode, Jrefa 1.7 � 105

Pre-exponential factor of cathode, Jrefc 4.6 � 103

Faraday constant, F (C/mol) 96,486

Recovery ratio of RO unit, RR 0.3

Salt rejection percentage, SR 0.9944

Element area, Ae(m
2) 35.4

Number of pressure vessels, nV 42

Number of pressure membrane elements, ne 7
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7.5.2.1 The Impact of Generator Pressure on the System

According to the energy conservation relation, the produced heat in generator is
decreased when generator pressure increases. The reduction of generated heat leads
to a minor reduction in power production of turbine 1 and a sensible reduction in
power production of turbine 2. Moreover, the mass flow rate of produced hydrogen
will decrease. In spite of decrease in products of the system, the trigeneration
efficiency increases because the quantity of heat generation reduction due to pressure
increment is more than product reduction. The behavior of exergy efficiency of the
system is the same as trigeneration efficiency. Thus, the exergy efficiency increases
with generator pressure augmentation (Fig. 7.2).

7.5.2.2 The Impact of Heater Temperature on the System

Increasing the heater temperature leads to an increase in the heating load needed for
the users. Accordingly, the compressors input work will increase due to this tem-
perature augmentation which leads to net power reduction. Considering that the
thermal energy input of the system in generator does not change, the trigeneration
efficiency will decrease. The exergy efficiency of the whole system decreases, while

Table 7.3 Thermodynamic
assessment outcomes obtained
from the simulation

Performance parameters Amount

Turbine 1 power, _W t1 kWð Þ 1042

Turbine 2 power, _W t2 kWð Þ 2850

Turbine 3 power, _W t3 kWð Þ 313.3

Pump 1 power, _Wpu1 kWð Þ 36.42

Pump 2 power, _Wpu2 kWð Þ 36.22

High-pressure pump power, _WHPP kWð Þ 447.7

PEM electrolyzer power, _WPEM kWð Þ 285

Compressor 1 power, _Wcomp1 kWð Þ 7.45

Compressor 2 power, _Wcomp2 kWð Þ 7.351

Net power, _Wnet kWð Þ 3319

Heating output, _Qh kWð Þ 157.4

Generator duty, _Qg kWð Þ 13,701

Absorber duty, _Qabs kWð Þ 12,545

Recovery heat exchanger duty, _QRHE kWð Þ 150.5

Heat exchanger duty, _QHE kWð Þ 7.387

Intercooler duty, _Qint kWð Þ 7.899

Trigeneration efficiency, ηtri(%) 25.36

Exergy efficiency, ηex(%) 21.04

Hydrogen production rate, _mhydrogen kg=hð Þ 5.796

Produced pure water rate, _mp,water kg=sð Þ 26.7
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heater temperature increases. It can be expressed that the exergy of products declines
sensibly due to net power output reduction, and accordingly, the exergy efficiency
raises in spite of minor fuel exergy increment (Fig. 7.3).

Table 7.4 Exergy analysis of components

Component _E
i
P kWð Þ _E

i
F kWð Þ _E

i
D kWð Þ yiD(%) ηiex (%)

Absorber 1779 9162 7384 76.96 19.41

Compressor 1 6.325 7.45 1.125 0.006 84.9

Compressor 2 6.278 7.351 1.073 0.006 85.4

Expansion valve 1 960.8 979.5 18.77 0.19 98.08

Expansion valve 2 55.07 56.16 1.092 0.006 98.06

Generator 3644 3674 30.65 0.31 99.17

HE 0.61 129.4 128.7 1.13 0.047

Heater 10.81 22.73 11.92 0.073 47.56

HPP 487.9 512.9 95.36 0.026 95.12

Intercooler 1.009 2.722 1.713 0.017 37.06

Pump 1 34.69 36.42 1.7333 0.018 95.24

Pump 2 31.39 36.22 4.827 0.051 86.67

PEM electrolyzer 1.937 285 283.06 2.95 0.067

RHE 12.23 16.36 4.129 0.043 74.76

RO unit 83.07 487.9 404.83 4.29 17.03

SHE 640 1052 412.1 4.29 60.83

Turbine 1 1042 1452 410.3 4.27 71.75

Turbine 2 2850 3287 437.3 4.55 86.69

Turbine 3 313.1 343.5 30.4 0.33 90.67

Total of system 3414 16,224 9594 100 21.04
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Fig. 7.2 The impact of generator pressure on the trigeneration energy efficiency and total exergy
efficiency
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7.5.2.3 The Impact of Turbine 2 Expansion Ratio on the System

The heat transfer in generator and PEM heat exchanger do not change with TER2
variation, but the amount of the produced net power will increase due to the
increment in power production of turbine 2, and accordingly, the hydrogen produc-
tion increases. The effects of these two parameters cause the increase in trigeneration
efficiency. The exergy efficiency of the whole system shows increasing behavior
with increment in expansion ratio of turbine 2, which is predictable. Because of the
produced pure water, the produced hydrogen and net power production have
increased, while the exergy of fuel has not changed sensibly. So, the exergy
efficiency of the whole system has been raised (Fig. 7.4).

7.5.2.4 The Impact of Ammonia Density on the System

Increasing the density of ammonia raises the generated heat. So, the produced power
in turbines increase, which leads to net power production augmentation. Moreover,
the produced heating and amount of hydrogen production increases. Both products
and consumption parameters increase with ammonia density increment, but this
raising in product parameters is more than the consumption parameters of up to
YB ¼ 0.4. After that, the ratio reverses and augmentation of the consumption
parameters becomes more. Thus, the trigeneration efficiency will follow this trend
and will be enhanced by ammonia density increment up to 0.4; then, this amount will
decline as shown in Fig. 7.5. The exergy efficiency follows the same trend until
YB ¼ 0.33 increase with ammonia density increment and then start to decrease,
while the product augmentation is overwhelmed by the product raising.
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Fig. 7.3 The impact of heater temperature on the trigeneration energy efficiency and total exergy
efficiency
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7.5.2.5 The Impact of PEM Temperature of the System

The PEM temperature increment leads to change the heat transfer in PEM heat
exchanger, and other energy consumption or product parameters in the system are
constant. Thus, the trigeneration efficiency has been remained, which is depicted in
Fig. 7.6. The exergy of fuel of the system increases because fuel exergy of the PEM
heat exchanger raises and fuel exergy of generator and LNG remain constant. So, the
exergy efficiency of the whole system is declined.
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Fig. 7.4 The impact of turbine 2 expansion ratio on the trigeneration energy efficiency and total
exergy efficiency
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Fig. 7.5 The impact of ammonia water density on the trigeneration energy efficiency and exergy
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7.6 Conclusion

In this chapter, a novel multi-generation system has been advanced and evaluated.
The main products of the system are power, heating, hydrogen, pure water, and
NG. The needed input power of both PEM and RO sub-cycles is supplied by net
power production of system. The proposed cycle has been assessed from energy and
exergy standpoints. Furthermore, a parametric study has been conducted on the
important parameters of the system. The significant results can be expressed as
follows:

• The net power production is 3319 kW, and the produced heating for the user is
157.4 kW. In addition, the mass flow rate of the produced hydrogen and pure
water are 5.796 kg/h and 26.7 kg/s respectively.

• The high-pressure pump of RO sub-cycle is the highest power consumption
component of the system with more than 400 kW of power consumption.

• The exergy evaluation outcomes showed that the absorber has the highest exergy
destruction rate with more than 76 percentage of exergy destruction.

• The trigeneration efficiency and exergy efficiency of the system are 25.36% and
21.04% respectively.

• Both generator pressure and turbine 2 expansion ratio increment improves the
trigeneration and exergy efficiency of the system, while heater temperature
augmentation has reverse effect on both efficiencies.
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Fig. 7.6 The impact of PEM temperature on the trigeneration energy efficiency and exergy
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Chapter 8
Performance and Cost Optimization
of Integrated Absorption Power Cycle
and Liquefied Natural Gas for the Sabalan
Geothermal Heat Source

Hadi Rostamzadeh, Towhid Parikhani, and Hadi Ghaebi

8.1 Introduction

The thermal energy of the earth, known as geothermal energy, can be extracted
through natural rocks or boreholes as a reliable heat flow for a plethora of commer-
cial, industrial, or residential applications. Typically, a geothermal heat is catego-
rized based on their temperature in three classifications of below 100 �C (low
temperature), between 100 and 180 �C (medium temperature), and above 180 �C
(high temperature) [1]. Based upon this classification, the extracted water
(or geofluid) can be used directly or indirectly for different applications. For
instance, in the case of low-temperature geothermal heat (LTGH), the exploited
water can directly be used for heat extractions to heat a building. In the case of
extracting medium- or high-temperature geothermal heat (MTGH or HTGH) ,
however, more high-efficient applications or suggestions can be recommended to
produce more valuable products like electricity. That is, MTGH can be utilized in
small-scale applications to supply electrical power of a factory or a large mall, while
in the case of HTGH, the scale of electricity production can profusely be large
enough to provide a specific portion of the power network of a city.

Galloping consumption of energy around the world has captivated attention of
many scholars to design more efficacious energy conversion systems. While many
sectors in industry convert the available energy from one form to another more
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useful form, the conversion of energy in power plants is highly crucial in the
developed civilization today. Numerous schemes are devised to further increase
power plants’ efficiency with considering cost aspect of the procedure, where among
all using renewable energy has received a well agreement benefit [2, 3].

Among all renewable energies introduced as prime mover for power plants,
geothermal energy provides more reliable and sustainable solution where its avail-
ability is promised. Geothermal energy is mainly stored in form of heat within the
underground fluids and rocks of the earth. The stored heat can be extracted and used
directly for heating of a place or be converted into another form of energy by an
appropriate energy system [4]. Even though high content of non-condensable gases
(NCG) in geothermal wells may affect its sustainability, various methods are devised
recently to abate the emission rate via water absorption process and reinjection of
NCG back to the reservoir [5]. As a general classification, geothermal sources can be
arranged into three following categories [6, 7]: low-temperature sources (below
90 �C), moderate-temperature sources (between 90 �C and 150 �C), and high-
temperature sources (above 150 �C). Low-temperature geothermal sources are
more appropriate for direct heating, medium-temperature geothermal sources are
highly commendable for different commodity production (i.e., power, heating,
cooling, etc.) and for small-scale applications, and high-temperature geothermal
sources are very appealing for large-scale energy networks [7].

In recent years, absorption power cycle (APC) is spotlighted in research-based
projects due to its several merits in terms of thermal conversion process as well as its
exergy loss. Broadly speaking, APC has high thermal efficiency due to the use of
zeotropic mixture. Also, its cost of components is low due to their small volume.
More consequentially, APC has a great merit at low environment temperature. The
use of low-grade geothermal energy for APC as a heat source can hence be an
adequate arrangement, especially when internally improved APC is accounted for
this utility. As an example, in a study by Parikhani et al. [8], APC is integrated with a
conventional cooling cycle for cogeneration of electricity and cooling by cutting
high heating capacity of lean solution for the sake of cooling production. In another
study by Ghaebi et al. [9], a comparative study between two power/hydrogen
cogeneration systems constructed based upon a Rankine cycle (RC) and an APC
ran by waste heat of a city gate station of a pipeline transmission station is carried
out. They clearly delineated competitiveness of APC for this aim by comparing its
revealed performance with RC. Ahmadi et al. [10] put the APC into use for power
augmentation of a fuel cell (FC) and underlined the main characteristics of the
integrated system by investigating impact of chief APC’s constant parameters on
the new defined thermal efficiency. They found a meaningful increment in thermal
and exergy efficiencies of the composed setup. Based upon the exhibited literature
review in this paragraph regarding performance enhancement of APC, it can be
discerned that augmenting efficiency of this system can be an encouraging topic
which is accounted in this system. For this aim, LNG, which stands for liquefied
natural gas, is used, and the accountability of the idea is inspected based on
thermodynamic concept. However, before we can proceed further, it is valuable to
talk about LNG and its application in energy systems.
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More recently, Ghaebi et al. [11] used LNG to recover cold energy from an
innovative refrigeration/electricity cogeneration setup. They analyzed the perfor-
mance of the devised unit based on exergoeconomic viewpoint, showing that the
thermal and exergetic performance parameters may yield 43.25% and 22.51%,
respectively. The scholars showed that as LNG-turbine inlet pressure increases, the
net electricity, thermal performance, and exergetic performance increase, while unit
cost (UC) decreases. In another study conducted by this group [12], LNG (as a
thermal sink) and geothermal source (as thermal source) are used to drive a novel
trigeneration setup by accounting an absorption refrigeration system (ARS) and a
heat pump system (HPS). They used high-concentrated ammonia at condenser outlet
of ARS to produce heat, while latent thermal energy of the main solution from
condenser is set to practice of power production. Conducting exergoeconomic
inspection of the devised trigeneration plant, the results demonstrated that the
devised plant can produce 405.1 kW net power. They also made a conclusion that
a surfeit of exergy loses occurs through regasification process in the corresponding
heat exchanger.

In light of the authors’ background, evaluation of the combined absorption power
cycle with LNG power system ran by geothermal source is not performed up to yet.
For this sake, efficiency of the APC is ameliorated by hybridizing APC and LNG in
an adequate form, using Sabalan geothermal heat source in Iran. The main objectives
of the ongoing report are multitudes and are itemized below:

• To uphold the integration of APC and LNG in a single platform accounting
low-temperature thermal heat of Sabalan geothermal heat source for power and
natural gas extraction

• To assess performance of the devised setup using thermodynamic balance
relations

• To present optimization of the devised unit by implementing GA approach
• To inspect impact of some chief parameters on performance of the devised plant

8.2 Cycle Description

The overall layout of a simple APC is shown in Fig. 8.1. The cycle encompasses a
turbine, a generator, a solution heat exchanger (SHX), an absorber, an expansion
device, and a pump. Geothermal heat is used to supply required heating load of a
generator. As the saturated ammonia is rotated through the turbine, the extracted
power is stored, and the expanded flow is directed to the absorber. The rich solution
at the outlet of a generator is cooled down via the SHX and then is throttled to the
down pressure of the unit. At the same time, the weak solution is pumped to the
upper-head pressure of the unit and is heated up via an SHX before entering the
generator.

To augment power of the described APC, cold exergy of LNG is used to recover
condensation heat sink load. The description of the integrated APC/LNG system is
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depicted in Fig. 8.2. In the LNG sub-cycle, the liquid gas at sub-zero temperature is
supplied to the LNG sub-cycle via pressurizing through a pump and then recovering
part of its energy via absorber of APC. Subsequently, this NG is warmed up to a
higher temperature (saturated vapor) by HX (state 15) and then is rotated through a
turbine for further electricity production as the output gas is supplying the Sabalan
district for direct uses (state 16).

8.3 Mathematical Model

8.3.1 Energy Analysis

Some presumptions are pondered in order to effectuate an intensive thermodynamic
assessment of the devised integrated power system as follows [13, 14]:

• Steady-state condition is governed.
• Isentropic efficiency relations are used to deal with turbines and pumps.
• Isenthalpic condition is assumed before and after the expansion valve.
• Only physical and chemical exergies are pondered through exergy

assessment [15].
• The Sabalan geothermal temperature, pressure, and flow rate are assumed 165 �C,

700 kPa, and 53 kg/s, respectively [16].

In the meantime, some major input data, prerequisite of simulation of the devised
APC/LNG setup, are given in Table 8.1.

The inclusive format of governing equations at steady state (SS) for thermody-
namic evaluation of a unit is articulated as follows:

Fig. 8.1 Layout of an APC
driven by the Sabalan
geothermal heat source
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X
_min �

X
_mout ¼ 0 ð8:1ÞX

_mXð Þin ¼
X

_mXð Þout ð8:2Þ

Fig. 8.2 Layout of the (a) APC utilizing geothermal heat source and LNG and (b) its related T-s
sketch
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X
_mhð Þin �

X
_mhð Þout þ

X
_Qin �

X
_Qout þ _W ¼ 0 ð8:3Þ

Some energy- and mass-based balance relations to each constituent of the reck-
oned setup are enumerated in Table 8.2.

8.3.2 Exergy Analysis

In terms of exergy, the balance relation of a unit may be articulated as follows:

_ExD,k ¼
Xk
i¼1

_Exin,i �
Xk
i¼1

_Exout,i ð8:4Þ

The overall exergy of the kth state at a unit is declared as follows:

_Exk ¼ _Exph,k þ _Exch,k ð8:5Þ

where

Table 8.1 Main and necessary input data for the base case

Parameter Unit Value

Dead-state temperature, T0 �C 25

Dead-state pressure, P0 kPa 101.3

Geothermal inlet pressure, Pin, Geo kPa 700

Geothermal inlet temperature, Tin, Geo �C 165

Mass flow rate of geothermal source, _mGeo kg. s�1 53

Turbine 1 inlet pressure, P4 kPa 106.4

Turbine 2 inlet pressure, P15 kPa 3000

Absorber outlet temperature, T1 C 50

LiBr mass fraction, X1 % 45

Minimum temperature difference of heat exchanger, ΔTmin, HX
�C 8

Minimum temperature difference of solution heat exchanger, ΔTmin, SHX
�C 16

Generator hot pinch point temperature difference, ΔThot, gen �C 25

Generator cold pinch point temperature difference, ΔTcold, gen �C 3

Pump isentropic efficiency, ηis, pu % 85

Turbine isentropic efficiency, ηis, tur % 90

Cost of LNG, c12 $/GJ 0

Cost of geothermal source, cin, Geo $/GJ 15.24

Effectiveness of solution heat exchanger, εSHX % 82
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_Exph,k ¼ _m h� h0 � T0 s� s0ð Þð Þk ð8:6Þ

_Exch,k ¼ _nk
X
k

yiex
ch,0
i þ RT0

X
i

yi ln yi

 !
ð8:7Þ

where, exch,0i is known as the standard chemical exergy found in Ref. [15] and yi is
concentration of the ith constituent.

The exergetic efficiency of the kth element is declared as follows:

ηex,k ¼
_Exout
_Exin

¼ _ExP,k
_ExF,k

ð8:8Þ

Some exergy-based balance relations enrolled to each constituent of the reckoned
system are enumerated in Table 8.3.

8.3.3 Exergoeconomic Analysis

The balance equation based on cost of the kth element of a unit is pinpointed as
follows [15]:

Table 8.2 Mathematical relations to satisfy energy balance concept for different elements

Element Equation

Vapor generator _m5 þ _m4 ¼ _m3,
_m3X3 ¼ _m5X5,
_Qgen¼ _min,Geo hin,Geo � hout,Geoð Þ,
_Qgen ¼ _m4h4 þ _m5h5 � _m3h3,
ΔThot, gen ¼ T10 � T4, ΔTcold, gen ¼ T11 � T3

Absorber _Qabs¼ _m9h9 þ _m7h7 � _m1h1,
_Qabs ¼ _mLNG h14 � h13ð Þ

Solution heat exchanger _QSHX¼ _m5 h5 � h6ð Þ, _QSHX ¼ _m2 h2 � h3ð Þ
εSHX¼(T5 � T6)/( T5 � T2)

Heat exchanger _QHX¼ _m8 h8 � h9ð Þ,
_QHX ¼ _mLNG h15 � h14ð Þ

Pump 1 _Wpu1¼ _m1 h2 � h1ð Þ,
ηis, pu1 ¼ (h2s � h1)/(h2 � h1)

Pump 2 _Wpu2¼ _mLNG h13 � h12ð Þ, ηis, pu2 ¼ (h13s � h12)/(h13 � h12)

Turbine 1 _W tur1¼ _m4 h4 � h8ð Þ,
ηis, tur1 ¼ (h4 � h8)/(h4 � h8s)

Turbine 2 _W tur1¼ _mLNG h15 � h16ð Þ, ηis, tur2 ¼ (h15 � h16)/(h15 � h16s)
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_Cq,k þ
X

_Cin,k þ _Zk ¼ _Cw,k þ
X

_Cout,k ð8:9Þ

where
_Cout,k : refers to the outflowing stream cost rate of the kth element,
_Cin,k: refers to the inflowing stream cost rate of the kth element,
_Cw,k: refers to the cost rate connected to work generated by the unit,
_Cq,k : refers to the cost rate of heat done on the unit.
Exergy, unit cost, and cost rate are related to each other [15]:

_Ck ¼ ck _Exk ð8:10Þ

The overall input cost rate of the kth element of a unit can be pinpointed as
follows [15]:

_Zk ¼ _Z
CI
k þ _Z

OM
k ¼ CRF� ϕr � 365� 24

N
� Zk ð8:11Þ

where
_Z
CI
k : refers to the capital investment (CI) cost of the kth element,
_Z
OM
k : refers to the operating and maintenance (OM) cost of the kth element,

N: is the annual operational hour of the unit,
ϕr: is the maintenance coefficient,
Zk: refers to the kth element overall cost,
CRF: is the capital recovery factor and is pinpointed as follows [15]:

CRF ¼ k 1þ kð Þnr
1þ kð Þnr � 1

ð8:12Þ

Table 8.3 Mathematical relations to satisfy exergy balance concept for different elements

Element _ExiF _ExiP _ExiD
Vapor
generator

_Ex10 � _Ex11 _Ex4 þ _Ex5 � _Ex3 _Ex10 � _Ex11
� �� _Ex4 þ _Ex5 � _Ex3

� �
Absorber _Ex9 þ _Ex7 � _Ex1 _Ex14 � _Ex13 _Ex9 þ _Ex7 � _Ex1

� �� _Ex14 � _Ex13
� �

Solution heat
exchanger

_Ex5 � _Ex6 _Ex3 � _Ex2 _Ex5 � _Ex6
� �� _Ex3 � _Ex2

� �
Heat exchanger _Ex8 � _Ex9 _Ex15 � _Ex14 _Ex8 � _Ex9

� �� _Ex15 � _Ex14
� �

Pump 1 _Wpu1 _Ex2 � _Ex1 _Wpu1 � _Ex2 � _Ex1
� �

Pump 2 _Wpu2 _Ex12 � _Ex13 _Wpu2 � _Ex12 � _Ex13
� �

Turbine 1 _Ex4 � _Ex8 _W tur1 _Ex4 � _Ex8
� �� _W tur1

Turbine 2 _Ex15 � _Ex16 _W tur2 _Ex15 � _Ex16
� �� _W tur2
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where
nr: is known as the total period of operation of the unit,
k: is known as the interest rate.
The cost rate connected to the exergy destruction of the kth element is pinpointed

as follows [15]:

_CD,k ¼ cFu,k _ExD,k If _ExPr,k ¼ constant
� � ð8:13Þ

The detailed cost balance relations and purchase equipment cost (PEC) for each
constituent of the devised system are presented in Table 8.4.

The relation between logarithmic mean temperature difference (LMTD) with heat
exchanger area and coefficient can be articulated as follows:

Ak ¼
_Qk

UkΔTLMTD
ð8:14Þ

The total heat transfer coefficients for each heat exchanger are tabulated in
Table 8.5. The attained cost rate at the end of calculation can be updated as follows:

Original cost ¼ Cost at reference year � Cost index for the original year
Cost index for the reference year

ð8:15Þ

8.4 Optimization

To augment performance of an energy system, it is highly important to design the
devised setup around an optimum condition since the best performance of the system
can be obtained and any deliberation and changes can be carried out after that.
Normally, optimization based on thermodynamic equations can be achieved by
defining energy and exergy efficiency as objective functions. Later on, the best
performance of the setup can be attained by maximizing these two parameters as
“objective functions.” However, in exergoeconomic optimization, the cost index is
also added to be minimized. This duty is reckoned in this study by employing
genetic algorithm (GA) scheme in a single way or by aggrandizing each parameter
into a single operator. The proficiency of each proposal is demonstrated in our
previous works [17–20]. Regarding that, Table 8.6 has listed some important
parameters employed through the optimization process.

Energy and exergy efficiencies as well as sum unit cost of production (SUCP)of
the plant are accounted as objective functions, while the turbine 1 inlet pressure,
turbine 2 inlet pressure, generator hot pinch point temperature difference, absorber
temperature, HX minimum temperature difference, and LiBr fraction are accounted
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as the decision variables due to their significance. Next, a multi-objective operator
(MOO) is described by counting energy and exergy efficiencies and SUCP in this
operator. Now, the chief principle is maximization of the reckoned operator instead
of individual parameters. MOO may mathematically be articulated as follows:

Max MOO ¼ w1 � ηth þ w2 � ηex þ w3 � 1� SUCPTOT=c10ð Þð Þ ð8:16Þ
w1 þ w2 þ w3 ¼ 1, 0 � w1,w2,w3 � 1 ð8:17Þ

where w1 to w3 are energy and exergy efficiencies’ and SUCP’s weight coefficients,
respectively. The range of reckoned decision variables are given hereunder:

90 � Pin,tur1 kPað Þ � 120

2500 � Pin,tur2 kPað Þ � 3500

15 � ΔThot,gen
�
C

� � � 30 ð8:18Þ
45 � Tabs

�
C

� � � 55

8 � ΔT min ,HX
�
C

� � � 12

40 � XB %ð Þ � 48

For the single-objective optimization (SOO) method, we have the following:
Optimize:

ηth or ηex or

SUCPsys Pin,tur1,Pin,tur2,ΔThot,gen,Tabs,ΔT min ,HX,XB
� � ð8:19Þ

Table 8.5 Overall heat trans-
fer coefficients associated to
heat exchangers [12]

Component U (kW/m2K)

Generator 1.6

Solution heat exchanger 1

Heat exchanger 1.1

Absorber 0.6

Table 8.6 Main parameters adjusted through the optimization process [21–23]

Parameter Value

Initial mutation rate 0.25

Crossover probability 0.85

Population individuals number 32

Maximum mutation rate 0.25

Number of generations 64

Minimum mutation rate 0.0005
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8.5 Results and Discussions

8.5.1 Parametric Study

8.5.1.1 Generator Hot Pinch Point Temperature Difference’s Varying
Impact

Figure 8.3 exhibits varying impact of the net electricity, thermal efficiency, exergetic
efficiency, and total SUCP with a specific range of generator hot pinch point
(PP) temperature differences. As sketch portrays, a rise in the generator hot PP
temperature difference leads to the decrease of the net electricity, which can be
elaborated by deliberating the fact that a rise in the generator hot PP temperature
difference gives a rise to the flow rate of LiBr through turbine 1 while leading to the
decrease of the enthalpy difference through it. Since the drops of enthalpy difference
are higher than the surge of LiBr flow rate, thus, the turbine 1 electrical power will
drop with the rise of generator hot PP temperature difference. In contrary, turbine
2 electricity is moved up as generator hot PP temperature difference rises up, since
the natural gas flow rate is moved upward. In the aggregated form, the electrical
power of turbines is dropped, since the drop rate of turbine 1 electricity is consid-
erable. Also, the power consumption by both pumps is slightly increased as the
generator hot PP temperature difference augments, whereas the augmentation rate of
electricity consumed through the processes is lower than the drop rate of attained
electricity. Therefore, the net electricity of the combined APC/LNG setup will drop

Fig. 8.3 Varying impact of generator hot PP temperature difference on the net electricity, thermal
and exergy efficiencies, and total SUCP of the plant
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as the generator hot PP temperature difference moves forward. The variation of
thermal efficiency resembles variation of the net electricity, and hence, it will drop as
the generator hot PP temperature difference goes up. Similarly, the exergetic effi-
ciency is also decreased as generator hot PP temperature difference rises
up. Increasing the generator hot PP temperature difference increases exergy of
supplied natural gas while decreases net electricity of the unit (as mentioned before).
Further, the SUCP goes up as generator hot PP temperature difference increases,
which is primarily due to the net electricity augmentation.

8.5.1.2 Turbine 1 Inlet Pressure’s Varying Impact

Influence of turbine 1 inlet pressure on the thermal efficiency, net electricity, exergy
efficiency, and total SUCP of the plant is exhibited in Fig. 8.4. For relatively high
turbine 1 inlet pressures, the flow rates of LiBr and NG are decreased; thus, the
aggregated turbine output power (turbine 1 and 2 electricity) will drop. Additionally,
pump 1 and 2 consumed electricity is raised up and dropped with the rise of the
turbine 1 inlet pressure, respectively. However, the augmentation rate of pump
1 consumed power is lower than the drop of pump 2 consumed electricity; hence,
the aggregated pump consumed electricity will drop throughout this variation. Since
the drop of the aggregated turbine electricity is profusely appreciable than the drop

Fig. 8.4 Varying effect of turbine 1 inlet pressure on the thermal efficiency, net electricity, exergy
efficiency, and total SUCP of plant
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of the aggregated pump consumed electricity, thus, the net electricity will drop with
the rise of turbine 1 inlet pressure.

Meanwhile, the geothermal outlet energy increases as turbine 1 inlet pressure
goes up, and hence, less heat supply is required. Since the reduction rate of this heat
supply from the geothermal source is considerably higher than the drop of net
electricity, hence, the thermal performance will improve as turbine 1 inlet pressure
goes up. Based upon Fig. 8.4, exergy efficiency is lifted up as turbine 1 inlet pressure
goes up since the overall supplied exergy (supplied exergy rates of generator and
LNG) is dropped considerably as turbine 1 inlet pressure moves upward, which is
sensible than the drop of net electricity. Since raising the turbine 1 inlet pressure
leads to production of less electricity, thus, the SUCP will move upward as turbine
1 inlet pressure augments.

8.5.1.3 Turbine 2 Inlet Pressure’s Varying Impact

Impact of turbine 2 inlet pressure on the thermal performance, exergy performance,
net electricity, and total SUCP of plant is depicted in Fig. 8.5. Since at higher turbine
2 inlet pressures the flow rate of NG and enthalpy drop through the pump 2 and
turbine 2 increase, thus, the turbine 2 electricity and pump 2 consumed electricity
will drop. However, turbine 1 generated electricity and pump 1 consumed electricity
remained unvaried throughout this alteration. Since the augmentation rate of turbine

Fig. 8.5 Varying effect of turbine 2 inlet pressure on the thermal efficiency, net electricity, exergy
efficiency, and total SUCP of the plant
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2 generated electricity is considerably sensible than the augmentation rate of pump
2 consumed electricity, hence, the net electricity will rise up as turbine 2 inlet
pressure goes up.

Meanwhile, the geothermal outlet energy remained unchanged with any varia-
tions in the turbine 2 inlet pressure, and hence, less heat will be supplied. Since the
net electricity goes up with the rise of turbine 2 inlet pressure, hence, the thermal
efficiency will rise up. Exergy performance has gone up as turbine 2 inlet pressure
moves upward since the supplied exergy rates of LNG are decreased considerably as
turbine 2 inlet pressure rises, while net electricity is increased throughout this
alteration (as pointed out). Since increment of the turbine 2 inlet pressure increases
cost of net electricity more dramatically, thus, the SUCP of the plant will be
increased as turbine 2 inlet pressure goes up.

8.5.1.4 Absorber Temperature’s Varying Impact

Figure 8.6 outlines varying effect of the absorber temperature on the thermal
efficiency, net electricity, exergy efficiency, and total SUCP of the plant for the
devised combined APC/LNG cycle. Accordingly, a rise in the absorber temperature
has led to the decrease of enthalpy drop through turbine 1, and hence, turbine
1 output power will drop. Also, the flow rate of NG is dropped considerably with
the rise of absorber temperature, and hence, pump 2 and turbine 2 powers decrease.

Fig. 8.6 Varying effect of absorber temperature on the thermal efficiency, net electricity, exergy
efficiency, and total SUCP of the plant
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Moreover, the pump 1 consumed electricity is reduced as absorber temperature rises
up since the mass flow rate through this element is dropped. All in all, since the drop
of the aggregated turbine electricity outweighs the aggregated pump consumed
electricity, thus, the net electricity of the devised combined APC/LNG system will
be decreased. Also, increasing absorber temperature decreases the vapor generator
duty since the outlet energy of the supplied geofluid goes up through this alteration.
Through this analysis, it is discerned that the drop of net electricity is considerably
higher than that of the vapor generator duty, and hence, the thermal efficiency of the
system will drop with a rise in the absorber temperature. From exergy evaluation
perspective, it is concluded that the supplied exergy rates of LNG and geothermal
source are dropped as the absorber temperature increases, where their reduction rate
is lower than that of the net electricity; hence, exergy efficiency will drop.

The outcomes of parametric study from economics viewpoint showed that the
SUCP of the plant is decreased as absorber temperature goes up since the cost of net
electricity is dramatically dropped with the rise of absorber temperature which is
more sensible than the drop of net electricity.

8.5.1.5 Geothermal Inlet Temperature’s Varying Impact

Figure 8.7 exhibits alteration of the thermal efficiency, net electricity, exergy
efficiency, and total SUCP of the plant with various geothermal inlet temperatures.
Raising the geothermal inlet temperature leads to the rise of the fluid flow rate

Fig. 8.7 Varying effect of geothermal inlet temperature on the thermal efficiency, net electricity,
exergy efficiency, and total SUCP of the plant
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through turbines and pumps, and hence, the aggregated turbine electricity and pump
consumed electricity will rise up. Since the increment of the aggregated turbine
electricity is higher than that of the aggregated pump consumed electricity, thus, the
net electricity of the combined APC/LNG plant will rise up as geothermal inlet
temperature goes up. Raising the geothermal inlet temperature leads to the rise of the
enthalpy difference of geofluid through the generator, resulting in the rise of the
generator duty. As the augmentation rate of generator duty is sensibly higher than
that of the net electricity, thus, the thermal efficiency will drop as geothermal inlet
temperature moves up. Similarly, exergy efficiency of the plant is dropped as
geothermal inlet temperature goes up for the reason that as geothermal inlet temper-
ature moves upward, the supplied exergy rates of a generator and LNG will be
increased, where its augmentation rate is higher than that of the net electricity.

8.5.1.6 LiBr Fraction’s Varying Impact

Figure 8.8 exhibits varying effect of the basic LiBr fraction on the thermal efficiency,
net electricity, exergy efficiency, and total SUCP of the plant. Accordingly, the net
electricity of the system is decreased as the basic LiBr fraction rises up. As basic
LiBr fraction goes up, the LiBr flow rate drops, whereas the enthalpy drop through
turbine 1 rises up. Since the augmentation rate of enthalpy drop through turbine 1 is
dominated by drop of LiBr flow rate, thus, the turbine 1 electricity will be dropped.

Fig. 8.8 Varying effect of lithium bromide concentration on the thermal efficiency, net electricity,
exergy efficiency, and total SUCP of the plant
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Also, increasing the basic LiBr fraction decreases enthalpy drop and mass flow rate
through turbine 2, and hence, its net electricity will drop. On the other hand, as basic
lithium bromide fraction increases, the mass flow rate through pumps 1 and 2 is
raised up and decreased, respectively. Since the drop of pump 2 consumed electricity
is considerably higher than the augmentation rate of pump 1 consumed power, thus,
the aggregated consumed power will drop down. Consequently, the net electricity of
the unit will drop as the basic lithium bromide fraction increases.

As Fig. 8.8 indicates, the performance of the devised combined APC/LNG plant
can be optimized with basic LiBr fraction based on the 1st and 2nd laws of
thermodynamics. As basic lithium bromide fraction increases, the geothermal dis-
charge energy increases, and hence, generator duty decreases. Through this analysis,
it was discerned that the net electricity drop is dominated by that of the generator
load at low basic LiBr fractions, while the trend will be reversed at high LiBr
fractions. Therefore, a peak point for thermal efficiency will be observed. Similar
trend is observed for exergy efficiency. Finally, the SUCP of the plant is dropped as
LiBr fraction rises up since the net electricity is decreased through this alteration.

8.5.2 Optimization Results

Table 8.7 presents chief thermodynamic properties and unit cost at each stream of the
devised APC/LNG plant for the base case.

Table 8.8 outlines attribution of different elements of the devised plant to cost of
exergy destruction rate ( _CD,k), exergy destruction rate ( _ExD,k), and investment cost
( _Z) for the base, thermal optimal mode (TOM), exergy optimal mode (EOM), cost
optimal mode (COM), and multi-objective optimal mode (MOOM). According to
the calculated results, absorber accounts for the largest attribute to exergy destruc-
tion for all five modes, followed by the heat exchanger (HX). This is mainly due to
the fact that these components have a huge temperature difference that leads to a
huge loss of exergy. This is the main thermodynamic price that is paid in the
recovery of LNG cold energy for power plants. As expected, among all elements,
turbines own the highest investment cost, followed by the vapor generator. Addi-
tionally, the highest attribute to the cost of exergy destruction is corresponded to the
absorber, followed by turbine 2 (for all optimal modes). The investment cost of
expansion device in all optimization scenarios is low enough as the drop in its
pressure aside is low. The lowest overall exergy destruction and cost rate related to
this parameter were computed 6115 kW and 319,324 $/yr, respectively (for base
case).

Figure 8.9 outlines simulated outcomes of the SOO and MOO procedures
implemented to the devised APC/LNG plant for different weight coefficients.
Juxtaposing data of TOM and base mode, it is fathomed out that the thermal and
exergy efficiencies may improve up to 4.09% and 5.35%, respectively, while the
total SUCP of the system is degraded by 0.98%, quite small for this optimal case.
Thus, TOM is appropriate from the 1st and 2nd laws of thermodynamics viewpoints
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while would not be proper exergoeconomically. The comparison also reveals that
TOM increases the net electricity value by 11.57%.

In the EOM, the optimization results indicate that the thermal and exergy
efficiencies are improved by 3.98% and 5.69%, respectively, while the total SUCP
of the system is degraded by 0.1% (quit negligible). Thus, EOM case is appropriate
from both laws of thermodynamics viewpoints while would not be proper
exergoeconomically. The comparison also reveals that the EOM also leads to the
rise of the net electricity by 19.08%.

In the 3rd mode, the SUCP is enhanced by 4.47%, presenting attractive outcomes
economically. However, since the thermal and exergy efficacies are dropped by
6.17% and 6.09%, respectively, hence, COM is not recommended from both laws of
thermodynamics viewpoints. The net electricity rises up near 8.28% through this
mode, seemingly considerable.

Finally, for the MOOM, the thermal efficiency and exergy efficiency are
improved by 3.95% and 5.66%, respectively. In addition, the net produced power
and total SUCP of system are also improved by 19.15% and 0.27%, respectively.
Thus, the MOOM appears so appropriate from thermodynamics and
thermoeconomics viewpoints.

8.6 Conclusion

3E (energy, exergy, and exergoeconomic) analysis of an APC coupled with an LNG
unit using the Sabalan geothermal energy was carried out in this chapter. The main
purpose was supply of simultaneous power and NG to the Sabalan district users. The
simulation was conducted under steady-state condition, using Engineering Equation
Solver (EES). In order to have an in-depth understanding from the devised plant,
parametric study was conducted. Single- and multi-objective optimizations of the
devised plant were carried out by considering some chief parameters as decision
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Fig. 8.9 Comparison of the base case with the single- and multi-objective optimizations cases
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variables, including turbine 1 inlet pressure, turbine 2 inlet pressure, generator hot
pinch point temperature difference, absorber temperature, heat exchanger minimum
temperature difference, and LiBr fraction, using GA. Following the purpose of
maximization of thermal and exergy efficiencies and minimization of total SUCP
of the plant as objective functions, the optimum values of key thermodynamic
properties and performance characteristics were obtained and presented. Some
main findings of this study are as follows:

• The optimum net electricity, thermal performance, exergy performance, and
SUCP of unit were attained 4758 kW, 37.55%, 34.51%, and 54.63 $/GJ, respec-
tively, considering MOOD case.

• The optimum decision variables of turbine 1 inlet pressure, turbine 2 inlet
pressure, generator hot PP temperature difference, absorber temperature, heat
exchanger minimum temperature difference, and LiBr fraction were
corresponded to 119.7 kPa, 3500 kPa, 15 �C, 45.06 �C, 8.004 �C, and 40%,
respectively, when MOOD case was used.

• Among all components, absorber was accounted as an irreversible component in
the whole system followed by heat exchanger.

• The thermal and exergy efficiencies of the devised APC/LNG plant can be
optimized based on the LiBr fraction.

• A higher thermal efficiency could be obtained at higher turbine 1 inlet pressures
and turbine 2 inlet pressures or lower generator hot PP temperature differences,
absorber temperatures, and geothermal inlet temperatures.

• A higher exergy efficiency could be obtained at higher turbine 1 inlet pressures
and turbine 2 inlet pressures or lower generator hot pinch point temperature
differences, absorber temperatures, and geothermal inlet temperatures.

• A lower unit cost of product could be obtained at higher absorber temperatures
and geothermal inlet temperatures or lower generator hot pinch point temperature
differences, turbine 1 inlet pressures, turbine 2 inlet pressures, and basic LiBr
fractions.
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Chapter 9
A Novel Framework for Robust Scheduling
of Hydro-Driven Combined Drinking
Water and Electricity Generation Systems

Hossein Saber, Hesam Mazaheri, and Moein Moeini-Aghtaie

Nomenclature

Sets
T Operating time interval (h)

Variables
λt Electricity market price at operating time period t ($/kWh)
Pin, t Imported energy from upstream network at operating time period t (kW)
Pout, t Exported energy to upstream network at operating time period t (kW)
Pdis
t

Discharging power of BESS at operating time period t (kW)

Pch
t Charging power of BESS at operating time period t (kW)

PDt Active power demand at operating time period t (kW)
PGt Active power generation of in-pipe hydropower at operating time period

t (kW)
ut Binary variable denoting the direction of power exchange with upstream

network at operating time period t
zt Binary variable denoting the charging status of BESS at operating time

period t
eSOCt State of charge of BESS at operating time period t (kWh)
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Parameters
FITt Feed-in-tariff rate at operating time period t ($/kWh)
Pmax Power rating of BESS (kW)
M Sufficiently large positive number
ηch, ηdis Charge and discharge efficiency of BESS
eSOCmax Maximum capacity of BESS (kWh)
eSOCinitial Initial state of charge of BESS (kWh)
PDt Expected value of demand at operating time period t (kW)

PGt Expected value of in-pipe hydropower generation at operating time
period t (kW)

λt Expected value of electricity market price at operating time period
t ($/kWh)

βD, βG, βλ Degree of MG demand uncertainty, hydropower generation
uncertainty, and electricity market prices uncertainty, respectively

ΛD, ΛG, Λλ Uncertainty budget of MG demand, generation, and electricity market
price, respectively

9.1 Introduction

In recent years, rising growth consumption of power electricity in industrial and
other sectors imposes ongoing issues on generation sector of power systems. There-
fore, experts in power system area are always trying to find new resources to
effectively handle this issue. One of these new resources that knowingly progress
is hydropower renewable energy resources. Hydropower resources can help the
system operators in dealing with their issues such as high energy cost, energy
efficiency problems, and the shortage of fuel resources; in addition, they can produce
clean and consistent energy in power systems. In order to better understand the
importance of hydropower renewable resources, global hydroelectric power con-
sumption until 2016 is presented in Fig. 9.1 [1].

Hydropower has the leading role of the renewable energy resources with great
flexibility as well as consistency in output. Moreover, these resources are capable to
equip with energy storage system to satisfy the peak load in critical hours. The
availability of hydropower potential worldwide is approximately ten million
GWh/year, but there are few countries throughout the world that are trying to
produce power electricity form hydropower, such as China, the United States, Brazil,
Canada, India, and Russia [2]. Due to the possibility of installing these systems
around the world, there is hope that they can be appropriate alternative energy
resources in comparison with other resources of power technologies in the near
future. According to the advantages of hydropower systems, countries should
increase the investments on these systems to generate an environmentally friendly
energy, so they can improve their country’s strategic positions in many aspects like
economic and environment.
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To estimate the abilities of hydropower in power systems, some criteria are
presented in the literature. The “Gross Theoretical Capacity” is defined as all natural
water flows, which are accessible with 100 percent efficient turbines. On the
contrary, this capacity is not practical, so “Technically Exploitable Capacity” and
“Economically Exploitable Capacity” are defined to satisfy the limits of current
technology and local economic conditions, respectively. Hydropower technology
can supply 71 percent of all renewable electricity; furthermore, they can generate
16.4 percent of the world’s electricity from all sources with 1,064,000 MW installed
capacity in 2016 [2].

Hydropower plants can be classified into five major ranges in size from less than
100 kW to greater than 22 GW [2]. Considering this classification, micro hydro-
power plants are introduced for less than 100 kW capacity, and mini hydropower
plants are introduced for 100 kW to 1 MW capacity; small hydropower plants are
introduced for 1 MW to 10 MW capacity. Moreover, medium hydropower plants are
introduced for 10 MW to 300 MW capacity, and large hydropower plants are
introduced for greater than 300 MW capacity [3, 4]. Total renewable energy
consumption until 2016 around the world is presented in Fig. 9.2. According to
this figure, the usage of hydropower has been growing in comparison with other
technologies in recent years [1].

Hydropower plants can operate in isolated areas as well as in grid-connected
modes. In this vein, these systems are categorized in three schemes [2, 5], and a
comparison between these types of hydropower systems is presented in Table 9.1:

• Run-of-river: Power electricity is generated by enough water from river or stream
without any water storage capability.

• Reservoir or powerhouse located at the base of a dam: Power electricity is
generated by the release of stored water.

• In-pipe hydropower system: Power electricity is generated by turbines installed in
drinking water or sewage pipelines.
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Fig. 9.1 Global hydroelectric power consumption over the long term [1]
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As a stream of literature, some papers are presented to consider the application of
hydropower in power systems. In this regard, paper [6] presents a hydropower
scheduling problem to calculate a reservoir management strategy for maximum
revenues of the produced electricity by attending a trade-off between releasing the
water now or saving the water for future release. In this paper, market prices and
reservoir inflows are considered as uncertainties that are implemented on four
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Fig. 9.2 Total renewable energy consumption until 2016 [1]

Table 9.1 A comparison between the types of hydropower systems

Types Advantages Disadvantages

Conventional Clean fuel source
Huge power electricity production
Controlling flood and irrigation
Storing water supply

Costly construction like dams, pumps
Unpredictable and weather-dependent
production
Impacts on water delivery and quality
Damage ecosystems and animal habi-
tats
Environmental problems
Impacted by drought
Serious geological damage
Changing the natural water table level

In-pipe Environmentally friendly
Approximately constant water flow in
each day
Without effects on water delivery and
quality
Without changing wildlife and eco-
systems
Consistent and predictable power
electricity
Economic construction without
pumps or dams

Small power electricity production
Demands of water or sewage pipelines
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Norwegian hydropower plants in a 10-year time horizon. Authors in [7] present a
coordinated model predictive control scheme for the Mid-Columbia hydropower
system including seven hydropower plants on the Columbia River in the United
States. In this regard, the hydropower generation depends on turbine discharge and
hydraulic head. In [8], a compact mixed-integer linear programming is presented to
consider unit commitment problem. In this case, each unit discharge is defined
including the water head, the total plant downstream flow, the variable discharge
upper limit, the unit efficiency curves, and the restricted operating zones to maximize
power efficiency on Brazilian hydropower plants. In [9], a mixed-integer linear
programming model is investigated to consider hydropower unit commitment with
a head-sensitive reservoir and multiple vibration zones, varying with net head. This
model is solved by branch and bound algorithm. The authors in [10] present a
day-ahead coordinated scheduling method of hydro and wind power generation
systems. In this paper, the effects of uncertain wind power, water inflow, and
electricity load are considered on a real test system in a western area of China. In
[11], the impact of wind generation and small hydropower plants (SHPs) is presented
to improve power system reliability, and the variable energy sources such as wind as
well as river inflows and variable load are considered by sequential Monte Carlo
simulation. In detail, an analysis is investigated to evaluate system planning by
considering the uncertainty of wind energy production and the reduction of reser-
voirs capacity. Reference [12] proposes a mixed-integer linear stochastic model for
bid optimization and short-term production allocation. This analysis is implemented
on a complex real-life river system by considering market prices and inflow to the
reservoirs as uncertainties. Authors in [13] present a stochastic bi-level program for
strategic bidding of a hydropower producer by considering wind power generation,
variation of inflows for the hydropower producer, and demand variability as uncer-
tainties. This model is solved by a modified Benders decomposition algorithm
(MBDA).

Although there are several studies on the hydropower applications in the view-
point of reservoirs and run-of-river turbines, the application of in-pipe hydropower
generation has been neglected in the literature. In-pipe hydropower generation could
be an appropriate source for supplying the local demand of many rural areas in
mountain range. Moreover, the uncertainty associated with the flow rate of drinking
water in pipelines is an effective parameter in in-pipe hydropower generation
studies. In this regard, this study aims to propose an appropriate model to determine
the battery energy storage system (BESS) charge/discharge schedule by using an
appropriate uncertainty modeling method. Hence, a min-max optimization problem
that is modeled as a bi-level optimization problem is developed, and the proposed
model is solved using a two iterative steps algorithm. Finally, the concept of
uncertainty budget is developed for the described problem.

The rest of the current chapter is presented as follows: In Sect. 9.2, in-pipe
hydropower systems is introduced. The proposed model for managing the BESS
in the microgrid (MG) by considering the associated uncertainties is explained in
Sect. 9.3. Afterward, the proposed solution methodology and case study are
described in Sects. 9.4 and 9.5, respectively. Finally, conclusion is presented in
Sect. 9.6.
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9.2 In-pipe Hydropower Systems

According to in-pipe hydropower systems, the source of water must be gravity-fed
not pumped. Therefore, because the water pressure will be lessen after turbines, the
extra pressure should be available in order to prevent a drop in water pressure for
customers [14]. Moreover, in-pipe hydropower systems are effective in cities, which
are placed in the mountains above the city with mountain reservoirs or high-
elevation storage tanks because gravity can pull the water down the pipelines and,
as a result, it does not require any electricity to pump the water [15]. Due to the
existence of million miles of gravity-fed drinking water pipelines around the world,
these systems have significant opportunities to produce huge power electricity. For
example, there are 1.2 million miles of drinking water pipelines in the United States
[16]. In this structure, turbines can be installed in drinking water pipelines in order to
produce the required power electricity for villages as well as small cities, which do
not have access to generated power electricity from distribution grids. Also, this
system can be used in metropolises in order to help power distribution companies to
manage the peak load. Internal scheme of in-pipe hydropower systems is presented
in Fig. 9.3 [3].

The most advantages of in-pipe hydropower systems include being environmen-
tally friendly, the possibility of using energy storage systems, no impact on water
delivery, constant water flow, and non-intermittent power output. Also, these sys-
tems avoid killing fish and other marine life, or altering aquatic habitats unlike other
hydropower systems [15]. In in-pipe hydropower systems, the vertical distance
between turbines and end point of the pipelines on the ground is named “Head”;
therefore, the head for in-pipe hydropower systems is classified into three major
ranges. In this vein, low head is introduced for 2–30 m, medium head is introduced
for 30–100 m, and high head is defined for greater than 100 m [5]. Although water

Fig. 9.3 In-pipe hydropower systems [3]
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flow changes in daily hours, in-pipe hydropower systems can generate consistent as
well as predictable energy in particular hours during a year. The consistent nature of
in-pipe hydropower production in a year in comparison with other renewable
technologies such as wind turbines and photovoltaics is presented in Fig. 9.4 [3].

Selecting turbine is a main point in in-pipe hydropower systems in order to satisfy
the requirements of the water pipeline conditions. These requirements are as follows
[17]:

• The average water velocity in pipelines is 1.5 m/s.
• The water turbine should not use a lot of water.
• The pathway of water flow should not be changed.
• The drinking water quality should not be lessened.

Conventional water turbines are named Francis, Kaplan, bulb, and Pelton tur-
bines, and their efficiencies are ranged from 75 to 95 percent. Kaplan turbine has an
advantage to work on low flow rate and low water head condition, but they will
change water flow pathway. In contrast, bulb turbine will not change water flow
pathway, but improper waterproofing of this system will pollute drinking water.
Turbines can be selected in different work conditions. For instance, Kaplan turbines
work in low and medium head, while Francis and Pelton work in high head
[17]. Finally, Lucid Energy company constructs a lift-type vertical axis water turbine
in order to utilize in large water pipelines (2400 to 6000 diameter) presented in Fig. 9.5.
These turbines are installed for large-diameter gravity-fed water transmission pipe-
lines that can operate in a wide range of flow conditions, volumes, and velocities.
They do not have any impact on water delivery and can be installed in series in order
to maximize energy output [18]. Also, Lucid Energy’s system is not affected by the
sort of external conditions like weather conditions in comparison with other renew-
able technologies [19], and Lucid turbines are designed for water utilities with
gravity-fed water delivery pipelines [20].
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Fig. 9.4 Comparison between the productions of renewable energy resources
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The first-generation 42 inch Lucid Energy’s system is operated by two water
utilities in the United States. In this regard, a four-turbine system in a Portland Water
Bureau pipeline in Portland, Oregon, and a single-turbine system at Riverside Public
Utilities are operated. The project presented in city of Portland in Oregon in 2015 has
approximately invested $1.7 M and is anticipated to earn $2 M over a 20-year
contract. This project can generate 1100 MWh/year that is enough renewable energy
to power about 150 homes [15].

The output generation power of these in-pipe hydropower turbines is dependent
on water flow and head, and water flow is related to water velocity. Therefore, head
produces pressure at end point of the pipeline on the ground, and therefore, pressur-
ized drinking water in the pipeline can spin turbines, so water flow and head have
direct impacts on generating energy; actually, the difference in elevation is a major
factor in power generation. In a particular Lucid Energy company life-type turbine,
the range of water velocity is 0.9 m/s for cut-in speed and 3.57 m/s for cut-out speed,
and the maximum flow rate is equal to 2.7 m3/s that happened in cut-in speed
[3]. The relation between flow rate and water velocity is presented in (9.1). Also,
the output generation power of in-pipe hydropower turbine is presented in (13.2)
[21]:

V ¼ 4Q
πd2

ð9:1Þ

where “V” is water velocity in m/s, “Q” is flow rate in m3/s, and “d” is internal
pipeline diameter in m.

P ¼ QρgHη ð9:2Þ

where “P” is output generation power in W, “ρ” is density of water in kg/m3, “g” is
gravity acceleration in m/s2, “H” is head in m, and “η” is efficiency ratio (usually
between 0.7 and 0.9).

9.3 Problem Identification

In this section at first, a deterministic optimization problem for a hydro-driven
combined drinking water and electricity generation system (hydropower generator)
is developed. After that, the robust model of described problem is addressed. For this

Fig. 9.5 Lucid Energy life-
type turbine
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purpose, a grid-connected MG is considered. This MG consists of one in-pipe
hydropower generator, one BESS, and several local loads. Moreover, the MG can
exchange power with the upstream network under the market rules and has a
centralized control system. Thus, it is assumed that the MG operator tries to meet
the local loads in the lowest cost. Figure 9.6 demonstrates the schematic of the
aforementioned MG.

As stated earlier, first, a deterministic problem is developed, and the objective
function of this deterministic problem is considered as minimizing the net value cost
of purchasing energy from upstream network. The mathematical formulation of the
proposed problem including the objective function and constraints can be written as
follows:

min
V

obj ¼
X

t2T
λtPin,t � FITtPout,tð Þ ð9:3Þ

Subject to:

Pin,t � Pout,t þ Pdis
t � Pch

t

� � ¼ PDt � PGt ð9:4Þ
PGt ¼ QtρgHη ð9:5Þ

0 � Pin,t � 1� utð ÞM ð9:6Þ
0 � Pout,t � utM ð9:7Þ

0 � Pch
t � 1� ztð ÞPmax ð9:8Þ

0 � Pdis
t � ztP

max ð9:9Þ

eSOCt ¼ eSOCt�1 þ ηchP
ch
t � 1

ηdis
Pdis
t ð9:10Þ

0 � eSOCt � eSOCmax ð9:11Þ
eSOC0 ¼ eSOCT ¼ eSOCinitial ð9:12Þ

Fig. 9.6 Schematic of described MG
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Decision variables of the problem are V ¼ Pin,t,Pout,t,Pdis
t ,Pch

t , eSOCt

� �
. Equa-

tion (9.3) represents the objective function, which minimizes the net value cost of
purchasing energy from upstream network (cost minus revenue). In (9.3), λt and FITt

are related to hourly electricity market price and feed-in-tariff price, respectively.
Moreover, Pin, t and Pout, t are the hourly imported and exported energy from/to
upstream network. Thus, the first term of (9.3) is related to cost, and the second term
is related to revenue. Equation (9.4) shows the power balance between the MG and
the upstream network. In this equation, Pch

t and Pdis
t are battery charging and

discharging power, respectively. Moreover, PDt and PGt are the hourly MG demand
and hydropower generation, respectively. Equation (9.5) presents the output gener-
ation power of in-pipe hydropower. Equations (9.6) and (9.7) show that during each
time interval, at least one of two variables of Pin,t and Pout,t is zero. Similarly,
Eqs. (9.8) and (9.9) present that during each time interval, at least one of two
variables of Pch

t and Pdis
t is zero. Equations (9.10) and (9.11) refer to hourly energy

balance and limitation of energy capacity of BESS, respectively. In (9.10), eSOCt

shows the state of charge of BESS during time interval t, and ηch and ηdis represent
charging and discharging efficiencies of BESS. Finally, (9.12) refers to the initial
and final values of state of charge of BESS that are equal.

In the second step, the aforementioned optimization problem is modified by
considering the uncertain parameters. The uncertainties decrease the attractiveness
of the energy management model of MG. In recent decades, several methods were
developed to model the uncertainties in the optimization problem to reduce the effect
of uncertainties on the attractive factor. Each of these methods has their advantages
and drawbacks and is suitable for different types of optimization problems. Proba-
bilistic methods are dependent on historical data of uncertain parameters and the
associated probability density function (PDF). Thus, in the problems that the data are
unavailable, these methods are not suitable. Moreover, for the probabilistic methods,
increasing the number of scenarios increases the computational complexity of the
problem. In addition, the fuzzy optimization methods suffer from the similar chal-
lenges and have to solve the problem for different α-cuts [22].

The non-probabilistic and non-fuzzy optimization methods, unlike probabilistic
optimization and fuzzy methods, respectively, do not require the PDF and member-
ship function, which is one of the advantages of these methods. Therefore, these
methods are the best choices for cases where the information of uncertain parameters
are very poor. Information-gap decision theory (IGDT) and robust optimization are
the most popular methods of non-probabilistic and non-fuzzy uncertainty modeling.
The IGDT, which was developed by Ben Haim [23], models the gap between what is
known and what may happen in realization of uncertainty. This method guarantees a
specified amount of objective when the uncertain parameter falls into a symmetrical
bounded centered at the predicted value [24]. In other words, IGDT specifies how
much uncertain variable can deviate from predicted values while the performance of
system stays acceptable. One of the most important drawbacks of this approach is
related to the uncertainty space of the problem. If the optimal determined space
becomes much larger than the real horizon of uncertainty, the results can differ from
the estimated values [22].

174 H. Saber et al.



The robust optimization (RO) technique, which was first introduced by Sosyster
in 1973 [25], is another non-probabilistic and non-fuzzy uncertainty modeling
method that does not require the accurate PDF and membership function of uncertain
variables and only requires the upper and lower bounds of uncertainty [26]. There-
fore, the RO approach assumes stochastic variables take values within an uncertainty
set. Then, a robust decision is determined as the solution to an optimization problem
that must be feasible for any realization of the uncertainty in a given set and optimal
in the worst-case choice of the stochastic parameters in the aforementioned set
[27]. Hence, this optimization approach aims at optimizing the objective function
in the worst-case realization of the uncertainty. The main motivation for RO
approach is twofold. First, the model of set-based uncertainty is interesting in its
own right and in many applications is an appropriate notion of parameter uncer-
tainty. Second, computational tractability is also a primary motivation and goal [28].

As mentioned earlier, the RO approach does not need so much information about
the uncertain parameter. Thus, this method easily models the uncertainty by defining
parametric sets using little information like the lower and upper bounds of uncertain
parameter which are much easier to derive than probability distribution function in
probabilistic programming approach. After that, the optimization problem can be
solved using RO technique, and the best decision related to worst-case condition of
uncertainty in predefined bounded interval is determined. In other words, this
method takes into account the worst-case condition, and the obtained solution will
be firstly feasible for any values of uncertain parameters; secondly, the solution is
optimal for the worst-case amount of the uncertain parameters [29].

As a stream of literature, we review some papers to consider robust optimization
approach to consider uncertainties in power system optimization, particularly MG
scheduling problem optimization. In this vein, authors in [30] present a comprehen-
sive review on the application of robust optimization method in order to solve power
system optimization problems, resulted from different series of uncertainties includ-
ing market price, renewable energy sources generation, and load demand. This
review is investigated on an economic dispatch problem with uncertainty of market
price. Furthermore, reference [31] aims to propose chance-constrained scheduling
model of grid-connected MG. In this paper, both probabilistic optimization and
robust optimization are applied to consider the uncertainty of renewable energy
generation and loads. In [32], a novel approach is presented to consider MG optimal
operation in both grid-connected and grid-isolated modes, which consider renewable
energy resources as uncertainties. In this paper, the variety of uncertainties can be
considered by robust optimization for optimal scheduling of MG in deregulated
environment. Moreover, paper [33] presents a scenario-based robust energy man-
agement method for grid-connected MG to consider the worst-case amount of
renewable energy resources generation and load in order to maximize the total
exchange cost while getting the minimum social benefits cost. Moreover, authors
in [29] investigate a scenario-based robust energy management with upper and lower
bounds to control the uncertainties. In this paper, robust optimization method can
handle market price as an uncertainty to consider maximum total cost as worst-case
scenario; also, demand response program is presented to robustly operate MG with a

9 A Novel Framework for Robust Scheduling of Hydro-Driven Combined. . . 175



lower cost in the presence of the uncertainties. Finally, in [34], an optimal short-term
scheduling of MG is presented that is included hydrothermal systems and energy
storage systems. In addition, robust optimization method is applied to consider the
uncertainties of market price.

In our problem, it is assumed that the hourly MG demand, the hourly hydropower
generation, and the hourly electricity market prices are considered as uncertain
parameters such that their hourly expected values are denoted by PDt , PGt , and λt ,
respectively. Without loss of generality, suppose that variation ranges of uncertain
parameters are symmetrically bounded as follows:

PDt 2 1� βDð ÞPDt, 1þ βDð ÞPDt

� � ð9:13Þ
PGt 2 1� βGð ÞPGt, 1þ βGð ÞPGt

� � ð9:14Þ
λt 2 1� βλð Þλt, 1þ βλð Þλt

� � ð9:15Þ

where βD, βG, and βλ are degree of MG demand uncertainty, hydropower generation
uncertainty, and electricity market prices uncertainty, respectively. Consequently,
the abovementioned deterministic problem is transformed to the robust formulation
as follows:

min
V

max
Δ

obj ¼
X

t2T
λtPin,t � FITtPout,tð Þ ð9:16Þ

1� βDð ÞPDt � PDt � 1þ βDð ÞPDt ð9:17Þ
1� βGð ÞPGt � PGt � 1þ βGð ÞPGt ð9:18Þ

1� βλð Þλt � λt � 1þ βλð Þλt ð9:19Þ
Eqs:ð9:4Þ��ð9:12Þ ð9:20Þ

It can be seen that the proposed model is a bi-level optimization problem that in
the lower-level problem (maximization subproblem), the decision variables are
related to uncertainties (Δ ¼ {λt,PDt,PGt}), while the decision variables of the
upper-level problem (minimization subproblem) are equal to decision variables of
deterministic problem V ¼ Pin,t,Pout,t,Pdis

t ,Pch
t , eSOCt

� �� �
. Therefore, it is impor-

tant to choose an appropriate methodology to solve it.

9.4 Solution Methodology

The aforementioned optimization problem is categorized as bi-level optimization
problem. It is also a non-convex optimization problem due to non-convexities in the
objective function and binary variables. Thus, because of their nonlinearity and
integer variables (mixed-integer nonlinear bi-level optimization problem), the
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problem could not be solved using analytical methods. In addition, in this formula-
tion, there are same uncertainties in both objective function and constraints, which
cannot be reformulated and solved using commercial solvers. For this purpose, in
this study, an iterative two-step method is developed to solve the aforementioned
bi-level optimization problem using a genetic algorithm (GA) and mixed-integer
linear programming (MILP). In this method, the GA is utilized to determine the
worst case of uncertainties. GA has a powerful global search in the domain of
possible solutions. Then, (9.3)–(9.12) are solved by receiving the worst case of
uncertain parameters from the GA. Figure 9.7 demonstrates the flowchart of the
solution methodology.

As can be traced from the flowchart, at first, an initial population (related to
uncertainties) as initial condition is defined. Then, for each individual of this
population, the hourly scheduling of BESS is determined considering the minimi-
zation of net value cost of purchasing energy from upstream network. Then, the
obtained results are sent to the second step, and the fitness evaluations of all
individuals are determined. After that, the crossover, mutation, and selection oper-
ators are utilized to generate the population of the next iteration. Finally, the previous
steps are repeated for new population until arriving to the termination criterion of
GA. and the final optimal scheduling of BESS (minimum procurement cost in the
worst case of uncertainties) is determined.

9.5 Illustrative Example and Discussions

In this section, the proposed robust model is applied to a typical low-voltage MG as
shown in Fig. 9.6. As described earlier, this MG consists of one in-pipe hydropower
generator, one BESS, and several local loads. The hourly forecasted water velocity
in a typical day is depicted in Fig. 9.8 [35]. Moreover, it is supposed that the type of
in-pipe hydropower generator is Lucid Energy company life-type turbine, which its
range of water velocity is 0.9 m/s for cut-in speed and 3.57 m/s for cut-out speed.
Therefore, the in-pipe hydropower generator has output power in the aforementioned
range of speed, and considering internal pipeline diameter, head, and efficiency ratio
are, respectively, equal to 1 m, 35 m, and 85%, the hourly forecasted output power of
in-pipe hydropower generator in the typical day can be depicted in Fig. 9.9.

The BESS has a power rating and capacity, respectively, equal to 500 kW and
3000 kWh, and charging and discharging efficiencies are 0.9 and 0.85, respectively.
Moreover, the initial state of the BESS at midnight (00:00) is 500 kWh. The hourly
forecasted demand is shown in Fig. 9.10 [36], and the hourly forecasted electricity
market price [37] and the feed-in-tariff (FIT) rate, which is considered as time-of-use
(TOU) scheme, are shown in Figs. 9.11 and 9.12, respectively.

After explanations of the case study, the described deterministic scheduling
problem is solved using the forecasted values of uncertain parameters. For this
purpose, the optimization problems (9.3)–(9.12) are solved using CPLEX solver in
GAMS software environment. The expected minimum cost of purchasing energy
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Fig. 9.7 Flowchart of the proposed solution methodology

178 H. Saber et al.



Fig. 9.8 The hourly forecasted water velocity in drinking water pipeline

Fig. 9.9 The hourly forecasted output power of in-pipe hydropower generator

Fig. 9.10 The hourly forecasted demand
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from upstream network in the typical day based on the forecasted values is equal to
$123. Figure 9.13 shows the optimal charging/discharging schedule of BESS. As
shown in this figure, BESS would be charged (negative output power) during hours
of lower market prices (hours 1–8), and they would be discharged (positive output
power) in hours with higher feed-in-tariff rates (hours 20–24). Moreover, Fig. 9.14
depicts the hourly exchange of energy with upstream network. In this figure,
negative and positive values, respectively, show the imported and exported energy
from/to upstream network. As can be seen in this figure, during hours 11, 15, 18, and
23, the MG exported energy to upstream network, because in these hours the output
generation power of in-pipe turbine is high and feed-in-tariff rates are relatively high.
Moreover, during hours 1–5, 9, 17–18, and 19–20, the MG imported energy from

Fig. 9.11 The hourly forecasted electricity market price

Fig. 9.12 Feed-in-tariff (FIT) rate
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Fig. 9.13 The hourly BESS scheduling (for deterministic problem)

Fig. 9.14 The exchange of power with upstream network (for deterministic problem)
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upstream network, because in these hours, either electricity market prices are lower
than feed-in-tariff rates or the output generation power of in-pipe turbine is low.

After solving the deterministic scheduling problem, the robust scheduling opti-
mization problems (9.16)–(9.20) considering the input parameter data and uncer-
tainties are solved using the proposed two-step solution methodology by a link
between GAMS and MATLAB software. The allowable changing ranges for uncer-
tain parameters of λt and PDt are considered identical and equal to 20% and for PGt

is 10%. As can be understood from the optimization, the worst case occurs when the
in-pipe hydropower generation is in its lower bound and the demand and electricity
market prices are in their upper bound. Figures 9.15 and 9.16 demonstrate the
optimal charging/discharging schedule of BESS and the optimal exchange of energy
with upstream network, respectively. As shown in Fig. 9.16, during all hours of the
typical day, the MG imported energy from upstream network, and the exported
energy to upstream network is zero. The reason is that in the worst situation of
uncertainties, the local demand is at its upper bound and in-pipe turbine generation is
at its lower bound. Therefore, in order for MG to meet the local demand, the MG
must import energy from upstream network.

In addition, the results show that the maximum net value cost of purchasing
energy from upstream network in the typical day for the robust model (in the worst
case) is $271. Moreover, by comparing the results of deterministic and robust
problems, the cost of the robust problem is higher than that of the deterministic
one. The reason is that due to uncertainties, the production of in-pipe hydropower

Fig. 9.15 The hourly BESS scheduling (for robust problem)
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turbine in the robust model is decreased, and the electricity market price and local
demand are increased. This result indicates that having a level of robustness in BESS
scheduling increases costs of the MG in the worst situation.

In the next step, we decide to consider the concept of uncertainty budget in the
aforementioned robust optimization problem. In this regard, constraints (9.21)–
(9.23) limit the variability of uncertain variables. In these equations, ΛD, ΛG, and
Λλ represent the corresponding uncertainty budget, respectively, for demand, gen-
eration, and electricity market price. These uncertainty budgets can take values
between zero and one. If the value of uncertainty budget is chosen equal to zero,
the uncertainty is not considered, and the robust problem is converted to a deter-
ministic problem. On the other hand, if the value of uncertainty budget is chosen
equal to one, the uncertainty parameter can take any values between lower and upper
bounds. This can be seen as the case of maximum uncertainty. Thus, by choosing
different values for uncertainty budget, we can analyze the impact of different levels
of uncertainty on scheduling problem decisions [38]:

PT
t¼1 PDt � PDt, minð Þ

PT
t¼1 PDt, max � PDt, minð Þ ¼

PT
t¼1 PDt � 1� βDð ÞPDt

� �
PT

t¼1 1þ βDð ÞPDt � 1� βDð ÞPDt

� � � ΛD ð9:21Þ

Fig. 9.16 The exchange of power with upstream network (for robust problem)
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PT
t¼1 PGt, max � PGtð Þ

PT
t¼1 PDt, max � PGt, minð Þ ¼

PT
t¼1 1þ βGð ÞPGt � PGt

� �
PT

t¼1 1þ βGð ÞPGt � 1� βGð ÞPGt

� � � βG ð9:22Þ

PT
t¼1 λt � λt, minð Þ

PT
t¼1 λt, max � λt, minð Þ ¼

PT
t¼1 λt � 1� βλð Þλt

� �
PT

t¼1 1þ βλð Þλt � 1� βλð Þλt
� � � Λλ ð9:23Þ

To analyze the impact of uncertainty on scheduling problem decision, we con-
sider four categories of uncertainty budgets. In three categories of them, the uncer-
tainty budgets for demand, generation, and electricity market price are identical, and
their values are 0.2, 0.5, and 0.8, respectively, for first, second, and third group.
Moreover, the abovementioned robust scheduling problem can be considered as
fourth category with uncertainty budget equal to one. Table 9.2 demonstrates the
optimal BESS scheduling (B.S.), the exchange of power with upstream network
(P.E.), and the objective function values of these four categories of uncertainty

Table 9.2 Hourly BESS scheduling and power exchange in different categories of uncertainty
budget

Category 1 Category 2 Category 3 Category 4

Objective ¼ $81.6 Objective ¼ $147.3 Objective ¼ $226.4 Objective ¼ $270.6

Hour B.S. P.E. B.S. P.E. B.S. P.E. B.S. P.E.

1 �500 766 �500 842 �500 884 �500 884

2 �500 771 �500 798 �500 860 �500 860

3 �500 732 �500 828 �500 801 �500 848

4 0 224 0 224 �500 801 �500 836

5 0 224 0 226 0 288 �431 767

6 �190 0 �500 280 �102 0 �22 0

7 �500 �98 �391 0 �393 0 �325 0

8 �147 0 �386 320 0 77 0 86

9 �441 524 0 175 0 211 0 293

10 0 40 0 34 0 276 0 287

11 0 �75 0 �111 �284 368 0 113

12 51 0 177 0 213 0 230 0

13 14 0 74 0 111 0 150 0

14 166 0 0 148 148 0 230 0

15 0 �18 �329 376 0 78 0 94

16 395 6 0 501 0 582 0 582

17 0 400 386 0 0 576 0 576

18 0 �281 0 �95 �136 0 �77 0

19 0 374 0 555 0 498 0 558

20 0 24 0 56 0 154 0 269

21 500 14 500 �30 500 31 500 52

22 500 �54 500 �31 500 57 500 58

23 500 �89 500 9 500 �6 500 22

24 0 291 239 129 258 174 74 358
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budget. Moreover, the optimum values of uncertainty parameters in four categories
of uncertainty budget, which are determined using the optimization problems (9.16)-
(9.23), are depicted in Fig. 9.17.

9.6 Conclusion

In this chapter, a robust BESS scheduling problem was comprehensively presented
to determine the best schedule of BESS for the worst case of uncertainties. In the
described problem, it is assumed that an MG consists of an in-pipe hydropower,
BESS, and local loads, and the MG operator aims to find the optimal BESS
scheduling considering the uncertainties of in-pipe hydropower generation, demand,
and electricity market price. The objective of MG operator is minimizing the energy
procurement cost in the worst situation of aforementioned uncertainties. The oper-
ation constraints of BESS such as hourly energy balance, limitation of energy
capacity, and equality of initial and final values of state of charge are considered
as BESS constraints. Moreover, the power balance between MG and upstream
network and the constraints related to uncertainties include the other constraints of
the described robust BESS scheduling problem. The robust problem is solved using
an iterative two-step algorithm, genetic algorithm, and mixed-integer linear pro-
gramming. The results reveal that the worst case of uncertainties happens wherein
the uncertainties of demand and electricity market price are in their upper bound and
the generation is in its lower bound. Moreover, the concept of uncertainty budget has
been added to the robust problem, and the worst situation of uncertainties for
different values of uncertainty budgets is presented. As a result, it was found that
in all cases of uncertainty budgets, generally, BESS charges in early hours of the
day, with lower values of electricity price and demand, and discharges in late hours
of the day, with higher values of electricity price and demand. In addition, the results
show that BESS has a mitigation of 31% in energy procurement cost of MG in the
worst situation of uncertainty. In other words, as stated earlier, the objective value of
robust problem considering BESS is $271, while the similar value without consid-
ering BESS is equal to $391. As the future trends, the scheduling problem of MG
with in-pipe hydropower generation can be enhanced by considering the demand
response program and plug-in electric vehicle technology. Furthermore, the
co-planning of BESS and in-pipe hydropower turbine (sizing and siting) in a
distribution system (or rural area) can be proposed as the future work.
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Fig. 9.17 The optimum values of uncertainty parameters for different uncertainty budgets
(a: in-pipe hydropower generation uncertainty, b: electricity market price uncertainty, and c:
demand uncertainty)
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Chapter 10
Game Theory Application for Finding
Optimal Operating Point
of Multi-production System Under
Fluctuations of Renewable and Various
Load Levels

Hossein Nezamabadi, Vahid Vahidinasab, Saeed Salarkheili,
Vahid Hosseinnezhad, and Hamidreza Arasteh

10.1 Introduction and Motivations

Game theory (GT) is a popular tool to solve a problem consisting of different
decision-makers with conflicting goals [1]. Through a GT, the interactions among
multiple rational players should mathematically be modeled [2, 3]. The application
of the GT includes a wide area of knowledge, such as social science, logic, and
computer science, as well as power systems. In fact, GT addressed a zero-sum game,
where the gain enhancement of a player will impose gain decrement for other
players. Nowadays, GT has been applied to a huge number of decision-making
problems and is an umbrella term for the science of logical decision-makings in the
wide fields of knowledge [3].
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Under the GT umbrella, the players are decision-makers who are aware that their
strategies will affect the decisions of other players. A game includes a number of
participants who are trying to achieve their own objective functions, and they will
react to the actions of other players [4].

Generally, there are two types of games in GT [4]:

• Noncooperative game: where each player determines its strategy without collab-
orating with other participants. A strategy profile includes all the strategies of all
the decision-makers.

• Cooperative game: where the participants try to reach an agreement or consensus
through cooperating with other players. In this type of game, decision-makers
could have negotiation with other players in order to maximize their possible
benefits.

In both types, the equilibrium solution points will be determined according to the
strategies of the players who want to achieve their maximum benefits. Nash equi-
libriums are solution points in which no player could enhance its profit by unilater-
ally changing only its own behavior. If a player has made its decision and other
players cannot enhance their gains by changing their decisions, then the current
strategies and their relevant gains constitute a Nash equilibrium [4].

The modern power electrical system consists of various stakeholders (such as
distribution companies, generation companies, system operators, and auxiliary ser-
vice providers) with contrary optimization goals. Therefore, for the implementation
of sustainable and efficient energy generation, transmission, and distribution, solid
mathematical tools are needed to determine a proper strategy at different levels of
planning and operation. Considering all the points alongside the heterogeneous and
uncertain nature of modern power systems inspires the examination of game theory
to solve technical problems at various levels.

10.2 Application of Game Theory in Power System
Analyzing

This section presents a survey of game theory applications in power system issues.
This overview discusses the success and possible challenges of adopting game
theoretical approaches in different aspects of future systems. The goal of this section
is to study several power system problems that have been solved by using the GT
concept. The investigated studies prove that game theoretic approaches are useful
tools, which could be employed to find the Nash equilibrium point and achieve
different optimization aims [4].

GT has been used in many researches in order to find the solution of many
decision-making problems in a wide area of studies, e.g., distributed load manage-
ment and micro storage management in smart grid. Therefore, several objectives
have been presented in different studies that are solved by using GT. GT deals with a
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situation of conflict and cooperation (where the aim of each decision-maker is to
maximize its objective function) to find the Nash equilibrium solution point of such
decision-making problems [4].

Murphy et al. [5] shown that GT is useful for the optimization procedure, because
it can imitate the auction process. On the basis of the payoff values of the power
plants, the optimum power plant compositions are determined. The best solution is
the composition with the highest payoff value.

Kaymaz et al. [6] have considered the transmission line and investment cost
competition and used the GT to solve a generation expansion planning (GEP)
problem. The uncertainty factors are not considered in this paper, and a static
model is used here. Reference [7] has taken into account the demand uncertainties
to introduce a probabilistic dynamic programming model for solving its proposed
problem [7].

Reference [8] integrates the GT and a bi-level model. The objective of the upper
level is the maximization of the profit of a long-term planning problem, while the
lower level is developed to apply some modifications on the basis of the real
demand. Also, there are other studies that combine a bi-level model and GT with a
different research focus. Ruiz et al. [9] focused on demand uncertainties. Kazempour
et al. [10] focused on uncertainties of rival offerings and rival investments. The
uncertainties of rival producer decisions and market offerings as well as load levels
have been considered in [11].

The Cournot game is used in [12], where an expansion planning problem is
addressed and a hybrid dynamic programming/game framework is utilized to find
the optimum solution. Sarjiya et al. [13] combined the bi-level optimization tech-
nique and a multi-period framework into GT. The economical and reliability aspects
have been considered as the objectives of [13].

There are many researches that investigated the GT under noncooperative game
models (e.g., the Bertrand, Stackelberg, Cournot, and SFE models) in order to
simulate power markets [14–18]. SFE and Cournot models have been utilized by a
large number of studies in order to analyze the market power in oligopoly power
markets [14]. According to [14, 19], the outcomes of the Cournot models have
shown high accuracies compared to the actual markets. Baldick et al. [20] investi-
gated the utilization of SFE model in the real-world power markets. References [21–
24] have developed the transmission restrictions in the Cournot and SFE. A large-
scale Cournot model of the US wholesale electricity markets is evaluated in [21]. Yu
et al. [22] employed the SFE model and investigate how strategic forward contracts
could affect the market power of generation companies. Cunningham et al. [23]
analyzed an empirical evaluation in a transmission-constrained Cournot power
market to assess the existence of a pure strategy equilibrium. Yang et al. [24]
presented a solution technique on the basis of polynomial equations and payoff
matrix, to calculate the Nash equilibrium that utilizes Cournot and SFE models for
multiplayer games.

In the following sections, the GT applications in power systems are studied in
more detail, where the review is outlined in two general categories: planning and
operation.
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10.2.1 Planning of Power Systems

Power system planning is one of the main issues in electrical engineering studies.
The main topics of this subject are to locate and determine the size of generation/
storage equipment, as well as to expand the network components and grid versus the
possible load growth [25–27]. In fact, this is more about investing in the network.
Meanwhile, if multiple investors are involved, the power system planning is turned
into a decision-making problem with multi-agent and multi-objective players. In this
regard, GT can play an important role in determining the proper solutions.

In [28], the Cournot model is utilized to model competitive generation planning,
in which each company maximizes its profits according to the decisions of other
companies. According to the Cournot model of [29], planning of transmission and
generation expansion is considered simultaneously. In [30], a noncooperative game
for the planning of a grid-connected system consisted of wind turbines, photovoltaic
panels, and storage equipment is introduced. In [31], planning of static reserve
capacity in a system with high penetration of wind power is modeled in the form
of a zero-sum game.

10.2.2 Operation of Power Systems

The application of GT is also welcomed because participants in modern power
systems can quickly respond to changing operational conditions. In this regard,
various research directions to apply the GT have attracted widespread attention.
Power market, dynamic control of the power system, demand response (DR), power
dispatch, and energy management are the most important topics that have already
been addressed.

Owning the ability to estimate the interactions between dependent decision-
making problems, GT is the main paradigm adopted in energy market researches.
In [32], the Bertrand model is used to predict market prices. The Stackelberg model
is introduced in [33] to simulate the restructured electricity markets. In [15], the
Stackelberg model is applied to an AC network to analyze the role of various
companies in optimizing profit. In [34, 35], the Cournot model is applied to model
the electricity market. The Cournot model is used to simulate the California elec-
tricity crisis in [36]. In [23], the Cournot equilibrium is investigated about a network
subject to the transmission constraints. In [37], determining the equilibrium point in
a two-settlement market is formulated based on the Cournot model as an equilibrium
problem with equilibrium constraints (EPEC). In this case, each generation company
solves a mathematical problem with equilibrium constraints (MPEC). This work has
continued in [38] with regard to future strategic contracts. In [20, 39], the supply
function equilibrium (SFE) model is used to simulate the UK and Wales power
markets. In [40], the influence of strategies that increase competition in the electricity
market of the United Kingdom and Wales is also investigated based on the SFE
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model. The conjectural variation (CV) model is first proposed in [41] to simulate the
Spanish electricity market. Then, this method is used in [42] to simulate the UK and
Wales electricity markets.

Power systems may experience different perturbations during operation such as
load disturbances and the outages related to transmission and generation sections.
Robust control is the most representative use of differential GT. In [43], based on the
principle of the saddle point, a robust excitation controller plan is presented for large
generators. In [44], a cooperative control method based on the differential game is
proposed to provide a coordinated scheme among load frequency control and tie-line
scheduling.

Pricing schemes play an important role in demand-response programs since they
can be used to encourage load deformation. In [45], a Stackelberg-based pricing
method is suggested for retailers in a demand-response market. In [46], a similar
technique is used to regulate the optimum contract price of the distributed generators
(DGs).

The main purpose of the power system dispatch and proper energy management
is to preserve stable, reliable, and economical operating conditions. The gaming
reflection on the power dispatch is discussed in [47], where a zero-sum two-stage
dynamic game model is proposed to dispatch electric power with electric vehicles. In
[48–50], in order to model both preventive and corrective actions, a three-stage
dynamic game is modeled to solve a unit commitment problem. In [51, 52], for a
multi-objective dispatch problem, Nash equilibrium concept is used to compromise
conflicting goals of generation cost and emission. In [53], a distributed energy
management model is proposed based on GT. In this study, a solution methodology
is implemented to determine the Nash equilibrium while fairness and privacy are
being secured. The solution of the problem is extended with the features of load
prediction and real-time adjustment in [54] as a Nash equilibrium problem. In [55], a
Stackelberg game is introduced between the utility and consumers. In this research, a
distributed algorithm is presented to obtain a unique equilibrium based on local
information.

10.3 Integrating Distributed Energy Resources into
the Power Grid

After the 1970s energy crisis, renewable energy sources (RESs) have been selected
by many countries as an alternative to fossil fuel. As an important step, environ-
mental pollution and emission has been reduced by Kyoto protocol, and thus,
penetration of RESs has been accelerated. Next, in respect to promoting energy
efficiency, supportive policies have been issued to increase demand response
(DR) programs. Therefore, in order to increase security of energy supply, decrease
environmental pollution, and promote energy efficiency, people worldwide turned to
using distributed energy resources (DERs).
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Past limitations in structure of distribution system, technology, and controls
caused the electric grid to stop at the meter. Therefore, there are some regulatory
barriers and operational limits, which don’t allow the DERs seen by the market and
system operators. In other words, DERs have been invisible in the management of
power system, although they have been designed and installed in the grid with
appropriate engineering methods. Large investment will be done in the grid in the
future. Under these conditions, the cost of investment and operation will rise. By
increasing DERs, distribution systems have been faced with some problems such as
load forecast uncertainties, voltage fluctuations, unbalanced phase, increasing
energy losses, and distribution line congestion. On the other hand, energy not served
has been increased by occurrence of natural disasters and malicious attacks, and the
necessity of a more resilient grid has been felt to supply the emergency loads during
such time.

Two major complementary developments are achieving to help address the
challenges associated with the emerging challenges and integrate the DERs into
the grid: micro grids (MGs) and virtual power plants (VPPs). MGs and VPPs
expands a full utilization of demand-side resources and DERs.

10.3.1 MG and VPP Components

By the capabilities of the components, energy and ancillary services can be provided
by the MGs and VPPs. Generally, the components can be categorized into five
groups: producers (including power, heat, and combined heat and power (CHP)),
storages (including thermal and electrical), and flexible and fix demands (consist of
thermal and electrical). Producers have been classified by their main resources into
fuel-based and renewable-based.

In [56–74, 84, 85, 88–91, 93–96], MGs and VPPs consist of a set of fuel-based
distributed generation (DG) units, including micro turbines (MTs) and fuel cells
(FCs), and in [56–66, 75, 77, 79–84, 88, 90, 91, 93–95], MGs and VPPs consist of a
set of RESs, including photovoltaic (PV) panels and wind turbine (WT). By con-
sidering thermal demand, MGs and VPPs can supply heat demand in addition to
electrical one by CHP units in [69, 78, 81, 85, 86]. ESSs and their constraints have
been considered in [56, 57, 59–61, 63, 65, 66, 72–74, 77–82]. As DR programs,
flexible demands have been investigated in [57–59, 62, 63, 65–68, 70–74, 77, 79,
80–84]. For the sake of comparison, the considered components by the papers have
been given in Table 10.1.

Some characteristics of components have been ignored by the authors in some
papers, while they have been investigated by the others. Therefore, the MG loads
have been considered as heat ventilation air conditioner (HVAC) and non-HVAC
loads in [58]. It have been assumed that MG can sign load curtailment and load
shifting contracts with its customers in Ref. [59]. In [61], a detail model of the energy
storage system (ESS) model is proposed which considers ESS cost and enables it to
be employed in a unit commitment problem. In order to make the operation of MG
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more resilient, thermal and electrical demands are served by the interdependent
electricity and natural gas supplies in Ref. [85]. Coordination of the WT and electric
vehicles (EV) has been exploited in [75]. In Ref. [87], an optimization algorithm is
provided to manage thermostatically loads in a VPP.

10.3.2 Optimal Operation of DERs via MGs and VPPs

The origin of MG expression was proposed for the first time by Lasseter in [97]. The
author has mentioned that an MG is a community of DERs as a single entity that can
respond to central control signals. By the definition, an MG is a group of
interconnected loads and DERs within clearly defined electrical boundaries that
acts as a single controllable entity with respect to the grid (see Fig. 10.1). An MG
can connect and disconnect from the grid to enable it to operate in both grid-
connected or island mode.

On the other hand, VPP is a group of aggregated loads and DERs which can be
participated in the electricity markets as an entity with dual role including producer

Electric vehicles
DG

PV panels

LC

MGC

Distribution
Grid

Transmission 
grid

LC

LC

LC

Industrial plant University Campus

Residential

Hospital

Energy 
Storages

Charge
parking

Subway

LC

LC

LC

LC

LC

Fig. 10.1 MG definition (LC local controller, MGC MG controller)
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and consumer (see Fig. 10.2). It should be noted that VPP is an aggregator, which
can consider grid topology or not. The origin of VPP expression was proposed for
the first time by the “virtual utility” definition in [98]. The author has been mentioned
that the virtual utility is a flexible collaboration of independent, market-driven
entities that provide efficient energy service demanded by consumers without
necessarily owning the corresponding assets. In order to achieve a market-based
entity which can provide efficient energy service, using decentralized power plants,
which is called VPP, was introduced as a suitable solution. For optimal operation of
the DERs, MG and VPP face with optimal bidding strategy in the electricity markets.
In the following text, this challenge has been investigated.

10.3.3 Bidding Strategy of MG and VPP in the Electricity
Markets Considering the Intermittent Nature
of the Renewables and the Load Variation

Generally, bidding strategy of MG and VPP in the electricity markets can be
categorized into equilibrium and nonequilibrium models. Nonequilibrium models
are based on forecasting market clearing price (MCP) and using price-based unit
commitment (PBUC) approaches. Equilibrium models are subject to Nash equilib-
rium and game theoretic approaches. In equilibrium models, it is assumed that the
model of competition between market players is imperfect, so VPP and MG have
been considered as a price maker in these models. As mentioned before, the

400 
KV

132 
KV

132 
KV

132 
KV

20 
KV

63 KV

VPP

132 
KV

Fig. 10.2 VPP definition
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competition models have been classified into Bertrand, Stackelberg, SFE, and
Cournot. To the best of our knowledge, the bidding strategies of MG and VPP
have been investigated by the Bertrand, Stackelberg, and SFE models. In Bertrand
model, the VPP bidding strategy have been proposed based on repeated games in
which multiple VPPs compete each other by the price of their production [62]. Based
on Stackelberg model, a bi-level approach has been presented in [66, 67], in order to
determine the optimal offering strategy of VPPs and MGs. And finally, in the SFE
model, the strategic behavior of VPP is presented by a supply function (SF) [71]. On
the other hand, to cope with the uncertain nature of the RESs, the MG’s bidding
strategy has been investigated in two categories: the deterministic and the stochastic
manner. In the deterministic one, the uncertainty is modeled by a single parameter. In
this approach, the uncertain variable is substituted by its expected value in the
problem. Stochastic programming (SP) is another solution to model the uncertain
process. In the SP approach, the decisions are made by the expectation of scenario
realization [66]. Therefore, the main requirement of the SP is scenario generation for
the uncertain variables and the existence of precise probability distributions. In the
SP approach, the expected value of the cost function has been minimized over the
realization of all scenarios.

10.3.4 Optimal Operation of Multi-production System
as a VPP Under Fluctuations of RESs and Load
Variability

Considering the commitments of a multi-production system (i.e., VPP) in the
electricity market, the intermittent nature of RESs, and unknown consumption
pattern of load causes the VPP faced with deficiencies or excesses in the energy
balance. Therefore, the fluctuation in the production of RESs (e.g., wind and
photovoltaic) makes the optimal operation problem of the VPP challenging. Gener-
ally, there are two major problems, which affect the optimal operation of VPP. The
first one is the uncertainties of the net load (i.e., consumption of the loads minus
production of the RESs), and the second one is the effectiveness of VPP on the
market prices as a price maker player in the electricity market. In order to deal with
the problems, deterministic and stochastic approaches have been proposed in the
following text.

10.3.4.1 Deterministic Approach

In the deterministic approach, the fluctuations of RESs and load variability have
been modeled by the expected values. In other words, the RESs’ production and the
loads’ consumption have been considered by applying their expected values. There-
fore, the intermittency of the RESs and variability of the loads are modeled by the
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most expected value of the net load (i.e., expected value of the loads’ consumption
minus expected value of the RESs’ production). By the following, the optimal
bidding of a VPP has been investigated in an intraday electricity market via Nash-
SFE equilibrium. The strategic behavior of the market participants has been modeled
by the SFE model. In the SFE model, market participants represent their bidding
strategy by the both quantity and price. In the first step, VPP needs to extract its cost
function to represent in the electricity market. For this purpose, the SF of the VPP
has been determined by a nonlinear programming (NLP). In this step, the constraints
of DGs and interruptible loads (ILs) have been considered. On the other hand, the
loading rate of the electrical lines and the bus voltage limits are considered by the AC
power flows in this step. After determining the SF, the VPP can strategically
compete with the other market participants in the intraday market by the Nash-
SFE equilibrium.

(a) 1st Step: Determining SF of VPP

In order to determine the SF of VPP, an iterative process has been proposed in
Fig. 10.3. In this algorithm, first, the cost function of the VPP can be determined by
the problem 10.1, 10.2, 10.3, 10.4, 10.5, 10.6, 10.7, and 10.8, and then, the SF of the
VPP can result from the derivation of the cost function:

Minimize costVPP,k ¼
X
i2SDG

F PDGið Þ þ
X
j2Sint

F PLC j

� �
: ð10:1Þ

Subject to the following:

X
i2SDG

PDGi �
X
j2Sint

PLC j ¼ PVPP,k þ Ploss þ Pload ð10:2Þ

Pmin
DGi

� PDGi � Pmax
DGi

ð10:3Þ
Pmin
LC j

� PLC j � Pmax
LC j

ð10:4Þ

Pmn V , θð Þ ¼ Gmn V2
m � VmVn cos θm � θnð Þ� �� Bmn VmVn sin θm � θnð Þð Þ ð10:5Þ

Qmn V , θð Þ ¼ �Bmn V2
m � VmVn cos θm � θnð Þ� �

� Gmn VmVn sin θm � θnð Þð Þ ð10:6Þ
Smn V , θð Þ � Smax

mn ð10:7Þ
Vmin
m � Vm � Vmax

m ð10:8Þ

The operation cost of VPP including the DGs and IL cost is given in (10.1). The
F PDGið Þ and F PLC j

� �
are the operation cost of the DGs and ILs, respectively. The

balance of supply and demand is enforced by (10.2). The DER limitations are
enforced by (10.3) and (10.4). Equations (10.5) and (10.6) consider the AC power
flow. The transmission line loading limits are enforced by (10.7). Finally, the bus
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voltage limits are constrained by (10.8). Therefore, by an iterative manner, the SF of
the VPP can result from the derivation of the cost function.

(b) 2nd Step: Strategic Bidding of VPP

It should be noted that the Nash equilibrium is in a point in which the profits of
market players are simultaneously maximum and any player has no changes in its
bidding strategy. Therefore, it is considered that

Costi ¼ 1
2
aip

2
i þ bipi þ ci: ð10:9Þ

Marginal costi ¼ aipi þ bi: ð10:10Þ
SFi ¼ αipi þ βi ð10:11Þ

In an imperfect competitive market, instead of representing marginal cost to the
market, the market participants represent its SF to the market where SFi shows the
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Fig. 10.3 Determining SF of VPP

10 Game Theory Application for Finding Optimal Operating Point of Multi-production. . . 201



SF of the producers. For simplicity’s sake, one degree of freedom has been consid-
ered in the problem. Therefore, the only decision variable is equal to βi (i.e., αi is
equal to ai). Regarding uniform pricing, all suppliers are paid by MCP. Therefore,
the profit of each supplier is written by the following:

πi ¼ piMCP� Costi ð10:12Þ

By considering supply-demand balance, the MCP can be written by the
following:

MCP ¼
DemandþP

i

β

aiP
i

1
ai

ð10:13Þ

Therefore, the profit can be written as

πi βið Þ ¼ 1
2ai

DemandþP
i

β

aiP
i

1
ai

2
64

3
75
2

� bi
ai

DemandþP
i

β

aiP
i

1
ai

2
64

3
75� βi

2ai
þ biβi

ai

� ci: ð10:14Þ

As mentioned before, the Nash equilibrium is in a point in which players’ profits
are simultaneously maximum, and any market player has no changes in its bidding
strategy. In this purpose, the first-order differential conditions are needed:

∂π1 β1ð Þ
∂β1

⋮

∂πi βið Þ
∂βi

2
6666664

3
7777775
¼

0

⋮
0

2
64

3
75⟹

β�1
⋮
β�i

2
64

3
75 ð10:15Þ

By this way, the VPP’s bidding strategy in the electricity market has been
proposed.

(c) Numerical Study

In Fig. 10.4, the VPP model is studied on a distribution network as a VPP.
The characteristics of DGs and ILs are in Table 10.2. The VPP forecasts the net,

so the forecasted loads are given in Table 10.3. The cost function of the VPP rivals
are given in Table 10.4. The strategic behavior of VPP is investigated for the
260 MWh demand load.
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model

Table 10.2 VPP component
characteristics Unit

ai
($/MWh2)

bi
($/MWh)

ci
($)

Pmin

(MW)
Pmax

(MW)

DG3 0.03 16.5 0 0 10

DG4 0.0177 16.35 0 0 10

DG6 0.0235 17.5 0 0 3

DG8 0.0635 16.5 0 0 3

DG9 0.022 17.6 0 0 3

LC2 0.03 18 0 0 2

LC5 0.0177 17.85 0 0 2

LC7 0.022 19.1 0 0 1

Table 10.3 Forecasted loads
of VPP

Unit Load(MWh)

L3 2

L4 2

L6 0

L8 0

L9 1

Table 10.4 SF of market
players Unit Bus

ai
($/MWh2)

bi
($/MWh)

Pmin

(MW)
Pmax

(MW)

1 1 0.02 15 15 80

2 27 0.0175 14.75 15 80

3 13 0.025 16 5 40

4 22 0.0625 14 5 50

5 23 0.025 16.1 5 30

10 Game Theory Application for Finding Optimal Operating Point of Multi-production. . . 203



The outputs of the first step are given in Table 10.5. It should be noted that the
maximum production of VPP is equal to 33.3 MW in reason of losses and voltage
drop, while the total capacity of DGs and ILs is equal to 34 MW.

The characteristics of Nash-SFE equilibrium point are given in Table 10.6. It is
shown that the VPP can compete with rivals (i.e., other power plants).

Regarding Nash-SFE equilibrium point, the VPP can schedule their components
in an optimal way. In Fig. 10.5, the optimal operation of DERs has been shown.
Since the DGs’ operation costs are below the equilibrium point of the market (i.e.,
MCP ¼ 18.22 $/MWh), all of DGs produce maximum capability (i.e., 10, 10, 3, 3,
and 3 MWh) to export their energy into the upstream network. Moreover, the
operation costs of IL2 and IL5 are below the equilibrium point of the market (i.e.,
MCP ¼ 18.22 $/MWh), these ILs curtail their maximum capability (i.e., 2 and
2 MWh) to export their energy into the upstream network. However, the operation
costs of IL7 is higher than the equilibrium point of the market (i.e., MCP ¼ 18.22 $/
MWh), it curtails part of its capability (i.e., 0.295 MWh).

Table 10.5 First step output

A ($/MWh2) B ($/MWh) C ($) Pmin (MW) Pmax (MW)

0.0292 15.863 1.9083 0 33.3

Table 10.6 Nash-SFE equi-
librium point characteristics

β�i ($/MWh) Quantity (MWh)

G1 16.27 60.03

G2 17.47 70.35

G3 14.34 35.33

G4 16.45 30.99

G5 15.75 30

VPP 15.81 33.3

MCP 18.22

DG3
DG4

DG6
DG8

DG9
IL2

IL5
IL7 0

2

4

6

8

10

M
W

h

Fig. 10.5 VPP component
schedule
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10.3.4.2 Stochastic Approach

In this section, it is assumed that VPP offering strategy can influence the market
price (i.e., it’s a price maker) but considers the other market participants’ offers/bids,
which can be known by the historical data. In Stackelberg model, the VPP can act as
a “leader,” and the rivals’ behavior (i.e., “followers”) can be obtained by the
aggregation of the rivals’ demand declarations and their supply offers. Regarding
Stackelberg model, the VPP optimal offering strategy problem is formulated as a
bi-level optimization problem. Moreover, the fluctuation of the RESs and variation
of the loads are modeled by the stochastic process. In the upper-level problem, VPP
runs PBUC selects the best stepwise supply curve to maximize its profit subject to
the market clearing conditions included within the lower-level problem. Therefore,
the VPP optimal offering strategy problem is formulated as a stochastic bi-level
optimization problem, which is converted to a mathematical program with equilib-
rium constraints (MPEC). To reformulate the bi-level problem of VPP bidding
strategy, the lower-level problem is replaced by its Karush-Kuhn-Tucker (KKT)
condition as an MPEC.

(a) Bi-level Model

The considered bi-level model for strategic bidding of VPP is explained below.
The bi-level structure of the model is shown in Fig. 10.6. The upper-level problem
represents the profit maximization of the VPP subject to DER constraints and to the

Maximize

Maximize Social welfare
Subject to:

Power balance at each bus

Generation/Consumption limits

Transmission constraints

Upper level problem

Lower level problems

VPP Profit

Subject to:

DER Constraints
VPP supply demand balance

For each scenario γ

Fig. 10.6 Bi-level structure
of VPP offering strategy
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lower-level problems. The market clearing problem is modeled by the lower-level
problem. The lower-level problem maximizes the social welfare subject to the
supply-demand balance at each bus, the production and consumption limits, and
also transmission constraints.

The problem formulation can be casted by the following:

Maximizing
X
tET

X
i2SGSP

λit � Pitð Þ

�
X
γEΩ

πγ
X
tET

X
i2Sdg

Cdg
iγt Pdg

iγt

� �
þ SUCdg

iγt þ SHCDG
iγt

0
@

8<
:

þ
X
i2Sint

Cint
iγt Pint

iγt

� �
þ
X
i2Sstr

Cstr
iγt Pstr

iγt

� �

�
X
i2SL

ρiγt � LOADiγt � Pint
iγt

� �
Þg ð10:16Þ

Subject to the following:

PG
it þ

X
i2Sdg

Pdg
iγt � ηstr

X
i2Sstr

Pstr
iγt ¼ LOADij iESnð Þγt �

X
i2Sint

Pint
iγt

þ
X
m2θn

Bnm θtn � θtmð Þ 8n:γ:t ð10:17Þ

Pdgmin
i Idgiγt � Pdg

iγt � Pdgmax
i Idgiγt 8γ:i j iESdg:t ð10:18Þ

Pdg
iγ tþ1ð Þ � Pdg

iγt � RUdg
i 8γ:i j iESdg:t ð10:19Þ

Pdg
iγt � Pdg

iγ tþ1ð Þ � RDdg
i 8γ:i j iESdg:t ð10:20Þ

Idgiγt � Idgiγ t�1ð Þ � Jdgiγt

Idgiγ t�1ð Þ � Idgiγt � Kdg
iγt

Idgiγt � Idgiγ t�1ð Þ � Jdgiγt � Kdg
iγt

8>>>><
>>>>:

8γ:i j iESdg:t ð10:21Þ

XMUT

l¼1

Idgiγ tþlð Þ � 1 � MUT 8Jdgiγt ¼ 1 8γ:i j iESdg:t ð10:22Þ

XMDT

l¼1

1� Idgiγ tþlð Þ � MDT 8Kdg
iγt ¼ 1 8γ:i j iESdg:t ð10:23Þ
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� cap0:iγ � Pstrmin
iγ

� �
�
Xt
k¼1

Pstr
ik � Pmax

iγ � cap0:iγ 8γ:i j iESstr:t ð10:24Þ

Pstr
iγt � Rstr�ch

i in charging mode 8γ:i j iESstr:t ð10:25Þ
�Pstr

iγt � Rstr�dch
i in discharging mode 8γ:i j iESstr:t ð10:26Þ

0 � Pint
iγt � Pintmax

i I intiγt 8γ:i j iESint:t ð10:27ÞX
t

Pint
iγt � Eintmax

i 8γ:i j iESint ð10:28Þ

�Fvpp
nm � Bvpp

nm θvpptnγ � θvpptmγ

� �
� Fvpp

nm 8γ:n:m:t ð10:29Þ

�π � θvpptnγ � π 8γ:n:m:t ð10:30Þ
θvpptnγ ¼ θtn 8γ:n j n ¼ GSP:t ð10:31Þ

λit:P
G
it 2 argfMinimizing

X
t

X
i2SVPP

αitP
G
it þ

X
i2SR

λRitP
GR
it �

X
i2SD

λDit P
D
it

 !
ð10:32Þ

PG
ij i2Sn0ð Þt þ PGR

ij i2Sn0ð Þt � PD
ij i2Sn0ð Þt ¼

X
m02θn0

Bn0m0 θtn0 � θtm0ð Þ : λit 8n0:t ð10:33Þ

0 � PG
it � PGmax

it : μGmax
it , μGmin

it 8i j iESVPP:t ð10:34Þ
0 � PGR

it � PGRmax
it : μGRmax

it , μGRmin
it 8i j iESR:t ð10:35Þ

0 � PD
it � PDmax

it : μDmax
it , μDmin

it 8i j iESD:t ð10:36Þ
�Fn0m0 � Bn0m0 θtn0 � θtm0ð Þ � Fn0m0 : νmax

n0m0t, ν
max
n0m0t 8n0:m0:t ð10:37Þ

�π � θtn0 � π : νmax
n0m0t, ν

max
n0m0t 8n0:t ð10:38Þ

θtn0j n0¼1ð Þ ¼ 0 : ξ1t 8n0 ¼ 1:t ð10:39Þ

It should be noted that the variable after colon shows the dual variable of the
constraints.

(b) Recasting Bi-level to MPEC Model

The MPEC corresponding to problems (10.16, 10.17, 10.18, 10.19, 10.20, 10.21,
10.22, 10.23, 10.24, 10.25, 10.26, 10.27, 10.28, 10.29, 10.30, 10.31, 10.32, 10.33,
10.34, 10.35, 10.36, 10.37, 10.38, and 10.39) is reformulated below. The lower-level
problems (10.32, 10.33, 10.34, 10.35, 10.36, 10.37, 10.38, and 10.39) are replaced
by their KKT condition. In [99], the KKT optimality condition is described in
detailed (10.16, 10.17, 10.18, 10.19, 10.20, 10.21, 10.22, 10.23, 10.24, 10.25,
10.26, 10.27, 10.28, 10.29, 10.30, and 10.31).
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αit � λit þ μGmax
it � μGmin

it ¼ 0 8i j iESVPP:t ð10:40Þ
λRit � λit þ μGRmax

it � μGRmin
it ¼ 0 8i j iESR:t ð10:41Þ

�λDit þ λit þ μDmax
it � μDmin

it ¼ 0 8i j iESD:t ð10:42ÞX
m02θn0

Bn0m0 λn0t � λm0tð Þ þ
X
m02θn0

Bn0m0 νmax
n0m0t � νmax

n0m0t

� �
þ
X
m02θn0

Bn0m0 νmin
n0m0t � νmin

n0m0t

� �þ ξmax
tn0 � ξmin

tn0 þ ξ1t
� �

n0¼1

¼ 0 8n0:t ð10:43Þ
PG
ij i2Sn0ð Þt þ PGR

ij i2Sn0ð Þt � PD
ij i2Sn0ð Þt ¼

X
m02θn0

Bn0m0 θtn0 � θtm0ð Þ 8n0:t ð10:44Þ

0 � PG
it⊥μGmin

it � 0 8i j iESVPP:t ð10:45Þ
0 � PGR

it ⊥μGRmin
it � 0 8i j iESR:t ð10:46Þ

0 � PD
it⊥μDmin

it � 0 8i j iESD:t ð10:47Þ
0 � PGmax

it � PG
it⊥μGmax

it � 0 8i j iESVPP:t ð10:48Þ
0 � PGRmax

it � PGR
it ⊥μGRmax

it � 0 8i j iESR:t ð10:49Þ
0 � PDmax

it � PD
it⊥μDmax

it � 0 8i j iESD:t ð10:50Þ
0 � Fn0m0 þ Bn0m0 θtn0 � θtm0ð Þ⊥νmin

n0m0t � 0 8n0:m0:t ð10:51Þ
0 � Fn0m0 � Bn0m0 θtn0 � θtm0ð Þ⊥νmax

n0m0t � 0 8n0:m0:t ð10:52Þ
0 � π þ θtn0⊥ξmin

tn0 � 0 8n0:t ð10:53Þ
0 � π � θtn0⊥ξmax

tn0 � 0 8n0:t ð10:54Þ
θtn0j n0¼1ð Þ ¼ 0 8n0 ¼ 1:t ð10:55Þ

It should be noted that this MPEC model can be linearized and converted to a
mixed integer linear problem (MILP). There are two kinds of nonlinearity in the
problem. First, the multiplication of the λit and Pit in the objective function, which
can be linearized by the strong duality theorem. In a convex problem, the primal and
dual problems are equal to each other at the optimum point by the strong duality
theorem [8]. Second, the complementarity condition is given in Eqs. 10.45, 10.46,
10.47, 10.48, 10.49, 10.50, 10.51, 10.52, 10.53, and 10.54. Such a condition can be
linearized by replacing a, b � 0, θ 2 {0, 1}, a � θMa, b � (1 � θ)Mb instead of
0 � a ⊥ b � 0. Noteworthy, Ma and Mb should be tuned large enough to reach the
optimal value [9]. Therefore, the MILP problem can be solved by the existing
CPLEX commercial solver [10].
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(c) Numerical Study

For the sake of simplicity, the proposed model tests on a three-bus test system as a
VPP. The VPP system is connected to the upstream network at the PCC. The
upstream network is a three-bus test system (see Fig. 10.7).

The operation costs of the VPP’s components (i.e., DGs, IL, and ESS) are in
Tables 10.7, 10.8, and 10.9. The VPP’s net load (i.e., load’s consumption minus
RES’s productions) can be forecasted based on historical data, so the intervals of the
net loads are given in Fig. 10.8. It should be noted that the net load scenarios are
determined in the grey shade intervals.

For numerical analysis of electricity market, a three-bus test system is considered.
It is assumed that the market players can offer its cost function by the three pairs of

12

3

3-1 3-2
ESS

DG

PCC

VPP

:Fix Load
:Interruptible 

Load 

DG

G

RES

:Elastic
 Load

GFig. 10.7 Upstream and
VPP grids

Table 10.7 Cost function of DGs

Unit Bus

Cost ($/MWh) Step width (MWh)

Pmin (MW) Pmax (MW)Step 1 Step 2 Step 3 Step 1 Step 2 Step 3

DG1 3 70 75 80 2 6 4 0 12

DG2 3–2 61 65 70 1 7 6 0 14

Table 10.8 Cost function of ILs

Unit Bus Variable cost ($/MWh) Fix cost ($) Pmin (MW) Pmax (MW) Emax (MWh)

IL1 3–2 25 5 0 2 8

Table 10.9 Cost function of ESS

Unit Bus
Variable cost
($/MWh)

Fix cost
($)

Pmin

(MW)
Pmax

(MW)
η
(%)

Emax

(MWh)

ESS1 3–1 2 5 0 2 90 4
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the cost and step width. The rival’s offering strategies, which compete with VPP in
the market, are in Table 10.10.

Table 10.11 shows the net demand block for each period of time for the wholesale
energy market. In order to consider the net load fluctuations, the proposed model has
been studied for the two cases. In the first case, the fluctuation of the RESs’
production and load consumption have been considered by the only one scenario
(i.e., central forecast in Fig. 10.8). In the second case, the net load uncertainty has
been considered by the scenarios in the forecasted interval, which is shown in
Fig. 10.8.

In Fig. 10.9, the total productions of the DERs, including DGs, IL, and ESS, have
been shown by the two cases. The expected value and the standard deviation are
illustrated by the marks and vertical bars, respectively. Regarding central forecast in
the first case, the VPP is not faced with the net load uncertainty. Therefore, the
standard deviation of the total productions in each hour is equal to zero. However,
the VPP can operate its DERs in a certain manner. Since the standard deviation value
indicates the minimum and maximum of the total production of DERs, it is evident
that VPP operates its DERs to cover the net load uncertainty by regarding net load
scenarios in the second case.

In Fig. 10.10, the production shares of each market participants, including G1,
G2, and VPP, have been shown in two case studies. By considering net load
uncertainty, the market shares of G1 and G2 in the electricity market have no
changes in cases 1 and 2. However, the market shares of VPP in the electricity
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Table 10.10 Price offer of market participants

Unit Bus

Cost and step width pairs ($/MWh, MWh)

Pmin (MW) Pmax (MW)Step 1 Step 2 Step 3

G1 1 (100, 2) (120, 4) (130, 4) 0 10

G2 2 (73.5, 2) (75.2, 3) (100, 3) 0 8
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Table 10.11 Net demand block for each period of time

$/MWh
Hours 110 105 98 95 85 80 78 76 74 73 70 65

1 16 2 2 2

2 16 2 2 2

3 16 2 2 2

4 16 2 2 2

5 16 2 2 2

6 16 2 2 2

7 16 2 2 2

8 16 2 2 2

9 16 2 2 2

10 16 2 2 2

11 16 2 2 2

12 16 2 2 2

13 16 2 2 2

14 16 2 2 2

15 16 2 2 2

16 16 2 2 2

17 16 2 2 2

18 16 2 2 2

19 16 2 2 2

20 16 2 2 2

21 16 2 2 2

22 16 2 2 2

23 16 2 2 2

24 16 2 2 2

20
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market have been affected by considering net load uncertainty. During hours 1–6,
14, and 19, the market shares of the VPP have been increased in case 2. It should be
noted that the VPP’s DER total productions have been increased in case 2 in
comparison to case 1 during hours 1–6, 14, and 19; (see Fig. 10.9). During hours
7–13, 15–18, and 21–24, the market shares of the VPP have been decreased in case
2. Noteworthy, the VPP’s DER total productions have been decreased in case 2 in
comparison to case 1 during hours 7–13, 15–18, and 21–24; (see Fig. 10.9). Finally,
the market shares of the VPP have no changes in case 2 during hour 20, when the
total productions of DERs have no changes in two cases (see Fig. 10.10).
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Chapter 11
4E Analysis of Subcooled-Compressed Air
Energy Storage System, a Smart Tool
for Trigeneration and Integration of Cold,
Heat and Power Sectors

Ahmad Arabkoohsar

11.1 Introduction

Moving towards an energy system in which all the energy supply chains are
supported fully by renewable technologies has been the energy planning strategy
of many countries. This, especially, has been more serious in developed lands
including EU countries [1]. This transition from fossil-fuel-based energy supply
systems towards the fully renewable-energy-based systems is, however, extremely
challenging due to the technical and economic restrictions for employing renewable
energy technologies [2]. One of the most serious challenges in this regard is that
solar irradiation and wind energy as the two most important renewable sources are
extremely fluctuating and there is not a precise long-term forecast method for them
yet [3]. Among the different solutions proposed so far for addressing this gap, using
energy storage technologies, i.e. electricity storage and thermal energy storage, is
one of the topics of interest [4].

Unlike thermal energy storage solutions which mostly have well-developed state-
of-practice, electricity storage technologies are still being developed in different
categories. The possible categories of electricity storage include chemical, electro-
chemical, electrical and mechanical technologies [5]. Regardless of the categories,
batteries are the most widespread electricity storage systems which are well-
developed and broadly used from very small scale to medium scales [6]. The
problems of batteries, however, are being too expensive per kilowatt-hour of capac-
ity and offering very low energy density. These problems make batteries not being
appropriate for large-scale renewable power plants [7]. Among other electricity
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storage solutions, pumped hydroelectric storage, after batteries, is probably one of
the most popular and most widely used systems for large-scale energy storage. This
technology has a very good round-trip efficiency (about 75–85%) and can be sized
from medium scales to super large scales, though the large investment cost of
constructing huge water dams is a serious disadvantage of that. Besides this, special
geographical needs for building up this system restrict its deployment in many
locations [8].

Besides pumped hydroelectric storage, gravitational storage, flywheel storage,
pumped heat electricity storage, hydrogen storage, high-temperature heat and power
storage and, of course, compressed air energy storage (CAES) are the other possible
methods of electricity storage technologies. Each of the aforementioned technolo-
gies has its own advantages and limitations. For example, gravitational energy
storage is a simple electricity storage that has very recently been introduced and is
still in the development stage. The primary observations show that it can result in an
interesting efficiency of above 90% while its cost-effectiveness looks quite interest-
ing too [9]. This system, however, should be proved first via thorough research,
development and pilot-scale demonstration to be considered as a serious storage role
maker of energy systems. Flywheel storage which might be as efficient as gravita-
tional storage, i.e. round-trip efficiency of about 90%, has a more advanced state-of-
the-art and even state-of-practice and could be found in operation in some energy
systems. But the low energy density, the high self-discharge rate and large cost of the
system are the main reasons of restricting the widespread use of this technology on a
large scale [10].

Pumped heat electricity storage, just the same as gravitational electricity storage,
is another new concept of electricity storage which looks so much promising but
needs more research and development behind. This technology is claimed to offer a
round-trip efficiency of 70–80% and a great energy density. In addition, the use of
packed beds of rocks as the heat storage method of the system makes the technology
cheap and cost-effective. However, not-developed state-of-the-art, especially for the
special air expander and compressor technologies it needs to operate, is its main
restrictor for being used at the moment [11]. High-temperature heat and power
storage, based on the same principle as that of pumped heat electricity storage,
i.e. storing excess electricity as thermal energy, is another new type of electricity
storage receiving attention from the market players and researchers [12]. The main
differences of this technology from pumped heat electricity storage is that, however,
a simple electrical coil is used for converting electricity to high-temperature heat and
the stored heat is reclaimed to drive a conventional power cycle, e.g. gas turbine or
steam cycle [13, 14]. This technology is a cogeneration system offering heat and
electricity production in discharging mode at the electricity-to-heat and electricity-
to-electricity efficiencies in the ranges of 50–65% and 25–35%, respectively [15].

As mentioned before, CAES is also one of the most important electricity storage
technologies in the category of mechanical energy storage systems [16]. A CAES
system might be seen in different configurations depending on where and based on
which aim it is to be implemented [17]. The best electricity-to-electricity efficiency
that one could expect from a CAES configuration is claimed to be about 80%, while
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for simpler configurations, it can be as low as 30% or even lower [18]. The
configuration that leads to the best electricity efficiency is multistage adiabatic
CAES in which multistage compressors and multistage expanders are used and the
heat generated during the expansion process is collected for preheating the airflow
before the air expands in the discharging mode [19]. One level simpler design of this
system might be an adiabatic CAES which takes advantage of the heat generation
due to the air compression process but has a single-stage expander and compressor
[20]. The oldest design of CAES, however, is diabatic CAES which neither uses
multistage turbomachinery nor utilizes the heat of compressors and, as a result, has a
lower efficiency than the other configurations [21].

Besides these three older configurations of CAES technology, there are two
newer configurations proposed for that which are appropriate for specific energy
system conditions. The first one is a low-temperature CAES system which is mostly
similar to a multistage adiabatic CAES but does not go for high temperatures before
expansion [22]. Thus, this configuration does not need any fossil-fuel-based high-
temperature heater for compressed air heating and is most suitable for locations with
medium-temperature excess heat flows or strict restriction of fossil fuel use. The
most recent configuration of CAES, however, is the electricity storage yet
trigeneration concept of subcooled-CAES [23]. This design not only does not need
any fossil-fuel-based heaters for air preheating process, just like the low-temperature
CAES system, but also it does not spend the collected heat of the compression phase
for preheating the airflow of the expanders. Therefore, the airflow through the air
turbines goes to very low temperatures (in the range of �50 to �100 �C), and this is
why the concept is called subcooled-CAES [24]. The low-temperature air discharged
from each turbine stage is used for cold production. This technology presents an
electricity-to-heat efficiency of about 80–90% in the charging mode and the
electricity-to-electricity and electricity-to-cold efficiencies of about 20–30%
[25]. Having said all these, one could sum up that this innovative design of CAES
is most appropriate for locations with widespread cold, heat and electricity grids,
e.g. Scandinavian countries [26]. Such a trigeneration system can be a source of
synergies between the three different energy sectors as a very important character-
istic of future energy systems [27].

The primary thermodynamic model of subcooled-CAES technology has been
presented in the literature [24, 25]. Its off-design performance investigation in terms
of energy efficiency has also been carried out [28]. This work presents very detailed
energy, exergy, economic and environmental analyses of the subcooled-CAES
system in a double-stage configuration when operating in a real energy market of
Scandinavia. This would give a much bigger picture of the technology in terms of
technical performance and expected economic benefits when coming to real-life
operation.
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11.2 Concept Introduction

Figure 11.1 shows a schematic of a double-stage compression-expansion subcooled-
CAES system. According to the figure, in the charging part, the system comprises a
double-stage compressor in which after each of the stages, there is a heat exchanger
letting the heat generated through the compressors be utilized for heating objectives.
Here, the proposition is using this heat flow to go directly for district heating supply
with an inlet temperature of 40 �C and the target temperature of 80 �C [29]. Then, the
compressed air is collected in an air storage space which can be a multi-tank
chamber, an underground-storage or similar depending on the design capacity and
pressure of the system.

In the discharging part, there are two turbine stages: after each, there is a heat
exchanger. In other configurations of the CAES, these heat exchangers (and an
auxiliary heater) are located before the expansion processes, but here, there is no
need to any preheating heat exchanger (or heater), and the air enters into the turbines

Fig. 11.1 Subcooled-CAES system diagram; HX: heat exchanger, green lines: air stream, light-
blue lines: medium-temperature water stream, red-lines: high-temperature water, dark-blue line:
low-temperature water stream
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at the same temperature as that in the air storage. Instead, the heat exchangers are
located after the turbines to let the air temperature drop to very low levels and then,
the cold air stream is used for cooling applications. Here, it is supposed to use the
cold supply potential for district cooling support in which the inlet temperature is
15 �C and the target temperature is 8 �C [30]. Clearly, in addition to the cold supply
potential, the system will also generate electricity when discharging.

Naturally, the number of stages of the system could be larger, but this is a matter
of cost and effectiveness which needs a comprehensive cost analysis with real
components’ costs and other economic factors which is out of the scope of this
work. Here, as an example, a double-stage configuration is analysed.

The maximum pressure of the system is also a matter of capacity of the system.
For larger plant capacities, higher pressures are required. The literature shows air
pressures even up to 150 bar. Here, however, the capacity is to be limited to 10 MW
as maximum charging and discharging rates. Thus, a medium peak pressure of
64 bar is considered for the system. In this case, no underground cavern would be
needed for the plant either.

Table 11.1 gives general information about the system design and features which
is going to be used for the modelling in this work.

Note that the turbine stages (and also compressor stages) may work in parallel or
in series with each other depending on the instantaneous pressure of the air storage
chamber. If the pressure of the chamber is below 8 bar, the stages are in parallel, and
if the pressure is above 8, they come in series.

11.3 Mathematical Model

The mathematical model of the system is presented in the four subsections: the
energy model, exergy model, economic model and environmental model.

Table 11.1 Characteristics
considered for the subcooled-
CAES system in this study

Parameter Information

System nominal capacity 10 MWp

Expansion/compression stages 2

Expansion/compression ratio of each stage 8

Charging/discharging time 10 hours

Maximum pressure of the system 64 bar

Air storage space temperature 298 K

Effectiveness factor of heat exchangers 0.95 [31]

Isentropic efficiency of compressors 0.85 [32]

Isentropic efficiency of turbines 0.65 [33]

11 4E Analysis of Subcooled-Compressed Air Energy Storage System, a Smart Tool. . . 221



11.3.1 Energy Model

For the analysis of the system performance in terms of energy, the energy balance
equations governing all of its components are required. For the charging part, one
has the following:

CPsurplus ¼ _WC ¼ _ma,c1wc1 þ _ma,c2wc2: ð11:1Þ

Ta,ce ¼ Ta,ci 1þ rc
k�1
kð Þ � 1
ηis,c

 !
ð11:2Þ

_Qhx ¼ εhx _macp,i Ta,i � Tdhw,ið Þ ¼ _ma cp,iTa,i � cp,eTa,e
� �

: ð11:3Þ

Cptass ¼
Mt�1

ass þ _mt
adt

� �
RTass

Vt
ass

: ð11:4Þ

Here, Eq. (11.1), neglecting mechanical losses of the compressors, calculates the
total electricity consumption of the compressors for producing compressed air in
which Psurplus is the surplus electricity of the renewable power plant coupled to the
energy storage unit, _ma is the air flow rate, and wc is the specific work consumption
of each of the compressor stages. Equation (11.2).) calculates the outlet temperature
of the air after each compression stage where subscripts ci and ce refer to the
compressor inlet and outlet conditions, rc is the compression ratio, k is air specific
heat ratio (1.4), and and ηis, c is the compressor isentropic efficiency. In Eq. (11.3),
which calculates how much heat is transferred from the airflow to district heating, εhx
is the effectiveness factor of the heat exchangers (0.95), cp, i is the specific heat of
airflow at inlet condition, and Tdhw, i is the inlet temperature of district heating water
(40 �C). Finally, Eq. (11.4) calculates the changes of the air storage space pressure
over the charging period in whichMass is the mass of the air in the storage, Vass is the
storage volume, and Tass is its temperature. R is the air gas constant, and the
superscript t counts the time steps.

Similarly, for the discharging part, one has the following:

_WT ¼ Prequired

ηg
¼ _ma,t1wt1 þ _ma,t2wt2: ð11:5Þ

wt ¼ RT t,i
k

k � 1
1� rt

k�1
kð Þ

ηis,t

 !
: ð11:6Þ
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ptass ¼
Mt�1

ass � _mt
adt

� �
RTass

Vt
ass

: ð11:7Þ

Here, Eq. (11.5) calculates the work product of the turbines in which Prequired is
the power needed to be produced by the system and ηg is the efficiency of the
electricity generator (0.95). Also, wt is the specific work of turbine stages which
could be calculated by Eq. (11.6) in which rt is the expansion ratio (1/8) and ηis, t is
the turbine isentropic efficiency. Finally, Eq. (11.7) calculates how the pressure of
the air storage changes as the system discharges. Note that the cold supplied to the
district cooling via the heat exchangers between the turbines could be calculated by
the same equation as Eq. (11.3) where Tdcw, i (the inlet district cooling water) sits
instead of Tdhw, i.

Then, one could calculate the round-trip electricity-to-heat, electricity-to-cold and
electricity-to-electricity efficiencies of the subcooled-CAES as below:

ηel�to�h ¼
Ptt
t¼1

_Q
t
h

Ptt
t¼1

Pt
surplus

: ð11:8Þ

ηel�to�c ¼
Ptt
t¼1

_Q
t
c

Ptc
t¼1

Pλ
surplus

: ð11:9Þ

ηel�to�el ¼
Ptt
λ¼1

Pt
generated

Ptt
t¼1

Pt
surplus

: ð11:10Þ

where the parameters _Q
t
h, _Q

t
c and Pt

generated are the rates of heat, cold and electricity
production of the subcooled-CAES system at any time step of t. tt is the number of
the time steps for a full round-trip operation of the storage system.

11.3.2 Exergy Model

By the same approach as that presented for the energy analysis, the exergy model of
the subcooled-CAES is presented as follows. For the charging part, the exergy
balance of each of the compressor stages, each of the heat exchangers, and the air
storage space could be given by the following correlations, respectively:
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_ma,c _wC þ _ma,c hi,c � he,cð Þ � To cp ln
T i,c

Te,c

� �
þ R ln rcð Þ

� �� �
¼ To

_Sgen,c ð11:11Þ

_ma,hx hi,a � he,að Þ � Tocp ln
T i,a

Te,a

� �� �
þ

_mdhw hi,dhw � he,dhwð Þ � Tocw ln
T i,dhw

Te,dhw

� �� �zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{_ψdhw

¼ To
_Sgen,hx ð11:12Þ

d _ψ ass

dt
¼ _ma hi,a � hoð Þ � To cp ln

T i,a

To

� �
� R ln

pi,a
po

� �� �� �
� To

_Sgen,ass ð11:13Þ

where h is the specific enthalpy, To and po are the ambient temperature and pressure,
cp is the average heat capacity of the fluid on the two sides of the control volume, and
cw is water specific heat. Also, _ψ is the exergy rate, and _Sgen refers to the rate of
entropy generation of each process.

Having similar parameters, in the discharging part, the same exergy balance
equations apply to the heat exchangers and the air storage, while the exergy balance
of each of the turbine stages could be defined as below:

_ma,t hi,t � he,tð Þ � To cp ln
T i,t

Te,t

� �
þ R ln rtð Þ

� �� �
¼ _ma,t _wt þ To

_Sgen,t: ð11:14Þ

By applying these exergy balance equations, the exergetic electricity efficiency,
exergetic heat efficiency and exergetic cold efficiency of the subcooled-CAES are
found as follows: storage space could be given by the following correlations,
respectively:

ηII,el�to�h ¼
Ptt
t¼1

_ψ t
dhw

Ptt
t¼1

Ptsur

: ð11:15Þ

ηII,el�to�c ¼
Ptt
t¼1

_ψ t
dcw

Ptt
t¼1

Ptsur

: ð11:16Þ

ηII,el�to�el ¼
Ptt
t¼1

Ptgenerated

Ptt
t¼1

Ptsur

ð11:17Þ
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where _ψ t
dhw and _ψ t

dcw are the rates of exergy supplied to the district heating and
cooling grids at any time steps.

11.3.3 Environmental Analysis

Generally, since an energy storage unit is to stabilize the energy output of renewable
power plants, it is absolutely environmentally friendly. But in order to quantify how
impressive the subcooled-CAES performs for emission reduction, a certain energy
system and certain operating conditions are considered in this work, and calculations
are done for that. Here, the case study is the Danish energy system which has
widespread district heating and cooling networks besides the electricity grids. In
the Danish energy system, there is a high penetration of waste-fired CHP plants.
Thus, here, it is assumed that all the energy supplied by the subcooled-CAES would
be provided by waste-fired CCHP plants if the energy storage unit is not employed.
Generally, in a CHP plant, about 30% of the supplied energy as fuel is given back in
the form of electricity, and around 55% is extracted as heat. Supposing that the
CCHP plant is to provide the same amount of cold and heat, and considering the
reasonable COP of 0.7 for the absorption chiller driven by the heat output of the CHP
plant, 59% of the net produced heat goes for cold supply (resulting in 22.5% fuel-to-
cold efficiency, i.e. 59% � 55% � 0.7 ¼ 22.5%), and 22.5% of the energy released
via combustion of the solid waste remains for heat supply. Thus, in a CCHP plant,
30% is the fuel-to-electricity efficiency, and 22.5% is the fuel-to-cold and fuel-to-
heat efficiencies.

According to Ref. [34], an average of 415 kg of equivalent CO2 might be released
when incinerating one tonne of municipal solid waste. The heating value of munic-
ipal solid waste is considered as 8500 kJ/kg [35].

Thus, having the performance indices of the waste-fired CCHP plant, and just
calculating the amount of waste to be incinerated to cover the same amount of energy
as that provided by the subcooled-CAES, one could simply calculate how much
pollution would be released otherwise.

11.3.4 Economic Analysis

In order to assess the effectiveness of a subcooled-CAES system in the Danish
energy matrix, a net present value (NPV) analysis is carried out on the system for
certain numbers of full charging-discharging operating rounds of the system during
each year. For this, the standard electricity, heat and cold spot prices of 30 €/MWh,
21 €/MWh and 28 €/MWh are taken into account [36]. The NPV of a system is
calculated as follows:
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NPV ¼
XN

j¼1

Bj � Cj
� �
1þ rð Þj : ð11:18Þ

where B is the system benefits including the heat, cold and electricity supply
benefits; C is the initial cost of the system as well as the running, operating and
maintenance costs; r is the interest rate considered for such projects, 4% here; and
j counts the years of operation of the system [37].

11.4 Performance Analysis Results

As mentioned, in this study, the performance of a double-stage subcooled-CAES
system is to be investigated when employed in a renewable power plant with an
excess power rate of 10 MW for a continuous period of 10 hours. Figure 11.2 shows
the required size of the air storage to achieve the maximum pressure of 64 bar exactly
at the end of the 10-hour charging period. According to the figure, the maximum
pressure of 64 bar is achieved as the air storage vessel volume is set at 7740 m3.

Having set this storage volume for the storage, one could follow the variation of
the storage pressure over the 10 hours of charging process followed by a 10-hour
discharging period. This is shown in Fig. 11.3. As seen in the figure, the pressure first
increases to 8 bar, and then, due to the change of the arrangement of the compressors
from parallel to series, with a sharper inclination, its pressure hits the peak value of
64 bar at the end of the charging process. Then, over the discharging process, while
the turbines work in series, the pressure decreases to 8 bar, and then, the turbines
change to parallel operation to totally empty the storage vessel. This, however, does
not take 10 hours because of the inefficiencies of the system.
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Figure 11.4 presents information about the mass flow rate of air being compressed
in the charging mode and being expanded during the discharging mode. The data is
sorted from large to small values and in a non-dimensional format (divided by the
maximum compression/expansion flow rates). The maximum compression flow rate
is 32.6 kg/s, and the maximum value of expanding air flow rate is 229.3 kg/s. The
maximum flow rates are both associated with the modes that turbomachinery work in
parallel. This figure shows how many time steps and in what ranges the compressors
and the expanders operate to cover their assigned tasks.

Table 11.2 details the properties of the system working fluids (air and district
heating/cooling water) at different points of the cycle when working at full load.
These points are marked on the schematic of the system in Fig. 11.1.

Fig. 11.3 Air storage pressure over the 20-hour charging-discharging operation period

Fig. 11.4 Non-dimensional mass flow rate of expanding/compressing air during the charging and
discharging periods
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Figure 11.5 shows the rate of heat, cold and power supplies when the system
charges/discharges. Naturally, as the excess power for charging and the delivered
power when discharging are considered constant, the rates of cold, heat and power

Table 11.2 System thermodynamic properties at different points

No. Fluid
Temperature
(K)

Pressure
(kPa)

Enthalpy
(kJ/kg)

Entropy (kJ/kg.
K)

1 Air 298 100 298.4 5.699

2 Air 582 800 588.5 5.784

3 Air 323 800 323.6 5.183

4 Air 582 6400 588.5 5.187

5 Air 323 6400 323.6 4.586

6 Air 298 6400 298.4 4.505

7 Air 211 800 211.1 4.756

8 Air 278 800 278.4 5.032

9 Air 197 100 197.1 5.284

10 Air 278 100 278.4 5.629

11 Pressurized
Water

313 1200 168 0.5699

12 Pressurized
Water

353 1200 335.3 0.5699

13 Pressurized
Water

288 1200 63.5 0.2221

14 Pressurized
Water

281 1200 34.18 0.119

Fig. 11.5 Rates of heat, cold and electricity supply of the subcooled-CAES over a round-trip
operation
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supplies of the system are constant over time. It should be noted that the heat supply
continuous for exactly 10 hours, while the cold and power supplies will stop as the
cavern is fully discharged of the compressed air, which is at the 150th time step
according to Fig. 11.3. Thus, the total delivered heat, cold and power over a
complete charging/discharging cycle will be 90.1 MWh, 21.5 MWh and 24.9
MWh, respectively.

Having this information, and considering the total excess electricity of 100 MWh
supplied to the storage system, one could simply calculate the electricity-to-electric-
ity, electricity-to-heat, electricity-to-cold and overall efficiencies of a double-stage
subcooled-CAES as 24.9%, 90.1%, 21.5% and 136.5%, respectively. Since effi-
ciency above 100% is not logically defined, for the subcooled-CAES system, the
overall coefficient of performance is defined, which will be 1.36.

In a similar manner, having information about the enthalpy and entropy values of
the working fluids in different points of the cycle, one can quantify the efficiencies of
the system over a full load charging-discharging process. Figure 11.6 gives infor-
mation about the exergetic efficiency of a double-stage subcooled-CAES system
working based on the configuration and specifications considered in this work.

According to the figure, the heat exergy efficiency of the system is about 9%, the
cold production exergy efficiency is below 1%, and the electricity exergy efficiency
is 24.9%. The noteworthy point is that the heat and cold exergetic efficiencies are too
low, especially for the cold production process, because the temperature variation in
the working fluids are so low that the rates of irreversibilities remain too high. The
exergy and energy efficiency indices for electricity should be the same because an
electrical flow is 100% net exergy.

Considering the information given for the environmental impact analysis and the
performance assessment report presented above for the subcooled-CAES unit, one
could calculate how much emission is prevented by using this energy storage system
over a round-trip full-load charging-discharging operation. Figure 11.7 gives

Fig. 11.6 Exergetic efficiencies of the subcooled-CAES system over a round-trip full-load
operation
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information about this matter categorizing the emission prevention values in differ-
ent sectors. According to the figure, a round-trip operation of the energy storage
system would prevent the emission of about 76 tonnes of equivalent CO2, while this
prevention for the cold and electricity sectors is about 16 and 18 tonnes of CO2eq,
respectively.

Figure 11.8 presents the trend of variation of the NPV value of the system over
the years of operation. For plotting this figure, the capital investment of
900 USD/kW, including the installation costs, for the subcooled-CAES is consid-
ered. As mentioned before, the interest rate is considered as 4%, and the annual

Fig. 11.7 Level of emission prevention of the system in each energy sector over a round cycle
operation

Fig. 11.8 NPV analysis of the system
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operating and maintenance costs are 3% of initial investment [23]. The plot is based
on a continuous charging-discharging operation of the system over the entire year
(meaning 438 cycles). As seen, by such economic assessment values and the energy
pricing strategies considered, the payback period of the system will be about 9 years.

The results presented so far are all based on certain operation/analysis consider-
ations. Thus, a sensitivity analysis of the results to some key parameters should be
carried out to get a better insight into the system’s techno-economic performance
criteria. These parameters are the ambient temperature, isentropic efficiencies of
turbines and compressors, the pinch temperature of the heat exchangers and the
number of operating cycles over the year.

Figure 11.9 shows how the exergetic and energetic efficiencies would vary for
different ambient temperature ranges. As seen, increasing the temperature of ambient
slightly reduces the energetic and exergetic performance indices but the cold pro-
duction exergy efficiency which improves mildly and the heat production energy
efficiency which first increases and then reduces. The heat energy efficiency is
optimal at ambient temperature of 303 K.

Figure 11.10 shows the effect of isentropic efficiency of the turbines on the
overall cold and power energetic and exergetic efficiencies. Naturally, the heat
production efficiencies are independent of the turbine performance. As seen, the
cold and electricity production energy efficiencies linearly and significantly improve
as the turbine isentropic efficiency improves. The best power (energy and exergy)
efficiency with a turbine as good as having the isentropic efficiency of 95% can be
about 37%. The cold production exergetic efficiency does not show much sensitivity
to this parameter.

Figure 11.11 investigates and the effect of compressor isentropic efficiency on the
overall energy and exergy performances of the system. Unlike the turbine efficiency
which only has impacts on the discharging mode performance, compressor
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isentropic efficiency affects both charging and discharging modes because a smaller
compressor efficiency means less compressed air generation and, consequently, less
net power and cold efficiencies. This can be seen from the figure too where all the
parameters improve as the isentropic efficiency of the turbine enhances but the heat
energy and exergy efficiencies which do not change up to the critical isentropic
efficiency of 0.85 and, thereafter, decrease gradually.

The pinch temperature for the cold and heat supply heat exchangers was consid-
ered 10 K during the simulations so far. Figure 11.12 shows how changing the pinch
temperature of the heat exchangers after the compressors and the turbines on the
heat, cold and electricity production energy/exergy efficiencies. The pinch temper-
ature 0 K means that the heat exchangers are so efficient and large enough that the
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airflow reaches the temperature of water flows entering the heat exchangers. Natu-
rally, this is the best possible case, and as the pinch temperature increases, the
efficiencies drop accordingly. Although a pinch point of 0 K is not impossible, it
is most often not economically feasible, and therefore, heat exchangers are so
designed that an acceptable effectiveness factor is obtained yet the costs of the
system are kept as low as possible.

Naturally, an energy storage system cannot be in operation all the time. There are
occasions that the system needs to stay on standby mode and neither receives any
excess electricity nor generates energy. Therefore, the number of full charging-
discharging rounds in a year is an important factor that affects the economic
feasibility of the system and the level of its environmental effectiveness. Figure 11.13
investigates the impacts of the number of round-trip operation of the subcooled-
CAES system on its payback period and the total annual emission reduction. As
seen, the payback period of the system destroys as the number of operating cycles
drop. For example, at the operation cycles of 250, the payback period of the
technology will be about 27 years, while for 400 cycles a year, the payback period
will be only 10 years which is an acceptable term. The environmental benefit, on the
other hand, linearly improves as the number of cycles increases. For 400 cycles of
operation a year, a total amount of 44 million kg of CO2eq is prevented to be wasted.

11.5 Future Prospective

This work presents a detailed energy, exergy, economic and environmental analysis
of a double-stage subcooled-CAES system. The subcooled-CAES is a new mechan-
ical energy storage technology that offers the trigeneration of cold, heat and
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electricity at a pretty high overall efficiency and can facilitate the integration of three
energy sectors. For carrying out the analyses, the system is assumed to be employed
in the energy system of Denmark with its certain energy pricing and supply speci-
fications. The results show that for a double-stage subcooled-CAES with the max-
imum pressure of 64 bar, a storage vessel with the volume of 7740 m3 would be
needed. The analyses show that for an ambient temperature of 298 K, pinch
temperature of 10 K for the heat exchangers and isentropic efficiencies of 0.85 and
0.65 for the compressor and expanders, this system will result in the electricity-to-
heat, electricity-to-cold and electricity-to-electricity efficiencies of about 90%, 21%
and 24%. Thus, the overall performance coefficient of the system will be about 1.3.
The exergetic performance indices of the system, however, will not be that impres-
sive where the heat production exergy efficiency will be around only 9% while the
cold production exergy efficiency remains as low as below 1%. The sensitivity
analysis carried out shows that the performance could be enhanced by improving
the isentropic efficiencies of turbines and compressors. In addition, lowering the
ambient temperature could increase the electricity efficiency and overall perfor-
mance of the storage technology. It was shown that increasing the effectiveness
factor of the heat exchangers, in the form of a smaller pinch temperature, could help
in getting better electricity, cold and heat energy/exergy production efficiencies. The
economic analysis showed that, in case of continuous operation of the system at full-
load all over the year, a payback period of below 9 years could be achieved. This,
however, will not be practically possible. The sensitivity analysis shows that if the
number of operating cycles drops to 300 rounds per year, the payback period will be
15 years. For 200 cycles, the payback period will be 76 years. The analyses also
show that the subcooled-CAES can be extremely helpful for a cleaner production
chain where with 300 cycles of full-load operation a year, it can prevent a total of
33 million kg of CO2eq from being emitted. In case of full-time operation, this figure
even increases to 48 million kg CO2eq/year.
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Chapter 12
3E Analysis of Hybrid Solar-Waste Driving
CHP Plant with Flue Gas Recovery Unit,
a Smart Solution Toward Sustainable
Energy Systems

Meisam Sadi and Ahmad Arabkoohsar

12.1 Introduction

Due to population increase and extensive material (food, etc.) consumption growth,
the global volume of municipal solid waste (MSW) is increasing every day. Besides
this, as nations and cities urbanize and further develop economically, it is estimated
that waste generation capacity augments from just about 2 billion tons to around
3.5 billion tons from 2016 to 2050 [1]. Efficient MSW treatment is, therefore,
extremely important for the world to not let the increasing waste production lead
to serious challenges. Apart from recycling which is, of course, the smartest method
of waste treatment, the nonrecyclable part of MSW could be either landfilled or
incinerated [2]. Among the two alternative methods of waste recycling mentioned
above, MSW incineration with the aim of energy production, of course, is by far the
preferred method [3]. Waste-incineration plants are usually erected to supply heat
and power or co-supply heat and power (waste-fired CHP plants) [4]. Even
trigeneration (CCHP plants) mainly driven by waste energy is considered as a
competitive solution wherever there are an efficient waste treatment system and
simultaneous demand of cold, heat, and power [5].

Although a waste-incineration plant has negative environmental impacts due to
the pollutions it makes, compared to the alternative method of landfilling, its
pollution is almost half. Therefore, it is considered as an environmentally friendly
solution [6]. There are a large number of articles investigating waste-fired energy
plants for various purposes. Rydén et al. [7] estimated the usefulness of CHP plants
in combination with waste-fired systems. Tobiasen and Kamuk [8] investigated
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waste-incineration CHP plants with the main aim of enhancing the operation of the
plant by increasing the power generation of the system. Tomić et al. [9] evaluated the
performance of CHP systems integrated with waste incineration when working in the
EU countries with new legislation and energy pricing standards. Erikson et al. [10]
investigated the use of waste-firing systems already used in the power sector of
Denmark for district heating networks. Touš et al. [11] recommended a day-ahead
pattern of a heat-power production for waste-firing CHP plants, resulting in overall
higher efficiency. Munster and Meibom [12] investigated the most effective strate-
gies of using waste resources and recommended creative waste-firing plants with
distinguished layouts of heat-power production systems for this. Khoshnevisan et al.
[13] carried out an investigation on different methods of energy recovery from
specific waste resources and recommended a number of technologies as the most
appropriate ones for heat-power production from such wastes. Chacartegui et al. [14]
investigated the feasibility of biogas generation from waste resources considering
energy legislations of the past and the present and showed that even with much more
strict actions, acceptable techno-economic outcomes of such plants could be
expected. Yang et al. [15] carried out an extensive techno-economic investigation
of a specific waste-firing plant configuration and found not only an acceptable
efficiency but also an interesting levelized cost of energy for that.

As a waste-fired plant energy output is, in an agile manner, controllable according
to the instantaneous demand of the energy systems connected to that, it is also an
interesting measure to use a waste incinerator as the backup for fluctuating renew-
able source energy plants, e.g., solar power plants. Sadi and Arabkoohsar [16]
recently proposed accompanying a solar parabolic trough CHP plant with a waste
incinerator for the sake of making a dispatchable energy output profile of the plant
for the power and heat grids. An exergoeconomic analysis of this solution was later
presented in Ref. [17] to get a deep insight into the economic and exergetic
performance of such a combined system. This system, however, suffers from the
very high rate of losses from the chimney of the waste-incineration unit, resulting in
lower overall efficiency of the plant than that expected from such a smart hybrid
configuration. Flue gas condensation is a measure that provides the bed for
exploiting the higher heating value (HHV) of the burnt fuel, increasing the efficiency
of the plant. Therefore, exhaust waste heat recovery (so-called flue gas condensa-
tion) can be a smart approach to enhance the energy efficiency of any power plant,
including waste-firing CHP plants. Based on the information coming from Ref. [18],
more than 12% of the total district heating demand of Denmark is supplied by waste-
incineration heat production plants equipped with flue gas condensation units. Samer
et al. [19] investigated two different waste heat recovery processes in an organic
Rankine cycle, i.e., direct and indirect contact water vapor condensation recovery,
and compared the results and highlighted the advantages and disadvantages of each
of the approaches. Murer et al. [20] investigated the effect of adding a steam reheater
in a waste-firing plant in the Netherlands taking advantage of the flue gas of the
boiler. Eboh et al. [21] studied the effect of flue gas condensation on the cost and
profitability of a waste-to-energy plant and compared this with a sort of more
proposed modifications (including air heater arrangement modification, adding a
reheater, etc.) and found the flue gas heat recovery proposal most effective on
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lowering the cost of energy production of the plant. Nami and Arabkoohsar [22]
proposed the use of a flue gas condensation section to a combined waste-firing CHP
with an organic Rankine cycle and found the added unit extremely beneficial to
increase the heat and power supply rates of the hybrid plant.

Therefore, strengthening the hybrid yet flexible heat-power generator solar-waste
system proposed in Ref. [16] with a flue gas condensation unit is proposed in this
work, and the proposed solution is thoroughly analyzed from energy, exergy, and
environmental impacts’ points of view. The results are compared to the conventional
design of the plant, i.e., hybrid solar-waste CHP plant without a flue gas condensa-
tion unit, and the outcomes are discussed.

12.2 Conventional Systems and the Proposed Design

The waste is delivered via a waste collection system and collected in a place where it
is mixed. The mixing is required to blend the waste to ensure that the energy input to
the combustion chamber is as consistent as possible. The incineration of MSW can
be directed on either combustion of the raw residual waste or of pretreated MSW.
Plant configuration will change according to the feedstock. When MSW receives air
and attains the necessary ignition temperature, a combustion reaction occurs. The
combustion process occurs in the gas and solid phase. This process releases a large
amount of heat energy. A minimum required autothermic combustion of the waste is
required to enable spontaneous combustion in which no extra fuel is required.
During combustion, exhaust gases are allowed to exit to the atmosphere via the
stack of the incinerator. This flue gas flow carries much energy as it still has a high
temperature. The heat generated in the incinerator can be used for any energy supply
purposes including direct heat supply, electricity generation via adding a power
block, cold supply via adding an absorption chiller, or a combination of these all.

The proposed system of this study is a waste incinerator which is hybridized with
a Rankine cycle solar power plant. The arrangement of the Rankine power plant
integrated with the waste incinerator and the solar collector field is presented in
Fig. 12.1. According to the schematic, in the Rankine cycle, the system consists of a
three-stage turbine. After the first expansion stage, the steam is reheated in the boiler
and then goes through the second and third expansion processes. In addition, two
withdrawal streams are considered for preheating the water flow before entering the
boiler. In the open feedwater heater, the extracted steam is allowed to mix with the
feedwater. Unlike the open feedwater heater, the streams exchanging heat in the
closed feedwater heater do not mix. In such kind of systems, the solar field provides
the primary source of energy. Due to the variable amount of solar energy, the solar
working fluid (at the outlet of the solar collectors’ field, i.e., parabolic trough
collectors, PTCs) has variable temperature, and consequently, the main working
fluid will have a variable temperature after the boiler, while the steam temperature at
the turbine inlet should reach the desired specific value. Thus, the rest of the heat
required to push the working fluid to the desired temperature is provided by the
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waste incinerator. The reheat line also gets the required energy from the energy
supplied by the waste incinerator.

The conventional configuration of a waste-fired boiler is given in Fig. 12.2. In
waste-incineration plants, MSW with an adequate amount of air is burned and the

Fig. 12.1 Schematic of the proposed system

Fig. 12.2 Schematic of the
waste incinerator
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hot fluid stream goes through the boiler. The ash and flue gas are the product of the
combustion process in the incinerator. At the outlet of the stack, flue gas exits to the
atmosphere through a channel from the furnace. In the proposed system, for the sake
of enhancing the efficiency of the combined solar-waste CHP plant, the flue gas
heating potential is utilized. For this, a process which is called the flue gas conden-
sation is implemented via which the exhaust gas is cooled down below the water
content dew point temperature. Here, the heat provided via the flue gas condensation
process is to be utilized for district heating. The working fluid in the district heating
system has a low temperature; thus, it will be possible to get a large amount of energy
from the flue gas, and that might make possible the higher usage of the availability of
the primary energy sources.

As mentioned, solar energy is the primary source of energy for the combined
plant. Here, PTCs, as the most common type of collectors for concentrating solar
power systems, are used. Among PTCs, LS-2 collector is one of the generations
which is used in many power plants. The mirror aperture is 5 m and the length is
7.8 m. A complete LS-2 solar collector assembly consists of six collector modules
and is 49 m long. In this type of PTCs, two different receiver selective coatings –
black chrome and cermet – are utilized. The solar receiver gets solar radiation from
the reflector. Reflectors have a parabolic configuration, which concentrates solar
radiation over the solar receiver. The trough is positioned such that its aperture plane
is perpendicular to the sun’s beams. It tracks the sun in a single axis to transfer
energy to fluid circulating through the receiver pipe. Detailed information on
substantial specifications of the LS-2 PTC is seen in Table 12.1.

Figure 12.3 presents a cross-sectional view of the central receiver of the collector
and the way solar irradiation components are distributed. Figure 12.4 presents the
thermal resistance of the solar collector which will be required for modeling the
collector.

12.3 Mathematical Model

The mathematical modeling of the different parts of the hybrid cycle is presented in
this section. The proposed hybrid cycle has three main parts in each of which, there
are a few components that should be considered and the governing equations should
be explained. The main part of the hybrid section is the Rankine cycle. This cycle
comprises a three-stage turbine, a condenser, an open and a closed feedwater heater,
three pumps, a mixer, and finally a boiler in which the required heat of the cycle is
provided from the other source of energy.

The target of the Rankine cycle is electricity production which is produced by
electricity generators with conversion efficiency ηgen. _Egen is the product of ηgen in
the net mechanical power output of the three-stage turbine. It can be presented as
below:
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Table 12.1 The characteris-
tics of the PTCs [16]

Parameter Symbol Value

Width of the PTC W 5 m

Length of the PTC L 7.8 m

Focal distance of the PTC F 1.71 m

Aperture of the PTC Aa 39.0 m2

Concentration ratio of the PTC C 22.74

Receiver inner diameter Dri 66 � 10

Receiver outer diameter Dro 70 � 10

Cover inner diameter Dci 109 � 10

Cover outer diameter Dco 115 � 10

Receiver inner surface Ari 1.617 m2

Receiver outer surface Aro 1.715 m2

Cover inner surface Aci 2.671 m2

Cover outer surface Aco 2.818 m2

Receiver emittance εr 0.2

Cover emittance εc 0.9

Absorber absorbance αabs 0.96

Cover transmittance Τ 0.95

Concentrator reflectance rconc 0.83

Incident angle modifier IAM 1

q¢5SolAbs

q¢23cond

q¢3SolAbs

q¢34conv
q¢34rad

q¢45cond
q¢56conv

q¢12conv

q¢57rad

q¢cond,bracket

glass envelope

heat transfer fluid

selective coating
absorber pipe

Fig. 12.3 Cross section of
the receiver, components of
heat transfer [16]

Fig. 12.4 Thermal resistance model for heat transfer components. (1) Heat transfer fluid.
(2) Absorber inner surface. (3) Absorber outer surface. (4) Glass envelope inner surface.
(5) Glass envelope outer surface. (6) Surrounding air. (7) Sky
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_Wnet ¼
_Egen

ηgen
; where : _Wnet ¼ _Whp þ _Wmp þ _W lp �

X
_Wpump ð12:1Þ

In this equation, _W is the rate of work production of the turbine stages, where hp,
mp, and lp are, respectively, the high-pressure, medium-pressure, and low-pressure
stages. Some of the produced work in the turbine should be spent on the pumps.P

_Wpump is the total work of the pumps. Thus, considering the efficiency of the
turbine, the inlet and outlet conditions, etc., one has:

_Wnet ¼ _mswhp þ _ms � _mL1ð Þwmp þ _ms � _mL1 � _mL2ð Þ wmp þ wlp
� �

� _ms

X
wpump ð12:2Þ

where, _ms, w, _mL1, and _mL2 are, respectively, steam flow rate, specific work rate of
turbomachinary, the first steam withdrawal flow rate (for the open feedwater heater),
and the second withdrawal flow rate (for the closed feedwater heater).

Low-pressure steam leaves the low-pressure turbine and becomes cooled to a
liquid state in the condenser. The rejected heat is presented as:

_Qcond ¼ _m6 h6 � h7ð Þ ð12:3Þ

in which h6 is the steam enthalpy at the low-pressure turbine exit and h7 is the
enthalpy at the condenser exit.

For the open and closed feedwater heaters as well as the mixing tank, one has:

_m2 h2 � h12ð Þ ¼ _m10 h11 � h10ð Þ ð12:4Þ
_m4h4 þ _m8h8 ¼ _m9h9 ð12:5Þ

_m14h14 ¼ _m11h11 þ _m13h13 ð12:6Þ

For the energy balance on the boiler, the energy equations gives:

_Qin ¼ _msolar:Δhsolar þ _mWIP:ΔhWIP ¼ _ms h1 � h13ð Þ ð12:7Þ

The energy balance for the whole Rankine cycle is then can be expressed as
follows:

_Qin � _Qout

� �� _WTurbine � _Wpump
� � ¼ 0 ð12:8Þ

The net work done by the system is Wturbine � Wpump. Therefore, the thermal
efficiency of this Rankine cycle can be presented as follows:
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η ¼
_WTurbine � _Wpump

_Qin

ð12:9Þ

By considering the first law of thermodynamics for this incinerator, one would
write the following energy equation as follows:

_mMSWLHVMSW þ _mairhair þ _Hf,in ¼ _mashhash þ _mfluehflue þ _Hf,out ð12:10Þ

For the heat exchanger that utilizes the heat recovered from the flue gas conden-
sation unit, one could write:

_mdh,inhdh,out þ _mfg,inhfg,in ¼ _mdh,outhdh,out þ _mfg,outhfg,out ð12:11Þ

For the solar collectors, using heat transfer components in Fig. 12.3, the first law
of thermodynamics could be written at each surface of the receiver. Heat transfers
occur between surfaces through different heat transfer mechanisms: conduction,
convection, and radiation. These heat transfer equations are presented as follows:
Heat transfer between heat transfer fluid and absorber inner surface occurs by
convection. This heat passes through absorber by conduction mechanism.

_Q12Conv ¼ _Q23Cond ð12:12Þ

_Q12Conv is the convection heat transfer rate between the heat transfer fluid and
inside wall of the absorber pipe, and _Q23Cond is the conduction heat transfer rate
through the absorber pipe wall. For absorber surface, glass envelope, and surround-
ing air and sky, we have:

_Q3SolAbs ¼ _Q34Conv þ _Q34Rad þ _Q34Cond þ _QCond,bracket ð12:13Þ
_Q34Conv þ _Q34Rad ¼ _Q45Cond ð12:14Þ

_Q45Cond þ _Q5SolAbs ¼ _Q56Conv þ _Q57Rad ð12:15Þ
_QHeatLoss ¼ _Q56Conv þ _Q57Rad þ _QCond,bracket ð12:16Þ

_Q3SolAbs is the solar irradiation absorption rate into the absorber pipe.
_Q34Conv, _Q34Rad , and _Q34Cond are the convection, radiation, and conduction heat
transfer rate between the outer surface of the absorber pipe to the inner surface of
the glass envelope. _Q45Cond is the conduction heat transfer rate through the glass
envelope. _Q5SolAbs is the solar irradiation absorption rate into the absorber pipe.
_Q56Conv is the convection heat transfer rate between the outer surface of the glass
envelope to the atmosphere. _Q57Rad is the radiation heat transfer rate between the
outer surface of the glass envelope to the sky. _QCond,bracket is the total conductive heat
losses through all receiver support brackets, and _QHeatLoss is the total heat loss rate
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from the heat collecting element to the surroundings. Note that each parameter is
written per unit receiver length. These heat transfer terms are discussed hereunder.

(q012Conv): This convective term could be presented as:

q012Conv ¼ hc1D2π T2 � T1ð Þ ð12:17Þ

where hc1, D2, T1, and T2 are the internal convective heat transfer coefficient at T1,
the internal diameter of the absorber pipe, the bulk temperature of the working fluid,
and the internal surface temperature of absorber pipe, respectively. hc1 may also be
given by:

hc1 ¼ k1NuD2
D2

ð12:18Þ

NuD2 is the Nusselt numbers of the working fluid at T1. Generally, the receiver
length is very long and the flow in the receiver pipe is turbulent. For turbulent flow,
Nu number may be given by:

NuD2 ¼ f 2=8 Re D2 � 1000ð ÞPr1
1þ 12:7

ffiffiffiffiffiffiffiffiffiffiffi
f 2=8

p
Pr

2
3
1 � 1

� � Pr1
Pr2

� �0:11

ð12:19Þ

f2 ¼ 1:82 log 10 Re D2ð Þ � 1:64ð Þ�2 ð12:20Þ

where f2, Pr1, and Pr2 are the friction factor for the inner surface of the absorber pipe,
Prandtl number at the working fluid temperature, and Prandtl number at the absorber
inner surface temperature, respectively.

(q023Cond): This conductive term could be presented as:

q023Cond ¼ 2 πk23 T2 � T3ð Þ= ln D3 � D2ð Þ ð12:21Þ

where k23, T2, T3, D2, and D3 are the absorber thermal conductance at the average
absorber temperature, the absorber internal surface temperature (K), the absorber
external surface temperature (K), the absorber internal and external diameters,
respectively.

(q034Rad): This space is to be fully vacuumed and the only heat transfer mechanism
will be radiation. The radiative heat transfer between the absorber and the glass
envelope is estimated as [16]:

q034Rad ¼
σπD3 T4

3 � T4
4

� �
1=ε3 þ 1� ε4ð ÞD3= ε4D4ð Þð Þ ð12:22Þ

σ, D4, T4, ε3, and ε4 are Stefan-Boltzmann constant, the inner glass envelope
diameter, the inner envelope surface temperature (K), the absorber selective coating,
and the glass emissivity factors, respectively.
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(q045Cond): The envelope is made of Pyrex glass. Here, according to [16], this term
is assumed as a constant value of 1.04 W/m2.

(q056Conv and q056Rad): The heat transfer between the glass envelope and the ambient
and sky will occur through two different mechanisms, convection and radiation
mechanisms. For convective terms, we have:

q056Conv ¼ hc56D5π T5 � T6ð Þ ð12:23Þ

hc56 ¼ k56NuD5
D5

ð12:24Þ

NuD5 ¼ CRe m
D5Pr

n
6

Pr6
Pr5

� �1=4

ð12:25Þ

where T5, T6, H56, k56, and NuD5 are the glass envelope outer surface temperature,
the ambient temperature, convective heat transfer coefficient of air, air thermal
conductance, the glass envelope outer diameter, and the average Nusselt number
based on the glass envelope outer diameter given by the Zukauskas’ correlation,
respectively. In the Nusselt number correlation, the values of the constant coeffi-
cients of C and M depend on the Reynolds number of the airflow around the
envelope surface. For a different range of Reynolds numbers, C and M are variable
parameters and they would be found in [16]. Also, the value of n will be 0.37 if
Pr � 10; otherwise, n ¼ 0.36. As such, the net radiative heat transfer rate will be
calculated by the same correlation as that of the absorber envelope. The equation for
solar absorption in the glass envelope is:

q05SolAbs ¼ q0siε
0
1ε

0
2ε

0
3ε

0
4ε

0
5ε

0
6ρcl:IAM:αenv ð12:26Þ

in which q0si, αenv, and IAM are solar irradiation per receiver length, the absorptance
of the envelope, and the incidence angle modifier, respectively.

Finally, the rate of solar energy absorbed by the absorber is given by:

q03SolAbs ¼ q0siηenvτenvαabs ð12:27Þ

where αabs and τenv are the absorptance of the absorber and the transmittance of the
envelope, respectively.

To assess the performance of the hybrid cycle, two energy parameters are defined,
the coefficient of performance of the hybrid cycle, COPhyb, and the heating effi-
ciency of the hybrid cycle, hefhyb:

COPhyb ¼
_WRankine þ _Qdh

_Qsolar þ _mMSWLHV
ð12:28Þ
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hefhyb ¼
_Qdh

_Qsolar þ _mMSWLHV
ð12:29Þ

By the same general approach as that presented for the energy balance of the
plant, one could fulfill an exergy modeling of the combined cycle. Table 12.2 gives
information about the exergy balance equations for each component of the hybrid
system.

12.4 Case Study

The case study is located at Aarhus, the second largest city in Denmark. It is located
on the east coast of the Jutland peninsula, in the geographical center of Denmark,
with an altitude of 56�. Aarhus has a temperate oceanic climate, and the weather is
constantly influenced by major weather systems from all four ordinal directions,
resulting in unstable conditions throughout the year. Temperature varies a great deal
across the seasons with a mild spring in April and May, warmer summer months
from June to August, frequently rainy and windy autumn months in October and
September, and cooler winter months. Yearly solar irradiation available on a hori-
zontal surface is presented in Fig. 12.5. This figure shows that the maximum
radiation is about 1100 W/m2 which is available during the summer, while the
irradiation during the winter is rather small.

Table 12.2 Exergy balance equations for each component

Components Exergy balance equations

Waste incinerator _EXMSW þ _EXair þ _EXwf,in
� �� _EXflue,out þ _EXwf,out þ _EXash

� �
Solar site _EXsun þ _EXhtf,in

� �� _EXhtf,out
� �

DH _EXflue,in þ _EXdh,in
� �� _EXflue,out þ _EXdh,out

� �
Boiler _EX13 þ _EX2 þ _EXSF,in þ _EXWI,in

� �� _EX1 þ _EX3 þ _EXSF,out þ _EXWI,out
� �

Turbine _EX1 þ _EX3
� �� _EX2 þ _EX4 þ _EX5

� �� _WST

Condenser _EXin � _EXout
� �

S
� _EXout � _EXin
� �

CT

Pump 1 _EXin � _EXout þ _WP

Pump 2 _EXin � _EXout þ _WP

Pump 3 _EXin � _EXout þ _WP

OFWH _EX4 þ _EX7 � _EX8

CFWH _EX2 þ _EX9 � _EX10 � _EX11

Chamber _EX10 þ _EX12 � _EX13
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12.5 Simulation Results

In this section, the results of simulation of the hybrid cycle will be presented for
discussion about the effect of this hybridization. When one would like to consider
energy recovery in a power plant, energy analysis, exergy analysis, and economic
and environmental issues need to be thoroughly considered.

In Fig. 12.6, the effect of the mass flow rate of the solar heat transfer fluid on the
coefficient of performance and the heating efficiency of the hybrid system is
presented. This figure is produced for a constant value of the solar irradiation,
800 W/m2. By increasing the mass flow rate, the share of solar energy in power
production increases, and vice versa, the waste incinerator share in power production
decreases. Thus, due to the lower efficiency of solar thermal plants in comparison
with the efficiency of waste-incineration plants, an increase in mass flow rate causes
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the COP to decrease. The efficiency of the PTC for different values of the collector
outlet temperature is seen in Fig. 12.7. An increase in this temperature causes the
decrease in efficiency of PTC to the lower values. This figure shows that in the
specified range of the collector outlet temperature, the efficiency never reaches 0.65
or over. Even for higher collector outlet temperature, the efficiency of 0.38 will be
also experienced. However, the heating efficiency of waste incineration is always
higher than 0.65, and in this regard, whenever the share of waste-incineration
increases compared to the share of solar PTC field, we can expect higher overall
efficiency for the hybrid cycle.

Figure 12.8 shows the effect of solar irradiation on the coefficient of performance
and the heating efficiency of the hybrid system. For low values of the solar radiation
in the range of 0–200W/m2, both COPhyb and heating efficiency are almost constant.
This is because, in the specified range, the PTCs do not perform efficiently and have
almost very little heat production. In this regard, the heat supply of the system is on
the waste-incineration neck. With an increase in solar irradiation, both COPhyb and
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heating efficiency start decreasing. An increase in solar irradiation causes a decrease
in waste-incineration share, and this can result in a lower amount of exhaust gas
which is provided for the district heating.

Figure 12.9 shows the effect of condenser pressure on the coefficient of perfor-
mance and the heating efficiency of the hybrid system. For low values of condenser
pressure, heating efficiency is constant. It means that the variation of the condenser
pressure does not affect the waste-incineration performance. While an increase in the
condenser pressure results in a decrease in COPhyb. In this situation, the produced
work of the turbine decreases, and this is a technical reason for the reduction in the
coefficient of performance of the hybrid system.

Figure 12.10 shows the effect of ambient temperature on the coefficient of
performance and the heating efficiency of the hybrid system. From the figure, it is
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evident that the heating efficiency is constant. It means that the variation of the
ambient temperature does not affect the waste-incineration performance. While an
increase in the ambient temperature results in COPhyb increase, however, this
increase is very small. When ambient temperature increases, the produced heat of
the solar field slightly increases for a constant value of solar irradiation. Thus, for
constant solar irradiation in the denominator of the COPhyb term, a slight increase in
the solar share causes a reduction in the mass flow rate of the MSW and conse-
quently smaller share of the waste-incineration plant.

Figure 12.11a shows the mass flow rate of MSW is required to be burnt in the
waste incinerator to provide the remaining required heat of the boiler before the
steam turbine during the year. The fluctuations in the mass flow rate of MSW seen in
the figure are due to the fluctuations of the solar irradiation. In addition, the duration
curve of the mass flow rate of MSW is represented. In 48% of the cases, a maximum
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mass flow rate of MSW which is 3.1 kg/s is required. This maximum value occurs
when no solar irradiation exists and depends on the condition of full cloudiness of
the weather. Then for the other 52% of the cases, the mass flow rate of MSW
decreases from 3.1 kg/s to 0. Figure 12.11b shows the average of the mass flow rate
of MSW for each month of the year during 24 hours of a day. For cold months like
December and January, the required mass flow rate is at the maximum level for about
17 hours, while in the remaining hours of the day, the MSW mass flow rate does not
fall below the 2.5 kg/s. As the months become warmer, the hour in which the
maximum mass flow rate of MSW is required reduces.

Figure 12.12a shows the mass flow rate of district heating which is provided by
the waste energy of the flue gas. The fluctuations in the mass flow rate of district
heating are also seen in this figure. Similar to Fig. 12.11, these fluctuations are due to
the variations of solar irradiation. In addition, the duration curve of the mass flow
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rate of district heating is represented. In 48% of the cases, the maximum mass flow
rate of district heating which is produced will be 21.1 kg/s. This maximum value
occurs when no solar irradiation exists. Then for the other 52% of the cases, the
provided mass flow rate of district heating decreases from 21.1 kg/s to 0. In addition,
this figure shows the value of delivered heat to the district heating from the flue. In
48% of the cases, maximum delivered heat to district heating will be 35.4 MW, and it
is when waste incineration provides all required heat of the plant. As a result of the
decrease in the share of WI, the provided heat for the heat exchanger of district
heating decreases from 35.4 kg/s to 0. In Fig. 12.12b, the average of district heating
mass flow rate is illustrated for each month of the year for 24 hours of a day. For cold
months, for about 17 hours, the provided mass flow rate is at the maximum level,
while in the remaining hours of the day, the value falls. As the months become
warmer, the number of hours, in which the maximum mass flow rate of district
heating is provided, and the amount of heat will be both reduced.

Table 12.3 presents the exergy destruction rate of the components when the total
energy of the hybrid cycle is provided by both sources with an equal share. The table
also presents information about the obtained exergy efficiency and total exergy
efficiency ratio of the components. About 44% of exergy destruction occurs at the
solar PTC collection. After the solar field, WI, boiler, and closed feedwater heater
present the highest exergy destruction in the cycle.

The combustion of MSW results in the release of CO2. Figure 12.13 shows the
values of the CO2 emission reduction, if one would consider that the required heat of
district heating is going to be directly provided by the waste-incineration plant with
the heating efficiency of 0.8, i.e., compared with the conventional system with no
flue gas condensation. It is seen that in the cold months of the year, a higher
reduction in the amount of CO2 emission occurs compared to the hot seasons. In
the cold season, the lower amount of solar irradiation and also sunny hours of days

Table 12.3 Exergy performance audit of the Rankine cycle components

Components
Exergy destruction
(kW)

Exergy efficiency
(%)

Total exergy destruction ratio
(%)

Waste
incinerator

8388 43 14.7

Solar site 24,853 37 43.7

DH 195 53 0.3

Boiler 8462 64 14.9

Turbine 4892 67 8.6

Condenser 1244 86 2.2

Pump 1 0.6 77 0.00

Pump 2 23 81 0.04

Pump 3 2.9 86 0.01

OFWH 297.4 65 0.5

CFWH 8417 12 14.8

Chamber 162 93 0.3
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make the waste-incineration plant to be more on baseload or non-baseload operation
to provide the nominal load of the power plant. With this respect, a higher amount of
flue gas provides a higher heating potential for district heating, and consequently if
one would directly provide this heating by the waste-incineration plant, more CO2

emission will be generated.

12.6 Conclusion

In this study, the hybridization of waste-incineration power plants with solar para-
bolic trough collectors was proposed to provide reliable growth of solar power plants
into the existing energy matrices. The hybrid power plant is proposed to have a flue
gas condensation unit to maximize the net efficiency. The proposed hybrid system is
thoroughly analyzed via energy, exergy, and economic and environmental analysis,
and the results are compared with the conventional system. The results have been
developed to analyze the sensitivity of solar mass flow rate, solar irradiation,
condenser pressure, and the ambient temperature on the COP of hybrid plants. The
effect of the collector outlet temperature on the heating efficiency of the collector is
also studied. By increasing the mass flow rate, the share of solar energy in power
production increases, and vice versa, the waste-incineration share in power produc-
tion decreases. Thus, due to the lower efficiency of solar thermal plants in compar-
ison with the efficiency of waste-incineration plants, an increase in mass flow rate
causes the COP to decrease. With an increase in solar irradiation, both COPhyb and
heating efficiency decrease. An increase in solar irradiation causes a decrease in
waste-incineration share, and this can result in the lower amount of exhaust gas
which is provided for the district heating. The condenser pressure and ambient
temperature have no great effects on the performance of the cycle. However, an
increase in the condenser pressure results in a very slight decrease in COPhyb. The
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mass flow rate of MSW which is required to be burnt in the waste incinerator is
calculated. This amount of MSW provides the required heat of the boiler. In 48% of
the cases, a maximum mass flow rate of MSW occurs when no solar irradiation
exists. For cold months like December and January, the required mass flow rate is at
the maximum level for about 17 hours. Energy recovery from the flue gas conden-
sation process made an excellent chance to heat the district heating system. The mass
flow rate of district heating, which is provided by this preparation, was calculated
and presented in an hourly format. The fluctuations in the mass flow rate are due to
the variations of solar irradiation. In 48% of the cases when no solar irradiation
exists, the maximum mass flow rate of district heating is produced. Then for the
other 52% of the cases, the provided mass flow rate of district heating decreases from
21.1 kg/s to 0. For any energy production unit, it could be said that the more efficient
the energy, the lower the CO2 emission and the greater the energy benefits. The
application of the flue gas condensation process leads to a decrease in CO2 emission
compared with the conventional system for different seasons of the year. It was
observed that in the cold months of the year, a higher reduction in the amount of CO2

emission occurs compared with the hot seasons.
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Chapter 13
Stochastic Analysis of Gas-Electricity
Hybrid Grid Using Nataf Transformation
Combined with Point Estimation Method

Salar Balaei-sani, Farkhondeh Jabari, and Behnam Mohammadi-Ivatloo

Nomenclature

Indices
Ωi

G Set of all thermal generating units connected to bus i

Ωi
ℓ Set of all buses connected to bus i

i,j Index of network buses
in Cut-in
k Number of the points for each random variable
m Number of input variables
n Number of blocks considered for piecewise linear fuel cost function
out Cutout
r Rated
g Index of thermal generating units

Parameters
σi Standard deviation of xi
Φ/Φ�1 CDF/inverse CDF of the standard normal distribution
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c Scale parameter
cov (xi, xj) Covariance of xi and xj
fi PDF of xi
h Shape parameter
Prmax =min

n
Maximum/minimum limits of gas pressure at the nth node (bar)

Pd, i Load demand (MW)
Pmax =min
g

Maximum/minimum limits of power generation of thermal unit i

Pw
i Active power generation by wind turbine connected to bus i

Pmax
ij Maximum power flow limits of branch connecting bus i to j

Pr, i Rated power of wind turbine
RUg/RDg Ramp-up/ramp-down limit of generation unit i (MW/h)
Sgmax =min

n
Maximum/minimum limits of gas generation of unit n (Scm)

wi Availability of wind turbine connected to bus i

Variables
OF Total cost ($)
Pij Active power flow from bus i to j (MW)
Pg Active power generated by thermal unit g (MW)
Prn Rate of pressure in the nth node (bar)
Sgn Rate of gas generation of unit n (Scm)
Sdn Rate of gas consumption in the nth node
vi Wind speed of wind turbine connected at bus i
vin, i Cut-in speed of wind turbine
vout, i Cutout speed of wind turbine

Greek symbols
ξik Coefficient representing the kth location on its probability distribution
δi Voltage angle of bus i (rad)
λi Locational marginal price in bus i ($/MW h)
ρij Correlation coefficient of xi and xj
μ Mean
σ Standard deviation
Λw
i Capacity of wind turbine connected to bus i

13.1 Introduction

In summer days, on-peak energy consumption usually occurs as a result of simul-
taneous operation of air-conditioners. Therefore, the load-generation mismatch may
occur in the interconnected power networks. The probability of voltage collapse,
uncontrolled islanding, and the catastrophic wide area blackouts will increase.
Additionally, the gas-fired generation stations utilize more natural gas. Meanwhile,
the gas suppliers should produce the large volume of gas to fuel the thermal units.
Hence, the gas pipelines may be overloaded. For these reasons, the probabilistic
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co-optimization of the gas-energy hubs is an important challenge to consider the
uncertainties of loads and wind products; find the critical gas nodes and the crucial
electrical buses, stressed pipelines, and transmission branches; and minimize the gas
extraction cost and the fuel cost of the thermal power plants.

In recent years, several scholars focused on probabilistic investigation of power
systems. A new fortuitous optimal power flow (OPF) which has considered the
security constraints is proposed in [1]. It was named new multi-period security-
constrained OPF. The uncertainties of wind power and load are considered in this
method. Compared with Latin hypercube sampling, it might get lower costs. In [2],
the enhanced binary black hole algorithm is integrated with the point estimation
method (PEM)-based Newton-Raphson power flow for finding the optimum gener-
ation schedules of the thermal units, boilers, and the combined heat and power
generation units under variable wind speed, solar irradiations, and uncertain demand.
This approach is able to improve the bus voltage magnitude and reduce the fuel cost
and the greenhouse gas emissions. In [3], the OPF issue is formulated with inter-
mittent renewable energy (IRE) sources and line temperature limits. The impact of
IRE uncertainty cost on the OPF is also incorporated into the optimization process. A
primal-dual interior point solver is used to solve the nonlinear optimization issue. It
is found that the rate of IRE source generation can be higher or lower than the
envisaged values due to the IRE stochastic behavior. In [4], the P-OPF that considers
the uncertainties of wind power, plug-in electric vehicles, and the photovoltaic is
solved for hybrid power systems. In this approach, the Monte Carlo simulation
(MCS) and the antithetic variates method (AVM) are applied to specify the proba-
bility distribution function (PDF) of the power generation. It is proven that the
proposed method has high accuracy than other optimization algorithms. In [5], the
correlation between the stochastic loads in transmission grid is considered. The load
correlation is modeled by the unscented transformation method and copula
approach. Almost both of them reach the similar results, but it is perceived that the
copula strategy is more time-consuming. Fang et al. [6] has utilized a sparse
correlation matrix to model the spatial-temporal correlation of the wind power
forecast. Also, distributional robust chance-constrained OPF model has been con-
sidered to receive a reliable economic solution. It has high efficiency within a short
time. In [7], an adaptive robust AC-OPF model which includes wind power is
suggested. The introduced model is strong against any uncertain input variables.
The proposed method cannot be solved by an off-the-shelf optimization package. So,
a decomposition strategy depending on basic and binary cuts is suggested to solve
the problem. In [8], a new optimization model for economic dispatch of renewable
sources within a micro grid environment is proposed. In this method the uncertainty
of solar photovoltaic outputs and loads is considered. In [9], a three-step methodol-
ogy is suggested to solve the chance-constrained optimal power flow problems,
which are named formulation, parameterization, and optimization, in order to ensure
power balance while retaining economic and secure operation. The results are
confirmed for transmission grids under dc power flow suppositions. In [10], a new
approach for long-term designing of wind energy regarding its natural uncertainty is
proposed. The uncertainty of wind energy is coped through information gap decision
theory (IGDT) method. The voltage stability is considered in this algorithm. The
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gained results are compared with MCS. In [11], a new method is presented to specify
the CDF of output variables in P-OPF. In order to cope with uncertainties of inputs
and correlation among them, the ninth-order polynomial normal transformation
(NPNT) method is used. Also, the quasi-MCS is applied to obtain the statistical
data from the outputs. Results show a high accuracy for CDF with low computa-
tional range. In [12], a method to solve OPF considering wind and solar power
uncertainties is proposed. To cope with different restrictions, the algorithm is merged
with the superiority of feasible (SF) method. Without this method, the limitations of
parameters might be disaffirmed. Moreover, this method is predicting wind and solar
power outputs. Xia et al. [13] suggest a probabilistic transient stability-constrained
optimal power flow (P-TSCOPF) to regard stochastic behavior of load, wind and
fault clearing time, and transient stability in power system. To solve this algorithm’s
problem, PEM and group search optimization (GSO) methods are applied. This
method is compared with MCS and the results show the precision of proposed
method. In [14], the generalized dynamic factor model (GDFM) to regard correlation
among different wind farms is suggested. Meanwhile, artificial bee colony (ABC)
method is applied to deal with static optimization problem. The main advantage of
this algorithm is a low computational range and minimization of total fuel cost. In
[15], a probabilistic multi-objective optimal power flow (MO-OPF) which considers
the correlation between wind farms and loads is proposed. For dealing with wind and
load uncertainties, PEM based on Nataf transformation is applied. This method is
compared with MCS. The results demonstrate a high accuracy of this method. In
[16], a multi-objective reactive power dispatch (MO-RPD) problem is discussed
using the 2PEM to minimize the real power losses and voltage deviations consider-
ing the load uncertainties. Due to load uncertainty, a 2PEM is utilized. This method
is compared with MCS. The results show the competence of this method. In [17], an
OPF with considering wind-solar power (with their storage) and load uncertainties is
discussed. For dealing with these uncertainties, genetic algorithm (GA) and 2PEM
methods are employed. The results of comparing proposed method with MSC
demonstrate high efficiency of proposed method.

Aien et al. [18] perform a review on probabilistic techniques which are utilized
for P-OPF. Then a new method is proposed which is accurate enough to deal with
P-OPF problem. This method is called the unscented transformation (UT) method.
The basic purpose of this method is to decrease the sampling points. In other words,
this method is trying to solve P-OPF issue with low sample points of uncertain input
variables but, at the same time, having high accuracy with minor computational
range. The introduced method is compared with MCS and 2PEM. The results show
the efficiency of proposed method. In [19], OPF considering wind power uncertainty
which is modeled by employing two-parameter Weibull probability density function
is discussed. For solving optimization problem, Gbest-guided artificial bee colony
optimization algorithm (GABC) is utilized. The proposed method is compared with
bacteria foraging algorithm and genetic algorithm. It is definite that alteration of
voltage profile under probability analysis for proposed method is minor. In [20],
P-OPF considering wind power with correlated loads is discussed. It is presumed
that wind speed chases Weibull distribution. For correlation among loads, Cholesky
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decomposition is used. Then 2m and 2m + 1 PEMs are applied to solve P-OPF issue.
The results demonstrate that 2m + 1 point estimate method is more precise for P-OPF
issue. Chen et al. [21] introduces a method to solve P-OPF for power system which
includes wind farm. Also, uncertainty of load is considered. For solving P-OPF
problem, it has merged cumulants and Gram-Charlier expansion. The suggested
algorithm is compared with MCS. The results demonstrate that offered method can
solve P-OPF issue quickly. Moreover, the error of this method is admissible. In [22],
OPF issue is discussed considering renewable sources which causes grid to go to
uncertainty conditions. In this paper, polynomial chaos expansion (PCE) is utilized
to revise the input RVs which are infinite-dimensional to finite-dimensional second-
order cone program. The main contribution of this algorithm is that it can solve the
problem with a single numerical run without needing MCS. So, it has less compu-
tational burden. Meanwhile, this method furnishes a feedback policy in terms of the
fluctuations. Rahmani et al. [23] introduces a multi-objective information gap
decision theory (IGDT) to solve AC OPF issue regarding the wind power and load
uncertainties. To solve IGDT problem, directed search domain (DSD) is applied.
The results demonstrate the competence of this method. In [24], the quasi-Monte
Carlo simulation (QMCS) is proposed for P-OPF problem considering the correla-
tion between wind farms. To model the correlation among wind farms, the copula
functions are utilized. This algorithm is employed in PLF, too. In addition to this,
QMCS causes decrease of computational range. This method is compared with
analytical method and PEM. It is specified that proposed method has high compu-
tational speed.

In [25], P-OPF problem considering correlation between various wind farms is
discussed. The PDF of wind speed in different wind farms is guessed by Kernel
density estimate method which doesn’t need to count on assumed probability
distribution of variables. Then, pair-copula method is applied to obtain a joint PDF
of wind speed between wind farms. Also, it considers the correlation among wind
farms. After that, MCS is utilized to solve P-OPF issue. This method’s mean
comparative error is smaller than copula function. In [26], a new method is suggested
to solve OPF problem considering the wind power and different factors of uncer-
tainties. To cope with these uncertainties, evidence theory and affine arithmetic
which are merged together are applied. In order to deal with correlation between
variables, copula theory and affine arithmetic are utilized. Meanwhile, the uncer-
tainty of wind farm active power and reactive power are modeled and combined with
the power flow computation. The results show the precision of this method.
Kazemdehdashti et al. [27] introduces a new robust density estimator for P-OPF
issue. The generalized cross-entropy (GCE) method is used to describe the approx-
imate density functions of wind power, solar power, and load. Comparing with
diffusion method and two-point estimate method, proposed method has less com-
putational range with high precision. Moreover, it considers the correlation among
wind and solar farms and loads. Also, this method is more meticulous than MCS. In
[28], a new method based on the multivariate Gaussian mixture model (GMM) and
the Markov chain Monte Carlo (MCMC) sampling technique is proposed for P-OPF
issue. It can deal with different wind speed distributions and consider the correlation
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between wind farms. The GMM is utilized to estimate wind speed distribution of
various wind farms. Then MCMC sampling method is applied to solve P-OPF issue.
Meanwhile, the Sobol-based quasi-Monte Carlo (QMC) technique is combined with
MCMC sampling method to gain a quick isotropy speed. Rouhani et al. [29] propose
a numerical method to solve P-OPF issue. Parzen window density estimator is
utilized to guess the probability of OPF outputs. In proposed algorithm, the uncer-
tainty of wind, load, and plug-in hybrid electric vehicle (PHEV) and the correlation
among them are considered. This method is very utilizable when the accessible
information is finite. This algorithm is compared with point estimate method and
diffusion method. The results demonstrate that proposed method is precise for some
variables. In [30], the unscented transformation (UT) is employed to solve P-OPF
problem regarding wind and load uncertainties and correlation among them. Also,
this method guesses the mean and variance of locational marginal prices. This
method is compared with MCS in which the results show the efficiency of proposed
method.

As reviewed, many researchers have studied P-OPF of transmission and distri-
bution power systems. But, uncertainties of renewables such as wind and variable
nature of demands in coupled natural gas and energy networks have not been
discussed, yet. Hence, this chapter aims to present a novel framework for stochastic
analysis of gas-power nexus while considering the fluctuations of the wind products,
the electrical demand, and gas load of the hybrid systems using Nataf transforma-
tion-based 2m + 1 PEM. In each stochastic scenario, stressed transmission lines and
gas pipelines, critical electrical buses and gas nodes, optimal power generation
schedules of thermal power plants, and gas extraction pattern of gas suppliers are
found under uncertain operating conditions.

Other sections of this chapter are organized as follows: Section 13.2 presents a
comprehensive problem formulation on Nataf transformation-based point estimation
method. Simulations and discussions are provided in Sect. 13.3. Finally, concluding
remarks appear in Sect. 13.4.

13.2 Proposed Methodology

In all alternatives to provide generator’s fuel in electrical systems, natural gas gets
more attention as power systems’ primary fuel because of its lower pollutant
emission, economic prospective, environment effects in comparison with fossil
fuels, and other advantages. Nowadays, natural gas is a substantial section of the
total fuel of generators in so many countries. It forms 40% of generators’ fuel in
Britain, 39.4% of generators’ fuel in America, more than 30% of generators’ fuel in
Europe, and 29% of generators’ fuel in Japan [31]. Hence, the integration of natural
gas and electricity systems has increased in the last few decades. So, natural gas is
playing an important part in power systems. Among gas and electricity systems,
there is a high interdependency. Interdependency among coupled gas-electric sys-
tems is studied in [32]. In the past, gas system and electrical system’s design and
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operation have performed separately. However, the loads and renewable energy’s
fluctuations in electrical systems and pressure losses and gas transmission conges-
tion in gas systems can impact the security and stability of power systems. In other
words, design of gas and electricity systems separately causes potential challenges of
energy storages. To protect the power systems’ stability and reliable operation of gas
system and electrical system, it is important to analyze both of the systems collec-
tively. On the other hand, wind power penetration makes more challenges in power
system operation. Its uncertainty impacts stability of power systems, too. Therefore,
it must be considered in power system operation. The effect of wind power is
modeled using Weibull distribution which is elaborated in Sect. 13.2.1.

In this chapter, we propose an integrated P-OPF of natural gas and electrical
systems under wind power penetration. The electric network is IEEE 24-bus system
which is a transmission grid with the voltage levels of 138 kV, 230 kV, and
Sbase ¼ 100MVA. The slack bus is bus 13 in this grid. The gas system is Belgium
gas network which has 20 gas nodes and 24 pipelines. The mentioned system is
shown in Fig. 13.1. In this method, load (gas and electrical) and wind speed are
modeled as uncertain variables which are described in the following section. The
wind turbines have been added to the 7th and 21th buses. Each wind farm includes
four wind turbines. The integrated gas-electricity P-OPF issue is solved using 2m + 1
PEM based on Nataf transformation. The levels of proposed method are explained in
the following sections. The proposed method is robust against wind power, gas, and
electrical load uncertainties.

The formulas of gas grid are described in Eqs. (13.1, 13.2, 13.3, 13.4, 13.5, and
13.6):
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Fig. 13.1 The natural gas- and electricity-coupled networks
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GC ¼
X

n
cnSgn ð13:1ÞX

m
fn,m ¼

X
m
fm,n þ Sgn � ζgSdn � Sen ð13:2Þ

fm,n ¼ cm,n

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pr2m � Pr2n

q
Passive arcs ð13:3Þ

fm,n � cmn

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pr2m � Pr2n

q
Active arcs ð13:4Þ

Sgmin
n � Sgn � Sgmax

n ð13:5Þ
Prmin

n � Prn � Prmax
n ð13:6Þ

The electrical network equations are described in Eqs. (13.7, 13.8, 13.9, 13.10,
13.11, 13.12, 13.13, 13.14, and 13.15):

EC ¼
X

g
ag Pg

� �2 þ bgPg þ cg þ
X

i
VOLL� LSi ð13:7ÞX

g2Ωi
G

Pg þ LSi þ Pw
i � Pd,i ¼

X
j2Ωi

ℓ

Pij : λi ð13:8Þ

Pij ¼ δi � δ j

Xij
ð13:9Þ

�Pmax
ij � Pij � Pmax

ij ð13:10Þ
Pmin
g � Pg � Pmax

g ð13:11Þ
Pg,t � Pg,t�1 � RUg ð13:12Þ
Pg,t�1 � Pg,t � RDg ð13:13Þ
0 � LSi � Pd,i ð13:14Þ
0 � Pw

i � wiΛw
i ð13:15Þ

The main objective function and the decision variables are specified as follows:

Min OF ¼ ECþ GC ð13:16Þ

DV ¼
δi,Pg,Pc,Wc,Ww

Sgn, fn,m,Prn

( )
ð13:17Þ
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13.2.1 Modeling of Load and Wind Speed Uncertainties

Active demand, either gas or electrical, is generally modeled with normal distribu-
tion [33]. The analogous PDF is formulated as follow:

f Pd,ið Þ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffi
2πð Þσp exp � Pd,i � μð Þ2

2σ2

� �
ð13:18Þ

Wind speed cannot chase normal distribution; however, it approximately follows
Weibull distribution. Many researches demonstrate that wind speed can be modeled
as two-parameter Weibull distribution either for short-term or long-term period
[34, 35]. Weibull distribution is formulated as follows:

f vð Þ ¼ h
c

v
c

� � h�1ð Þ
exp � v

c

� �h� �
ð13:19Þ

Output power of wind turbine counts on the wind speed which can be calculated
as follows:

Pw
i við Þ ¼

0, 0 � vi � vin,i

Pr,i
vi � vin,i
vr,i � vin,i

, vin,i � vi � vr,i

Pr,i, vr � vi � vout,i

0, vout,i � vi

8>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>:

ð13:20Þ

13.2.2 Nataf Transformation

As we mentioned in the previous sections, the input RVs of power systems are
correlated. In this case, PEM is not useful to solve P-OPF. So, for using PEM to
solve P-OPF problem, it is necessary to make these RVs independent. In this way,
there are several methods to solve this issue such as polynomial normal transforma-
tion (PNT), Rosenblatt transformation, and Nataf transformation. In this chapter, we
utilize Nataf transformation due to its high accuracy with low computational burden.
Nataf transformation utilizes Copula function to obtain joint PDF of input RVs by
applying marginal PDF of RVs and correlation matrix to get relative correlation
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matrix in standard normal space. Nataf transformation is explained in detail in
[36]. Suppose that the arbitrary input vector X ¼ (x1, x2, . . .xn) and marginal PDFs
Fi(xi) with correlation matrix Cx are available pursuant to historical information
which is gained from numerical studies:

Cx ¼

1 ρ12 . . . ρ1n
ρ21

⋮

1

⋮

. . .

⋱

ρ2n

⋮
ρn1 ρn2 . . . 1

2
6664

3
7775, ρij ¼

cov xi, x j

� �
σiσ j

ð13:21Þ

The standard normal vector Y ¼ (y1, y2, . . .yn) can be obtained as follows:

Φ yið Þ ¼ Fi xið Þ

yi ¼ Φ�1 Fi xið Þð Þ

8>><
>>: ð13:22Þ

By using the above equation, the input RVs are transformed to standard normal
space; however, the RVs still correlated with correlation matrix of Cy. In order to
calculate Cy , below empirical expression which is proposed in [37] is employed:

ρij ¼ Tρ0ij ð13:23Þ

For two-parameter Weibull distribution, T has the following formulation:

T ¼ 1:063� 0:004ρ0ij � 0:2
σi
μi
þ σ j

μ j

� �
� 0:001ρ20ij þ 0:337

σ2i
μ2i

þ σ2j
μ2j

 !

þ 0:007ρ0ij
σi
μi
þ σ j

μ j

� �
� 0:007

σiσ j

μiμ j
ð13:24Þ

For normal distribution, T ¼ 1. In [37, 38], 49 empirical formulas are introduced
to compute T for ten various probability distributions. After computing correlation
matrix in standard normal space, Cholesky decomposition is applied to Cy:

Cy ¼ LOL
T
0 ð13:25Þ

LO is a lower triangular matrix which can be employed to gain vector U¼ (u1, u2,
. . .un) using the following equation:

U ¼ L�1
0 Y ð13:26Þ
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U is the independent vector in standard normal space. Hence, utilizing Nataf
transformation-independent vector U is obtained from correlated vector X. Then
PEM can be used to get samples of input variables. After that, the inverse Nataf
transformation is applied to transform these samples from standard normal space to
original spaces. For load demand, it doesn’t need to transform to normal space. As
we said in the previous section, load demand is modeled with normal distribution. It
needs to transform to normal space just for wind speed which is modeled with
Weibull distribution.

13.2.3 2m + 1 Point Estimation Method

The aim of PEM is to compute the raw moments of output variables. In this chapter,
we apply 2m + 1 PEM to solve P-OPF issue. The 2m + 1 PEM computes 2m + 1
points for each input uncertain variable in standard normal space. Then these points
are transformed from standard normal space to their original space using inverse
Nataf transformation. 2m + 1 PEM specifies three samples and their weights which
are determined as follows for each RV:

uik ¼ μi þ ξikσi i ¼ 1, 2, 3, . . . ,m; k ¼ 1, 2, 3ð Þ ð13:27Þ

The locations ξik for each RV are computed as follows:

ξik ¼ λi3
2
þ �1ð Þ3�k

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
λi4 � 3

4
λ2i3

r
k ¼ 1, 2ð Þ; ξi3 ¼ 0 ð13:28Þ

λi3 and λi4 are the skewness and kurtosis of the input RVs, respectively, which are
computed in Eqs. (13.29) and (13.30):

λi3 ¼
R1
�1 xi � μið Þ3fidxi

σ3i
ð13:29Þ

λi4 ¼
R1
�1 xi � μið Þ4fidxi

σ4i
ð13:30Þ

Weighting factors of each sample uik are computed in following equations:

Wik ¼ �1ð Þ3�k

ξik ξi1 � ξi2ð Þ k ¼ 1, 2ð Þ ð13:31Þ
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Wi3 ¼ 1
m
� 1
λi4 � λ2i3

ð13:32Þ

When the three locations of each input RV are obtained, the deterministic OPF
can be solved using each of three samples while other input variables are determined
as their mean value. It is obvious that only 2m + 1 OPF computations need to be
executed since ξi3 ¼ 0 is correct for all input RVs. Ultimately, the raw moments and
standard deviation of output random variable R (total generation cost (gas and
electricity), node pressure, power losses, etc.) can be obtained in Eqs. (13.33,
13.34, and 13.35):

μn ¼ E Rn i, kð Þ½ � ¼
Xm

i¼1

X3

K¼1
Wik Rn i, kð Þð Þ ð13:33Þ

E Rn i, kð Þ2
h i

¼
Xm

i¼1

X3

k¼1
Wik Rn i, kð Þ2
� �

ð13:34Þ

σn ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E Rn i, kð Þ2
h i

� μn

r
ð13:35Þ

13.3 Simulation Results and Discussions

In this section, we want to apply the proposed method on integrated gas and electric
system, which is described in Sect. 13.2. The electric grid is the IEEE 24-bus test
system, and the gas grid is Belgian high-calorific 20 node natural gas system. The
gas network has 24 pipelines. All information of test system is given in [39]. In this
system, we have two wind farms with 317.12 MW rated power, which are connected
to the electricity network at bus 7 and 21. The scale parameters are 8.4546 and
3.3125 and shape factors are 1.4925 and 1.3237, respectively. The information of
wind turbines is given in Table 13.1. The used wind speed data is the output of
weather parameter measurement station. These data are related to 4 months which
are measured per hour. The graphs of wind speed data in two different areas are
shown in Figs. 13.2 and 13.3.

The gas and electric loads are supposed to confirm to a normal distribution with
mean value of nominal load and standard deviation equal to 5% of mean values.
Also, wind speed is assumed to follow a two-parameter Weibull distribution
[40]. The schematic of the mentioned system is given in Fig. 13.1. Also, three

Table 13.1 The wind turbine parameters

Parameters Rated power (m/s) Cut-in speed (m/s) Cutout speed (m/s) Rated speed (m/s)

Value 79.28 3 65 37
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samples of each electrical and gas demands and wind speeds are given in Tables 13.2,
13.3, and 13.4, respectively.

The proposed model is a nonlinear programming (NLP) problem, which is
administered on GAMS (General Algebraic Modeling System) environment using
the LP solver in electric network and NLP tool in gas network.

From iteration 1 to 34, the electrical load uncertainties are considered. From
iteration 35 up to 52, the gas load uncertainties are considered, and from iteration
53 to 56, the wind speed uncertainty is considered. In iteration 57, all the input
variables are specified as their means. Figure 13.4 shows that cost of the electrical
grid might be 33.33% more than base state (iteration 57) cost. So, it must be
considered in scheduling generation units in order to get an optimal schedule. During
iterations 1–52, the two wind farms’ produced powers are set in their mean values. In
iteration 53, the rate of produced power by wind farm A is high, and because of that
the electrical cost has been minimized. In iteration 54, since the rate of produced
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Fig. 13.2 The graph of the wind speed in wind farm A
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Fig. 13.3 The graph of the wind speed in wind farm B
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power by both wind farms are zero, generating units must compensate the additional
load. So, in this case the cost of electrical network has been maximized. The cost of
gas grid during scenarios of 2m + 1 PEM is shown in Fig. 13.5. According to this
figure, rate of gas load in Blaregnies determines the maximum and minimum cost of
gas network. And Fig. 13.6 shows the total cost of test system, which is obtained by
summing electrical and gas costs together. Due to the existing conditions in the
system and optimization problem, most of the generating units are producing
maximum limit of their capacity during all the scenarios. Figure 13.7 indicates the
produced power of the thermal unit 10 during scenarios of 2m + 1 PEM. Pursuant to

Table 13.2 The samples of
the electrical demand in dif-
ferent buses

Bus no. K ¼ 1 K ¼ 2 K ¼ 3

1 117.29 98.6 108

2 105.27 88.5 97

3 195.63 164.45 180

4 80.34 67.54 74

5 77.23 64.92 71

6 147.78 124.23 136

7 135.76 114.12 125

8 185.83 156.22 171

9 190.21 159.9 175

10 211.88 178.1 195

13 288 242.1 265

14 210.86 177.26 194

15 344.52 289.61 317

16 108. 7 91.37 100

18 361.9876 304.2121 333

19 196.74 165.39 181

20 139.1 116.93 128

Table 13.3 The samples of
the gas demand

Gas consumer K ¼ 1 K ¼ 2 K ¼ 3

Antwerpen 4.383 3.684 4.034

Arlon 0.241 0.202 0.222

Blaregnies 16.967 14.262 15.616

Brugge 4.257 3.578 3.918

Gent 5.712 4.802 5.256

Liege 6.936 5.83 6.385

Mons 7.443 6.257 6.848

Namur 2.302 1.935 2.12

Petange 2.086 1.754 1.919

Table 13.4 The samples of
the wind speed

Wind speed K ¼ 1 K ¼ 2 K ¼ 3

A 18.1742 1.0635 6.5694

B 7.6437 0.3347 2.5381
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the situation, we can compensate the additional load system by setting this thermal
unit in each scenario. The maximum and minimum value of produced power by this
unit occurred in iterations 29 and 55, respectively. Figure 13.8 (sections a and b)
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Fig. 13.8 The active power flow of the transmission lines 1–2 and 11–10. (a) Branch 1–2.
(b) Branch 11–10
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shows the active power flow’s fluctuations from bus 1 to 2 and 11 to 10, respectively.
We can see the impact of the stochastic behavior of electrical load demands and wind
speed in the rate of active power flow in branches. The maximum limit of active
power, which can be transmitted through branches 1–2 and 11–10, is 1.75 and 4 per
unit, respectively. According these figures, it is concluded that the branches have
enough capacity to tolerate extra transmitted power and not become overloaded. The
rate of gas supply at Voeren in each scenario is illustrated in Fig. 13.9. It can be
observed that the gas demand of Blaregnies specifies the maximum and minimum
gas supply in Voeren. Figure 13.10 (sections a and b) demonstrates the gas pressure
in Antwerpen and Sinsin, respectively. Maximum and minimum value of gas
pressure in Antwerpen is 80 and 30 and in Sinsin is 63 and 0. Also, we can see
the fluctuations of gas pressure in these two gas supplies between iterations 35 and
52, which are related to gas demand uncertainties. Figure 13.11 shows the pipe flow
variations in Voeren to Berneau node. It can be noticed that stochastic behavior of
gas demands during 35–52 iterations highly impacts the power flows in gas nodes.
And finally Fig. 13.12a, b demonstrates the voltage angle in bus 2 and 18, respec-
tively. Maximum and minimum value of voltage angle in each bus must be limited
between –π/2 and π/2 radian. Regarding this figure, maximum and minimum value
of voltage angle at bus 2 is�0.36873 and�0.35191 radian and at bus 18 is 0.214612
and 0.258696 radian. It is comprehended that during simulation phases, we don’t
have a critical condition in voltage angle.
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13.4 Conclusion and Future Trend

This chapter presents a 2m + 1 PEM based on Nataf transformation to solve P-OPF
issue. The stochastic behavior of electrical demand, gas demand, and wind speed is
considered. The main contribution of employing Nataf transformation is to make the
input RVs uncorrelated. Hence, PEM can be employed to solve P-OPF issue. The
Nataf transformation applies the normal Copula function to build the joint PDFs of
the input RVs with information of the marginal distributions and their correlation
coefficients. Therefore, this method is more appropriate than conventional methods.
Then, a nonlinear programming problem was solved under generalized algebraic
mathematical modeling system to detect the best operating point of the system under
different gas and electricity load levels and various wind speed. The effectiveness of
proposed method was indicated by applying to integrated gas power system. All
operational limits of P-OPF and power balance criterion were satisfied in optimiza-
tion process. Minimization of thermal generating units’ cost was accomplished as
single objective function. It is demonstrated that the output of the discussed optimi-
zation problem, which is gained by the GAMS optimization software using CPLEX
and CONOPT solvers, is highly effected by electrical and gas demands and wind
speed uncertainties which must be regarded in designing and operating system. In
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future work, we will perform this method on integrated water, gas, and electricity
system. Moreover, we can regard the demand response in our discussed problem.

References

1. Sharifzadeh, H., Amjady, N., & Zareipour, H. (2017). Multi-period stochastic security-
constrained OPF considering the uncertainty sources of wind power, load demand and equip-
ment unavailability. Electric Power Systems Research, 146, 33–42.

–0.35

0.26

0.255

0.25

0.245

0.24

0.235

0.23

0.225

0.22

0.215

0.21

–0.352

–0.354

–0.356

–0.358

–0.36

–0.362

–0.364

–0.366

–0.368

–0.37
0 10 20 30

Iterations
(a) Voltage angle of bus 2

V
o

lt
ag

e 
an

g
le

 in
 b

u
s 

2 
(r

ad
)

V
o

lt
ag

e 
an

g
le

 in
 b

u
s 

18
 (

ra
d

)

40 50 60

0 10 20 30
Iterations

(b) Voltage angle of bus 18

40 50 60

Fig. 13.12 The voltage angle at buses 2 and 18. (a) Voltage angle of bus 2. (b) Voltage angle of
bus 18

13 Stochastic Analysis of Gas-Electricity Hybrid Grid Using Nataf Transformation. . . 279



2. Azizipanah-Abarghooee, R., et al. (2015). Optimal power flow based TU/CHP/PV/WPP coor-
dination in view of wind speed, solar irradiance and load correlations. Energy Conversion and
Management, 96, 131–145.

3. Ngoko, B. O., Sugihara, H., & Funaki, T. (2018). Optimal power flow considering line-
conductor temperature limits under high penetration of intermittent renewable energy sources.
International Journal of Electrical Power & Energy Systems, 101, 255–267.

4. Morshed, M. J., Hmida, J. B., & Fekih, A. (2018). A probabilistic multi-objective approach for
power flow optimization in hybrid wind-PV-PEV systems. Applied Energy, 211, 1136–1149.

5. Abbasi, S., et al. (2018). Transmission network expansion planning considering load correlation
using unscented transformation. International Journal of Electrical Power & Energy Systems,
103, 12–20.

6. Fang, X., et al. (2018). Modelling wind power spatial-temporal correlation in multi-interval
optimal power flow: A sparse correlation matrix approach. Applied Energy, 230, 531–539.

7. Attarha, A., Amjady, N., & Conejo, A. J. (2018). Adaptive robust AC optimal power flow
considering load and wind power uncertainties. International Journal of Electrical Power &
Energy Systems, 96, 132–142.

8. Grover-Silva, E., et al. (2018). A stochastic optimal power flow for scheduling flexible
resources in microgrids operation. Applied Energy, 229, 201–208.

9. Mühlpfordt, T., Faulwasser, T., & Hagenmeyer, V. (2018). A generalized framework for
chance-constrained optimal power flow. Sustainable Energy, Grids and Networks, 16,
231–242.

10. Rabiee, A., Nikkhah, S., & Soroudi, A. (2018). Information gap decision theory to deal with
long-term wind energy planning considering voltage stability. Energy, 147, 451–463.

11. Zou, B., & Xiao, Q. (2014). Solving probabilistic optimal power flow problem using quasi
Monte Carlo method and ninth-order polynomial normal transformation. IEEE Transactions on
Power Systems, 29(1), 300–306.

12. Biswas, P. P., Suganthan, P. N., & Amaratunga, G. A. J. (2017). Optimal power flow solutions
incorporating stochastic wind and solar power. Energy Conversion and Management, 148,
1194–1207.

13. Xia, S., et al. (2016). Probabilistic transient stability constrained optimal power flow for power
systems with multiple correlated uncertain wind generations. IEEE Transactions on Sustainable
Energy, 7(3), 1133–1144.

14. Bai, W., Lee, D., & Lee, K. (2016). Stochastic dynamic optimal power flow integrated with
wind energy using generalized dynamic factor model. IFAC-PapersOnLine, 49(27), 129–134.

15. Shargh, S., et al. (2016). Probabilistic multi-objective optimal power flow considering corre-
lated wind power and load uncertainties. Renewable Energy, 94, 10–21.

16. Mohseni-Bonab, S. M., et al. (2016). A two-point estimate method for uncertainty modeling in
multi-objective optimal reactive power dispatch problem. International Journal of Electrical
Power & Energy Systems, 75, 194–204.

17. Reddy, S. S. (2017). Optimal power flow with renewable energy resources including storage.
Electrical Engineering, 99(2), 685–695.

18. Aien, M., Rashidinejad, M., & Firuz-Abad, M. F. (2015). Probabilistic optimal power flow in
correlated hybrid wind-PV power systems: A review and a new approach. Renewable and
Sustainable Energy Reviews, 41, 1437–1446.

19. Roy, R., & Jadhav, H. T. (2015). Optimal power flow solution of power system incorporating
stochastic wind power using Gbest guided artificial bee colony algorithm. International Journal
of Electrical Power & Energy Systems, 64, 562–578.

20. Li, X., Cao, J., & Du, D. (2015). Probabilistic optimal power flow for power systems consid-
ering wind uncertainty and load correlation. Neurocomputing, 148, 240–247.

21. Chen, M. J., Chen, Y. Q., Dong, W. C., & Wu B. (2015). Containing wind farm power system
probabilistic optimal power flow calculation using the method of combined cumulants and
Gram-Charlier expansion. In Advanced materials research, Trans Tech Publ, 1071, 193–199.

280 S. Balaei-sani et al.



22. Mühlpfordt, T., et al. (2017). Solving optimal power flow with non-Gaussian uncertainties via
polynomial chaos expansion. In Decision and Control (CDC), 2017 IEEE 56th Annual Con-
ference on. IEEE.

23. Rahmani, S., & Amjady, N. (2018). Non-deterministic optimal power flow considering the
uncertainties of wind power and load demand by multi-objective information gap decision
theory and directed search domain method. IET Renewable Power Generation, 12(12),
1354–1365.

24. Xie, Z. Q., et al. (2018). Quasi-Monte Carlo based probabilistic optimal power flow considering
the correlation of wind speeds using copula function. IEEE Transactions on Power Systems, 33
(2), 2239–2247.

25. Cao, J., & Yan, Z. (2017). Probabilistic optimal power flow considering dependences of wind
speed among wind farms by pair-copula method. International Journal of Electrical Power &
Energy Systems, 84, 296–307.

26. Luo, J., Shi, L., & Ni, Y. (2018). A solution of optimal power flow incorporating wind
generation and power grid uncertainties. IEEE Access, 6, 19681–19690.

27. Kazemdehdashti, A., Mohammadi, M., & Seifi, A. R. (2018). The generalized cross-entropy
method in probabilistic optimal power flow. IEEE Transactions on Power Systems, 33(5),
5738–5748.

28. Sun, W., et al. (2018). Probabilistic optimal power flow considering correlation of wind farms
via Markov Chain Quasi-Monte Carlo sampling. arXiv preprint arXiv:1809.05228.

29. Rouhani, M., Mohammadi, M., & Kargarian, A. (2016). Parzen window density estimator-
based probabilistic power flow with correlated uncertainties. IEEE Transactions on Sustainable
Energy, 7(3), 1170–1181.

30. Qiao, C., Livani, H., & Fadali, M. S. (2015). Probabilistic optimal power flow using unscented
transformation. In North American Power Symposium (NAPS), 2015. IEEE.

31. Du, D., & Huang, H. (2013). Experience and enlightenment of gas generation abroad. Shanghai
Gas, 2, 23–26.

32. Li, T., Eremia, M., & Shahidehpour, M. (2008). Interdependency of natural gas network and
power system security. IEEE Transactions on Power Systems, 23(4), 1817–1824.

33. Villanueva, D., Feijóo, A. E., & Pazos, J. L. (2014). An analytical method to solve the
probabilistic load flow considering load demand correlation using the DC load flow. Electric
Power Systems Research, 110, 1–8.

34. Garcia, A., et al. (1998). Fitting wind speed distributions: A case study. Solar Energy, 62(2),
139–144.

35. Lalas, D., Tselepidaki, H., & Theoharatos, G. (1983). An analysis of wind power potential in
Greece. Solar Energy, 30(6), 497–505.

36. Li, H., Lü, Z., & Yuan, X. (2008). Nataf transformation based point estimate method. Chinese
Science Bulletin, 53(17), 2586.

37. Liu, P.-L., & Der Kiureghian, A. (1986). Multivariate distribution models with prescribed
marginals and covariances. Probabilistic Engineering Mechanics, 1(2), 105–112.

38. Der Kiureghian, A., & Liu, P.-L. (1986). Structural reliability under incomplete probability
information. Journal of Engineering Mechanics, 112(1), 85–104.

39. De Wolf, D., & Smeers, Y. (2000). The gas transmission problem solved by an extension of the
simplex algorithm. Management Science, 46(11), 1454–1465.

40. Li, Y., et al. (2014). Probabilistic optimal power flow considering correlations of wind speeds
following different distributions. IEEE Transactions on Power Systems, 29(4), 1847–1854.

13 Stochastic Analysis of Gas-Electricity Hybrid Grid Using Nataf Transformation. . . 281



Chapter 14
A Review on the Technical and Economic
Prospects of Biofuel Production from
Integrated Biomass Gasification
and Fischer-Tropsch Processes

Karittha Im-orb and Amornchai Arpornwichanop

Nomenclature

Sets
i Chemical species
j Reactions
n The length of hydrocarbon chain

Variables
a, b Reaction constant
COSTsize1 Cost of a base scale
COSTsize2 Cost of a required scale
Mn Mole fraction of hydrocarbon with chain length n
ni Number of moles of component i per mole of biomass
Pi Partial pressure of component i
ai Mole fraction of component i
γi Mole fraction of component i
sf Power scaling factor
SC5+ Selectivity of hydrocarbon with a chain length longer than five
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SIZE1 Size of a base scale
SIZE2 Size of a required scale
[CO] CO concentration in the FT-feed gas
[H2] H2 concentration in the FT-feed gas
RCO Reaction rate of carbon monoxide (mol s�1 kgcat

�1)
α Chain growth probability
Wn Weight fraction of hydrocarbon with chain length n
PTotal Operating pressure of FT reactor (bar)
kj Rate constant of reaction j
EA, j Activation energy of reaction j (kJ mol�1)
ΔHads Heat of adsorption
T Operating Temperature (K)

14.1 Introduction

The world consumption rate of fossil fuel is increasing rapidly due to strong
economic growth. The gases released from energy production units result in air
pollution and global warming problems. All industrialized and some developing
countries have therefore enacted rigorous environmental laws to control the emis-
sions of pollutant gases. The transportation sector which utilizes a large amount of
fossil-derived transportation fuels such as diesel and gasoline is responsible for a
substantial percentage of total carbon dioxide (CO2) emissions. Concerns about
energy shortage and the environment impact motivate the expanded consumption
of nonfossil fuel sources in the transportation sector. By year 2050, the market share
of advanced biofuels in the transportation sector of the European Union (EU) is
expected to be in the range of 10–30% [1].

Biomass is an alternative energy resource that recently performs a crucial role in
the energy generation industry, as it is environmentally friendly and CO2 neutral.
Several biomass sources have been introduced for use, including several tree species,
agro-crops, and crop residue. In 2014, the global energy supply from biomass was
10.3% of total energy [2]. The production of biodiesel and bioethanol uses only
certain parts of a plant, such as sugar, oil, cellulose, or starch, while the entire plant
can be gasified in the gasification process. One promising technology used to
produce green liquid transportation fuels from biomass is the biomass gasification
(BG) and Fischer-Tropsch (FT) process [3]. The ultraclean liquid fuel from the FT
process has low aromatic content and is free of sulfur, resulting in low emission of
CO2 and NOx and zero emission of particulate matter compared to fuels derived
from crude distillation when used in combustion units. Moreover, the specifications
of FT fuel can be adjusted to meet customer requirements during the distillation or
hydro-treatment processes. Additionally, FT transportation fuel can be integrated
into existing infrastructure and automotive technology very well.
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Integrated gasification and FT synthesis are not a new process. This process has
been commercialized; however, its application has mainly been limited to coal
feedstocks. SASOL Synfuels operates two coal-to-liquid (CTL) plants that supply
28% of South Africa’s diesel demand [4]. Inner Mongolia Yitai CTO Company
Limited has produced 160,000 tons of oil products per year since 2009 and plans to
launch four CTL plants to increase its oil production to 20 million tons per year
[5]. However, a few BG-FT plants utilize different gasification technologies on a
commercial scale. In 2007, CHOREN Industries established the BG-FT demonstra-
tion plant in Freiberg, Germany, which produces 15,000 tons of biofuel per year.
However, it was stopped in 2012 because of financial difficulties [6]. British Air-
ways has signed a 10-year agreement to take 60 million liters a year of bio-jet fuel
produced from London’s municipal waste by Solena Fuels Corporation
[7]. Table 14.1 summarizes the established BG-FT plants.

Although several commercial BG-FT plants are in operation, process studies are
still carried out to enhance the process performance in technical, environmental, and
economic points of view to compete with fossil-based fuels. The subsequent section
describes the current status of the BG-FT process, the basic background of the
BG-FT process including the BG, gas cleaning, and FT processes, and the research
and development efforts in the three major units of the BG-FT process (i.e., the BG,
gas cleaning and conditioning, and FT processes) to improve its overall performance
efficiency and to increase its competitiveness with fossil-derived oil. In gas cleaning
section, the review related to tar removal processes to produce synthesis gas (syngas)
satisfying the FT specification has been quite limited; therefore, the work related to
this topic is also included in this review. Simultaneously, the technical and economic
potential of the BG-FT process for transportation fuel production is also discussed.
Finally, future trends in the BG-FT process are described.

14.2 The Integrated Biomass Gasification
and Fischer-Tropsch Synthesis Process

The BG-FT is an interesting process utilized to generate green liquid transportation
fuels [10]. As illustrated in Fig. 14.1, the BG-FT process involves three main
subprocesses: the BG, gas cleaning and conditioning, and FT processes. Firstly,
the biomass is converted to a raw syngas in the gasifier, which normally uses oxygen
(O2) as a gasifying agent. Subsequently, impurities are removed from the produced
gas, and its hydrogen-to-carbon monoxide (H2/CO) ratio is tuned during the gas
cleaning and gas conditioning processes, respectively. Then, the cleaned syngas that
meets the FT specifications is compressed to the expected pressure prior to entering
the FT process, where the desired hydrocarbon products are synthesized.

14 A Review on the Technical and Economic Prospects of Biofuel Production. . . 285



14.2.1 Gasification

A gasification process involved the partial oxidation of a carbonaceous substance.
This process can be achieved by supplying oxygen less than that needed for the
complete combustion at temperature range of 600–1500 �C. This process is an

Table 14.1 Established BG-FT plants [8, 9]

Organization (location) Year Gasifier technology Scale and reactor details

Frontline BioEnergy, LLC
(Pasadena Texas, USA)

2013 TarFreeGas®
gasification

Pilot plant
1575 tpd feed

(wood, agricultural residue)
SGC Energia’s FT
Co catalyst
1 bpd light and heavy FT

intermediates

Solena Fuels, Green Sky
(Essex, UK)

2015 Solena plasma
gasification

Commercial
1575 tpd feed

(commercial waste and munici-
pal)

Velocys microchannel FT
reactor

Co catalyst
1157 bpd jet fuel

SYNDIESE, CEA
(Nevada, USA)

2015 Entrained flow, O2

blown, high-pressure
gasifier

Commercial
205 tpd feed

(forest and agricultural waste)
530 bpd liquid fuel

Sierra Biofuels, Fulkrum
Bio-energy (Nevada,
USA)

2016 TRI steam reformer Commercial
400 tpd biomass feed

(municipal solid waste)
Velocys FT reactor
Co catalyst
657 bpd liquid fuel

Red Rock Biofuels (Ore-
gon, USA)

2017 TRI steam reformer Commercial
460 tpd feed

(forest and saw mill waste)
Velocys FT reactor
Co catalyst
1100 bpd liquid fuel

Velocys
(Gussing, Austria)

2010 Dual fluidized bed
gasifier

Pilot plant
150 tpd dry biomass feed
Microchannel FT reactor
Co catalyst
1 bpd FT products

CUTEC
(Germany)

2010 CFB, steam-O2

gasification
Laboratory

2.7 tpd dry biomass feed
Fixed-bed FT reactor
Co catalyst
150 mlpd FT products
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intermediate process between combustion and pyrolysis. The calorific value of the
produced gas, which consists of combustible and noncombustible gases, depends on
the type of the process and operation parameters. During biomass gasification, the
gasifying agents react with the solid biomass to produce a synthesis gas (syngas),
char, and heavy hydrocarbons (tar). Figure 14.2 illustrates the complex series of
chemical reactions within biomass gasification.

Some experiments and theoretical studies based on thermodynamic and kinetic
models have been done to investigate the gasification process by considering the
influence of the feedstock characteristics (i.e., particle size, density, and moisture
content), operating parameters (i.e., gasifying pressure and temperature), and type of
gasifying agents on its performance.

Gasifying agents

Gasification
Gas cleaning

&
conditioning

Compression FT synthesis

Biomass
Ash & carbon

H2O

H2O

Off gas

Liquid fuelH2O

Fig. 14.1 Schematic of the BG-FT process. (Adapted from [11])

Biomass

Drying

Pyrolysis

Gas-phase reactions
(cracking, reforming, combustion, shift)

Char gasification reactions
(gasification, combustion, shift)

Gases
(CO, H2, CH4, H2O)

CO, H2, CH4, H2O,CO2 cracking products CO, H2, CH4, H2O,CO2 unconverted products

Liquid
(tar, oil, naphtha)

Oxygenated compounds
(phenols, acid)

Soild
(char)

Fig. 14.2 Basic chemistry involves the gasification of biomass. (Adapted from [12])
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14.2.1.1 Influence of the Feedstock Characteristics

Various chemical and physical characteristics of the biomass, such as its moisture
content and particle size, may affect the gasification behavior. The equilibrium
model of a downdraft gasifier was proposed by Zainal et al. [13] and used to examine
the influence of the change in the initial moisture content and gasifying temperature
in wood on the syngas heating value. They found that the syngas heating value
decreased when the moisture content increased. Tinaut et al. [14] studied the
influence of the biomass particle size on the performance of a downdraft fixed-bed
gasifier. Their result showed that the maximum efficiency was achieved when a
smaller particle size was used. The effect of using different types of biomass was also
studied. The gasification of palm oil fronds was examined by Atnaw et al. [15]. The
results indicated that the syngas heating value, the cold gas efficiencies, and the
derived carbon conversion were comparable to those of woody biomass. The syngas
heating value was found to decrease when the moisture content of wood or the
gasifying temperature increased. Mavukwana et al. [16] developed a thermodynamic
gasification model of the sugarcane bagasse. Their model underpredicted the con-
centration of methane (CH4), whereas the concentration of H2 was slightly
overpredicted. Nevertheless, the overall predictions agreed well with the reported
experimental results. Ramzan et al. [17] investigated the impact of moisture content
in solid waste feedstock generated from both households and the industrial sector,
including poultry waste, food waste, and municipal solid waste, on the performance
of gasification process. The energy production from low-density nonwoody biomass
via gasification process has also received increased attention because it is abundant
and widely available. However, some fluidization problems and high energy input
requirement have been encountered. Widjaya et al. [18] reported that the upgrading
of nonwoody biomass into a good-quality solid fuel might be the best alternative
options before it was fed to the gasifier.

14.2.1.2 Parametric Study of Gasification

Gasifying agents

Utilization of different types of gasifying agent (i.e., O2, steam, CO2, air, or a
mixture thereof) results in the production of gases with different heating values
because of their different compositions. The energy demand of the systems using
different gasifying agents has also been studied. Several works have investigated the
effect of using different types and amounts of gasifying agents on the composition
and calorific value of the produced syngas and the total energy consumption of the
system. Previous works showed that the steam gasification could increase the
calorific value of the syngas to 10–18 MJ Nm�3 compared to the 4–7 MJ Nm�3 of
the air gasification [19, 20]. Bhattacharya et al. [21] examined the impact of the
percentage of O2 in the gasifying agent (between 85 and 99%) and the equivalence
ratio (ER) (between 2 and 4) on the exergy efficiency of the system. In their work,

288 K. Im-orb and A. Arpornwichanop



the concentration of H2 in the produced syngas was found to increase with an
increase of ER; therefore, the cold gas and exergy efficiencies were also increased.
On the other hand, these efficiencies were relatively unaffected by the purity of O2

containing in the gasifying agent. Shayan et al. [22] investigated and compared the
gasification performance with different gasifying agents (i.e., steam, air, O2, and
O2-enriched air) using their developed thermodynamic model. The results indicated
that the highest yield of H2 was achieved in the steam system, followed by O2,
O2-enriched air, and air systems, respectively. Moreover, the highest sensible energy
efficiency was achieved in air gasification, while the maximum exergy efficiency
was achieved in steam gasification. The influence of gasifying agent on the content
of inorganic substance in the produced gas was also studied. Effect of the steam-to-
biomass ratio (SB) and the ER on the gaseous chloride distribution in the gasification
process was studied by Gai et al. [23]. The results indicated that these parameters had
a strong effect on gaseous chloride distribution. In addition to air, steam, and O2,
CO2 is used as a gasifying agent and offers several benefits, i.e., not requiring energy
for vaporization, allowing a wide range of H2/CO ratios in the syngas, and resulting
in more volatiles being obtained during devolatilization due to the crucial role of the
Boudouard reaction, resulting in efficient gasification. Moreover, CO2 recycling
could offer environmental benefits [24]. Chaiwatanodom et al. [25] investigated
the biomass gasification with the CO2 recirculation. They found that the recycled
CO2 improved the production rate of syngas. However, only the condition of low
temperature and high pressure was beneficial when using recycled CO2 in terms of
energy demand. The gasification of aquatic biomass using CO2 and O2 in helium
(He) atmosphere was studied by Hanaoka et al. [26]. The results indicated that the
use of CO2 and O2 raised the conversion to syngas (CO and H2). The concentration
of CO in the produced syngas was found to increase as the CO2 feed rate increased,
whereas that of H2 decreased. However, the concentrations of both H2 and CO were
found to increase when O2 feed rate increased. The conversion to gas of 94.0 C-mol
% and the maximum yield of syngas of 69.7 vol.% were achieved at CO2/O2 of
45/55 vol.%. Moreover, it was found that the conversion to gas of the system with
CO2/O2 was higher than that with He/O2 due to the strong effect of Boudouard and
tar decomposition reactions. Sadhwani et al. [27] found that the use of steam and
CO2 as gasifying agents offered benefits over the traditional biomass gasification
process economically, socially, and environmentally. Im-orb et al. [28] investigated
the effect of gasifying agents (air-steam and CO2-steam) on the performance of the
gasification process using rice straw feedstock. They found that one-step syngas
production that satisfied H2/CO ratio for FT synthesis could be achieved in the
gasifier under thermal self-sufficient conditions at the air-to-biomass ratio of 0.57,
steam-to-biomass ratio of 1.17, and a gasifying temperature of 700 �C.

Operating Conditions

The influence of operating parameters, i.e., flow rate of feed, gasifying pressure, and
temperature, on the calorific value and composition of the produced syngas and the
total energy consumption of the system has been extensively investigated in
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previous studies. Typically, an equilibrium model is used to perform the parametric
analysis during the preliminarily design of a gasifier, because thermodynamic
models do not rely on the gasifier design and require less data; only the feed
elemental composition data and the chemical reaction data are needed. Li et al.
[29] studied the sawdust gasification in a demonstration plant. They found that air
ratio, temperature, steam injection, suspension density, and fly ash reinjection
influenced the composition and heating value of the produced gas. Their experimen-
tal data were compared with the results derived from an equilibrium model which
were calculated using the Gibbs free energy minimization approach; the predictions
were found to deviate from the experimental results due to the slow reaction rate of
the char gasification. Therefore, the model was modified to account for the
unconverted carbon and CH4 observed in the experiment as nonequilibrium factors
to improve the model accuracy. Renganathan et al. [30] examined the influences of
varying gasifying agents (steam, O2, CO2, or a mixture thereof), gasifying temper-
ature, pressure on syngas composition, amount of released CO2, and cold gas
efficiency (CGE). The results indicated that CO and H2 concentration increased,
whereas the CO2 concentration decreased when the gasifying temperature increased.
Pressure had negative effect on CO2 gasification. The concentration of CO decreased
with increasing pressure, while that of H2 was almost independent of pressure. Loha
et al. [31] experimentally tested and developed an equilibrium model for a fluidized
bed steam gasification of rice husk. The effect of the steam-to-biomass ratio and
gasifying temperature on the syngas composition was studied, and a correlation
between the yield of H2 from the rice husk at different temperatures and steam-to-
biomass ratios was presented. The results indicated that the production rates of CO2

and CH4 decreased whereas those of CO and H2 increased. The increase of supplied
steam caused CO2, CH4 and H2 to increase and CO to decrease. The sugarcane
bagasse gasification in a circulating fluidized bed gasifier was studied by Ardila et al.
[32]. The effect of operating parameters on the conversion efficiency, heating value,
and product gas composition was reported. A thermodynamic based-gasification
model using poultry waste, food waste, and municipal solid waste as feedstock was
established by Ramzan et al. [17]. The effect of ER, steam injection, moisture
content, and gasifying temperature on the cold gas efficiency, heating value, and
produced gas composition was investigated. They found that the production rate of
H2 and CO decreased when the ER increased. The moisture content influenced the
calorific value of syngas and the steam injection could enhance the H2 production.
Moreover, the production rates of H2 and CO were found to decrease as gasifying
temperature increased. Xiong et al. [33] found that the increase of gasifying tem-
perature could enhance rice husk gasification efficiency in the bubbling fluidized bed
gasifier but the increase of inlet velocity of gasifying agent and biomass humidity
showed inverse effect.

Although extensive experimental data is required in order to generate a kinetic
model to derive the reaction kinetics of the main reactions, such models can present a
clear picture of the complex phenomena occurring in each section of the gasifier and
offer high accuracy. Several works have focused on the development of kinetic
models. Kojima et al. [34] determined the kinetic data for gasification of sawdust
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char by performing an experimental fluidized bed gasifier containing inert particles
under stable and differential conditions. Nikoo and Mahinpey [35] included the
reaction kinetic data of char gasification and hydrodynamic parameters in the
gasification model by using embedded external FORTRAN user subroutines. Their
model predictions matched well with the experimental results from a lab-scale
fluidized bed gasifier using pine feedstock. The effect of average particle size of
the biomass, ER, gasifying temperature, and steam-to-biomass ratio on the carbon
conversion efficiency and composition of syngas was investigated. Yaghoubi et al.
[36] developed the model of a dual bubbling fluidized bed gasifier for the hydrogen
production. Their developed model consisted of a set of several differential equa-
tions that considered the influence of chemical reactions, convection, diffusion, and
flow hydrodynamics on the allocation of gaseous species in the gasifier and final
composition of produced gas. The model was utilized to study the impact of
humidity, particle size, reactor size, gasifying agent flow rate, and gasifying temper-
ature on the generation of hydrogen. The results showed that steam was more
suitable gasifying agent for H2-rich syngas production than air, and the most suitable
operating condition was found at the steam-to-biomass ratio of almost equal to 1.3
and the gasifying temperature ranging between 800 and 820 �C. Gao and Li [37]
investigated the behavior of a biomass gasification in fixed-bed reactor by develop-
ing a mathematical model of the combined pyrolysis and reduction section which
embedded the kinetic rates of reactions occurring in the latter zone. The volatiles
leaving the pyrolysis section were used as original concentrations of the reduction
section. The temperature profile along the height of the reduction zone at various
times and the concentration of each component in the syngas were found to be
comparable with the published experimental result. The mathematical model of
steam gasification, using char as a feedstock, based on the gas transportation and
the reaction kinetics of the produced gas was developed by Xu et al. [38]. Three
types of char (i.e., coal char, biomass char, and a blend of coal and biomass char)
were considered. The developed model was used to examine the influence of the char
structure on the gasification characteristics. They found that the different structures
of char (biomass char and coal char) were the major factor influencing the gasifica-
tion characteristics. The biomass char had more amorphous structure; hence, the
intrinsic reaction rate was improved while the coal char had high transportation rate
of gasifying agent into char particle. Kaushal et al. [39] proposed a biomass
gasification model of bubbling fluidized bed reactor. Two zones (upper freeboard
and bottom dense bed) and two phases (emulsion and bubble) were considered in the
model development. The model predictions showed good agreement with other
bubbling fluidized bed gasification model, and the model could predict the bed
temperature and tar yield, as well as the production rate, composition, and heating
value of the produced syngas. A biomass gasification model of circulating fluidized
bed including the hydrodynamics and reaction kinetics was developed by Miao et al.
[40]. Two regions, such as the dense and dilute regions, were considered in the
model. The developed model was used to investigate the temperature and product
gas distributions along the gasifier length, and the syngas production rate, heating
value, carbon conversion, and the gasification efficiency are compared with the
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published data. Sharma [41] developed a biomass gasification model of a downdraft
gasifier based on experimental results of the pyrolysis zone and reaction kinetic of
the reduction zone. The model consisted of the fluid flow, the heat transfer, and the
thermochemical process modules. The model predictions matched well with the
reported experimental data. Sharma [42] performed the comparison between kinetic
and equilibrium models for the char reactions in a downdraft gasifier and studied the
effects of the reaction temperature on the unconverted char, the composition of dry
gas, and the rate of endothermic heat absorption in the reduction zone. The critical
char bed height of 25 cm at a gas flow rate of 10 g s�1 and critical reaction
temperature of 950 K in the reduction zone were derived from the kinetic and
equilibrium models.

14.2.1.3 Design of Plant Configuration

To obtain efficient syngas production process which offers the high-quality syngas
and consumes less energy, improvement of the gasification performance is needed.
Several attempts have been made to enhance the gasification performance such as
optimization of the operating conditions and process modifications (i.e., installation
of a stream preheater and implementation of syngas cleaning and tar reforming
processes). The Aspen Plus model of the H2 generation from biomass gasification
in the interconnected fluidized beds with two separate zones of combustion and
gasification was developed by Shen et al. [43]. The parametric analysis was
performed, and the results showed that a high H2 yield and relatively high H2

content were achieved via this process, and the most favorable condition was
obtained at the combustion temperature of 920 �C, the gasifying temperature range
of 750–800 �C, and the steam-to-biomass ratio range of 0.6–0.7. Arpornwichanop
et al. [44] analyzed the biomass gasification under a supercritical water operation for
H2 production by examining the influence of key operating parameters on its
performance. The suitable condition for H2 production was obtained by using the
inlet feed concentration of 20–25 wt.% and the gasifying temperature of 600 �C.
Doherty et al. [45] developed an Aspen Plus model of the biomass gasification in an
atmospheric circulating fluidized bed (CFB) based on the Gibbs free energy mini-
mization method to investigate the influences of the air preheating. It was found that
the production rates of H2 and CO increased with increasing air preheating rate; as a
result, the syngas calorific value and the CGE of the gasifier increased. The three
biomass gasification models with CO2 recirculation – (1) direct heating, (2) indirect
heating using syngas, and (3) indirect heating using biomass as a fuel – were
developed and compared by Chaiwatanodom et al. [25]. Their results indicated
that CO2 recycling was beneficial to syngas production. The indirect heating gasi-
fication using biomass as a fuel offered the maximum gasification efficiency with the
minimum CO2 emissions.

Biomass gasification has been combined with other downstream processes, i.e.,
fuel cells, power plants, or FT synthesis, to increase the overall process performance.
A model of the wood gasification for cogeneration of power and heat developed in
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Aspen Plus was presented by Francois et al. [46]. Their result indicated that the
overall thermal efficiency of the gasification plant of 76% was achieved. The
performance evaluation of the biomass gasification combined with proton exchange
membrane fuel cell (PEMFC) system was performed by Chutichai et al. [47]. Based
on an electrical load of 5 kW, the electrical and total energy efficiency of 22% and
51%, respectively, was achieved. The maximum efficiency of 40–45% on higher
heating value (HHV) basis of the combined biomass gasification and FT process was
presented by Hamelinck et al. [48].

Although the gasification is a favorable process used to generate synthesis gas
from the biomass, it utilizes large amount of energy, notably at air separation unit
(ASU) that occupied the largest part of total electricity consumption [49]. Moreover,
the formation of tar which causes fouling of piping and downstream equipment are
another concerned problem. The IBPG process, in which the produced charcoal from
the pyrolysis process is subsequently gasified, is therefore studied. The simplified
diagram of the IBPG is illustrated in Fig. 14.3. Im-orb et al. [50] described that the
IBPG provided not only syngas with the required H2/CO ratio for FT process but
also additional bio-oil as a valuable by-product. Regarding the energy performance,
the IBPG offered higher thermal efficiency and released less waste heat compared
with the conventional gasification when the same amount of syngas was produced.
The installation of CO2 capture technology and the utilization of captured CO2 in the
pyrolysis-gasification process were later investigated. It was found that the process
with CO2 capture offered better environmental benefit; however, the larger amount
of energy was required. The use of captured CO2 as a gasifying agent could increase

Fig. 14.3 Simplified diagram of the integrated biomass pyrolysis and gasification process
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the production rate of syngas and CO2, whereas that of bio-oil did not change
[51]. The syngas production via chemical looping pyrolysis-gasification (CLPG)
of biomass was studied by Zeng et al. [52]. The result indicated that the optimum
condition offering the H2/CO ratio of 2.45 and CGE of 61.87% was achieved at the
steam-to-biomass ratio of 1 kg kg�1 and the fuel reactor temperature of 820 �C.

14.2.2 Gas Cleaning

Typically, the syngas generated from gasification consists of various types of
impurities, i.e., inorganic impurities (hydrogen sulfide (H2S), hydrochloric acid
(HCI), ammonia (NH3), hydrogen cyanide (HCN), and carbonyl sulfide (COS)),
organic impurities (tars), and volatile metals, dust, and soot. As the FT process
involves an FT catalyst that can be poisoned by various impurities, the raw syngas
must be cleaned prior to transfer to the FT plant. Table 14.2 presents the syngas
specifications for the conventional FT process.

14.2.2.1 Conventional Gas Cleaning Process

The syngas cleaning technologies used for commercial processes are illustrated in
Fig. 14.4. Typically, the temperature of raw syngas is decreased in the quench tower
by direct contact with water, and then volatile alkaline metals and solid particles are
eliminated. Halides (HF, HBr, and HCl) and NH3 are simultaneously eliminated in a
water washer, and H2S is converted to elementary sulfur or is removed in an
absorber. Because of the lower price of sulfur, absorption process is selected when
H2S are slightly present. Finally, the active carbon filters as downstream guard beds
are applied to remove impurities, COS, and HCN.

Table 14.2 Syngas specifications for the FT process [48, 53]

Impurity Specification

NH3 + HCN <1 ppmv

H2S + COS + CS2 <1 ppmv

Hetero-organic components (S, N, O) <1 ppmv

Alkali metals (Na + K) <1 ppbv

HCl + HBr + HF <1 ppbv

Particles (soot, ash) Almost completely removed

Tar Catalyst poisoning compounds <1 ppmv

Benzene, toluene, and xylene (BTX) Below dew point at FT pressure
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14.2.2.2 Tar Removal

The major technical challenge for implementing the integrated biomass gasification
process is an elimination of tar from the produced gas. The tar contained in syngas is
another important contaminant that can cause deactivation of the FT catalyst and
fouling of downstream equipment, leading to a decrease of process performance.
Hence, an understanding of the formation of tar and attempts at decreasing tar
formation, as well as the tar-eliminating methods, are interesting topics. Basu [54]
reported that the produced gas leaving a downdraft gasifier contains approximately
2 wt.% of tar. Qin et al. [55] analyzed the impact of the biomass composition on tar
generation. The lignin-rich forest residue sawdust and cellulose-rich agricultural
waste cornstalks were gasified in a spout-fluidized bed gasifier during
700–900 �C. The cornstalk tar and sawdust tar were polyaromatic substance, but
tar from cornstalk contained higher aliphatic compounds than that from sawdust.

In general, the tar removal method can be classified in two groups: (1) primary
method (or in situ method) and (2) secondary method (or post gasification method).

Primary Method

For primary method, tar is converted to light gases within the gasifier by selecting
suitable operating conditions [56] and also by using appropriate catalysts and
additives within the gasification process. Several studies have investigated the
impact of operating condition and gasifying agent on the amount of tar contained
in produced syngas. Tar formation in sawdust gasification pilot test was examined by
Li et al. [29]. Their results indicated that the tar yield decreased exponentially when
temperature increased. The influence of changes in gasifying pressure on the activity
of tar decomposing on different materials i.e., magnesium oxide (MgO), dolomite,
olivine A, sand, and a mixture of kaolin and olivine B (50/50 wt.%), was studied by
Tuomi et al. [57]. MgO and dolomite were found to be the most active bed materials
when the gasification process was operated at 1 atm, while the activity of dolomite
and MgO decreased as operating pressure increased. However, elevated operating
pressure increased the thermal decomposition reactions of tar over olivine A and
sand. The type of gasifying agents also affects tar concentration in the produced gas.
The high tar content was found when steam was utilized as a gasifying agent due to a

Fig. 14.4 Schematic of well-known and commercially available cleaning technologies for raw
syngas. (Adapted from [53])
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decrease in gasifying temperatures [58]. However, the use of oxygen provides better
performance. Galindo et al. [59] reported that the two-stage air supply in the
gasification can decrease the tar concentration in the produced syngas. Lui et al.
[60] conducted an experiment on a two-stage fluidized bed reactor for the gasifica-
tion of rice straw and examined the consequence of secondary O2 injection on the tar
formation. The result showed that the concentration of tar decreased from
15.78 g Nm�3 to 10.24 g Nm�3 when the secondary O2 ratio increased from 0 to
6.5%.

Secondary Method

In the secondary method, secondary equipment is installed to eliminate tar through
physical processes or chemical reactions. Tar elimination using physical method is
widely used in commercial gasification process because it is easy to maintain and its
operating cost is lower than the catalytic process. Physical cleaning methods can be
separated into wet and dry gas cleaning. For the wet gas cleaning, a water scrubber is
utilized to remove tar, but the removal efficiency is low because of the fact that tar
consists of many organic compounds having low water solubility. Therefore,
searching for more efficient absorbents is required. Phuphuakrat et al. [61] examined
the performance of tar elimination using different scrubbing liquids (i.e., water,
biodiesel fuel, diesel fuel, engine oil, and vegetable oil). When the
polyhydroxyalkanoates (PAHs) were considered a tar, the diesel fuel offered the
highest tar elimination efficiency followed by vegetable oil, biodiesel fuel, engine
oil, and water, respectively. Nakamura et al. [62] presented the biomass gasification
using a char bed and bio-oil scrubber to remove tar. The result showed that 98% of
tar could be removed without using any primary method.

Regarding the dry gas cleaning, there are several types of cleaning equipment
such as cyclone separator, electrostatic precipitator, bag filter, ceramic filter, fabric
filter, sand bed filter, adsorbents, activated carbon adsorbents, and catalytic filter.
Generally, the operating temperature of wet gas and dry gas cleaning is in a range of
20–60 �C and 200–500 �C, respectively; hence, the dry gas cleaning seems to be
more suitable for the FT plant than the wet cleaning due to the energy benefit.
Leibold et al. [63] proposed the optimized dry high-temperature high-pressure
(HTHP) syngas cleaning process consisting of high-temperature (HT) particulate
filtration, suitable sorption, and catalysis processes which offer syngas satisfying FT
synthesis. The particulate filter was the main component in this process. In the clean
gas side of the particulate filter, the filter was integrated with a porous tar reforming
catalyst layer and an entrained flow sorption process upstream, as illustrated in
Fig. 14.5. The flow rate of the particle-free syngas was controlled by the filtration
velocity of the filter element; therefore, the resident time within the catalyst layer was
long enough to ensure the complete tar conversion.

The conversion of tar to syngas through chemical reactions, i.e., partial oxidation
(POX), autothermal reforming (ATR), and steam reforming, was also investigated.
This method could increase the amount of syngas and also of downstream products
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that use syngas as a feedstock. The catalytic tar elimination has been one of the
interesting topics. Zhang et al. [64] found that benzene and toluene were completely
decomposed at the temperature higher than 1200 �C. Regarding the hot gas condi-
tioning process, steam reforming and catalytic cracking of tar offer the advantages in
terms of high tar conversion and thermal integration. A model of the combined
biomass gasification and tar steam reforming process for hydrogen generation was
suggested by Vivanpatarakij and Assabumrungrat [65]. The simulation results
indicated that the integrated unit could completely eliminate tar and increase syngas
yield under thermally self-sufficient conditions. In general, nickel (Ni)-based cata-
lysts, dolomite, olivine, and novel developed catalysts including ceramic and nano-
Ni-based catalysts are widely used for tar catalytic elimination [66]. Josuinkas et al.
[67] presented that CH4 and benzene (a biomass tar model compound) could be
entirely transformed to CO and H2 through steam reforming using a Ni-based
catalyst at operating conditions of 1 atm and 780 �C. The activity of K2CO3 catalyst
during the steam gasification of lignin was investigated by Kuchonthara et al.
[68]. The potassium carbonate (K2CO3) offered a good catalytic activity for tar
decomposition during steam gasification and pyrolysis. Davi et al. [69] studied and
compared the tar removal efficiency of pre-calcined dolomite, olivine, and pure sand,
which were placed in the secondary reactor of the gasification process. The highest
tar elimination efficiency of 90% was reached when the 17% pre-calcined dolomite
in pure sand was used as catalyst, followed by the 17% olivine in sand and pure sand
which offered 48% and 71% of tar removal efficiency.

The Energy Research Center of Netherland (ECN) proposed the OLGA tar
elimination technology based on gas scrubbing with oil. During the OLGA process,
the product gas temperature is decreased and the heavy tar is removed by conden-
sation while the lighter tar is absorbed in the scrubbing liquid. Figure 14.6 shows that
the tar collection and tar absorption processes occurred in a collector and an
absorber, and the tar-dissolved scrubbing liquid is then regenerated at the stripper
column where the tar is stripped by air. Moreover, the heavy tar- and light tar-loaded

Raw syngas
Filter

+
Catalyst layer

Safeguard
Filter/ Catalyst

S, NH3, Cl are
separated

Particulates,
NH3, tar are
separated

800 ºC
800 ºC

Fig. 14.5 Optimized HTHP syngas cleaning process. (Adapted from [63])
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stripped gas is recycled to the gasifier and then cracked to provide higher syngas
yield. The economy of the OLGA technology was reported at plant scales above
approximately 4000 m3 h�1 (corresponding to 10 MW biomass input) [70].

The developed OLGA tar removal process was implemented in the BG-FT
demonstration plant. The result showed that the OLGA process not only totally
removed the heavy and light tars but also removed the BTX to produce the syngas
satisfying the FT specification [53].

14.2.3 Fischer-Tropsch Synthesis

The syngas containing mainly H2 and CO is converted to strength-chain hydrocar-
bons through the FT process. The FT process is a highly exothermic polymerization
reaction over cobalt- or iron-based catalysts in which CO is reacted with H2 to form
the intermediate -CH2-, which later grows to form hydrocarbons of variable lengths;
this reaction is presented in (14.1).

nCOþ 2nH2 ! �CH2�ð Þn þ nH2O ð14:1Þ

There are two types of FT reactor operating conditions: (1) low-temperature FT
synthesis (LTFT) and (2) high-temperature FT synthesis (HTFT). Generally, the FT
operating pressure is in the range of 20–60 bar. Table 14.3 shows a comparison of
operation characteristics and the reactor types for HTFT and LTFT processes.

Fig. 14.6 Simplified diagram of the OLGA tar removal process. (Adapted from [70])
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In the past, many studies on FT synthesis focused on an improvement of the
catalyst performance to increase the yield of the required product. Parametric
analysis has been done to examine the influence of operating pressure and temper-
ature on the distribution of product and energy consumption. Additionally, design of
the reactor to decrease its configuration complexity improves the heat transfer
performance, and increase in the production capacity has also been investigated.

14.2.3.1 Fischer-Tropsch Product Distribution

FT products contain saturated long-chain hydrocarbons from CH4 up to olefins,
heavy waxes, and oxygenate compounds that are obtained from the polymerization
of the -CH2- monomers. The hydrocarbon products were interpreted by the Ander-
son-Schulz-Flory (ASF) distribution due to the stepwise growth mechanism; the
molar (Mn) and mass (Wn) variants of the distribution are presented in (14.2) and
(14.3), respectively.

Mn ¼ αn�1 1� αð Þ ð14:2Þ
Wn ¼ αn�1 1� αð Þ2n ð14:3Þ

Figure 14.7 shows a diagram of the ASF distribution. The chain growth proba-
bility (α) is used to characterize a distribution of FT product. A high value of α
represents a higher content of long-chain hydrocarbons and less CH4 in the final
product. The selectivity for C5

+ indicates the selectivity of a catalyst for long-chain
hydrocarbons. Higher values of α are obtained at lower temperatures, higher pres-
sures, and lower H2/CO ratio of feed gas. The value of α relies on the catalyst
characteristics such as pore size, pellet size, and promoters. To obtain the maximum
yield of diesel, the production of wax is firstly focused because it is later
hydrocracked into the lighter molecule of diesel fraction (C9–C25). Therefore, the
FT studies are presently concentrated on how to synthesize the catalysts that give a
high value of α. A typical value of α around 0.9 is used for a wax-producing FT
process. Table 14.4 indicates the value of α of the commercial FT plants. The
synthesized FT liquid fuel is an ultraclean product due to its sulfur-free nature, and
it contains a greater percentage of the valuable fraction compared to fuel derived
from crude distillation. A comparison between the products obtained from crude
distillation and conventional FT process is presented in Fig. 14.8.

Table 14.3 Operating condition of HTFT and LTFT processes [71]

LTFT HTFT

Reactor types Three-phase, multitubular, fixed bed, Two-phase

Catalysts Cobalt or iron Iron

Temperature 220–250 �C 300–350 �C
Products Waxes and diesel Gasoline and olefins
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14.2.3.2 Improvement of the Catalyst Performance

The improvement of catalyst performance to obtain the maximum yield of the
desired product is key to the success of the FT synthesis process. Lohitharn et al.
[76] founded that the addition of manganese, chromium, molybdenum, vanadium,
tantalum, or zirconium into the iron-based catalyst could enhance the activity for

Fig. 14.7 Graphic showing the ASF distribution. (Adapted from [72])

Table 14.4 The value of α for the commercial FT plants [73, 74]

Plants Reactor Operating condition Catalyst α

Sasol 1 – Kellogg
Synthol process

Circulating fluidized
bed (CFB)

P ¼ 22 bar
T ¼ 290–340 �C

Fused Fe <0.7

American
Hydrocol facility

Fixed fluidized bed P ¼ 27 bar
T ¼ 305–340 �C

Fused Fe <0.7

Arge LTFT
synthesis

Multitubular fixed
bed

P ¼ 25–27 bar
T ¼ 200–250 �C

Precipitated
Fe

0.9

Sasol slurry bed
process (SSBP)

Slurry bed (catalyst
suspended in liquid
wax)

P ¼ 21 bar
T ¼ 245 �C

Precipitated
Fe

0.95

Mossgass facility Sasol synthol CFB P ¼ 25 bar
T ¼ 330–360 �C

Fused Fe 0.7–0.8

Sasol advanced
synthol (SAS)

Fixed fluidized bed P ¼ 25 bar
T ¼ 310–350 �C

Fused Fe 0.7–0.8

Shell middle dis-
tillate synthesis
(SMDS)

Multitubular fixed
bed

P ¼ 25 bar
T ¼ 220 �C

Co based 0.90–0.92

Oryx-GTL facility Sasol slurry phase
distillate

P ¼ 20–25 bar
T ¼ 230 �C

Co/Pt/
Al2O3

0.90–0.92
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hydrogenation of CO and water gas shift reactions due to a higher iron dispersion.
Ma et al. [77] analyzed the influence of noble metal promoters on the selectivity and
activity of cobalt-based catalysts. They found that the catalyst promotors could
enhance the rate of CO hydrogenation. Additionally, the addition of Ni and ruthe-
nium (Ru) could enhance the catalytic activity to produce hydrocarbon products in a
gasoline range [78]. The FT synthesis process entails complex reactions and requires
a suitable H2/CO ratio in the synthesis gas; hence, the effect of H2/CO ratio on the
distribution of hydrocarbon products over different types of FT catalysts was
investigated. Lu and Lee [79] found that the highest yield of FT diesel was achieved
as the H2/CO ratio was closed to 2.0 for the FT reaction carried out over cobalt-based
catalysts; however, this ratio should be set in the range of 1.1–1.7 when iron-based
catalysts were used. Tristantini et al. [80] studied the influence of the feed gas
composition over the catalysts CO-Re/γ-Al2O3 and CO/γ-Al2O3. In their work, the
conversion of CO and selectivity of CH4 were found to decrease, whereas the olefin-
to-paraffin ratio for C2-C4 and the selectivity of C5

+ hydrocarbon slightly increased.
Rahmati et al. [81] examined the influence of different alumina supports on the
performance of cobalt FT catalyst. The results demonstrated that the Al-Si-based
catalyst support was the best active catalyst, with a rate of 49 mmol CO gcat

�1 h�1 at
temperature and pressure of 220 �C and 20 atm, respectively.

14.2.3.3 Parametric Study of the Fischer-Tropsch Synthesis Process

Many parametric studies of the effect of feed gas composition, operating pressure,
and temperature on FT process performance have been performed via experimental
and modeling approaches. Many attempts have been made to create a process model
to explain the behavior of the catalyst and the hydrodynamic and aerodynamic of the
fluids inside different FT reactors as well as to predict the FT product distributions.
The FT synthesis through the microchannel reactor including an iron-based catalyst

Fig. 14.8 Products derived from FT and from crude distillation. (Adapted from [75])
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was studied in terms of catalyst deactivation, CO conversion, gas hourly space
velocity, and pressure drop [82]. The outstanding heat and mass transfer was
achieved in the microchannel reactor. A fixed-bed reactor two-dimensional model,
which included the reaction rate and transport equations, was developed by Rafiq
et al. [83]. Their model predictions matched well with the experimental results, and
the model was applied to study the conversion of H2 and CO, the temperature of fluid
along the reactor axis, and the hydrocarbon production. A model of a fixed-bed
reactor, based on kinetic data and the fact that the liquid wax was filled in the catalyst
pores under actual conditions, was proposed by Wang et al. [84]. The equilibrium
between the wax in the catalyst pores and the gases in the bulk was calculated using
Soave-Redlich-Kwong (SRK) equations. The effect of the process variables on the
reaction behavior of the recycling process was also examined. Furthermore, bubble
column slurry reactors have been widely studied. A model of this reactor was
presented by de Swart and Krishna [85]. The mixing behavior of the catalyst particle
and liquid phases inside a commercial-scale reactor was also investigated. Kwack
et al. [86] studied a slurry continuous stirred tank reactor (CSTR) containing Co/P-
Al2O3 catalyst for FT synthesis by using the mathematical model. The prediction of
their developed model agreed well with the experimental result. The 3D-CFD model
including the chemical kinetics of the FT reaction in the fluidized bed reactor was
presented by Zhang et al. [87]. The bed height, the particle diameter, the reaction
temperature, and the superficial gas velocity influenced the selectivity and the
effective reaction rate. Iliuta and Larachi [88] employed a complex three-
dimensional, transient, multiphase model of FT synthesis in trickle bed reactors
for offshore floating applications. The model was based on the volume averaged
mass, species and momentum balance equations in the gas and liquid phases
combined with the simultaneous chemical reactions, and diffusion inside the
catalyst.

14.2.3.4 Empirical Correlation of Chain Growth Probability

Chain growth probability (α) is an important factor applied to predict the distribution
of FT product; however, it is difficult to measure. The development of empirical
correlations for αwith the operating temperature, pressure, and H2/CO ratio has been
extensively studied. A correlation for a cobalt-based catalyst was derived from
experimental research. Yermakova and Anikeev [89] developed a correlation
based on several experiments over an alumina-supported cobalt catalyst promoted
with zirconium at 20 atm and 533 K, which is given in (14.4).

α ¼ A
aCO

aCO þ aH2

þ B ð14:4Þ

The values of the constants A and B were 0.2332 � 0.0740 and 0.6330 � 0.042,
respectively. Equation (14.5) presents a correlation between α and the operating
temperature in Kelvin, which was developed by Song et al. [90].
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α ¼ A
γCO

γCO þ γH2

þ B

� �
1� 0:0039 T � 533ð Þ½ � ð14:5Þ

Moreover, the relation of α on the operating pressure (bar), the operating tem-
perature (K), and the H2/CO ratio was reported by Hamelinck et al. [48]. The
selectivity of hydrocarbons with a chain length longer than 5 (SC5+) was also
proposed in (14.6) and (14.7).

α ¼ 0:75� 0:373
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
� log SC5þð Þ

p
þ 0:25SC5þ ð14:6Þ

SC5þ ¼ 1:7� 0:0024T � 0:088
H2½ �
CO½ � þ 0:18 H2½ � þ CO½ �ð Þ þ 0:0079PTotal ð14:7Þ

Kinetic expressions for the FT synthesis process using various types of FT
catalysts have also been studied. Pondini and Ebert [91] proposed kinetic expres-
sions for the FT reaction over a cobalt- and iron-based catalysts as shown in (14.8)
and (14.9), respectively.

�RCO ¼ kFTPCOPH2

PCO þ aPH2O
ð14:8Þ

�RCO ¼ kFTPCOPH2

1þ bPCOð Þ2 ð14:9Þ

where RCO is the CO consumption rate (mol s�1 kg�1
cat) and PCO and PH2 are the

partial pressures of CO and H2 (bar), respectively. Equation (14.9) can be rewritten
in terms of kinetic parameters (a and b) as shown in (14.10).

�RCO ¼ aPCOPH2

1þ bPCOð Þ2 ð14:10Þ

Equations for the a and b kinetic parameters were also reported in earlier works.
Hamelinck et al. [48] defined these parameters as shown in (14.11) and (14.12); the
values of the related constants are different when different types of FT reactors are
used, as summarized in Table 14.5.

a ¼ k0 � exp
EA,reaction

RT

� �
mol s�1 kg�1

cat bar
�2 ð14:11Þ

b ¼ k1 � exp
�ΔHads

RT

� �
bar�1 ð14:12Þ

Krishna and Sie [92] proposed the expressions for a and b shown in (14.13) and
(14.14).
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a ¼ 8:8533� 10�3 � exp 4494:41
1

493:15
� 1
T

� �h i
mol s�1 kg�1

cat bar
�2 ð14:13Þ

b ¼ 2:226� exp �8236
1

493:15
� 1
T

� �h i
bar�1 ð14:14Þ

Another expression for a and bwas reported by Panahi et al. [93] and is expressed
as follows:

a ¼ 8:01368� exp
�37, 326

RT

� �
kmol s�1 kg�1

cat MPa�2 ð14:15Þ

b ¼ 1:248� 10�6 � exp
68, 402
RT

� �
MPa�1 ð14:16Þ

14.3 Technical and Economic Feasibility of the BG-FT
Process

The techno-economic study of the BG-FT process has attracted wide interest
because of the increased concern regarding the decrease in global reserves of fossil
fuels and the increase in global warming problems. Presently, most BG-FT processes
are still in the research and development phases. Although the BG-FT process is less
economically feasible, its environmental advantages compared to natural gas or coal-
based FT plants are obvious. As a result, continuous improvement of this technology
in order to produce synthesis fuel that can compete with fossil-based fuels is an
interesting topic. The economic and technical feasibility of the process seems to be
the most important issue to justify an investment effectiveness of a proposed BG-FT
process. Therefore, the complete studies of the combined technical and economic
performance of the BG-FT process should be performed.

Several parameters affect the economic performance indicator, such as the gas-
ification efficiency, the energy requirements of syngas cleaning and conditioning
unit, effectiveness of FT catalyst, and FT crude upgrading efficiency, as well as feed
and product prices. Vogel et al. [94] reported that the cost of wood chip and forest
residue feedstock ranged from 2 to 5 euros per gigajoule. Additionally, the

Table 14.5 Kinetic parameters for solid bed and slurry reactors [48]

EA

(kJ mol�1)
k0
(mol s�1 kgcat

�1 bar�2)
ΔHads

(kJ mol�1)
k1
(bar�1)

ρ
(kgcatm

�3)

Solid bed 68 1.5 � 105 192 3.5 � 10�23 1200

Slurry bed 115 1.0 � 1010 192 3.5 � 10�23 600
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availability of a steady source of biomass and government regulations regarding
green energy production also affects the performance of BG-FT process. The total
cost of BG-FT process consists of (1) the price of the biomass transferred to the
plant, (2) capital costs including investment costs, and (3) other variable costs,
including operation, manpower, and electricity costs. The biomass price accounted
for 40–60% of the total cost, and the capital and other variable costs are in the range
of 17–40% and 10–40%, respectively [95]. Normally, the fixed capital investment
consists of electric appliances, instruments, pipes, production equipment, process
plants design, and construction, and some invisible cost can be determined from the
factored estimation method as shown in (14.17).

COSTsize2

COSTsize1
¼ SIZE2

SIZE1

� �sf

ð14:17Þ

where SIZE1 and SIZE2 are the size of the base scale and the required scale,
respectively; sf is the power scaling factor; COSTsize1 is the cost of the base scale;
and COSTsize2 is the cost of the required scale. Additionally, the chemical engineer-
ing plant cost index (CEPCI) is used to determine the capital cost of chemical plant at
the present time as shown in (14.18).

Present cost ¼ Original cost� Index at present
Index when original cost was obtained

� �

ð14:18Þ

The conventional cost structure of a total capital investment of the gasification
process is shown in Table 14.6.

The technical performance of a BG-FT process was demonstrated by continuous
run for 500 h under steady conditions in lab scale [97]. Muradov et al. [98] found that
the integration of O2/steam biomass gasification and FT synthesis processes using
charred pinewood pellets (CPP) yielded primarily C7–C28 long-chain hydrocarbons.
Leibbrandt et al. [99] reported that the process showed an energy efficiency of 51%,
which related to 40% efficiency of gasification and 75% of FT process. Exergy
analysis of the BG-FT process using different types of biowaste feedstock was
performed to investigate the efficiency of energy utilization, and the highest exergy
efficiency of 42% was reported by Sues et al. [100]. Im-orb et al. [101] evaluated the
performance of the BG-FT process with and without tar elimination process based
on steam reforming and ATR. The BG-FT process coupled with ATR is the most
practical configuration, offering the minimum external utility requirement and max-
imum internal heat recovery. Moreover, the techno-economic comparison of the
BG-FT process and the integration of fast pyrolysis and hydroprocessing (FP-H)
process were examined based on energy and exergy analyses and on risk and
financial analyses. The evaluation outcome indicated that the BG-FT was a more
efficient option to produce hydrocarbon fuels [102]. Im-orb et al. [103] reported that
the production rates of FT diesel, syngas, FT off gas, and electricity could be
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maximized via the optimization of the FT off gas recirculation and FT reactor
volume. Excluding the secondary equipment installation, the reuse of the FT off
gas was less economically feasible than the once-through operation. The price of FT
diesel from the once-through process was lower than that of fossil diesel when only
the reaction section, including gasification, water-gas shift, and FT reactors, was
considered in the economic analysis. Tock et al. [104] developed the detailed
thermo-economic model to assess the performance of the BG-FT process. The
proposed process yielded the overall thermal efficiency range of 50–60% (crude
FT fuel). The production cost of FT fuel was found in the range of 56–106 Euro
MWh�1 which was still higher than the fuel market price and the corresponding
biomass breakeven cost in the range of 46–64 Euro MWh�1. Bridgwater [105]
concluded that the yield was the most sensitive factor and had a major effect on
the production cost. Additionally, the investment cost was also found to decrease as
the production plant size increased. Hunpinyo et al. [106] studied a conceptual
techno-economic analysis using their developed BG-FT model. The thermal effi-
ciency of 28.84%, 36.02%, and 36.92%, consistent with the production scales of
1 MW, 2 MW, and 3 MW, could be achieved, respectively. Although the production
scale of 3 MW had high economic potential, its final product price of 1.768 USD per
LDE (liter diesel equivalent) was still not competitive with the fossil-derived diesel.
The cumulative FT fuel production costs decreased when the plant capacity was
increased [104, 107], as shown in Fig. 14.9. They found that the production cost
decreased from 30 euros per gigajoule for a 50 MWth FT plant to approximately
15 euros per gigajoule at a plant scale of 8500 MWth. Mustafa et al. [108] evaluated
the techno-economic performance of liquid fuel production from biomass to reach
the public transport demand in Narvik, Norway. The main sources of considered
biomass come normally from municipal solid waste (MSW) and forests. The results
showed that the maximum possible capacity of biofuel was three times higher than
the demand of fuel for public transport, which meant that surplus biofuel supplied

Table 14.6 Cost structure of
the total capital investment
[96]

Component Range (%)

(1) Direct investment

Installation
Equipment
Piping
Instruments and controls
Buildings (including services)
Land
Electrical

6–14
15–40
3–20
2–8
3–18
1–2
2–10

(2) Indirect investment

Construction expenses
Engineering and supervision
Contingency
Constructor’s fee

4–16
4–21
5–15
2–6

(3) Fixed capital investment (1) + (2)

(4) Working capital 10–20

(5) Total capital investment (3) + (4)
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could be used in other applications, e.g., heating, etc. Moreover, the economic
analysis indicated that the project payback period is about 4 years.

Performance enhancement of the BG-FT process by developing an efficient
combined heat and power (CHP) network and heat integration and the improvement
of its economic viability by employing a complete conversion configuration of
bio-oil were also examined [109]. Cruz et al. [110] studied and compared two
alternative configurations of the integrated BG, FT synthesis, and combined cycle
process. The first configuration was an autothermal reforming of a fraction of FT gas
product to enhance the yield of fuel, and the second one was the oxidation of a part of
the conditioned bio-syngas to produce additional electricity. They found that the
former process offered an improved yield of biofuel; however, its electricity pro-
duction decreases. Moreover, this design could enhance the exergy efficiency and
the thermodynamic performance. Trippe et al. [111] determined the key process
parameters which affect the effectiveness of BTL process. They reported that the
increase in gasification pressure significantly decreased the production cost, how-
ever; the reverse effect was found when the steam was introduced as a gasifying
agent. Wang et al. [112] performed a multi-objective optimization problem based on
the global warming potential (GWP) and the net present value (NPV) using a mixed-
integer nonlinear programming (MINPL) model. The optimal solution offering the
maximum environmental and economic performances was proposed. Additionally,
the generated electricity could be sold as a by-product to decrease the cost of FT
liquid fuel. Larson et al. [113] found that a 50% reduction in liquid fuel price could
be achieved when the selling price of the generated electricity was increased 75%
from the base price. Ali and Dasappa [8] studied and compared the techno-economic

Fig. 14.9 The buildup of total production cost for different plant capacities
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performance of various BG-FT processes in which liquid fuel was produced as the
main product and the generated electricity was sold as a by-product at a reasonable
high price and biomass cost was low, and the production cost of the produced liquid
fuel could compete with the petroleum fuel when the oil price less than 60 USD
bbl�1. Their comparison results are shown in Table 14.7.

14.4 Future Trends

Liquid transportation fuel derived from the BG-FT process using second-generation
biomass represents an attractive alternative energy source to replace fuels derived
from crude distillation, as it offers benefits in terms of energy security and environ-
mental friendliness. Although commercial-scale BG-FT processing facilities are in
operation, several major obstacles to the economically feasible production of
biofuels by the BG-FT process remain, such as low energy density of biomass, the
high investment cost, limitation on the productivity of photosynthesis, lack of
infrastructure, and availability of cultivable land areas for the bioenergy crop
production, which compete with food production. Therefore, continuous study of
the BG-FT process aims at improving its performance, for the large-scale replace-
ment of fossil-based fuels is still being carried out.

As technical limitations affect the economic performance of BG-FT, the devel-
opment of new technologies or the performance improvement of existing plants to

Table 14.7 Techno-economic comparison of the BG-FT processes [8, 114]

Fuel Gasification process
Production
capacity (bpd)

Liquid fuel cost (USD l�1)
and FT reactor type

Switch grass Pressurized O2 blown fluid-
ized bed gasifier,
4545 tpd feed

4630 0.52
Slurry bed FT reactor

Residual
wood straw

Pressurized O2 blown
entrained flow gasifier,
5000 tpd feed

5500 1.57
Fixed-bed FT reactor

Corn stover Pressurized oxy-steam fluid-
ized bed gasifier,
1200 tpd feed

2362 1.39
Fixed-bed FT reactor

Woody
biomass

Pressurized O2 blown fluid-
ized bed gasifier,
1000 tpd feed

1700 0.81
Slurry bed FT reactor

Woody
biomass

Entrained flow gasifier,
2000 tpd feed

2180 0.4
Fluidized bed FT reactor

Wood chip Entrained flow gasifier,
2016 tpd feed

407 0.77
N/A

Wood chip Circulating fluidized bed
gasifier,
2016 tpd feed

430 0.65
N/A
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produce green transportation fuel that can compete with fossil-based fuels is a
motivating topic. Studies of the main subprocesses are ongoing, with the purpose
of improving the overall efficiency as well as achieving cost reduction. The design of
an efficient gasifier to enhance the efficiency of syngas conversion is the main focus
in terms of the syngas production subprocess. The reduction of thermal energy
demand for the syngas cleaning and conditioning section is mostly studied. Regard-
ing the FT process, the preparation of advanced-performance FT catalysts that can
efficiently convert syngas to liquid fuel and the design of an FT reactor that offers
good heat transfer performance are the key research themes. Exergy and energy
analyses and the design of heat integration system are also being studied to develop a
BG-FT process with high energy efficiency and low capital costs. Additionally, to
achieve better process efficiency, the integration of the BG-FT process with other
processes, such as chemical production units, power plants, or fuel cells, is being
investigated.

Taking into account the implementation viewpoint, expected production capac-
ity, fuel production economy, and biomass logistics, the optimal operational capacity
lies in the range of 2000 to 4000 MWth or 16,000–32,000 bpd [109]. This implies
that several amounts of biomass feedstock are needed, which in turn results in high
transportation costs. Biomass pretreatments, such as torrefication and fast pyrolysis,
have been studied to overcome this problem. Torrefication is a thermal pretreatment
process which is operated during 200–320 �C in the lack of oxygen. In the process,
volatiles and water are removed, and the derived product is the biochar or torrefied
biomass. In fast pyrolysis, biomass is thermally decomposed to char, gases, and
bio-oil, during 450–550 �C under an inert atmosphere. After undergoing a suitable
pretreatment process, the biomass volume is decreased while its energy density is
increased, resulting in a decrease in transportation costs. Fluctuating oil prices is
another concern issue for the liquid fuel production, as low oil prices influence large-
scale BG-FT processes. Hence, small-scale BG-FT processes producing a spectrum
of products that include a broad range of chemicals can be developed to minimize the
impact of variations in oil prices.

The BG-FT process is a green fuel production method because of the CO2

neutrality of the cycle and the renewable nature of biomass feedstocks. The envi-
ronmental benefits of the BG-FT process can therefore be analyzed and compared to
the conventional fossil-based process by performing life cycle analysis (LCA). CO2

sequestration processes can be integrated with the BG-FT process to obtain negative
carbon emissions. One future research area in the BG-FT process focuses on the
usage of CO2 from carbon capture and storage (CCS) in the FT process for the
transportation fuel production via CO2 hydrogenation over an FT catalyst [115].
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Chapter 15
Integration of Clean and Sustainable
Energy Resources and Storage
in Multigeneration Systems: Design,
Modeling, and Robust Optimization

Fatih Yilmaz, Yunus Emre Yuksel, and Murat Ozturk

Nomenclature

Greek letters
λ Membrane water content
n Energy efficiency
ψ Exergy efficiency

Subscripts
Abs Absorber
AhTES Energy loss area
ch Chemical
comp Compressor
cond Condenser
Dr Dryer
DWH Domestic water heater
e Output
ejc Ejector
en Energy
Eva Evaporator
ex Exergy
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ht, loss Thermal energy loss
hTES Stored heat in TES
HW Hot water
i Input
O & M Operating and maintenance
p Pump
ph Physical
ref Reflector field
RT Rankine turbine
ST Solar tower
StT Storage tank
Vl Valve

Acronyms
AP Ammonia process
_C Cost rate
COP Coefficient of performance
CRF Capital recovery factor
DC Drying cycle
EES Engineering Equation Solver
_Ex Exergy flow rate
h Specific enthalpy
HEX Heat exchanger
HPLP Hydrogen production and liquefaction process
HWP Hot water production
IDSI Direct solar irradiance
LCOH Levelized cost of hydrogen
_m Mass flow rate
N Annual number of working hours
ORC Organic Rankine cycle
Po Dead reference pressure
_Q Heat flow rate
PEM Proton exchange membrane
PVT Photovoltaic thermal
RC Rankine cycle
s Specific entropy
SEACE Single-effect absorption cycle with ejector
SPTC Solar power tower cycle
To Dead reference temperature
TES Thermal energy storage
V Net voltage
_W Workflow rate
Z Purchase cost
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15.1 Introduction

Energy demands have been on a steady upward trend, over the last decade, due to an
increase in the various factors such as world population and industrialization.
According to the International Energy Agency (IEA) report, it is claimed that
worldwide energy demand will increase by 50% from 2016 to 2030 [1, 2]. In the
present day, about 80% of the global energy needed is obtained from fossil-based
fuels, and thus this situation gives rise to environmental complications, for example
global warming, acid rain, and climate change [3]. It is a well-known fact that
renewable energy sources are an important solution to combat these environmental
problems caused by the burning of fossil fuels. In addition, in parallel with renew-
able energy sources, the efficient use of energy resources is also very important to
overcome environmental problems, and in this context, multigeneration systems
especially renewable energy-supported plants will become a very important topic
for an environmentally friendly future.

A multigeneration plant can be defined as the integration of different thermal
plants for various useful products. In these systems, it is possible to obtain various
energy outputs with a single energy input and essentially utilize the same energy
source. In this book chapter, the solar energy is selected as an energy source of
system. Multigeneration systems have various advantages, for example, efficient
plant operation, minimum energy and exergy losses, less material waste and oper-
ating and maintenance costs, lower greenhouse gas emissions, and higher perfor-
mance [4–6]. Moreover, it is advantageous to design these systems with renewable
energy sources, because renewable energy sources do not release harmful gases.
Solar energy is the source of energy that is converted into thermal or electrical
energy from the sun and is expressed as the cleanest and most abundant renewable
energy source available [7].

There are many studies done by various authors about solar-based
multigeneration systems for different purposes in literature research. Ozlu and
Dincer [8] have performed a performance evaluation of the multigeneration plant
driven by solar energy. The plant modeled by them includes a solar collector cycle,
two-stage steam cycle, a two-stage Rankine cycle, a PEM electrolyzer, and desali-
nation process. The computed maximum total energy and exergy efficiency of the
plant are 36% and 44%, respectively. Behzadi et al. [9] have investigated and
optimized a multigeneration system assisted by solar and geothermal energy in
terms of energy, exergy, and exergoeconomic analyses. The suggested plant consists
of a concentrated PVT, a double-effect absorption cooling cycle, and a geothermal
unit. The results of the study indicate that the maximum exergy destruction rate is
seen in PVT system with 29.6 kW. The study performed by Al-Zareer [10] presents
the development and investigation of the novel solar energy-based system with
thermochemical cycle and hydrogen compression. The overall energy and exergy
efficiency of the plant are calculated as 12.6% and 20.7%, respectively, according to
their analyses results.
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Yilmaz et al. [11] have studied a thermodynamic performance evaluation of
combined plant integrated with solar energy and the high-temperature steam
electrolyzer. They have modeled the work, which supported solar energy, for
hydrogen, power, heating-cooling, drying, and liquefaction of hydrogen, and also
found the total energy and exergy efficiency of the plant to be 20% and 30%,
respectively. Shahid et al. [12] have carried out comprehensive thermodynamic
analyses of multigeneration plant driven by renewable energy for the generation of
ammonia synthesis, power, heating-cooling, and desalinated water. In their study,
they have proposed a phase change material as energy storage to provide
uninterrupted energy. They have calculated the energy efficiency of the whole
system as 18.9% and the exergy efficiency as 28.0%.

Khalid et al. [13] have evaluated a thermodynamic and economic assessment of
renewable energy-based integrated plant for green constructions. The key aim of
their paper is to generate useful products such as heating, cooling, power, and hot
water with solar and wind energy. The suggested plant includes a wind turbine, a
solar collector, an ORC, and a heat pump system, and the overall energy and exergy
efficiency are found as 46.1% and 7.3%, respectively. Bamisile et al. [14] have
proposed a performance examination of a new solar-driven integrated combined
plant for multipurpose generation. They have developed the energy plant in order to
generate power, hydrogen, hot water, and cooling. The performance of the modeled
system is found as 71.6% and 24.5%, respectively, in terms of energy and exergy
efficiency.

Zafar and Dincer [15] have examined comprehensive thermodynamic and
exergoeconomic analyses of a renewable energy-assisted integrated plant for build-
ings. The renewable energy-based system includes a PV panel and wind turbine for
power generation and also electrolyzer for hydrogen production. According to their
analysis results, when fuel cell temperature is used as an output, the system energetic
performance is increased from 12% to 28%. Atiz et al. [16] have conducted an
evaluation of evacuated solar tube collector-based hydrogen and electricity genera-
tion performance. The suggested unified system comprises of a solar-evacuated
collector, solar pond, an ORC, and electrolyzer. The overall energy and exergy
efficiency of the system are computed as 5.92% and 18.21% respectively. Ishaq et al.
[17] have presented a renewable energy-based combined trigeneration system, based
on thermodynamic analyses. The system includes a solar heliostat field, Cu-Cl
thermochemical cycle, wind turbine, and hydrogen compression system. The results
of their determined study show that general energy and exergy efficiency are
computed as 49% and 48.2%, respectively.

The key aim of this book chapter is to investigate comprehensive thermodynamic
and economic analyses of a solar energy-based combined plant for hydrogen, power,
heating-cooling, hot water, drying, and ammonia production. Also, the effects of the
dead state temperature, solar radiation, pump and turbine isentropic efficiency, and
number of heliostats on the system’s performance and useful outputs are investigated
and modeled. For this thermodynamic calculation, Engineering Equation Solver
(EES) software is used. Energy and exergy efficiency of the proposed system and
subsystems are determined and presented in graphs.
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15.2 System Design

In this chapter, a solar energy-assisted multigeneration plant is proposed for multiple
purposes such as hydrogen, power, heating-cooling, drying, and ammonia genera-
tion using the clean and sustainable way. A detailed flow diagram including the state
points of the modeled plant is plotted in Fig. 15.1. As clearly seen from this figure,
the suggested plant consists mainly of eight subsystems: a solar tower cycle, a
Rankine cycle, a hydrogen generation and liquefaction cycle, an ammonia process,
an ORC, a single-effect absorption cycle with ejector, a drying cycle, and hot water
production. This system is designed for the production of hydrogen, ammonia,
heating-cooling, power, and hot water by providing the thermal energy required
from the solar tower system.

At first, the working fluid of the solar tower cycle enters the solar receiver at point
10 and rises to a temperature of about 875 � C and then enters the hot thermal energy
storage tank (TES) at point 1. This working fluid enters the HEX1, generator,
generator 2, dryer, hot water storage tank, and cold TES tank (between points
1 and 10), respectively, to transfer thermal energy on it. Then, in HEX1, the solar
tower working fluid transfers some of its thermal energy to the working fluid of
Rankine cycle. The Rankine cycle includes three turbines, a condenser 1, and pump
3 and produces power for PEM electrolyzer. The inlet pressure of the turbine 1 of the
Rankine cycle at point 11 is assumed as 9000 kPa. Subsequently, another energy
generation cycle is the ORC operating with R123 working fluid (between point
45 and 50). The solar tower working fluid is transferred of heat energy to ORC
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generator 1 at point 4. The working fluid of ORC then enters the ORC turbine at
point 45 as superheated steam and then where power is generated.

Another important subsystem of this study is the single-effect absorption cooling
system with ejector (SEACE) (between point 51 and 69), where heating and cooling
applications take place. The solar tower working fluid, which still has high thermal
energy, enters generator 2 at point 5 point and then provides the thermal energy
required for the operation of the SEACE system with ejector. Then, it is used for
drying the product by using the thermal energy of the fluid entering the dryer at point
6. The solar tower working fluid then enters the cold TES tank and offers continuous
operation if the system requires energy. In addition, working parameters of the
suggested plant are given in Table 15.1.

Some of the electricity generated by the Rankine cycle is sent to the PEM
electrolyzer for hydrogen production, where hydrogen and oxygen are produced
from water. The problem of hydrogen storage is a known fact, and, in this study, it is
proposed to store hydrogen by liquefying it (between point 27 and 44). As shown in
Fig. 15.1, the hydrogen produced in the form of gas is liquefied through various
compressor and heat exchanger processes and sent to the storage unit. A portion of
the produced hydrogen gas reacts with nitrogen at the ammonia rector and ammonia
is produced.

Table 15.1 Working param-
eters of solar tower-based
multigeneration plant

Dead reference temperature, To 25 �C
Dead reference pressure, Po 101.3 kPa

Direct solar irradiance, IDSI 760 W/m2

Outlet temperature of solar tower, T1 875 �C
Heliostat number, nheliostat 4350

Heliostat surface area, Aheliostat 2.3 m2

Reflector field performance, ηref 0.74

Solar tower performance, ηST 0.14

Output pressure of pump 1, P3 1344 kPa

Output pressure of pump 2, P10 2010 kPa

Pump isentropic performance, ηp 0.80

Output temperature of hot TES tank, T2 825 �C
Isentropic efficiency of Rankine turbine, ηRT 0.80

Turbine 1 inlet pressure, P11 9000 kPa

Turbine 2 inlet pressure, P13 5000 kPa

Turbine 3 inlet pressure, P15 2000 kPa

COPen for cooling plant 1.069

COPex for cooling plant 0.284

Isentropic efficiency of ORC turbine, ηORC _ T 0.78

ORC turbine inlet temperature, T45 132 �C
ORC turbine inlet pressure, P45 700 kPa

Working fluid of ORC subsystem R123
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15.3 First and Second Law Analyses

The first and second law performance of the combined multigeneration plant is
evaluated by conducting quantitative energetic and exergetic analyses. The eco-
nomic estimation of the combined plant is performed according to the
exergoeconomic assessment. In this part, the basic assumptions, opinions, methods,
and equalities utilized to evaluate plant performance are defined and explained. The
primary assumptions for the assessment can be defined as:

• Cycles take place at steady-state and steady-flow conditions.
• Potential and kinetic energy and also exergy changes can be negligible.
• Environment and ambient condition at To ¼ 25 �C and Po ¼ 1 atm.
• All flows and parts are always at the working temperature and pressure levels.

At the steady-state status, the mass balance equation is [18–20]:

X
_mi ¼

X
_me ð15:1Þ

where _m is mass flow rate and the subscripts “i” and “e” specify the input and output
of control volume. Based on the first law of thermodynamic, the energy balance
equality is:

X
_mihi þ

X
_Qi þ

X
_W i ¼

X
_mehe þ

X
_Qe þ

X
_We ð15:2Þ

where _Q and _W show the rates of heat and power flows and h stands for specific
enthalpy. General entropy balance equality is:

X
_misi þ

X _Q
T

� �

i

þ _Sgen ¼
X

_mese þ
X _Q

T

� �

e

ð15:3Þ

where s and _Sgen give the specific entropy and rate of entropy generation. According
to the second law of thermodynamic, the exergetic balance equation can be described
as:

X
_miexi þ

X
_ExQi þ

X
_ExWi ¼

X
_meexe þ

X
_ExQe þ

X
_ExWe

þ _ExD ð15:4Þ

where _ExQ and _ExW give the exergetic flows associated with heat, boundary, or shaft
work. In Eq. (15.4), different thermodynamic variables can be defined as given
below:
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_ExQ ¼ _Q 1� To

T

� �
ð15:5Þ

_ExW ¼ _W ð15:6Þ
_Exd ¼ _SgenTo ð15:7Þ

In the end, the specific exergetic variable can be defined as:

ex ¼ exph þ exch ð15:8Þ

In Eq. (15.8), the physical and chemical specific exergetic variables can be
described as:

exph ¼ h� ho � To s� soð Þ ð15:9Þ
exchmix ¼

X
yiex

o
ch þ RTo

X
yi ln yi ð15:10Þ

Based on these standpoints, the energetic and exergetic balance equalities are
given in Tables 15.2 and 15.3, respectively.

15.3.1 Solar Power Tower

The solar-powered reflection area of 524 heliostats is utilized to the investigated
plant, and achieved solar power inlet is used to the multigeneration aim for hydrogen
production and compression. The net heliostat performance of 82% is considered
during the assessment. Some parametric works analyzing the heliostat design indi-
cators’ impact on plant efficiency are conducted. The statement utilized to calculate
the solar energy inlet is as given below:

_Qsolar ¼ ηrfIsiAanr ð15:11Þ

where ηrf shows the reflector performance, Isi is the solar irradiance, Aa indicates the
aperture area, and nr implies the number of reflectors.

15.3.2 PEM Electrolyzer

A part of the produced electricity from Rankine process is used by the PEM plant for
hydrogen generation. Thermodynamic analysis of the PEM plant needs the defini-
tion of activation, ohmic, and concentration overpotential changes. The activation
losses produce the additional voltage changes that are necessary for the migration of
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e� and H2 ions through the membrane and e�, respectively. Furthermore, the
resistance of bipolar structure, membrane, and electrode is used to analyze the
ohmic overpotential. Additionally, the concentration losses are performed owing
to modifications of reactant concentration at the electrode material along the elec-
trochemical cycle. The thermodynamic equalities for first and second law analyses of
PEM plant are defined in Table 15.4.

15.3.3 Storage Tank

The TES sub-plant has the molten salt-type tanks with hot temperature and cold
temperature, and they are integrated with two molten salt pumps (see in Fig. 15.1,
pump 1 and 2). At the start of a new day, the working fluid of the solar process
should be stored in the cold TES tank. When the reflector area starts to run, the solar
radiation receiver area is effectively warmed, and the working fluid is pumped by
using the pump 2 to the solar radiation receiver to absorb thermal power. After the
warming process, the working fluid enters the hot TES tank and, after that, is
available to be utilized to produce steam at hot temperature in the HEX-1. Alterna-
tively, the mass and energetic balance equations for the hot TES tank can be defined
as follows:

mhTES ¼ mp þ _mms,i � _mms,oð ÞΔt ð15:12Þ
QhTES ¼ Qp þ qi � qo � qht,loss

� �
Δt=3600 ð15:13Þ

qht,loss ¼ UhTESAhTES ThTES � Toð Þ ð15:14Þ

Table 15.4 Defined governing equations of PEM plant

PEM plant Equalities

Net voltage V ¼ Vo þ Va
act þ Vc

act þ Vohm þ Va
con þ Vc

con

Reversible potential Vo ¼ 1.229 � 8.5 � 10�4(TPEM � 298)

Activation overpotential Vi
act ¼ RT

F sin h�1 J
2 Jio

� �
, i ¼ cathode or anode

Ohmic overpotential Vohm ¼ JRPEM

Total ohmic resistance RPEM ¼ RD
0

dx
σ λ xð Þ½ �

Membrane water content λ xð Þ ¼ λa�λc
D xþ λc

Concentration overpotential for anode Va
con ¼ RT

4F ln
Cmem
O2

Cmem
O2 ,0

Concentration overpotential for cathode Vc
con ¼ RT

4F ln
Cmem
H2

Cmem
H2 ,0

Required energy for PEM plant EPEM
stack ¼ ncellVPEMIPEM
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Here, mhTES shows the mass of working fluid in the hot TES tank, mp is the
primary mass of working fluid in the hot TES tank, and _mms,i and _mms,o show the
mass flow rates of working fluid inlet and outlet of the hot TES tank, respectively,Δt
is the time interval in the storage plant, QhTES gives the stored heat in the hot TES
tank, Qp gives the primary power stored in the hot TES tank, qi and qo show the
thermal energy inlet and outlet of the hot TES tank, respectively, qht, loss gives the
thermal energy loss, UhTES shows the general energy loss parameter, AhTES gives the
energy loss area, and ThTES shows the hot TES tank temperature. Similar equations
can be defined for the cold TES tank.

15.3.4 Efficiencies

In the evaluation of power-related impact, the power performance of a cycle or plant
should be described as the ratio of beneficial exit of the plant to the power input to
the plant:

η ¼
P

Useful output energyP
Input energy

¼ 1�
P

Energy lossP
Input energy

ð15:15Þ

The energetic efficiency of solar tower-based integrated plant for hydrogen
production and liquefaction plant is defined as given below:

ηWS ¼
_WNet þ _QCooling þ _QHeating þ _QHot water þ _QDryer þ _mNH3LHVNH3 þ _mH2LHVH2

_Qsolar

ð15:16Þ
_WNet ¼ _WT1 þ _WT2 þ _WT3 þ _WORC �

X
_WHyC �

X
_WP � _WNiC ð15:17Þ

Here, _WHyC and _WNiC are the power needs for the hydrogen and nitrogen
compressor, respectively. The energetic performance equations for combined plant
parts are given in Table 15.2.

According to the exergetic analysis viewpoints, exergetic efficiency should be
described based on the exergetic content of the plant inlets and outlets, which
presents a better understanding of the plant efficiency. The exergetic performance
opinion diversifies irreversibilities from exergy transfers; this supplies details
concerning the potential plant developments by reducing the losses. Based on
these definitions, the exergetic performance of a cycle or plant should be defined as:

ψ ¼
P

useful output exergyP
input exergy

¼ 1�
P

exergy lossP
input exergy

ð15:18Þ

The exergetic efficiency of integrated plant can be defined as:
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ψWS ¼
_ExWNet þ _ExQCooling þ _ExQHeating þ _ExQHot water þ _ExQDryer þ _mNH3exNH3 þ _mH2exH2

_ExQSolar
ð15:19Þ

The exergetic performance equalities for combined plant parts are written in
Table 15.3. In addition to that, the energetic and exergetic performance equations
for sub-plants, which are defined in system description title, are written in
Tables 15.5 and 15.6, respectively.

Finally, the energetic and exergetic performance coefficient of cooling system are
evaluated as:

COPen ¼
_QEva

_QGen þ _WP5
ð15:20Þ

COPex ¼
_ExQEva

_ExQGen þ _ExWP5
ð15:21Þ

15.3.5 Thermoeconomic Assessment

Thermoeconomic assessments are the category of engineering that favorably inte-
grates, at the level of plant parts, thermodynamic estimations based on the exergetic
assessment and economic viewpoints, in order to supply knowledge that is beneficial
to the project and mechanism of the cost-effective plant, but not derivable by

Table 15.5 Energetic performance equations for integrated plant subsystems

Subsystems Energy efficiency equation

Solar power tower cycle
ηSPTC ¼ _QHEX1þ _QGen1þ _QGen2þ _QDryerþ _QHot water

_Qsolar

Rankine cycle ηRC ¼ _WT1þ _WT2þ _WT3� _WP3� _WPEM
_m3h3� _m4h4

Hydrogen production and liquefaction process ηHPLP ¼ _m21h21þ _m22h22þ _m44h44
_m20h20þ _WPEMþ _WHyC2

Ammonia process ηAP ¼ _m26h26
_m22h22þ _m24h24þ _WNiCþ _WHyC1

ORC cycle ηORC ¼ _WORCþ _QHeating

_m4h4� _m5h5ð Þþ _WP4

Single-effect absorption cooling with ejector ηSEACE ¼ _QCooling

_m5h5� _m6h6ð Þþ _WP5

Drying cycle ηDC ¼ _QDrying

_m6h6� _m7h7ð Þ

Hot water production ηHWP ¼ _QHot water

_m7h7� _m8h8ð Þ
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traditional energetic and exergetic assessments and economic assessment [21]. Dif-
ferent works proffer that, when the exergetic costing assessments are not performed,
the common statements of thermoeconomic analyses are more suitable as it defines
any integration of thermodynamically and economical assessments.

15.3.5.1 Cost Balance Equality

For each current in the considered solar plant, an indicator called the flow cost rate _C
($/h) can be described, and any cost balance equation can be defined for each part as
given below:

_Cq,k þ
X

i
_Ci,k þ _Zk ¼

X
e
_Ce,k þ _Cw,k ð15:22Þ

The cost balance equations are usually defined so that all conditions are positive.
Utilizing Eq. (15.20), one should be defined as [22]:

X
ce _Exe
� �

k
þ cw,k _Wk ¼ cq,k _Exq,k þ

X
ci _Exi
� �

k
þ _Zk ð15:23Þ

_C j ¼ c j _Ex j ð15:24Þ
_Z ¼ ZkCRFϕ

N � 3600
ð15:25Þ

Here, Zk shows the purchase cost of the kth part, and purchase cost of integrated
plant components are given in Table 15.7, and CRF gives the capital recovery factor
and can be defined as:

Table 15.6 Exergetic efficiency equations for integrated plant subsystems

Subsystems Exergy efficiency equation

Solar power tower cycle
ψSPTC ¼

_ExQHEX1þ _ExQGen1þ _ExQGen2þ _ExQDryerþþ _ExQHot water

_ExQSolar

Rankine cycle ψRC ¼ _ExWT1þ _ExWT2þ _ExWT3� _ExWP3� _ExWPEM
_m3ex3� _m4ex4

Hydrogen production and liquefaction process ψHPLP ¼ _m21ex21þ _m22ex22þ _m44ex44
_m20ex20þ _ExWPEMþ _ExWHyC2

Ammonia process ψAP ¼ _m26ex26
_m22ex22þ _m24ex24þ _ExWNiCþ _ExWHyC1

ORC cycle
ψORC ¼ _ExWORCþ _ExQHeating

_m4ex4� _m5ex5ð Þþ _ExWP4

Single-effect absorption cooling with ejector
ψSEACE ¼ _ExQCooling

_m5ex5� _m6ex6ð Þþ _ExWP5

Drying cycle
ψDC ¼ _ExQDrying

_m6ex6� _m7ex7ð Þ

Hot water production
ψHWP ¼

_ExQHot water

_m7ex7� _m8ex8ð Þ
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CRF ¼ ix 1þ ið Þn
1þ ið Þn � 1

ð15:26Þ

where i is the interest rate and n is the total working time of plant in years. In
addition, N shows the annual number of working hours for component, and ϕ gives
the maintenance indicator, which is generally 1.06 [22].

The economic assessment of the solar-powered plant can be performed to com-
pute the cost of generated hydrogen as given below:

LCOH ¼ _Z þ _ZO&M

Mannual,H2

ð15:27Þ

Table 15.7 Purchase cost functions of the system components

Components Purchase cost functions

Heliostat ZHel ¼ 150AHelN

Receiver ZRec ¼ ARec(79RRec � 42000)

TES tank ZTES _ t ¼ 4.8509 � 03973log10(V ) + 0.1445[log10(V )]
2

Material ZPCM ¼ 247 � MPCM

Rankine turbine ZRT ¼ 4405� _WRT
� �0:89

Heat exchanger ZHEX ¼ 1010 � (AHEX)
0.8

Condenser Zcond ¼ 280:74
_Qcond
kΔT þ 746 _mwf

Valve
ZVl ¼ 37 P34

P35

� �0:68

Storage tank ZStT ¼ 4042V0:506
ST

Heating system unit ZHeating ¼ 5714 _m49

Pump ZP ¼ 1120� _WPump
� �0:8

Compressor Zcomp ¼ 71:1 _m22ð Þ= 0:9� ηcomp

� �� P23=P22ð Þ ln P23=P22ð Þ� 	

PEM electrolyzer ZPEM ¼ 1000 _WPEM

Absorber ZAbs ¼ 309.14 � (AAbs)
0.85

Ejector
Zejc ¼ 1000� 15:96 _m51

T51þ273:15
P

1000

� �0:05
P516
1000

� ��0:75

Evaporator ZEva ¼ 1144:3� _QEvp

� �0:67

Dryer ZDr ¼ 1000 � (ADr)
0.65

Domestic water heater ZDWH ¼ 0.3mDWH
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where LCOH is the levelized cost of hydrogen ($/kg), _ZO&M is the annual cost for
operating and maintenance, and Mannual,H2 shows the annual hydrogen production
(kg/year).

15.4 Results and Discussion

In this part of the study, results of the thermodynamic analyses, parametric analyses,
and economic analysis are presented. Firstly, in Table 15.8 thermodynamic analyses
results which are energy and exergy efficiency and also exergy destruction rate in the
second, third, and fourth column of the table are presented, respectively. The
thermodynamic analysis which is very crucial in order to see the inefficiencies in
the system can be used as a guide for the improvement of the system performance.
For instance, these results presented in Table 15.7 indicate that the lowest energy and
exergy efficiencies occurred in SEACE subsystem and ORC cycle, respectively.
Hence it can be concluded that if the efficiencies of those subsystems increase, the
performance of the system increases. However, this decision should of course be
supported by economic and environmental data.

Table 15.9 presents the main outputs of the solar energy-based multigeneration
system of which products are power, hydrogen, ammonia, cooling, heating, and hot
water. Power in this multigeneration system is produced from both Rankine cycle
and organic Rankine cycle, and the amount of overall produced power is 16,811 kW.
Cooling and heating production rate are 2643 kW and 1941 kW, respectively.
Hydrogen which is one of the main products for the multigeneration system is
produced 0.026 kg per second (Table 15.9).

Coefficient of performance (COP) is a useful tool to evaluate the cooling systems.
Figure 15.2 provides how energetic and exergetic coefficient of performance and
exergy destruction rate of cooling system change with varying evaporator exit

Table 15.8 Thermodynamic assessment results of solar-powered plant

Energy
efficiency η (%)

Exergy
efficiency ψ (%)

Exergy destruction rate
_ExD (kW)

Solar power tower cycle 54.26 50.14 12,982

Rankine cycle 47.03 43.64 6143

Hydrogen production and liq-
uefaction process

61.26 56.52 2427

Ammonia process 64.67 60.93 1423

ORC cycle 24.54 21.18 2984

Single-effect absorption cooling
with ejector

20.93 17.67 2516

Drying cycle 78.96 75.61 1867

Hot water production 69.21 65.34 1058

Whole plant 56.17 52.83 31,400
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temperature from �12 �C to �6 �C. As evaporator exit temperature increases from
�12 �C to �6 �C, exergy destruction rate of single-effect absorption cooling system
with ejector (SEACE) goes up to 2500 kW from about 2000 kW. On the other hand,
energetic COP and exergetic COP of SEACE nearly stay the same with increasing
evaporator exit temperature.

Figure 15.3 illustrates how dead state temperature affects energy efficiencies of
subsystems of multigeneration system and whole system itself. Dead state temper-
ature is of interest because changes in dead state temperature affect how subsystems
work. Looking at Fig. 15.3, it is apparent that all subsystems and whole system
perform better in terms of energy efficiency while dead state temperature increases.
However, in SEACE subsystems not only an increment is seen, but also little
decrease occurs due to increasing load of the SEACE subsystem.

Table 15.9 Main achieved outputs for the solar energy-based combined plant

Plant outputs Values

Gross power generation from Rankine cycle, _WRC 14,625 kW

Power generation from ORC, _WORC 2186 kW

Cooling generation, _QCooling 2643 kW

Heating producing, _QHeating 1941 kW

Hydrogen production, _mHydrogen 0.026 kg/s

Ammonia production, _mAmmonia 0.1012 kg/s

Hot water production, _mHW 3.94 kg/s
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of cooling system
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Figure 15.4 provides the results obtained from the exergy analysis for all sub-
systems and whole system. Similar to the energy analysis results, exergy efficiencies
of all subsystems and whole system except for SEACE increase with rising dead
state temperature from 0 �C to 50 �C. The reason of those increments in subsystems
and whole system lies in the exergy efficiency equations and exergy definition itself.
As dead state temperature goes up, the difference between the environment temper-
ature and working temperature of subsystems decreases; therefore, losses caused by
those temperature differences are minimized. What is striking in the figure is that
while exergy efficiency of whole plant is 48% at 0 �C, it will rise to 58% at 50 �C.

The results of the effect of dead state temperature on system outputs and hydro-
gen and ammonia production are displayed in Fig. 15.5. From the figure, a clear
trend of increase can be seen for hydrogen and ammonia production rate and work
produced by Rankine cycle. As displayed out from the figure, ammonia production
rate rises up to 0.112 kg/s from 0.086 kg/s for the range of dead state temperature
change from 0 �C to 50 �C. For the same range, hydrogen production range increases
from 0.024 kg/s to above 0.028 kg/s value. The same reason with exergy efficiency
increments is valid for these increasing product rates. There is a very slow increasing
rate on ORC, cooling and heating product rates (Fig. 15.6).

One of the most important parameters for this multigeneration system is solar
radiation because it is the only energy source of this integrated energy system. What
stands out in this figure is the growth of energy efficiencies of subsystems and whole
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plant with varying solar radiation from 500 W/m2 to 1000 W/m2. For given range of
solar radiation, energy efficiency of whole plant increases from 52% to 61%. The
highest energy efficiency occurs in drying cycle, and it varies 75% to 83% as solar
radiation changes from 500 W/m2 to 1000 W/m2. From the thermodynamic view-
point, it can be concluded that any increase in solar radiation surely up to a certain
point makes system perform better because of higher enthalpy input to the
subsystems.

The result of how exergy efficiencies of subsystems and whole plant change with
increasing solar radiation is presented in Fig. 15.7. The positive correlation among
exergy efficiencies of all subsystems and whole plant with solar radiation is found.
The reason of this rise in exergy efficiencies is the same with the reason of increase in
energy efficiency which is clarified above. Figure 15.7 reveals that if solar radiation
boosts up to 1000 W/m2 from 500W/m2, exergy efficiency of whole plant rises from
48% to 56%.

Figure 15.8 reveals that there has been a slight growth in the values of system
outputs and hydrogen and ammonia production rates. Especially ammonia produc-
tion rate reaches its peak value which is 0.0116 when solar radiation is 1000 W/m2.
The highest power production which occurred in Rankine cycle varies from
11,500 kW to 17,200 kW as solar radiation changes from 500 W/m2 to 1000 W/
m2. By considering the effect of solar radiation on energy and exergy efficiency and
useful outputs of multigeneration system, it can be said that higher solar radiation up
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to a certain point which is one of the most important parameters means higher
efficiency of the system.

Another parameter investigated in this study to reveal the effect on the system
performances which are energy and exergy efficiency is isentropic efficiency of
turbines and pumps. For this multigeneration system design, isentropic efficiency of
turbines and pumps are assumed to be 0.78 and 0.80. What is clarified in Fig. 15.9 is
that as isentropic efficiencies of turbines and pumps increase, both energy and
exergy efficiencies rise. For instance, for the range of 0.50–0.90 of isentropic
efficiencies of turbines and pumps, energy and exergy efficiencies of whole plant
increase from 52% and 46% to 56% and 53.6%, respectively. The reason for those
improvements in efficiencies can be explained by looking at the right side of the
figure which points out that as efficiencies of turbines and pumps increase, the
amount of exergy destruction rates in subsystems decreases. Hence, the amount of
energy and exergy efficiency values is likely to grow for this range.

Turbine 1 which is found in Rankine cycle, the first subsystem using thermal
energy coming from solar tower, has surely effect on system performance when
considering its inlet pressure. What is striking about this result given in Fig. 15.10 is
the sharp fall of exergy destruction rate from about 34,000 kW to 26,400 kW as
turbine 1 inlet pressure varies from 6000 kPa to 11,000 kPa. As mentioned above,
when exergy destruction rate falls, energy and exergy efficiency values of whole
system rise from 51% to 59% and from 47% and 55%, respectively.

Levelized cost of hydrogen is found by dividing the purchase cost and operating
and maintenance cost by annual hydrogen production; therefore, unit for levelized
cost is $/kg for hydrogen. Figure 15.11 reveals the effect of turbine 1 inlet pressure
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on levelized cost of hydrogen production and exergy efficiency of hydrogen pro-
duction and liquefaction process. As turbine 1 inlet pressure grows from 6000 kPa to
110,000 kPa, levelized cost of hydrogen falls down to the 9.78 from 11.22 $/kg,
while exergy efficiency of HPLP goes up from 51% to approximately 61%. As
understood from Fig. 15.10, turbine 1 inlet pressure has positive effect on system
performance, so it is expected that levelized cost decreases and exergy efficiency of
HPLP rises.

In this multigeneration system, solar energy is used as the only driving source,
and solar tower is used for utilizing solar energy supported by heliostats. Then as
another parameter, the number of heliostats is selected, and its effect on energy and
exergy efficiencies and exergy destruction rate of whole system is investigated. As
the number of heliostats increases from 3000 to 5500, both efficiencies and exergy
destruction rate of whole system go up. Because there has been exergy destruction in
every single element of the multigeneration system, heliostats have also exergy
destruction rate. So, when the number of heliostats increases, exergy destruction
rate increases. However, this increment in exergy destruction rate that occurred in
heliostats is not directly proportional with its number. Even if exergy destruction rate
goes up, energy and exergy efficiencies of whole system can advance slightly, too.
For the given range of number of heliostats, energy efficiency of whole system goes
up to 57% from 54.6%, and exergy efficiency of whole system rises from 50.3% to
53%.

As seen from Fig. 15.12, the increase in number of heliostats has positive effect
on system performance. Accordingly, it is expected that levelized cost will be
decreased and exergy efficiency of HPLP increases as seen in Fig. 15.13. For the
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given number of heliostats, levelized cost of hydrogen production decreases from
11.04 $/kg to 10.2 $/kg, and exergy efficiency of HPLP boosts from 53.2% to
58.8%.

Figure 15.14 reveals how total cost and exergy efficiency of whole system vary
with respect to increasing total power production. As total power production is
increased from 12,000 kW to 22,000 kW, total cost of the multigeneration system
rises from 33 M$ to 44 M$, and exergy efficiency of whole system increases from
51% to 60% (Fig. 15.15).

The last parameter investigated for this study is the hydrogen production rate
which is varied from 0.007 kg/s to 0.097 kg/s. For the given range, total cost of the
multigeneration system advances from 36.8 M$ to 40.6 M$. On the other hand,
exergy efficiency of whole system increases from 50.5% to 56.2% for the same
range.

15.5 Conclusion

In this study, a novel solar-based multigeneration energy system is designed and
analyzed thermodynamically, parametrically, and economically. The
multigeneration system is designed according to useful outputs such as compressed
and liquefied hydrogen, power, heating and cooling, hot water, drying, and ammonia
production. Thermodynamic analysis results reveal that for working parameters
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given in Table 15.1, energy and exergy efficiencies of whole system are found to be
56.17% and 52.83%, respectively. Other striking results gained from the analyses
can be listed as follows:

• The multigeneration plant proposed can provide power production up to
16,811 kW from Rankine and organic Rankine cycles together, by considering
working parameters given in Table 15.1.

• Hydrogen and ammonia production rates of multigeneration system are found as
0.026 kg/s and 0.1012 kg/s, respectively.

• Evaporator exit temperature affects slightly the COP of cooling system of
multigeneration system proposed.

• As dead state temperature increases, both energy and exergy efficiencies of whole
system increase. System outputs are also affected positively with increasing dead
state temperature.

• Solar radiation is an important parameter making energy and exergy efficiencies
higher as it advances. When solar radiation is 1100 W/m2, exergy efficiency of
whole system is 56%.

• Isentropic efficiencies of turbines and pumps are directly proportional to energy
and exergy efficiencies of whole system.

• If turbine 1 inlet pressure peaks at 11000 kPa, levelized cost of hydrogen
production will be 9.78 $/kg.

• Number of heliostats is directly proportional to both energy and exergy efficien-
cies of whole system. While the number of heliostats rises to 5500, levelized cost
of hydrogen production falls down to 10.2 $/kg.

If total power production is targeted to be 22,000 kW, the total cost of
multigeneration system will reach 44 M$.
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Absorption chiller cycle (ACC), 86
Absorption heat pump (AHP), 68
Absorption power cycle (APC), 125

See also APC/LNG
Absorption refrigeration system

(ARS), 124, 143
Air separation unit (ASU), 293
Anderson-Schulz-Flory (ASF) distribution,

299, 300
Antithetic variates method (AVM), 261
APC/LNG

cost rates, 159
energy analysis, 144–147
exergoeconomic analysis, 147–151
exergoeconomic optimization, 149
exergoeconomic parameters, 160
exergy analysis, 146–148
genetic algorithm (GA) scheme, 149
geothermal energy, 141
impact

absorber temperature, 155
generator hot PP temperature, 152
geothermal inlet temperature, 156
LiBr fraction, 157
thermodynamics, 158, 161
turbine 1 inlet pressure, 153
turbine 2 inlet pressure, 154

Rankine cycle (RC), 142
Sabalan geothermal heat source

(see Sabalan geothermal heat source)
thermodynamics, 142–144, 149, 158, 162

Artificial bee colony (ABC) method, 262
Aspen Plus model, 292

B
Battery energy storage system (BESS), 169
BG-FT synthesis process

CEPCI, 305
CHP network and heat integration, 307
economic analysis, 306
economic performance indicator, 304
factored estimation method, 305
fossil fuels, 304
FP-H process, 305
FT (see also Fischer-Tropsch

(FT) synthesis)
gas cleaning

conventional process, 294, 295
gasification, 294
syngas, 294
tar removal, 295–298

gasification
biomass, 286, 287
feedstock characteristics, 288
gasifying agents, 288–289
plant configuration, 292–293

global warming problems, 304
life cycle analysis (LCA), 309
MINPL model, 307
MSW and forests, 306
operating conditions, 289–292
tar removal, 285
technical performance, 305
techno-economic comparison, 308
transportation fuels, 284, 285, 308, 309

Bi-level optimization problem, 169, 176, 177
Biomass gasification (BG) synthesis,

see BG-FT synthesis process
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B-level model, 205
Brayton cycle (BC), 85
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Chemical engineering plant cost index
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Cogeneration systems

efficiency, 6
fuel cells, 7
solar-energy bases, 7
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system, 2, 7, 63

CPVT units, 67
dual integrated systems, 67
multienergy systems, 66
multi-generation systems, 67
renewable/fossil fuel energy sources, 67
system layout, 68–70

Combined energy system, 85
Combined heat and power (CHP), 6
Compressed air energy storage (CAES), 39,
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Concentrated solar power (CSP) systems, 70
Concentrating parabolic PVT (CPVT) units, 67
Concentrating solar power (CSP), 84
Cooling, Heat, Power, and Hydrogen

(CCHP-H2) systems, 10
Cooling, Heat, Power, and Potable Water

(CCHP-HO2) systems, 11
Cost balance equality, 334–336
Cost optimal mode (COM), 158, 161
Cournot model, 192

D
Desiccant cooling systems (DEC), 7
Direct normal irradiance (DNI), 62, 114, 119
Distributed energy management model, 193
Distributed energy resources (DERs)

bidding strategy, MG and VPP, 198
MG and VPP components, 194–197
optimal operations, DERs via MGs and

VPP, 197
power system, 194

Distributed multi-generation (DMG) systems, 6
District energy systems (DES), 63
Domestic hot water (DHW), 124

E
Electrical storage systems
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Electrochemical storage system
batteries
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NaS, 44
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conventional rechargeable batteries, 43
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Energy-converting systems
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analysis), 77, 78
Energy storage systems (ESSs)

forecast error, 30, 31
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load generation units, 32
optimum operation, 56–58
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power loads, 53
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traditional generation units, 31
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Exergy, 64
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Exergy balance equations, 107, 108
Exergy optimal mode (EOM), 158, 161

F
Fast pyrolysis and hydroprocessing (FP-H)

process, 305
First law efficiency, 96, 97, 100
First law of thermodynamics, 88, 93
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chain growth probability, 302–304
high-temperature FT synthesis (HTFT), 298
low-temperature FT synthesis (LTFT), 298
parametric study, 301–302
product distribution, 299–301
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timescales, 30
types, 31

Flue gas condensation, 240, 241, 243, 246,
255–257

Flywheel storage, 218
Functional electrical stimulation (FES)

systems, 42
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solar heat transfer fluid, 250
solar irradiation, 246, 249–251
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Zukauskas’ correlation, 248
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Logarithmic mean temperature difference

(LMTD), 109, 149
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Mathematical model
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exergy, 223–225

Mathematical problem with equilibrium
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Mechanical compression cooling (MCC)
systems, 85

Mechanical energy storage systems
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PHS, 41

Medium-temperature geothermal heat
(MTGH), 141

Micro grids (MGs), 194
Mid-Columbia hydropower system, 169
Mixed integer linear problem (MILP), 208
Modern power electrical system, 190
Modified Benders decomposition algorithm
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Monte Carlo simulation (MCS), 261
Multi-effect distillation (MED), 71
Multi-energy system (MES), 9, 11, 66
Multi-generation systems (MGSs), 100
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dead state temperature, 338, 339
DMG, 6
economic assessment, 320
energy demands, 319
energy efficiencies, 320, 338, 340
exergy efficiencies, 320, 339–341
first and second law

efficiencies, 332–334
exergetic balance equation, 323
exergoeconomic assessment, 323
PEM electrolyzer, 324, 331
solar power tower, 324
storage tank, 331–332
thermoeconomic assessments, 333–335

flexibility, 2
hydrogen production, 345, 346
inlet pressure, 342, 343
isentropic efficiency, 342
number of heliostats, 344, 345
PVT system, 319
renewable-energy-based, 2
renewable energy sources, 6
SEACE subsystem (see Single-effect

absorption cooling system with
ejector (SEACE))

solar-based, 319, 336, 345
solar radiation, 341
system design, 321–322
thermodynamic and exergoeconomic

analyses, 320
thermodynamic assessment, 320, 336
total power production, 345, 346
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conversion systems, 85

Multi-objective operator (MOO), 151
Multi-objective optimal mode

(MOOM), 158, 161
Multi-production system

fluctuations, RESs and load variability
deterministic approach, 199–202, 204
stochastic approach, 205

GT
application, 189
bi-level optimization technique, 191
decision-making problems, 189, 190
GEP, 191
operational conditions, 192, 193
power system planning, 192
SFE model, 191
types of games, 190

Multistage flash distillation (MSF), 71
Municipal solid waste (MSW), 239, 241, 242,

253–255, 257, 306

N
Nash equilibrium, 193, 201, 202
Nataf transformation, 262, 265, 269, 278
Nernst equation, 127
Ninth-order polynomial normal transformation
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Non-condensable gases (NCG), 142
Non-fuzzy optimization methods, 174
Non-probabilistic optimization methods, 174

O
Ohm’s potential law, 128
OLGA tar removal process, 298
Organic Rankine cycle (ORC), 63, 85, 320,

321, 336, 338

P
Parabolic trough collectors (PTCs), 241, 243
Photovoltaic (PV) panels, 63
Photovoltaic hydrogen production system, 73
Photovoltaic systems, 52, 53
Photovoltaic thermal (PVT) solar units, 67
Photovoltaic/thermal system, 7
Pinch point temperature difference (PPTD), 86
Point estimate method (PEM), 261, 263, 264
Poly-generation system, 112
Polynomial chaos expansion (PCE), 263
Polynomial normal transformation (PNT), 267

Primary thermodynamic model, 219
Probabilistic optimal power flow

(P-OPF), 261–265, 267, 269, 278
Probabilistic transient stability-constrained

optimal power flow
(P-TSCOPF), 262

Probability density function (PDF), 174
Proton exchange membrane (PEM), 74, 85
Proton exchange membrane fuel cell (PEMFC)

system, 293
Pump hydro storage (PHS) system, 41
Pumped heat electricity storage, 218
Purchase equipment cost (PEC), 110
PV-wind-battery systems, 54

R
Rankine cycle (RC), 85, 241, 243, 245
Recovery heat exchanger (RHE), 125
Renewable energy resources (RER)

advantages, 29
conventional networks, 29
power systems, 29

Renewable energy sources (RESs), 1, 15, 62
energy demands

heating and cooling, 4
hydrogen, 4, 5
portable water, 5
power, 3

Renewable-energy-based multi-generation
systems, 11

Reverse osmosis (RO), 86, 125, 175
Robust optimization (RO) technique, 175

S
Sabalan geothermal heat source, 143, 144
Second-law efficiency, 112, 114, 115, 118
Simple Model of the Atmospheric Radiative

Transfer of Sunshine (SMARTS), 66
Single-effect absorption cooling system with

ejector (SEACE), 322, 336–338
Single-objective optimization (SOO)

method, 151
Small hydropower plants (SHPs), 169
Soave-Redlich-Kwong (SRK) equations, 302
Sodium-Sulphur (NaS) battery, 44
Solar-driven desalination systems, 70, 71
Solar energy, 105
Solar-powered energy systems

desalination systems, 70, 71
DNI, 62
hydrogen, 64
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Solar-powered energy systems (cont.)
solar energy, 63
solar powered hydrogen generation, 73, 74
solar radiation, 62, 63
thermodynamic analyses, 63

Solar radiation
arbitrarily oriented surface, 64
CCH, 66
components, 65
solar energy

exergy, 64, 66
fundamental thermodynamic laws, 64
modelling, 66
spectral distribution, 65
Stefan-Boltzmann law, 65

Solar tower
ambient, water and seawater inlet

temperatures, 117, 118
DNI, 114
exergoeconomic analysis

(see Exergoeconomic analysis)
exergy analysis (see Exergy analysis)
exergy and cost parameters, 112
generator pinch point temperature

difference, 115
HTR, LTR, Hum and Dhum, 117
MC and RC pressure ratio, 115–116
multi-generation system, 105–113, 118
receiver concentration ratio, 114, 115
thermal modeling (see Thermal modeling)
turbine electricity ratio, 118, 119

Solar tower power (STP), 85–87, 100, 106, 118
Solution heat exchanger (SHE), 125, 143
Stackelberg model, 205
Stochastic approach

bi-level model, 205–207
MILP, 208
stackelberg model, 205
three-bus test system, 209, 210
VPP’s DER productions, 212

Storage system
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applications, 20–22
characteristics, 15
cost and energy efficiency, 16, 22–25
energy types, 16
hybrid energy, 24
hybrid system, 16
managing and solving uncertainty, 24
power system, 16
probabilistic optimization, energy hub, 16
technologies, 17, 19, 20
types, 18

Subcooled-CAES, 219
Subcooled-compressed air energy storage

system
CAES, 218, 219
challenges, 217
characteristics, 221
double-stage compression, 220
economic analysis, 234
electricity storage solutions, 217
electricity storage technologies, 218
Flywheel storage, 218
high-temperature heat and power storage,

218
mechanical energy storage technology, 233
performance analysis

air storage volumes, 226
effects, 233, 234
exergetic efficiencies, 229
isentropic efficiency, 231
round cycle operation, 230
round-trip operation, 229
system thermodynamic properties, 227

primary thermodynamic model, 219
pumped heat electricity storage, 218
thermal energy storage solutions, 217

Sum unit cost of production (SUCP), 149,
151–158, 161, 162

Supercapacitors (SCs), 45
Superconducting magnetic energy storage

(SMES) systems, 46
Superiority of feasible (SF) method, 262

T
Tar-eliminating methods, 295
Thermal energy storage (TES), 68
Thermal modeling

high-tech energy conversion
systems, 84

presumptions and evaluation, 92–95
renewable energy, 84
S-CO2 power cycle, 88
solar tower formulae, 89–92
T-CO2 refrigeration cycle, 88
thermal criteria, 93

Thermal optimal mode (TOM), 158
Thermoeconomic vantage points, 124
Trigeneration/CCHP system

definition, 7
HVAC components, 9
large-scale applications, 8
power generation unit, 9
seasonal operation, 8
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solar-energy-based, 9

U
Ultracapacitors (UCs), 45
Unscented transformation (UT)
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V
Virtual power plants (VPPs), 194

W
Waste incineration, 240, 251, 255
Wind generation systems

fluctuations, 49, 50
uncertainties, 51, 52
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