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CFD	 Computational fluid dynamics
DDPM	 Dense discrete phase model
DDPM-DEM	 Dense discrete phase model-discrete element model
DDPM-KTGF	 Dense discrete phase model-kinetic theory of granular flow
DNS	 Direct numerical simulation
DO	 Discrete ordinates
DPM	 Discrete phase model
DTRM	 Discrete transfer radiation model
HTML	 Hypertext markup language
RANS	 Reynolds-averaged Navier-Stokes simulations
RNG	 Renormalization group
S2S	 Surface-to-surface
SRS	 Scale-resolving simulations
SST	 Shear-stress transport
UDF	 User-defined function

13.1  �Introduction

Global warming and climate change stand as some of the greatest environmental, 
social and economic threats of our time. One solution to overcome this issue is by 
gradually employing renewable energy sources to replace fossil fuels envisioning 
an alternative to move towards sustainable development while mitigating environ-
mental problems (Cai et al. 2011; Cardoso et al. 2019b; Couto et al. 2016a; Tarelho 
et al. 2011; Vicente et al. 2016).

Biomass and waste products carry great development potential since they can be 
easily stored and transported, and unlike other renewable energy sources, they can 
also be converted into biofuels thus increasing their applicability, contributing sig-
nificantly to the energy independence of the region along with associated economic 
and environmental benefits (Ahmad et al. 2016; Cardoso et al. 2018b; Galadima and 
Muraza 2015; Pinto et al. 2014; Pio et al. 2017).

The economic and energetic performance of a solution turning biomass and 
wastes into energy depends on many variables, having the feedstock supply sustain-
ability, the robust technical performance and the ability to predict the final products 
without carrying out expensive experimental tests, precedence in these lists (Cardoso 
et al. 2019a; Lamers et al. 2015; Leme et al. 2014; Lourinho and Brito 2015; Pereira 
et al. 2016). The correct assessment and approach to this and other concerns will 
determine the type of technology proper for each specific project. Selection of a 
preferred technology is complex and requires careful consideration of the fuel flex-
ibility, type of biomass, global efficiency and performance, to mention a few.

It is then necessary to perform experimental and numerical work in different 
power scales comparing the most suitable technologies, typically combustion and 
gasification (Couto et al. 2017a; Maurer et al. 2014; Molino et al. 2016; Neves et al. 
2011; Sanderson and Rhodes 2005). Both technologies are complex systems 

J. Cardoso et al.



361

depending nonlinearly on a large number of parameters making the experimental 
work hard. Together with experimental characterization, the development of high-
fidelity models is crucial for these technologies’ evaluation (Cardoso et al. 2019c; 
Ramos et al. 2018; Sharma et al. 2015; Silva and Rouboa 2015; Vepsäläinen et al. 
2013). Table 13.1 lists a set of different numerical approaches to handle thermo-
chemical conversion processes.

A set of governing equations are applied behind computational fluid dynamics 
(CFD) models. These are built by resorting on conservation of mass equations, 
momentum, energy and species over a designated region of the reactor, capable of 
evaluating temperature and concentration, among numerous others parameters with 
a considerable precision rate (Couto et al. 2016b, 2017b; Olaofe et al. 2014; Silva 
and Rouboa 2015; Xue et al. 2012). Therefore, CFD is broadly recognized as an 
appropriate and useful tool to deal with thermochemical conversion processes, and 
for that reason, it will be the bottom line of this tutorial guide.

Table 13.1  Brief pros and cons analysis of the available methodologies for thermochemical 
processes (Baruah and Baruah 2014; Fogler and Gurmen 2002; Sehrawat et al. 2015; Silva and 
Rouboa 2013)

Pros Cons

Equilibrium 
model

Simple, easy to implement and with 
quick convergence. 
Allows a practical description of the 
gasification processes with good 
approximation.

Poor process representation for 
lower operating temperatures. 
Inability to predict kinetics and 
hydrodynamic phenomena. 
Unfit for complex reactor designs. 

Kinetic model More accurate and detailed than 
equilibrium models. 
Capability to predict gas and 
temperature profiles inside the gasifier 
once it incorporates both reaction 
kinetics and reactor hydrodynamics.

Complex formulation and 
computationally expensive.
Depends on reaction kinetics and 
type of gasifier. 

Artificial neural 
network (ANN)

Ability to be self-thought from 
sampled experimental data (machine 
learning). 
Able to represent complex non-linear 
behaviours. 

Slow convergence speed, less 
generalizing performance, arriving 
at a local minimum and over-fitting 
problems. 
Requires diligent work in 
implementing. 
Failure in case of limited data. 

Flowsheet 
simulators

Helps to cut down on laboratory 
experiments and pilot plant runs. 
Can be used for risk-free analysis of 
various what-if scenarios. 

Forces the user to think deeper about 
the problem at hands, in finding 
novel approaches to solve it, and to 
evaluate the assumptions closer. 
Process plants rarely operate entirely 
under steady-state conditions. 

Computational 
fluid dynamics

Highly precise. 
Very often offers faster resolutions 
than physical modelling. 
Computational fluid dynamics (CFD) 
model studies are generally 20–40% 
less expensive than a comparable 
physical model effort. 

It is generally run as a steady-state 
simulation. 
It carries a high degree of 
complexity; therefore, it requires 
incorporation of many engineering 
approximations, modelling shortcuts 
and real-world variabilities. 
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Since the late 1990s, we have witnessed the development of CFD studies applied 
to a large broad of chemical and physical problems. The trend towards the use of 
CFD solutions applied to thermochemical conversion processes was inevitable, 
often involving the prediction of products and frequently discussing the design of 
different configurations, becoming a major tool for energy-related researchers and 
scientists.

A multitude of options take place throughout the process solving and, in concert, 
lead to the overall necessity to be aware of the many pieces comprising the CFD 
simulation. It is not surprising that the full understanding of the mechanisms behind 
the simulation setup requires in-depth knowledge of the software fundamental steps 
and guidelines. The real value of this knowledge is many times jeopardized, and the 
researchers often focus their efforts only in the physical problem neglecting the best 
way to implement it in a computational environment.

In this chapter, one aims to provide a working background for the practical sci-
entists, researchers and engineers who wish to apply a CFD simulation to thermo-
chemical conversion procedures without needing to become a computational master. 
Throughout the chapter, we will focus on practical interpretations of common prob-
lems, based on somewhat simplified but effective approaches, introducing some of 
the necessary theory to understand the step-by-step process to assemble a full reso-
lution. Although one shall focus on thermochemical conversion processes, most of 
the discussed methods herein apply to a large range of other physical and chemical 
problems.

13.2  �Problem and Domain Identification

CFD is a powerful tool, but its application should be restricted to cases where its 
implementation is justifiable since it can easily become much more computationally 
expensive and time-consuming than a simpler approach capable of reaching similar 
results.

In some cases, the decision of using analytical methods or 1-D models is straight-
forward and provides the required insights for less accurate needs. Typical examples 
are the problems with an analytical solution, the ones in which the engineer is only 
required to acknowledge the trends concerning the problem in hands and also some 
margin of error is allowed. Furthermore, the analytical methods or simpler models 
always provide a good first shot and an effective way of comparison with more 
sophisticated approaches as CFD.

After carefully deciding on what type of results one wants to explore, and which is 
the most appropriate tool available, the user must focus on identifying the domain and 
isolate the intended section from the complete physical system. In the case of a gasifi-
cation plant, the user can model a singular or a set of components such as the gasifier, 
the cleaning and feeding systems or even the heat exchangers. For the sake of simplic-
ity, our attention here is devoted to the most important component in such setup, the 
gasifier. Figure 13.1 depicts a 75 kWth pilot-scale bubbling fluidized bed gasifier.

J. Cardoso et al.



363

Most of the studies found in the literature emphasize the simulation effort in the 
gasifier (Couto et  al. 2015a, b; Dinh et  al. 2017; Sharma et  al. 2014; Xue et  al. 
2011). This is easily understandable because relevant outputs in a gasification pro-
cess such as the syngas composition, the particle behaviour, the bed hydrodynamics, 
the flow patterns and the temperature distribution are uncovered in these 
simulations.

The simulation of an entire gasification facility is mostly applied to flowsheet 
simulators like ASPEN Plus, although this solution lacks to provide detailed results 
on particle behaviour or aiding to understand the complex hydrodynamics within.

13.3  �Pre-processing

13.3.1  �Geometry

The next step requires the geometry definition of the selected gasifier and the divi-
sion of the geometry into small elements, the so-called mesh generation. The geom-
etry can be imported from design software such as SolidWorks or generated under 
the ANSYS Fluent framework. Figure 13.2 shows the schematics of the 75 kWth 
pilot-scale gasifier with all the respective inlets and outlet. Those are especially 
relevant at this stage because they allow defining the boundary conditions of 
such domain.

Fig. 13.1  Schematics of 
the 75 kWth pilot-scale 
bubbling fluidized bed 
gasifier
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The users can create a geometry from scratch or a pre-existing one from a 
computer-aided design (CAD) model. Starting with a pre-existing geometry can 
save some time and effort; however other challenges may arise such as how to 
extract the fluid region from a solid part. Also, trying to simplify or remove unnec-
essary features from an already defined solid can be tricky or time-consuming. 
When creating a geometry from scratch, users are able to analyse the problem 
beforehand, allowing them to remove features they deem unnecessary that would 
complicate meshing such as fillets or bolt heads, which frequently add no crucial 
information and can be assumed to have little to no impact on the final solution.

Some additional questions can figure out challenging issues. Should the user 
select a 2-D or a 3-D geometry? Can the user take advantage of the design symme-
try? In fact, researchers usually tend to choose a 2-D geometry for easiness and 
moderate numerical effort. A more sophisticated approach of still using 2-D geom-
etries takes advantage of design symmetry and uses 2-D axisymmetric problem 
setups (Xie et  al. 2008). When the accuracy is of primary importance, the 3-D 
domains are an imposition, but some authors still use only a small and representa-
tive part of such domain to meet an equilibrium between accuracy and computa-
tional time. When describing fluidized bed systems, and in order to obtain fully 
developed turbulent velocity profiles at the air and/or biomass inlet, some authors 
include pre-inlet pipes for the oxidizer and/or substrate inlet. For simplification pur-
poses, only the 2-D geometry scheme is addressed.

Fig. 13.2  Simplified 
geometry for the 75 kWth 
pilot-scale fluidized 
bed reactor
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13.3.2  �Mesh

As mentioned before, the geometry is split into small cells for numerical purposes. 
Here stands a major concern—the mesh must hold a good quality in several aspects, 
element distribution, element quantity and shape, and element smooth transition, to 
ensure that the results follow the pre-defined criteria of convergence. The process of 
developing a good mesh could be quite demanding, and a thumb rule is to generate 
a primary coarse mesh and then proceed by duplicating the number of elements in 
the following meshes (Cardoso et al. 2018a). When dealing with solid combustion 
or gasification, the user must guarantee a ratio within 5–12 between the maximum 
grid size and the particle diameter (Cardoso et al. 2018a). This rule may guide the 
user towards when to stop the mesh refinement. Lastly, the user must balance 
between the accuracy and the time needed for the simulation.

There is an assortment of parameters such as element quality, aspect ratio, skew-
ness and orthogonal quality that are important indicators of the mesh quality. 
Element quality relates the ratio of the volume to the sum of the square of the edge 
lengths for 2-D elements, ranging from 0 to 1, in which higher values indicate 
higher element quality, 0 standing for null or negative volume element and 1 for 
perfect cube or square. Aspect ratio measures the stretching of a cell, and its accept-
able range must be lower than 100. Skewness provides the level of distortion of the 
existing elements from standard or normalized elements; hence skewness metrics 
must be kept as low as possible, 0 for excellent and 1 for unacceptable. Orthogonal 
quality is determined by vectoring from the centre of an element to each of the adja-
cent elements, ranging from 0 to 1, where 0 claims the worst elements and 1 indi-
cates high quality. When the user proceeds with a 2-D simulation, triangular- and 
quadrilateral-shaped elements are usually selected.

The user is advised to test with at least three or four meshes prior to the final 
decision. The chosen mesh must succeed at these quality parameters test, follow the 
implemented convergence criteria and reach the final solution in a reasonable 
amount of time.

An efficient way to refine a particular mesh is to identify and locate high gradi-
ents. This can be done by employing two possible routes: one is by manually setting 
a particular region where high gradients are expected, e.g. near walls, inlets/outlets, 
wall boundaries, smaller features and curved regions, and the other is to apply a 
mesh adaption feature, allowing the automatic mesh refinement in regions where 
the software sees fit without user interaction. However, in order to locally refine the 
mesh, the user must be able to recognize the areas where higher gradients are more 
likely to occur. ANSYS Meshing allows to speed up this process by implementing 
“Size Functions”; these controls automatically refine the mesh in the areas that will 
typically have higher gradients.
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13.3.3  �Mesh Analysis

In order to allow readers acquiring a deeper understanding of the relationship 
between mesh density, results and computational cost, a mesh sensitivity analysis 
was conducted based on previous works developed by the authors (Cardoso 
et al. 2018a).

The simulations were carried out in a 2-D geometry and are shown in Fig. 13.3, 
holding the three mesh resolutions previously presented in Table  13.2. A mesh 
refinement ratio of 2 and a maximum grid spacing rule of 10–12 times the particle 
diameter were used to build all meshes in this study. All numerical simulations con-
cern gasification experiments making use of eucalyptus wood as biomass, mean 
diameter of 5  mm, and quartz sand as bed material, mean diameter of 0.5  mm. 
Operating conditions were set at a superficial gas velocity of 0.25 m/s, time-averaged 
over a total of 3 s simulation time and operating temperature of 873 K. The geom-
etry domain was created according to the real dimensions of the 75 kWth fluidized 
bed reactor, 0.25 m width, 2.3 m height and static bed height of 0.23 m, so as to 
reproduce the established experimental operating conditions closer to a real sce-
nario. At the bottom, atmospheric air is injected into the reactor, inlet, while at the 
top of the geometry, an opening is set to withdraw the produced syngas, outlet. 

Fig. 13.3  2-D time-
averaged solid volume 
fraction contours for each 
studied mesh resolution

Table 13.2  Mesh quality parameters

Quality parameters Coarse Medium Fine

2-D Element size (cm) 0.9 0.6 0.4
Number of elements 25,272 50,544 103,350
Element quality 0.9281 0.9517 0.9981
Aspect ratio 1.0686 1.0567 1.0010
Skewness 8.2534e−2 5.6272e−2 1.7071e−3

Orthogonal quality 0.9895 0.9950 0.9999
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Additional information regarding the reactor configurations and simulation param-
eters can be found in Cardoso et al. (2017, 2018a).

Clearer solids and void distribution areas are provided by the finer meshes, 
50,544 and 103,350 elements, while a rougher representation is granted by the 
coarser mesh, 25,272 elements, as it misinterprets solid presence throughout various 
areas along the bed. Indeed, different mesh densities result in representation dis-
similarities. Convergence-wise, coarser meshes tend to fail to provide a realistic 
interpretation of the bed behaviour, delivering fallacious assumptions and results 
accentuating the need to perform a mesh sensitivity study. Finer meshes are capable 
of providing a more accurate solution; nevertheless, computational time increases 
as a mesh is made finer; therefore one must reasonably balance between accuracy 
and computational resource availability.

13.4  �Settings

When the user initiates the ANSYS Fluent, several decisions must be made. The 
user should define the type of geometry, 2-D or 3-D; the level of accuracy, single or 
double precision; and the processing options, serial or parallel. If the user disposes 
of a multicore machine, parallel processing can actively speed up the simulation. 
Along this section, the most important setting steps for performing a simulation will 
be briefly discussed. For the sake of simplicity, the steps regarding the chemical 
model implementation will not be covered in this chapter, and its proper implemen-
tation will be later defined in the upcoming chapters due to their importance. 
Therefore, all attentions are devoted to the remaining settings.

In the setup general options, two types of solvers are available, “pressure-based”, 
default option, and “density-based”. The pressure-based solver is used for most cases, 
gasification processes included, such as handling problems with low Mach number, 
once being more accurate for incompressible subsonic flows. On the other hand, the 
density-based solver is more accurate for supersonic flow applications with higher 
Mach number, such as to capture interacting shock waves. Regarding the time depen-
dence, the flow characteristics can be specified as either steady-state or transient.

An important step in the setup of the model is defining the materials and their 
physical properties. Within the materials section, the user can edit, or create, the 
properties of any material from the ANSYS database. Here, the user can input the 
relevant properties for the problem scope. ANSYS Fluent will automatically show 
the properties that need to be defined according to the models previously selected by 
the user. For solid materials in gasification processes, density, specific heat, thermal 
conductivity and viscosity must be defined. For each property, one may specify 
them as a constant, a linear or polynomial function, define it by a kinetic theory or 
even employ a user-defined function (UDF). UDF inclusion can be advantageous, 
allowing the user to customize the setup bringing the solution closer to its particular 
needs. In fact, ANSYS Fluent allows the user to customize a lot of its standard fea-
tures by UDF inclusion.
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With the materials once defined, one must set the phases and the interactions 
between them in the “Phases” dialogue box placed in the toolbars. The options here 
contained will vary regarding the type of multiphase model the user employs. Then, 
one must also set the parameters related to the operating conditions in the model, 
such as operating pressure, atmospheric pressure as the default value, temperature, 
density and gravity. To finish the main actions necessary to undertake in the setup 
stage, the user must now assign the boundary conditions to each previously desig-
nated zone and perform the required inputs for each boundary. Boundary conditions 
are a required and very important component of the mathematical model. These 
specify the boundary locations in the geometry, allowing to direct the motion of 
flow to enter and exit the solution domain. ANSYS Fluent provides various types of 
boundary conditions concerning the type of solution at hands and the physical mod-
els considered.

13.5  �Mathematical Model Formulation

Combustion and gasification of waste materials include more than one species 
phase making the process more complicated to handle. They are typical cases of 
multiphase flows. In general, the mathematical treatment given in a multiphase flow 
describes the gas phase as a continuum approach, being the solid phase the one who 
differs in the approach.

The Eulerian-Eulerian method treats the solid phase as a continuum, while the 
Eulerian-Lagrangian numerical approach tracks the solid particles individually. 
Within the Eulerian-Eulerian method, the most implemented option used to handle 
the thermochemical waste conversion to energy is the Eulerian granular model, while 
regarding the Eulerian-Lagrangian methods, the discrete phase model (DPM) is the 
one who stands out. Table 13.3 depicts the most relevant features of both methods.

Table 13.3  Main characteristics of Euler granular and discrete phase model (Fan et  al. 2018; 
Garzó et al. 2007; Godlieb et al. 2007)

Euler granular model Discrete phase model

Treats continuous fluid (primary phase) as well as 
dispersed solids (secondary phase) as 
interpenetrating continua. 

The discrete phase is modelled by the 
Lagrangian model, while the continuous 
phase is modelled by the Eulerian model. 

Effects of particle-particle interactions are 
accounted for based on the kinetic theory of 
granular flow (KTGF). 

The discrete and the continuous phases are 
coupled through source terms in the 
governing equations. 

Applicable from dilute to dense particulate flows. 
Particle size distribution can also be accounted by 
assigning a separate secondary phase for each 
particle diameter. 

It is recommended to keep a volume 
fraction inferior to 10%. On the other 
hand, mass loading can be rather large, in 
excess of 100%. 

Compatible with species transport and 
homogeneous and heterogeneous reactions. 

The discrete phase model (DPM) accounts 
for the effect of turbulence on the particle 
trajectories. 
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Despite being excellent options, they still present a bunch of limitations and 
drawbacks. As mentioned above, the Eulerian granular models treat both phases as 
a continuum, meaning that the information given from particle trajectories and size 
distribution is scarce. The treatment of polydisperse particles is also ineffective with 
this method (Garzó et al. 2007). The DPM method addresses these drawbacks by 
tracking every particle and the particle collision (Fan et al. 2018), but such power 
demands a terrible computational effort limiting the number of particles to 2 × 105, 
which is not ideal for treating combustors or gasifiers.

To solve the inability to handle with dense particulate flows, in recent years, a 
new Eulerian-Lagrangian method known as dense discrete phase model (DDPM) 
was brought in. This one shows better grid independence and turns the mathemati-
cal treatment of particle size distribution easier. The DDPM method can be divided 
into two approaches: the DDPM-kinetic theory of granular flow (KTGF) and the 
DDPM-discrete element model (DEM). The DDPM-KTGF approach is more suited 
for diluted to moderately dense particulate flows. Its main advantage is to allow for 
faster computations while predicting particle-particle collisions without full 
DEM. On the other hand, the DDPM-DEM approach is most suited for dense to 
near-packing limit particulate flows.

13.5.1  �Turbulent Flow

The large percentage of flows in practical cases of engineering is turbulent. This 
means the flows are three-dimensional, irregular, aperiodic and with a broad range 
of length and time scales. This also means the mathematical treatment becomes 
more demanding, sometimes even exceptionally demanding. When a flow is under 
a turbulent regime, there are fluctuating velocity fields, which in turn affect the main 
hydrodynamic features.

The turbulence transfer between phases plays a predominant role in the case of 
gasification and combustion being crucial to be aware of the leading modelling 
approaches.

There are three basic approaches that are normally employed to compute a tur-
bulent flow:

–– Direct numerical simulation (DNS). 
–– Scale-resolving simulations (SRS). 
–– Reynolds-averaged Navier-Stokes simulations (RANS). 

The DNS approach does not require any modelling to solve the full unsteady 
Navier-Stokes equations. This solution is known as being computationally demand-
ing, and its application comes more as a research tool without any direct practical 
use in real industrial cases. In the SRS approach, there is a balance between model-
ling and resolution, with the smaller eddies than the grid being modelled and the 
bigger ones being directly resolved in the calculation. The traditional option in the 
industry relies on the use of the RANS models. It distinguishes itself from the 
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previous methods by allowing a solution for steady-state simulations while model-
ling all the turbulence features. The RANS approach includes a large set of turbu-
lence sub-models with specific features. Table 13.4 depicts the most relevant options 
within the RANS approach.

The right turbulence model to handle a real problem is still a very arguable ques-
tion, and there is not a clear answer. Anyway, regarding combustion and 

Table 13.4  Two-equation turbulence models and their respective recommended usage 
(ANSYS 2013)

Model Recommended usage

1.  Standard k-ε 
model

Default k-ε model and the most widely used engineering turbulence 
model for industrial applications. 
Suitable for exploring basic flow pattern and parametric studies. 
Appropriate for converging initial case before switching to other models. 

2.  RNG 
(renormalization-
group) k-ε model

Recommended for complex shear flows involving rapid strain, moderate 
swirl, vortices and locally transitional flows. 

3.  Realizable k-ε 
model

Improved prediction for spreading rate of jets, superior ability to capture 
the mean flow of complex structures and for flows involving rotation, 
boundary layers under strong adverse pressure gradients, separation and 
recirculation. 
Delivers improved accuracy and easier convergence than RNG. 

4.  Standard k-ω 
model

Most widely adopted in the aerospace and turbo-machinery 
communities. 
Not recommended from an industrial standpoint except if the user 
disposes of good boundary conditions for k and ω. 

5.  SST (shear-stress 
transport) k-ω model

Recommended for high-accuracy boundary layer simulations. 
Wall-bounded flow (e.g. blades, airfoils, compressors and turbines, 
among others). 

Fig. 13.4  Representation of the three main approaches used to compute a turbulent flow
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gasification, the use of the standard k-ε model (ANSYS 2006; Zhang et al. 2015; 
Liu et al. 2013) still continues to be the primary option since it was first proposed 
by Launder and Spalding (1974). Figure 13.4 summarizes the three main approaches 
to compute a turbulent flow and corresponding features.

13.5.2  �Radiation Model

The transfer of heat through electromagnetic energy is defined as radiation. Thermal 
radiation effects should be accounted whenever the heat radiation is at least equal or 
of greater magnitude than that of convective and conductive heat transfer rates, 
being of practical importance only at very high temperatures, above 800 K (Wong 
and Seville 2006). Radiation phenomena undergo complex interactions between the 
phases, so to accurately predict these interplays, computationally effective thermal 
radiation models are required to solve the radiative intensity transport equations. 
Table 13.5 describes the main radiation models available in ANSYS Fluent.

13.6  �Solver Settings

Before proceeding with the solution calculation, the user must first set the solution 
methods. ANSYS Fluent provides multiple schemes to solve different types of solu-
tions; however, only the available solution method settings for solving Eulerian 
multiphase flows will be addressed, and additional information on Lagrangian flows 
will be provided in the combustion tutorial chapter. For Eulerian multiphase flows, 
ANSYS Fluent solves the phase momentum equations, the shared pressure and the 
phasic volume fraction equations either by implementing a coupled or a segregated 
fashion. Figure 13.5 depicts an overview concerning the various features the user 
must engage to properly set the solver.

Table 13.5  Radiation models available in ANSYS fluent (ANSYS 2013)

Model Applicability

Discrete ordinate 
(DO) model

The DO model is the most comprehensive radiation model but can easily 
become extremely computationally expensive. 

Discrete transfer 
radiation model 
(DTRM)

The DTRM is a relatively simple model whose accuracy relies heavily on 
the number of rays; a large number of rays turn the problem-solving 
computationally intensive. 

P-1 model The radiative equations are solved with little computational cost but tend to 
overpredict radiative fluxes from localized heat sources. 

Rosseland model The Rosseland model can only be applied to optically thick media. It is 
faster than the P-1 model and requires less memory. 

Surface-to-surface 
(S2S) model

The S2S model can be used in situations where there are no participating 
media (absorbs, emits or scatters a thermal ray as it travels through the 
medium); however, it cannot be used with periodic or symmetry boundary 
conditions. 
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After the initialization, the “Patch” button becomes enabled. Setting the Patch 
values for individual variables in certain regions of the domain is an essential task 
while modelling multiphase flows and combustion problems. In order to do so, one 
must first create a domain region adaption, within the Adapt panel, which marks 
individual cells for refinement. In fluidized bed simulation, this marked cell region 
of interest is the area occupied by the static bed, delimited by the extremities of the 
reactor’s domain and the bed height, and this selection is very important to set the 
different phase volume fractions in the region. Having defined the region for adap-
tion, it is a good practice to display it so to visually verify if it encompasses the 
desired area. Following this procedure, the user may now return to the Patch panel 
and set the initial volume fraction of the solids, bed material and biomass in case of 
a binary mixture, in the marked bed region of the fluidized bed.

The “Run Calculation” allows to finally start the solver iterations. The available 
panel options in this task page vary concerning previous settings made. For a tran-
sient flow calculation, the user disposes of various options to determine the time 
step. Employing a “Fixed” time-stepping method allows the user to input the 
intended time step size, in seconds, and the number of time steps. If desired, the user 
may enable the “Extrapolate Variables” option, to estimate an initial guess for the 
next time step, allowing to speed up the transient solution by reducing required sub-
iteration, and the “Data Sampling for Time Statistics”, to compute the time average, 
mean and root mean square of the instantaneous values sampled during the calcula-
tion. All remaining options may be set as default.

Additionally, during the calculation process, the user may display contours, vec-
tors, monitor plots or even mesh, for any desired quantity in the “Graphics and 

Fig. 13.5  Solver setting procedure overview
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Animations” dropdown list. Displaying the solid volume fraction contours in the 
reactor’s domain is particularly useful for hydrodynamic analysis in fluidized bed 
gasification, allowing the user to follow the solid evolution being refreshed for 
every time step throughout the simulation time. Having finished all these solver set-
tings, the user may now start the calculation.

•	 If the user desires to shorten the computational time for transient solutions, the 
phase-coupled SIMPLE scheme is more appropriate than the coupled scheme.

•	 In case the user chooses to enforce a couple scheme, a Courant number, 200 by 
default, and explicit relaxation factors for momentum and pressure, 0.75 by 
default, must be specified. The user may decrease the Courant number and the 
explicit relaxation factors if difficulties in reaching the convergence are encoun-
tered, whether being due to higher-order schemes or to the high complexity of 
the problem, such as in multiphase and combustion problems. These can later be 
heightened if the iteration process runs smoothly.

•	 Different numerical schemes may respond differently to the applied under-
relaxation factors. For instance, setting lower under-relaxation factors for the 
volume fraction equation for the coupled scheme may lag the solution consider-
ably, and values placed around 0.5 or above are considered acceptable. Contrarily, 
the phase-coupled SIMPLE generally requires a low under-relaxation for the 
volume fraction equation.

•	 When the solution solver requires higher-order numerical schemes or higher spa-
tial discretization, it is recommended that the user initiates the solution by setting 
smaller time steps. These may be further increased after performing a few time 
steps so as to achieve a better approximation of the pressure field.

•	 For better convergence in gasification analysis, it is recommended to start the 
solution with a non-reacting flow and without radiation model. To do so, it is 
necessary to disable the chemical reactions, radiation equations and fluid-particle 
interactions. For instance, if the user intends to evaluate the solid particle behav-
iour within a fluidized bed, the solution must be initiated without the inclusion of 
the chemical reaction sub-model. This allows analysing, in a first stage, the 
hydrodynamics features by employing a simpler approach and determining if the 
results obtained are within tolerance and if proper behaviour is being achieved. 
After such validation, the chemical reactions model and the devolatilization sub-
model can be securely added to the mathematical model.

•	 Lastly, the residuals stand as useful indicators of the iterative converge of the 
solution, quantifying the error in the solution of the equations system; thus it is 
important to monitor the residual behaviour during the calculation. Throughout 
this iterative process, the residuals are expected to progressively decay to smaller 
values, never reaching exact zero, up until they get levelled and substantial 
changes stop occurring. The lower the residual values are, the more numerically 
accurate the solution will be. If the residuals present an increasing behaviour 
within the first few iterations, one should consider lowering the under-relaxation 
factors and resume the calculation. Occasionally, the residuals may present a 
rather unstable behaviour showing huge fluctuations; on such occasions, the user 
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should proceed by reducing the under-relaxation factors. Yet, if the instabilities 
prevail, this might be a sign of previous misconfigurations; thereby, the user must 
re-check previous settings such as initial values, boundary conditions, mesh and 
fluid properties, in order to reach more stable residual curves.

13.7  �Best Practices, Model Validation and Verification

After completing the whole simulation process and getting a solution, it is time to 
proceed with an in-depth analysis of the results. The overall accuracy of the numeri-
cal simulation depends on the magnitude of several factors:

–– Round-off errors. 
–– Iteration errors. 
–– Discretization errors. 
–– Simplifications and assumptions. 
–– Differences between the numerical model and the real problem. 

The first item emphasizes the errors that are coming up from the misrepresenta-
tion of real numbers due to incorrect truncation. Nowadays, with robust computa-
tional power, these errors are minimized, but a bunch of situations can lead to the 
source of the problem:

–– Significant differences in length and time scales. 
–– Large range parameter variation. 
–– Major grid variations. 

Some thumb rules are advised such as using a double-precision feature, defining 
target variables and comparing the double-precision results with single precision.

The iteration errors are intimately related with the user ability to reduce the pres-
ence of residuals in the numerical simulation. The best way to ensure a good con-
vergence implies the right selection of residual criteria for the most critical 
parameters. It will be wise to plot and follow the residuals of these parameters 
through the convergence process. The user can impose tighter criteria in specific 
settings and must pay attention if the mass and energy balances are being respected.

As previously described, the use of the right mesh is crucial to get a good solu-
tion. There will always be differences between the solution found on the selected 
grid and an infinitely fine grid. The major goal here is to minimize such differences 
by simultaneously balancing the required time to run the numerical simulation. The 
reader should bear in mind that it is impossible to get an exact solution due to dis-
cretization errors but it is possible to keep them low by performing a mesh sensitiv-
ity analysis. Different discretization schemes in fine grids provide very similar 
results, while coarser meshes can lead to substantial dissimilarities. Anyway, the 
user should be aware of the most suitable discretization scheme for the problem 
in hands.

J. Cardoso et al.



375

The last items seem obvious, but a significant contribution of the errors arises 
from inadequate simplifications, assumptions or incorrect use of mathematical 
models. The user can cut all the previous mistakes and still find substantial devia-
tions between the experimental and numerical runs. Here, the user must be sure 
about the physics of the problem and test the impact of the riskiest assumptions. On 
the other hand, all the computational packages include a large number of models 
with their simplifications and assumptions, and the user must check the right ade-
quacy for what it is intended.

In summary, the best practices to minimize such errors go through the following 
actions:

–– Get a good grid quality by performing sensitivity analysis.
–– Use the double-precision scheme and compare the results with single precision.
–– Follow the residuals and check the mass and energy balances.
–– Correct the defined residual criteria when needed.
–– Use high-order discretization schemes.
–– Check which one of the available models is suitable to reasonably depict the 

physics of the problem.

The listing of the previous errors and the ways to prevent it are a good source of 
inspiration for the next step. The user must verify and validate the results. It is 
essential to understand the meaning of verification and validation and the impor-
tance of performing both. By verification, one means the procedure to guarantee 
that the software package solves the mathematical problem with all the equations, 
boundary conditions and all the other computational settings. By validation, one 
means the procedure to ensure the employed model satisfies the experimental data 
in a broad range of conditions.

The validation procedure is sometimes hard because experimental data is not 
always available and when available rarely offers a large set of conditions for com-
parison. Anyway, the user must ensure that the model fits reasonably the experimen-
tal data at least in a set of conditions where the key parameters vary within an 
interesting range. If the model captures the key trends, there is a certain degree of 
confidence that the user can extrapolate conclusions in alternative geometries or 
under hazardous conditions that are prohibitive experimentally.

13.8  �Post-processing

Having converged and validated the solution, it is now time to obtain the results first 
planned in the pre-analysis step. Researchers possess a wide range of options when 
it comes to post-processing such as contour plots, vectors, streamlines, iso-surfaces, 
video screenings, creating planes and lines to study particular solution regions, cre-
ating graphical representations and generate reports. Within the ANSYS framework, 
there are two possible routes to post-process the simulation results from Fluent, the 
Fluent post-processing integrated tools or the ANSYS CFD-Post application.
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In the “Results” task page, one may find a set of the most common post-
processing features, namely, contours, vectors, pathlines, particle tracks, anima-
tions, several types of plotting and reports. Supplementary post-processing tasks 
can be found within the “Postprocessing” banner in the toolbar tabs. Here, the user 
may access and create surface regions in the solution domain like points, lines 
and planes.

The other possible route for post-processing is to use the ANSYS CFD-Post. 
Both platforms are perfectly capable of addressing the most basic post-processing; 
however, contrary to the ANSYS Fluent post-processing built-in options, the CFD-
Post provides far more powerful and sophisticated post-processing capabilities as 
3D-viewer files, user variables, automatic HTML report generation and case com-
parison tools (Rüdisüli et al. 2012). ANSYS Fluent allows the user to send the case 
and data files to CFD-Post and to perform the various post-processing actions. For 
such, the user must select the quantities one desires to export by creating a “CFD-
Post Compatible Automatic Export” within the “Calculation Activities” task page.

Regarding fluidized bed gasification, the use of CFD-Post is advantageous as it 
allows to produce visual data with higher quality, assisting to better visualize and 
understand the complex flow phenomena within the reactor. Indeed, the ANSYS 
CFD-Post options are immense and are best learned in a hands-on manner; the 
experience will lead researchers to take their result visualization and analysis to the 
next level by taking the maximum potential of such a broad application.

13.9  �Conclusions

This chapter has summarized and discussed the main process steps one must endure 
to implement a model within the ANSYS Fluent framework. The implementation of 
chemistry sets will be later defined in the upcoming chapters due to their impor-
tance. At this stage, the user must have a clear idea on the theory behind how to 
manage the ANSYS Fluent software and how it interplays with gasification and 
combustion process implementation.
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