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Abstract. Lightweight cryptography is a topic of growing importance,
with the goal to secure the communication of low-end devices that are
not powerful enough to use conventional cryptography. There have been
many recent proposals of lightweight block ciphers, but comparatively
few results on lightweight Message Authentication Codes (MACs).

Therefore, this paper focuses on lightweight MACs. We review some
existing constructions, and revisit the choices made in mainstream MACs
with a focus on lightweight cryptography. We consider MACs based on
universal hash functions, because they offer information theoretic secu-
rity, can be implemented efficiently and are widely used in conventional
cryptography. However, many constructions used in practice (such as
GMAC or Poly1305-AES) follow the Wegman-Carter-Shoup construc-
tion, which is only secure up to 2% queries with a 128-bit state.

We point out that there are simple solutions to reach security beyond
the birthday bound, and we propose a concrete instantiation, MAC611,
reaching 61-bit security with a 61-bit universal hash function. We wrote
an optimized implementation on two ARM micro-controllers, and we
obtain very good performances on the Cortex-M4, at only 3.7 ¢/B for
long messages, and less than one thousand cycles for short messages.

Keywords: Lightweight cryptography - Micro-controller - MAC -
Almost universal hash functions - Beyond-birthday-bound security

1 Introduction

Message Authentication Codes (MACs) are important cryptographic primitives,
used to authenticate messages. A MAC is a short tag computed by the sender
from the message and a key, and verified by the receiver with the same key.

In this paper, we focus on MAC algorithms for constrained environments.
This is a field of growing importance, due to the increasing number of small
communicating objects, such as contactless smart cards, wireless sensors, mobile
phones, and Internet of Thing devices. In particular, we have seen that many of
these devices use weak cryptography (e.g. MIFARE Crypto-1, KeeLoq), due to
hardware limitations. To solve this issue, the academic community has designed
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new algorithms for constrained environments, creating the field of lightweight
cryptography. There is now a large number of block ciphers optimized for con-
strained environments and some of them have been standardized (PRESENT [9]
in ISO/IEC 29192, HIGHT [19] in ISO/IEC 18033-3, KASUMI in UMTS).
Recently, the NIST has started a standardization effort for lightweight cryp-
tography!, which shows that the field is gaining importance. However, there
are still few options for modes of operation for these lightweight block ciphers
and lightweight MACs; a recent survey [5] lists 117 lightweight cryptographic
algorithms, including just 3 MACs.

MAC Constructions. MAC algorithms can be built in many different ways: from
block ciphers (CBC-MAC [15], OMAC, PMAC), from hash functions (HMAC),
or from scratch like Pelican MAC, or Chaskey. These constructions are deter-
ministic, which makes them vulnerable against a generic forgery attack using
collisions in the internal state, due to Preneel and van Oorschot [29]. Therefore,
they only achieve security up to the birthday bound, i.e. when the amount of
data authenticated with a single key is bounded by 2"/2, with n the state size.

When using a lightweight block cipher with a blocksize of n = 64 bits, this is
typically insufficient. One way to increase the security is to use a larger internal
state. Indeed, several modes have been proposed recently using a 2n-bit internal
state with an n-bit block cipher (e.g. SUM-ECBC [34], 3k£f9 [35], PMAC+ [13]).

Another way to avoid Preneel and van Oorschot’s attack is to make the MAC
not deterministic, using a nonce, a unique value provided by the user (in practice,
the nonce is usually a counter). An important example of nonce-based MAC is
the Wegman-Carter construction [33] which authenticates a message M using a
nonce N as:

WC[HVF]kl,kz(MvN) = Hkl(M) @Flm(N)’

with H a family of XOR universal hash functions, and F' a PRF. This construc-
tion is widely deployed in schemes such as GMAC [24] and Poly1305 [3].

Lightweight MACs. While MACs seem to be an important primitive for
lightweight cryptography, few constructions have been optimized for con-
strained environments. Notable exceptions are the ARX based Chaskey [27] and
SipHash [1]. Chaskey is optimized for 32-bit micro-controllers with very good
software performances, while SipHash targets 64-bit processors but should also
have good performances on micro-controllers. TuLP [18] is another lightweight
dedicated MAC, based on the PRESENT round function. It uses a small 64-bit
state, but suffers from collision issues after 232 blocks of data.

Another recent proposal is Light MAC [23], a mode for block-cipher-based
MAC with a security bound independent of the message length, making it more
usable with a small block size (but the security is still limited to 2"/2 queries).
Lightweight hash functions such as QUARK [2] or SPONGENT [8] can also be
used to build a MAC (e.g. using HMAC), but using a dedicated MAC is typically
more efficient (in particular, hash functions require a larger internal state).

! https://csrc.nist.gov/projects/lightweight-cryptography.
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Our Results. In this paper we study the design of lightweight MACs, optimized
for software implementation on micro-controllers. To improve performance, we
use a small state size of n bits for the bulk of the computation, with a nonce-based
MAC to reach a security of 2. We focus on constructions based on universal
hash functions in the style of Wegman and Carter. Universal hash functions only
require statistical security, rather than computational security, which usually
makes them cheaper to implement.

We note that practical MACs based on universal hash functions such as
GMAC and Poly1305-AES only have security up to 2"/? queries (the birthday
bound) but simple tweaks can increase the security to 2 queries. Additionnally,
we improve the security proofs of some composition results in case some com-
ponents are permutations, which improves in particular the security proof of a
proposal by Minematsu and Tsunoo [26] using a reduced block cipher.

We then design a concrete instantiation, MAC611. We use a small state of
roughly 64 bits with a beyond-birthday-secure mode, which allows for a faster
primitive than GMAC and Poly1305-AES, with a similar data limit of roughly
264 queries. Moreover, our construction can tolerate some repetition of nonces,
while GMAC and Poly1305-AES fail catastrophically in this case. Nonce-misuse
resistance is particularly relevant for lightweight cryptography, because the state
of a device can sometimes be reset by an adversary.

MAC611 requires one block cipher call for the setup, just one multiplication
(mod 25! — 1) per message block, and one block cipher for the finalization, mak-
ing it efficient both for short and long messages. Finally, we have implemented
MAC611 on two Cortex-M micro-controllers to compare the performance with
other MAC algorithms. Our results show that MAC611 is extremely efficient
(Table 2), making it a promising construction for micro-controllers.

Organization of the Paper. We first review the previous literature on MAC
constructions from universal hash functions in Sect. 2, and concrete constructions
of universal hash functions in Sect. 3. In Sect. 4, we show that the security proof
of some composition results can be improved when the underlying components
are permutations. In Sect. 5, we set to build a MAC function optimized for micro-
controllers. We compare the existing choices for implementing a universal hash
function and turning it into a MAC, and propose a concrete construction based
on polynomial evaluation in a small field in Sect. 6.

2 MAC Constructions from Universal Hash Functions

Universal hash functions were introduced by Carter and Wegman in 1977 [10] and
are now used in many MAC constructions and security proofs. The idea is to hash
the message then encrypt the result. The original encryption was a one-time-pad,
which was then replaced by a counter-mode encryption. Such constructions are
used in GMAC, the authentication part of GCM [24], and in Poly1305 [3], two of
the most widely used schemes in TLS today. Many constructions exist to build
efficient universal hash functions, and turn them into secure MACs. We sum up
the main ones in the following.
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2.1 Universal Hash Functions

There are several related definitions of universal and almost universal hash func-
tions. In general a (almost) universal hash function H is a family of functions
(denoted as h € H, or Hy € H to emphasize the key) such that a fixed pair
of inputs has a low collision probability for a randomly chosen element of the
family. In the following, we denote the cardinality of set H as |H|. We define
almost universal hash functions as:

Definition 1 (¢-AU). A family H : A — B is e-almost universal if:
Vm#m' € A, |[{h € H:h(m) =h(m)}| <e|H]|

To handle any output difference rather than only collisions, one can use
almost XOR universal hash functions:

Definition 2 (¢-AXU). A family H : A — B is e-almost XOR universal if:
Vm#m' € A, Vd € B, |[{h € H: h(m)® h(m') =d}| <e|H]|

If H is e-AXU, it is also e-AU, and we can further define an e-AU family G :
A x B — B as follows:

G = {(m1,ma) — h(m1) ®mg:h e H}
Definition 3 (¢-ASU). A family H : A — B is e-almost strongly universal if:

Vm e A, Vte B, |{he H: h(m) =t} = |H|/|B|
Vm#£m' € A, V¢ € B, |{h € H:h(m) =t,h(m') = t'}| < |H|/|B|

If H: A— Bise-ASU then H is also e-AU.

2.2 MAC Algorithms

The security of a MAC algorithm is defined as an upper bound on the success
probability of an adversary that tries to forge a valid tag. Formally, we consider
an adversary A with oracle access to the MAC algorithm F'; the adversary must
output a message and tag pair, and succeeds if the message has not been queried
to the oracle, and the tag is valid. Many constructions have been proposed to
build a MAC out of a (almost) universal hash function. In the following bounds,
we denote the output size of the universal hash function and the tag size as n.

Wegman-Carter. The seminal work by Wegman and Carter [33] introduced
the following MAC, using an e-AXU family of hash functions H and a PRF F.
If nonces are unique, this construction reaches n-bit security:

WC[HvF]kLkz(M?N) = Hkl(M) @sz(N)a

Adviyeiy m < Advi e 427
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Wegman-Carter-Shoup. In many concrete instantiations (GMAC [24],
Poly1305-AES [3]), the PRF is instantiated with a block cipher E, following the
Wegman-Carter-Shoup construction [31]. The security can be analyzed using

the PRF-PRP switching lemma (Adviy™" < Advi™ + g—i), but this adds a
birthday term ¢?/2" to the bound:

WCSI[H, Ely, k, (M, N) = Hg, (M) © Ey,(N),

2
Advigesi g < Advi + L +e 27

The proof can be improved by looking directly at the MAC security (instead of
the PRF security) [4,31], but it is still limited by the birthday bound. Indeed,
there is a forgery attack with roughly \/n2"/2 short queries [21,22,28].

Therefore the use of the nonce in WCS fails to increase the security compared
to a deterministic MAC, but makes the construction more fragile (nonce repetion
can leak the hash key).

Hash and PRF: F(H(M)). Alternatively, the hash and PRF construction
builds a deterministic MAC from an e-AU family H. It is analyzed in [7]:

HF[H7 F]kl,kz(M7 N) = sz(Hkl (M))7

Adv%ﬁ%ﬂ < AdvERY 4 g% /2 427
WMAGC: F(H(M)||N). Some constructions allow to combine the n-bit security
with nonces, and the birthday security when nonces are repeated. In particular, if
a 2n-bit PRF is available, one can use the construction introduced by UMAC [7]

and later analyzed as WMAC [6] with an e-AU function. This construction was
analyzed in [7] assuming that the nonces are always distinct:

WMAC[Hv F]k'lqk'Q(M’ N) = FkQ(Hkl (M) H N)’
AdvipNig g < AdvERT +e+27
EWCDM. Cogliati and Seurin have recently proposed a construction with sim-

ilar security using only an n-bit block cipher and an e-AXU function [11]. A
later work by Mennink and Neves [25] proved security up to 2™:

EWCDM[H, E]kl,kg,k3(Ma N) = Ek3 (Hkl (M) (&) Ek2(N) (&) N),

Ad"gvj?ngM[H,E] < AdVERT /2" + gPe/2m + 27

3 Construction of Universal Hash Functions

We now review previous results on the construction of universal hash functions.
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3.1 Constructions for Short Messages

Some crucial AU/AXU families use multiplication by a secret key in a field F:
H :F->F={m—mxk:keF} is XOR universal; (1)

Hy :FXxF—F={my,mo—my xXk+mg:kecF} is universal. (2)

Polynomial Hashing [14]. In order to hash a long message with a single key, these
constructions can be generalized to polynomial hashing. The input message is
interpreted as a polynomial, and evaluated on the secret key:

4
H:F' —F={mi,mg,..mg— Y mixk':keF}

i=1

The family H with messages of length ¢ is fe-AXU. Practical MACs like GMAC
and Poly1305 use this construction with different choices of the field F.

Using Reduced Block Ciphers [26]. Instead of multiplications, one can use reduced
block ciphers. For instance, the exact MEDP of 4-round AES from [20] shows
that it is e-AXU with e a2 1.18 - 2719 (if the round keys are independent).

H:{0,1}" - {0,1}" = {m — Ex(m): k€ {0,1}"} is e-AXU. (3)
This construction has been used by Minematsu and Tsunoo to build an AES-
based MAC faster than CBC-MAC [26].
3.2 Composition and Extension

To accept long messages, composition and domain extension can be used. We
will focus here on the composition of (almost) universal hash functions.
Composition [32]. Let Hy : A— B and Hy : B — C. Consider G : A — C as:

G = {m = (hz(hl(m>)) ch1 € Hi,hy € HQ}
We have the following results:

— If Hy is €1-AU and Hs is €2-AU, then G is e-AU, with € = g1 + g5 — g165.
— If Hy is €1-AU and Hs is €2-ASU, then G is e-ASU, with € = g1 + g5 — £169.
— If Hy is €1-AU and Hs is €5-AXU, then G is e-AXU, with € = &1 + 5 — £169.

If H; and Hs are compressive, their composition G will compress incrementally.
The last two results can be used to compose an efficient e-AU function and a
stronger e-AXU or e-ASU, to build an efficient e-AXU or e-ASU function.
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Domain Extension by Composition. Building an AU family with arbitrary input
domain from a fixed-length compressing AU family can be done in a Merkle-
Damgard style:

Let Hy : Ay — By and Hy : Ay x By — By be 1-AU and e4-AU, respectively.
We define the iteration of Hy and Hs, H : A1 X Ay — By as follows:

H = {(m1,m2) — ha(ma, h1(m1)) : hy € Hy, hy € Ha}

Using the previous results, we can prove that H is e-AU with e = e +e9—€169 <
€1 + &2 because it is the composition of H{ and Hs, where Hj is also €1-AU:

Hi : Al X AQ — A2 X B2 = {(ml,mg) — (mg,hl(ml)) : hl S Hl}

Moreover, if Hs is €2-AXU (resp. £2-ASU), then H is also e-AXU (resp. e-ASU).

This result can easily be extended to the iteration of three or more functions.
In particular, it can be used to iterate a single e-AU function H : B x A — B,
to build the /-th iterate H® : B x A® — B with ¢ independent keys; H is fe-AU.
In particular, this construction is used in [26].

4 Improved Bounds with Permutations

We can improve the security bound of the iteration of two AU hash functions
(following the construction of Sect.3.2) in the special case where the second
function is a permutation when the first input is fixed.

We show that with this extra condition, the iteration of two e-AU functions
is e-AU, while it is only &’-AU with &’ = 2¢ — &2 in general.

Theorem 1. Let Hy : Ay — By be e1-AU and Hy : Ay X By — B».
Consider G : A1 x Ay — By defined as

G = {(ml,mg) — hg(mg,hl(ml)) chy € Hl,hz S HQ}
If x — ha(m, ) is a permutation for all ha € Hy and all m € As, then:

— If Hy is e2-AU, then G is max{ey,ea}-AU,
— If Hy is e2-AXU, then G is max{ey,e2}-AXU,
— If Hy is e9-ASU, then G is max{ey,eq}-ASU.

In particular, we can improve the security bound of PC-MAC from Mine-
matsu and Tsunoo [26]. PC-MAC repeats d iterations of reduced-round AES
with independent keys (typically, d = 15), with a security bound of:
2.5(pq + ¢)? ¢

Advidivac(a) < Advi (pg +¢) + == + (deap + £aap)
with ¢ queries of maximum length p, and c¢ is roughly equal to a small constant

times d. With our results, we can replace the term degy, by €4p:

2.5(pq + ¢)?

q2
o +(eap +esap) 5 -

Advidhyac(e) < Advip (pg+c) +
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Proof. Case 1: AU = AU. We denote N = #{(hi,hs) € H; x Hy
ha(ma, h1(m1)) = ha(mb, hi(m}))} for a fixed message pair (mq||me, m}||m5).
We want to prove that: N < max{e,ea} X |Hy| x |Ha|.

If mo = m) (and thus my # m}), we write:

N= 3" #{hi€H : ha(ma,hi(m)) = ha(ma, h1(m}))}

ho€Hoy

= Z #{h1 € H1 : hi(m1) = h1(m})} since z — ha(ma,z) is a permutation
ho€Hgo

< Y e x|Hi|=e1 x |Hi| x |Hal.
ho€Hy

If mg # ml, we write:

N= > #{ha € Hp : ha(mz, ha(m1)) = ha(m, hy(m}))}
h1€Hy

< Z Eg X |H2‘ = €9 X |H1| X |H2|

hi1€H;

We used that hi(mq) and hq(m}) are fixed values for eached fixed h; and
mo # mb.

In the end, we get that G is max{eq,e2}-AU.

Case 2: AXU = AXU. We denote N = #{(h1,h2) € H; X Hy
ho(ma, hi(my)) @ ho(mb, hi(m))) = d} for a fixed message pair (my || ma, m} ||
mb) and a fixed d € By. We want to prove that N < max{ey,ea} x| H1|x |Ha|.
The complicated case is collision (d = 0), because collision can either occur in
hi or in hgy. Using the AU case, we get that when d = 0, N < max{ej,ea} X
|H1‘ X |H2‘

Otherwise, d # 0. Therefore (mq, hi(m1)) # (mh, hi(m})), and we simply
write:

N= " #{ho € Hy : hy(ma, hi(m1)) @ ha(mi, h1(m})) = d}
h1€H,
< Z Eg X |H2| = €9 X |H1| X |H2‘

hi1€H;

Case 3: ASU = ASU. First, we have to show that H is balanced. For fixed
messages m1,ms, and a fixed y € By, we have:

M = #{(hhhg) S H1 X H2 : hg(mg,hl(ml)) = y}
Z #{h2 € Ha : ha(ma, h1(m1)) =y}

hi€Hy

> |Hal/|Bs| = |Hy| x |Ha|/|Bal.
hi1€Hy

IN
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We denote N = #{(h1,he) € Hy x Hy : ha(me,h1(m1)) = y, ha(mb,
hi(m})) = y'} for a fixed message pair (mq || mg, m}||m,) and fixed y,y’ € Bs.
We want to prove that N < max{ey,ea} X |Hy| X |Ha|.

Similarly to the AXU proof, the complicated case is collision (y = '), because
collision can either occur in h; or in hsy. Using the AU case, we get that when
y=1vy', N <max{ey,e2} x |Hy| X |Ha|.

Otherwise, y # y'. Therefore (mg, hi(mq)) # (mh, hi(m))), and we simply
write:

N = #{(h1,h) € Hy x Hy : hgy(ma, hi(m1)) =y, ha(my, hi(m})) = y'}
= Y #{ho € Hy 2 ha(ma,hn(m1)) =y, ha(miy, ha(m})) = y'}

h1€H,
< Z Eg X ‘H2| = €9 X |Hl‘ X |H2|
hi1€H;
Again, we use that, for fixed hy, h1(mq) and hq(m)) are fixed values. m|

5 Instantiating a Lightweight MAC

We now consider the construction of a lightweight MAC with a small state, in
order to reach good performance on 32-bit micro-controllers. Following Sect. 2,
we use the WMAC construction F(H(M) || N) with a 61-bit universal hash
function, and a 128-bit block cipher?, in order to reach a data limit of 26 queries.
The main downside of WMAC compared to Wegman-Carter is that the block
cipher cannot be evaluated in parallel with the hash function, but this hardly
matters for micro-controller implementations.

An important part of this work consists in the implementation and optimiza-
tion of our algorithm, MAC611, on two 32-bit micro-controllers.

We ran benchmarks to explore design choices and compare with existing
MACs. We used two micro-controllers: an FRDM-KL46Z board with a Cortex-
MO+ micro-controller and an FRDM-K64F board with a Cortex-M4 micro-
controller. The Cortex-MO0+ is very limited, while the Cortex-M4 is slightly
more powerful, with more RAM, and more instructions.

5.1 Choice of Universal Hash Function: XPoly

We focus on AU families based on field arithmetics, which offer trade-offs between
key size and security. Over a field F, the two main options are:

Polynomial hashing [14]: Hj : my,...my — Zle m; x ki1t
Hj, is an £e-AXU family using a single field element as key, with £ = 1/|F|.

2 Unfortunately, we did not find a good 64-bit block cipher with an efficient imple-
mentation on micro-controllers to use in EWCDM.
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Dot product [16]: Hy, . g, : Mm1,... Mg +— Zle m; X k;
Hy, .k, is an e-AXU family using ¢ field elements as key, with ¢ = 1/|F|.

In particular, the factor ¢ in the security of polynomial hashing leads to a
class of weak keys for GMAC [30].

To balance security and key size, we propose two constructions using poly-
nomial hashing, with independent subkeys k; for every chunk of A blocks of
message. We denote P[m] the polynomial whose coefficients are given by mes-
sage m. The function is typically evaluated using Horner’s rule, with a single
multiplication and addition per message block:

L
Plm(k) = 3 mix K10 = (- (ma x k) Fma) <k -+ ) bmey) x k-+mg) x k.

Sum of Polynomials. One option is to sum independent polynomials:

4 IR

A1—j
Hyp ok 1M, oo mpy ZP[WHA(FD» cosmyg) (ki) = szk(ifl)ﬂ' X k; e
i=1 i=1j=1

Since the polynomial hashes are Ae-AXU, this construction is also a Ae-AXU
family, using the analysis of [10, Proposition §].

mi ma ms my ms me mz ms me |m]

x ko |-$-| x ko |—ela-| x ko |-$—| x ko |—ela-| x k1 |—ela-| x k1 |—$—| x k1 |—ela-| x k1 |—ela-| x ka |—$» t

Fig. 1. XPoly: universal hashing based on composition of polynomials (with A = 4).

Composition of Polynomials. Alternatively, we can build a Ae-AU family with
the composition result of Theorem 1, using Ae-AU functions defined from poly-
nomial hashing: H; : mq,...mg,mer1 — Plma,...mg|(k;) & meyq:

l A -1
XPolyly, g, tmi,...mex— ZZWA(FUH X H kru/a
i=1j=1 u=A(i—1)+j

We still implement the construction with Horner’s rule, changing the subkey
every A blocks (see Fig. 1). The composition has a smaller state than the sum of
polynomials, therefore we use composition for our design.

The parameter A offers a trade-off between security and key length. The key
length is linear in the message size, but we can use a PRF to stretch a master
key into sub-keys for each chunk, with k; = Fj (7). If A is not too small, the time
taken to derive the keys can be kept small.

For a practical MAC, we need a universal hash function family that can pro-
cess messages of different lengths. To achieve this, we first pad the message with
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zeroes to a full block, we append a block with an encoding of the message length
(the number of bytes), and we process the padded message through XPolyl.
We denote this construction as XPoly: XPoly(m) = XPolyl(pad(m) || |m|); this
family is 2X\e-AU, with € = 1/|F|.

5.2 Choice of Field and Multiplication

We now have to choose a field to define our universal hash function. This is an
important choice because the field multiplication is the main operation in XPoly.
There are two kinds of fields that can be used for efficient implementations: fields
F, defined modulo a prime number p close to 264 or 2128 (as used in Poly1305),
and binary fields such as Foss and Foizs (like GMAC).

Table-Based Implementations. Since the multiplication by a fixed key is a
linear operation, it can be implemented using precomputed tables. For instance,
if we precompute j; = 2° x k for 0 < i < n, we can decompose an element z € F
as & =Y g Ti X 2° (where x; is just the i-th bit of z), and use:

T X k= Z 2 X 28 x k= Z Ti X .

0<i<n 0<i<n

In particular, in a binary field, the sum is just an XOR. More generally, we can
precompute multiplication tables for several consecutive bits. If we divide z into
t-bit chunks and precompute tables of 2! entries for each chunk, we just need
n/t table accesses and n/t — 1 sums to evaluate the product = x k.

Table 1. Benchmarks for universal hashing in various fields. We report timing in
cycles/bytes for the multiplication (to account for the difference in field size), and the
number of cycles needed to build the tables.

Field |Implem. Mem. | Cortex-M0O-+ Cortex-M4
mul (¢/B) |table (c¢) | mul (¢/B) | table (c)
Fai28 1-bit chunks | 4kB | 148 3984 128 2756
4-bit chunks | 8kB |48 16992 35 10918
8-bit chunks | 64 kB | - - 19 104922
Fy6a 1-bit chunks | 1kB |91 1440 85 1131
4-bit chunks | 2kB |21 6144 19 3769
8-bit chunks | 16 kB | 12 53184 11 40142
Foi2s GMAC 256 B | 95 ? 53 ?
Foe1_; | MAC611 - 19 - 3.7 -
Fy130_5 | Poly1305 - 94 - 5 -
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Benchmarks. We wrote table-based implementations of multiplication in a
binary field in C and assembly, using several chunk sizes (1 bit, 4 bits, and 8
bits), and we give benchmarks results in Table 1. Note that we could not imple-
ment multiplication in Fgi2s with 8-bit chunks on the Cortex-M0+ because the
tables do not fit in the RAM of this small micro-controller.

For reference, we also benchmarked the OpenSSL implementations of GMAC
(multiplication in Fai2s), which includes ARM assembly that can run on the
Cortex-M4 (but not on the Cortex-M0+). It uses a single table with chunks of
4 bits (256 bytes of memory).

As expected, our benchmarks show that multiplication in a small field is more
efficient (the cost of the multiplication is quadratic), and table-based implemen-
tation can be quite fast on micro-controllers, using some memory for the tables.
In particular, multiplication over Fqss using 4-bit or 8-bit chunks is competitive
with Chaskey.

Using the Multiplier. Alternatively, multiplication in fields defined modulo a
prime can be implemented efficiently using the integer multiplier of the processor.
This is useful for servers using different keys with several clients, since accessing
tables would often incur cache misses [3].

To evaluate the speed of prime field multiplication, we benchmarked the
OpenSSL implementations of Poly1305 (multiplication in Fois0_5), which uses
assembly on the Cortex-M4, and C code on the Cortex-M0+. On the Cortex-M4,
this is much faster than a table based multiplication, with just 5 ¢/B. Indeed,
the Cortex-M4 has a fast multiplier and a well written implementation of the
multiplication in a prime field can be very fast (but bad implementations can be
much slower...).

Algorithm 1. MAC611
Parameters: F is Noekeon, A = 1024
Input: K, M, N
Divide M into 7-byte blocks m; (with zero-padding)
z+—0
for 1 <i<|M| do
if i mod A\ =1 then
h « T64(Ex (0| (i — 1)/X)) mod 2°* — 1
x + (x +m;) x hmod 2°1 — 1
x «— x + bytelen(M)
return 764 (Ex (2> + z || N))

Since prime field multiplications can also be implemented with tables if
needed, we decided to use a prime field for our construction. We wrote optimized
assembly implementations of the multiplication in Fae1_; (because we target the
64-bit security level). As detailed in Sect.6.1, we achieved very good results,
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with just 3.7 ¢/B on the Cortex-M4 and 19 ¢/B on the Cortex-M0+ (without
using any tables). Therefore, we use the field Fae:_; for our construction.

6 A Concrete Instantiation: MAC611

We can now define a concrete MAC construction based on our analysis, and
compare its performance with other MAC constructions. As explained above,
we use the XPoly universal hash function with A\ = 1024 over the field Fos1_1.
Since the field has less than 2%¢ elements, we cut the message into blocks m; of
56 bits (i.e. 7 bytes).

For the finalization of the MAC construction, we considered various choices
for the PRF, and we decided to use Noekeon [12], a 128-bit block cipher with
very efficient implementations on micro-controllers. Therefore, we use the con-
struction F(H(M) || N) from WMAC: we concatenate the 64-bit hash and a
64-bit nonce, encrypt them, and truncate the output to 64 bits (we denote the
first 64 bits of variable a by T64(a)). We also use Noekeon to derive the subkeys
used in XPoly from the block-cipher key, by encrypting a counter and truncating
then reducing the output modulo 261 — 1: k; = T64(Noekeon(0 || i)) mod 261 — 1.

Since the output of XPoly is a field element, we take the representative h
between 0 and 26* —2, and we compute the MAC as F(2%3 +h|| N). This ensures
a domain separation between the block-cipher calls for the key-derivation and
for the finalization.

6.1 Implementation Details

The choice of the field allows for very efficient implementations on processors or
micro-controllers with a fast integer multiplier, but table-based implementations
are also possible when there is no multiplier or a very slow one. More precisely,
elements of the field are stored as an unsigned 64-bit integer, and the field
operations are implemented as follows?:

Modular reduction can be implemented very efficiently, by just comput-
ing (x>>61) + (x&Ox1fffffffffffffff) (in C notation). This is a par-
tial reduction with output between 0 and 2! 4+ 6 (for x a 64-bit unsigned
integer), but this range is small enough to reuse the output for further oper-
ations.

Modular addition is implemented with an integer addition. A modular reduc-
tion is rarely needed, since the result of the addition is usually smaller than
264 (in the easiest case, we add a partially reduced operand in [0, 2! + 6] and
a message block in [0,2°¢ — 1], so that the output fits in 62 bits).

Modular multiplication is implemented with an integer multiplication (with
roughly 64-bit inputs and 128-bit output) followed by a modular reduction.
We suggest implementation strategies for several micro-controllers.

On Cortex-M4 (armv7-M) we can multiply two 32-bit inputs and get a 64-bit

3 The code is available at: https://github.com/Cryptosaurus/MAC611.
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product in a single cycle. The 64-bit multiplication uses 4 such multiplica-
tions and few additions. The full multiplication (including a partial reduction)
takes just 14 cycles. The output range is slightly larger than the input range,
so we need a reduction after a few multiplications.

On Cortex-M0+ (armv6-M) we can only get a 32-bit product from the multi-
plication of two 32-bit inputs. Therefore, a naive implementation takes 16 mul-
tiplication instructions. Instead, we implement a 32-bit multiplication with
64-bit output using 4 multiplication instructions, and use Karatsuba’s algo-
rithm to implement a 62-bit multiplication (with 124-bit output) using three
32-bit multiplications (we first write the input in base 23! to avoid over-
flow when adding two values). The full multiplication (including a partial
reduction) takes around 100 cycles on our Cortex-MO+, with a single cycle
multiplier.

Finally, some Cortex-M0+ take 32 cycles for a 32-bit product. It is then
quicker to use a table-based implementation (with table entries between 0
and 2% — 1, we can add eight values without overflow). This implementation
takes around 100 cycles on our Cortex-M0+, but requires 16 MB of memory.

Benchmarks Results. Table2 shows benchmark results of MAC611 with various
message lengths, and a comparison with other primitives. For comparison, we use

Table 2. Performance comparison on Cortex micro-controllers (BC denotes the block
cipher, which is set Noekeon in all benchmarks). Note that OpenSSL implementations
are not optimized for code size or memory usage.

Algorithm | Implem. Code size (bytes) | Mem (B) Speed (cycles)
MAC | BC | Tot. | Stack | State | 56B |896B |7168B | Long
Cortex-MO0+
MAC611 Small 542 636 | 1178 | 196 40 7.6k | 42.3k 306k | 42¢/B
Fast 3064 | 692 | 3765 | 104 40 4.4k | 21.4k 138k | 19¢/B

Tables (16kB) | 1420 | 692 | 2112 | 108 16k | 4.4k |22.2k | 228k |27c¢/B
Poly1305 OpenSSL (0s) | 1480 | 636 | 2116 | 364 288 12.1k | 93.0k | 705k | 98c/B
OpenSSL (03) | 3148 | 692 | 3840 | 236 288 9.5k | 87.0k | 672k | 93¢/B

GMAC OpenSSL (0s) | 2148 | 636 | 2784 | 156 440 14.9k | 109k 823k | 114¢/B
OpenSSL (03) | 3388 | 692 | 4080 | 180 440 11.2k | 89.2k | 677k | 94c/B
Chaskey-12 | B. Haase 916 | — 916 48 48 1.5k | 12.5k 96k | 13¢/B

CBC-MAC | OpenSSL (0s) | 388 | 636 | 1024 | 148 64 24.4k | 271k | 2110k | 291¢/B
OpenSSL (03) | 820 | 692 | 1512 | 116 64 14.1k | 153k | 1180k | 164¢/B

Cortex-M4

MAC611 Small 842 | 348 1190 | 136 40 1243 | 4243 28k | 3.7¢/B
Fast 1064 | 3724 | 4788 76 40 1038 | 4038 27k | 3.7¢/B

Poly1305 OpenSSL 900 | 348 | 1248 | 104 288 1631 | 5446 36k |4.9¢/B

GMAC OpenSSL 2190 | 348 | 2538 | 168 440 5758 | 49598 | 381k | 53c¢/B

Chaskey-12 | C Ref (03) 1084 | — 1084 | 96 48 888 7488 58k | 8.1c/B

CBC-MAC | OpenSSL (0s) | 380 | 348 728 | 120 64 4851 | 50066 | 385k | 53¢/B
OpenSSL (03) | 828 | 3724 | 4552 76 64 4011 | 40486 | 310k |43¢/B
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several standard MACs from OpenSSL, with Noekeon as the underlying block
cipher: Poly1305, GMAC (as a part of GCM), and CBC-MAC (as a part of
CCM). On the Cortex-M4, this includes optimized assembly code for Poly1305,
GMAC and Noekeon. For Chaskey, we use the reference C implementation on
the Cortex-M4, and an assembly implementation from B. Haase* optimized for
the Cortex-MO0+.

MAC611 is faster that all the primitives tested on the Cortex-M4, with less
than one thousand cycles for short messages, and only 3.7 ¢/B for long messages.
On the Cortex-M0+, Chaskey is the fastest with 14 ¢/B, but MAC611 is a close
second with 19 ¢/B. MAC611 is also faster than Wegman-Carter MACs GMAC
and Poly1305 thanks to the use of a smaller field.

When a crypto accelerator is available, standard based constructions such as
AES-CBC-MAC or GMAC could be faster, but given the very good performance
of MAC611, this is not always the case. For instance, presentation slides of the
ST32L4%, a Cortex-M4 with a crypto core, show that it takes 67 cycles per block
for GMAC (4.2¢/B), and 206 cycles per block for AES-CBC-MAC (12.9¢/B).

We compare the security of the primitives in Sect. 6.3.

6.2 Choice of the Parameter A

We used the benchmark results in Table 1 to choose a value of the parameter A,
such that the subkey derivation and the construction of the multiplication tables
(in case of a table-based implementation) have a limited impact on performance.
In a 64-bit field, the time spent building the tables corresponds to roughly 500
multiplications in the worst case. Therefore, we chose A = 1024, so that the key
derivation is amortized over 1024 blocks for long messages. For short messages,
we precompute the key k1 (and the corresponding table if needed), so that
rekeying is not needed for messages smaller than A blocks (i.e. 8kB).

In terms of security, the next section shows that the impact of A is quite
limited: the advantage of an attacker with negligible data increases by a factor
A, but when the attacker uses a large amount of data (which is necessary to
reach a higher success probability), the advantage does not increase with A.

6.3 Security Bounds

Let us derive the security of MAC611. Denote n = 64 the output size, ¢ the
number of queries, and p the maximum query length. For the finalization and
subkey derivation, we use a truncated block cipher with 128-bit input and 64-
bit output E’ : € {0,1}?" + T64(E(x)). Therefore, there are better security
bounds than the PRP-PRF switching lemma: we can use the analysis of [17, Eq.
(2.5)], with Advgl,:{p(q) < Adv};RP (@) + =i -

* http://mouha.be/wp-content /uploads/chaskey _cortex_m0.zip.
5 http://www.st.com/resource/en/product_training/stm3214_security _aes.pdf.
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Consider first MAC61 1$7 defined With uniform independent subkeys in Fas1 _1.
From the previous results, XPoly is 2 ] A_AU. When the nonces are umque the
security proof from WMAC gives: AdeAC611$( ) < AdvERF(¢) + % + 5.

We now consider the actual MAC611, i.e. with subkeys k; = T64(E(¢]|0)) mod
261 -1,1 <4< ﬁ. The modular reduction to Fae1_; introduces a small bias:

- =L1l.8._1 962 .
ST 1‘_2 8 - 5er—g & 27°<. Therefore:

AdvyiaGon (9) < Adviacers(9) + Advi™ (£ ) +39
< AQVERP (g £) + aer 5y A

In particular, the maximum advantage of a nonce-respecting adversary is roughly
2-7/2 = 2732 even with ¢ = 204 queries of p = 264 blocks. In Appendix A, we
compare this bound with the security of Wegman-Carter-Shoup constructions
such as GMAC. If the nonces are reused, the analysis of Hash-then-PRF gives:

. A 2
Adviiacsit “(a) < AdVE™ (g+£) + S5 +0+ 30 +

L
A
A 2
<AV (g4 2) + 130 4 B g

Security Level. Comparing the security of MAC611, GMAC, CBC-MAC,
Poly1305-AES and Chaskey is difficult, because security cannot be reduced to a
single number. As a rough comparison, we can say that all these algorithms have
a security level of (roughly) 64 bits, because they are broken by a forgery attack
with about 264 time and data. On the other hand, Chacha20-Poly1305 offers a
significantly higher security than the previous algorithms, because it uses the
one-time MAC construction (it is secure up to 2!% operations).

More precisely, the success rate of an attacker depends on the number of
queries ¢ and the maximum query length p, as shown in Appendix A. While
all these algorithms are secure up to roughly 264 queries, the success rate of an
attacker with a small amount of data is higher against MAC611 than against the
other constructions, due to the small state size.

These bounds also depend on how the algorithm is used: on the one hand the
security of GMAC, CBC-MAC, Poly1305-AES and Chaskey increases if rekeying
is consistently used, but on the other hand the security of GMAC and Poly1305-
AES is completely lost if nonces are misused.
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Conclusion

In this work we revisit MAC algorithms based on universal hash functions in
the context of lightweight cryptography. We give improved results on the com-
position of universal hash functions, and design a concrete MAC, MAC611. Our
construction uses a universal hash function on 61 bits, combined with the WMAC
construction to obtain security up to roughly 26! operations.

We demonstrate the good performance of this construction with fast micro-
controller implementations using the on-board multiplier. On a Cortex-M4
micro-controller, we need less than one thousand cycles for small messages, and
only 3.7 cycles per byte for long messages. This is significantly faster than alter-
native constructions like Chaskey, GMAC, CBC-MAC, or Poly1305.

Acknowledgments. The work of Sébastien Duval has been funded in parts by the
European Commission through the H2020 project 731591 (acronym REASSURE).

A Comparison of Security Bounds

We can compare the maximum advantage of an adversary against MAC611,
GMAC, CBC-MAC, Chakey, and Light MAC [23], as a function of the number
of queries, for various query lengths. We have the following bounds:

AdviiG (@) S AQVERT (g+ §) + L2 + ok + B 40 with n = 64
Adveiiiey (@) < W with n = 128
AdvihSiac(a) < AdvERP (gp) + (1 + 2n/22_ -+ (2n/21_ 1)2) £ withn =64

AdvEiiic(a) < AdvRES(9) + 4 (1 - 2%)7% with n = 128

Adv¥ES vac(a) < AdvREE () + £ with n = 128

2n—

The bounds for Poly1305-AES are essentially the same as for GMAC. Note that
the bound for Chaskey involves the time t of the attacker; in the following we
assume that the time and data of the attacker are the same, i.e. t = gp.

We compare all the bounds in Fig. 2.
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Fig. 2. Security bound for several MAC constructions
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