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Abstract. Many applications for Restricted Boltzmann Machines (RBM) have
been developed for a large variety of learning problems. Recent developments
have demonstrated the capacity of RBM to be powerful generative models, able
to extract useful features from input data or construct deep artificial neural net-
works. In this work, we propose a learning algorithm to find the optimal model
complexity for the RBM by improving the hidden layer. We compare the classifi-
cation performance of regular RBM use RBM() function, classification RBM use
stackRBM() function and Deep Belief Network (DBN) use DBN() function with
different hidden layer. As a result, Stacking RBM and DBN could improve our
classification performance compare to regular RBM.
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1 Introduction

Deep learninghas gained its popularity recently as a hugeprobabilisticmodels andwayof
learning complex. Deep neural networks are characterized by the large number of layers
of neurons and by using layer-wise unsupervised pre-training to learn a probabilistic
model for the data. A deep neural network is typically constructed by stacking multiple
RestrictedBoltzmannMachines (RBM) so that the hidden layer of oneRBMbecomes the
visible layer of another RBM. Layer-wise pre-training of RBM then facilitates finding a
more accuratemodel for the data. RBMhave been particularly successful in classification
problems either as feature extractors for text and image data [1] or as a good initial
training phase for deep neural network classifiers [2]. However, in both cases, the RBMs
are merely the first step of another learning algorithm, either providing a preprocessing
of the data or an initialization for the parameters of a neural network.

Themain contributions of this work can be summarized as follows: First, we propose
a learning algorithm to find the optimal model complexity for the RBMby improving the
hidden layer. Second,wewill compare the classification performance of regularRBMuse
RBM() function, classification RBM use stackRBM() function and Deep Belief Network
(DBN) useDBN() function with different hidden layer. The rest of the paper is organized
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as follows. In Sect. 2, we describe brief explanation about the RBM. Section 3 describes
the proposed experimental improvement for RBM. In Sect. 4, we present experimental
results, and finally, Sect. 5 concludes this paper and suggests a future work.

2 Related Work

2.1 Restricted Boltzmann Machines (RBM)

RBM are undirected graphs and graphical models belonging to the family of Boltzmann
machines, they are used as generative data models [3]. RBM can be used for data reduc-
tion and can also be adjusted for classification purposes [4]. They consist of only two
layers of nodes, namely, a hidden layer with hidden nodes and a visible layer consisting
of nodes that represent the data. The discriminate RBM was proposed by Larochelle
[4, 5], which uses class information as visible input, so that RBM can provide a self-
contained framework for deriving a non-liner classifier. The discriminate RBM model
the joint distribution of the inputs and associated target classes, whose graphical model
is illustrated in Fig. 1 [5].

Fig. 1. Discriminative RBM [4, 5]

RBM consists of visible units v, binary hidden unit’s h and symmetric connections
between visible units and hidden units. The connections are represented by a weight
matrix W. RBM uses the energy function for the probabilistic semantics. The energy
function is described as follow: [6, 7, 12].

E(v, h) = −
∑

i

∑
j
viwi j h j −

∑
j
b j h j −

∑
j
civi (1)

where bj are biases of hidden units and ci are biases of visible units. This energy function
is used to configure a probability model for RBM. W is the weight matrix, v and h
represent the visible and hidden layers. a and b are the bias of the visible and hidden
layers. When the visible unit state is determined, each hidden element activation state
is conditional independent to others. The jth hidden element activation probability is
denied as following: [7, 13].

P(h j = 1|v, θ) = σ(b j +
∑

i
viwi j ) (2)
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When the hidden element state is determined, the activation state of each visible
element is also independent of each other. The probability of ith visible unit is defined
as following: [7, 12, 13].

P(v j = 1|h, θ) = σ(ai +
∑

i
wi j h j ) (3)

2.2 Stack RBM

In general, stacking RBM is only used as a greedy pre-training method for training
a Deep Belief Network as the top layers of a stacked RBM have no influence on the
lower level model weights. However, this model should still learnmore complex features
than a regular RBM. We stack some layers of RBM with the stackRBM function, this
function calls the RBM function for training each layer and so the arguments are not
much different, except for the added layers argument. With the layers’ argument we can
define howmany RBM you want to stack and howmany hidden nodes each hidden layer
should have. The stack RBM architecture is showed in Fig. 2.

Fig. 2. The stack RBM architecture

2.3 Deep Belief Network (DBN)

Deep Belief Network (DBN), as shown in Fig. 3, is a deep architecture built upon RBM
to increase its representation power by increasing depth. In a DBN, two adjacent layers
are connected in the same way as in RBM. The network is trained in a greedy, layer-by-
layer manner [6], where the bottom layer is trained alone as an RBM, and then fixed to
train the next layer. DBNwas originally developed byHinton et al. [8] andwas originally
trained with the sleep-wake algorithm, without pre-training. However, in 2006 Hinton
et al. found a method that is more efficient at training DBNs by first training a stacked
RBM and then use these parameters as good starting parameters for training the DBN
[9]. The DBN then adds a layer of labels at the end of the model and uses either back
propagation or the sleep-wake algorithm to fine tune the system with the labels as the
criterion. TheDBN() function in the RBM package uses the backpropagation algorithm.
The backpropagation algorithm works as follows: (1) first a feedforward pass is made
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through all the hidden layers ending at the output layer (2) then the output is compared
to the actual label and (3) the error is used to adjust the weights in all the layers by going
back through the whole system. This process is repeated until some stopping criterion
is reached, in the DBN() function that is the maximum number of epochs but it could
also be the prediction error on a validation set.

Fig. 3. The DBN architecture.

3 Methodology

This paper use Modified National Institute of Standards and Technology database
(MNIST dataset) is a large database of handwritten digits that is commonly used for
training various image processing systems. The database is also widely used for training
and testing in the field of machine learning [10, 14, 15]. The MNIST database of hand-
written digits, has a training set of 60,000 examples, and a test set of 10,000 examples. It
is a subset of a larger set available from National Institute of Standards and Technology
(NIST). The digits have been size-normalized and centered in a fixed-size image.

In this work we use various type of hidden layer. We raise the nodes in the hidden
layer for each model. The configurations of nodes in hidden layer are 50, 100, 150, 200,
250, 300, 350, and 400. We also combine different layer to improve the classification
performance of RBM. Moreover, we use 2 and 3 layers for stack RBM and DBN.
We will compare the classification performance of regular RBM using RBM function,
classification RBM using stackRBM function and DBN function with different hidden
layer. The n.hidden argument defines how many hidden nodes the RBM will have and
size.minibatch is the number of training samples that will be used at every epoch. For
each model we use 1000 as the number of iterations and 10 for the minibatch. The
workflow of this research could be seen on Fig. 4.

Furthermore, after training the RBM model, stackRBM model and DBN model
we can check how well it reconstructs the data with the ReconstructRBM function.
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Fig. 4. The workflow of the research.

The function will then output the original image with the reconstructed image next to
it. If the model is good, the reconstructed image should look similar or even better than
the original. RBM not only good at reconstructing data but can actually make predic-
tions on new data with the classification RBM. So, after we trained our regular RBM,
classification RBM and DBN, we can use it to predict the labels on some unseen test
data with the PredictRBM function. This function will output a confusion matrix and
the accuracy score on the test set.

4 Experiment and Result

Weevaluate theperformanceof theproposed learning algorithmusing theMNISTdataset
[10]. In the classification results, we focused on whether the experiment improvement
RBM obtained the best classification accuracy performance. Also, we compared the
number of hidden neurons RBM. The classifier used in all the experiment is the Back-
Propagation Network (BPN) [11, 15].

Table 1 shows the classification accuracy of MNIST dataset with various type of
hidden layer using RBM function. In this experiment we use 50, 100, 150, 200, 250,
300, 350, and 400 nodes in hidden layer. In addition, to train a RBMwe need to provide
the function with train data, which should be a matrix of the shape (samples * features)
other parameters have default settings. The number of iterations defines the number
of training epochs, at each epoch RBM will sample a new minibatch. When we have
enough data it is recommended to set the number of iterations to a high value as this
will improve our model and the downside is that the function will also take longer to
train. The n.hidden argument defines how many hidden nodes the RBM will have and
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Table 1. Classification accuracy of MNIST dataset with various type of hidden layer using RBM
function.

n.iter n.hidden Accuracy

1000 50 0.8245

1000 100 0.846

1000 150 0.851

1000 200 0.8585

1000 250 0.859

1000 300 0.86

1000 350 0.86

1000 400 0.815

size.minibatch is the number of training samples that will be used at every epoch. We
use 1000 as the number of iterations and 10 for the minibatch. Moreover, the highest
accuracy is 86% with 350 nodes in hidden layer.

After training the RBM model we can check how well it reconstructs the data with
the ReconstructRBM function. The function will then output the original image with the
reconstructed image next to it. If the model is any good the reconstructed image should
look similar or even better than the original. The reconstruction model for digit “0” and
digit “3” using RBM function could be seen on Figs. 5 and 6. The model reconstruction
looks even more like a three and zero than the original image. Furthermore, RBM not
only good at reconstructing data but can actually make predictions on new data with the
classification RBM. After we trained our classification RBMwe can use it to predict the

Fig. 5. Reconstruction model digit “0” using RBM model
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Fig. 6. Reconstruction model digit “3” using RBM model

Fig. 7. Confusion matrix MNIST dataset using RBM model

labels on some unseen test data with the PredictRBM function. Which should output a
confusion matrix and the accuracy score on the test set that could be seen on Fig. 7.

Table 2 shows classification accuracy of MNIST dataset with various type of hidden
layer using stackRBM function. In this experiment we use various type of hidden layer
consists of 50, 100, 150, 200, 250, 300, 350, and 400 nodes for each layer (2 and 3). In
this work the highest accuracy for 2 layers is 90.9% use 350 nodes in hidden layer and
for 3 layers is 91.65% use 350 nodes in hidden layers. As we can see on Table 2 stacking
RBM use 350 nodes in hidden layer receive 90.9% accuracy and it is higher than on
Table 1 normal RBM receive 86% for 350 nodes in hidden layer. We can conclude from
this result stacking RBM improves our classification performance. However, stackRBM
is not a very elegant method though as each RBM layer is trained on the output of the
last layer and all the other RBM weights are frozen. It is a greedy method that will not
give us the most optimal results for classification. After training the stackRBM model
we can check how well it reconstructs the data with the ReconstructRBM function. The
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Table 2. Classification accuracy of MNIST dataset with various type of hidden layer using
stackRBM Function.

n.iter n.hidden Layers Accuracy Layers Accuracy

1000 50 2 0.846 3 0.827

1000 100 2 0.8695 3 0.868

1000 150 2 0.889 3 0.901

1000 200 2 0.8885 3 0.897

1000 250 2 0.9015 3 0.899

1000 300 2 0.9015 3 0.8975

1000 350 2 0.909 3 0.9165

1000 400 2 0.907 3 0.906

Fig. 8. Reconstruction model digit “0”, 2 layers using stack RBM model

reconstruction model for digit “0” and digit “3” could be seen on Figs. 8 and 9. Figure 10
explain about confusionmatrixMNISTdataset using stackRBMfunctionwith 350 nodes
in hidden layer using 2 hidden layers, which got 90.9% accuracy.

Table 3 shows classification accuracy of MNIST dataset with various type of hidden
layer usingDBN function. In this experimentwe use various type of hidden layer consists
of 50, 100, 150, 200, 250, 300, 350, and 400 nodes for each layer (2 and 3). In this work
the highest accuracy for 2 layers is 90.15% use 350 hidden layer and for 3 layers is 90%
use 400 nodes in hidden layers.
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Fig. 9. Reconstruction model digit”3”, 2 layers using stack RBM model

Fig. 10. Confusion matrix MNIST dataset using stack RBM model

Table 3. Classification accuracy of MNIST dataset with various type of hidden layer using DBN
Function.

n.iter n.hidden Layers Accuracy Layers Accuracy

1000 50 2 0.8485 3 0.8215

1000 100 2 0.8845 3 0.8665

1000 150 2 0.8905 3 0.8865

1000 200 2 0.8895 3 0.899

1000 250 2 0.8675 3 0.889

1000 300 2 0.902 3 0.8985

1000 350 2 0.9015 3 0.8945

1000 400 2 0.89 3 0.90
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Fig. 11. Confusion matrix MNIST dataset using DBN model

Fig. 12. Classification accuracy performance MNIST dataset with various type of hidden layer.

Figure 11 explain about confusion matrix MNIST dataset using DBN function with
350 nodes in hidden layers, for 2 layers and 1 label layers, which got 90.15% accuracy.
Based on experiment result on the Fig. 12 the trends of accuracy increases. When we
use more nodes in hidden layer, we can get higher accuracy performance. In this work
the highest accuracy is obtained when using 350 nodes in hidden layer. After that the
accuracy performance relatively decrease.

5 Conclusions

Based on all experiment result on Tables 1, 2, and 3 the number of hidden units and the
key parameter of restricted Boltzmann machine play an important role in the modeling
capability. Toomany hidden units lead to a largemodel size and slow convergence speed,
even overfitting results in poor generalization ability. And too few hidden units result
in low accuracy and bad performance of feature extraction. Stacking RBM and DBN
could improve our classification performance compare to regular RBM. Our experiment
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was focused on comparing the number of hidden neurons use RBM function, stackRBM
function, and DBN function. Our future work includes to design a fully automated
incremental learning algorithm that can be used in the deep architecture and we will use
other advanced types of RBM like Gaussian RBM and Deep Boltzmann Machines.
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